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Abstract

Background: The high prevalence rate of asthma represents a major societal burden. Advancements in information technology continue to affect the delivery of patient care in all areas of medicine. Internet-based solutions, social media, and mobile technology could address some of the problems associated with increasing asthma prevalence.

Objective: This review evaluates Internet-based asthma interventions that were published between 2004 and October 2014 with respect to the use of behavioral change theoretical frameworks, applied clinical guidelines, and assessment tools.

Methods: The search term (Asthma AND [Online or Internet or Mobile or Application or eHealth or App]) was applied to six bibliographic databases (Ovid MEDLINE, PubMed, BioMed Central, ProQuest Computing, Web of Knowledge, and ACM Digital Library) including only English-language articles published between 2004 and October 2014. In total, 3932 articles matched the priori search terms and were reviewed by the primary reviewer based on their titles, index terms, and abstracts. The matching articles were then screened by the primary reviewer for inclusion or exclusion based on their abstract, study type, and intervention objectives with respect to the full set of priori inclusion and exclusion criteria; 331 duplicates were identified and removed. A total of 85 articles were included for in-depth review and the remaining 3516 articles were excluded. The primary and secondary reviewer independently reviewed the complete content of the 85 included articles to identify the applied behavioral change theories, clinical guidelines, and assessment tools. Findings and any disagreement between reviewers were resolved by in-depth discussion and through a consolidation process for each of the included articles.

Results: The reviewers identified 17 out of 85 interventions (20%) where at least one model, framework, and/or construct of a behavioral change theory were applied. The review identified six clinical guidelines that were applied across 30 of the 85 interventions (35%) as well as a total of 21 assessment tools that were applied across 32 of the 85 interventions (38%).

Conclusions: The findings of this literature review indicate that the majority of published Internet-based interventions do not use any documented behavioral change theory, clinical guidelines, and/or assessment tools to inform their design. Further, it was found that the application of clinical guidelines and assessment tools were more salient across the reviewed interventions. A consequence, as such, is that many Internet-based asthma interventions are designed in an ad hoc manner, without the use of any notable evidence-based theoretical frameworks, clinical guidelines, and/or assessment tools.

(J Med Internet Res 2015;17(4):e89) doi:10.2196/jmir.4110
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Introduction

Asthma is a common chronic inflammatory disease of the airways with symptoms including cough, breathlessness, and wheezing. According to World Health Organization (WHO) estimates, there are some 235 million people in the world currently suffering from asthma. The WHO also estimates that asthma is the most common non-communicable disease among children [1,2].

Combined with the aging population trend and increasing cost of health care services, the high prevalence rate of asthma represents a major societal burden as well as a substantial challenge to the traditional models of health care providers, patients, and their families. A number of cost analysis studies have reported that the annual economic cost of asthma due to direct medical costs from hospital stays, as well as indirect costs from lost school and workdays, amounted to more than US $56 billion in the United States in 2007, CAN $1.8 billion in Ontario, Canada in 2011, and €19.3 billion in European adult populations in 2010 [3-5].

Advancements in the field of information technology continue to change patient care in all areas of medicine. Internet-based solutions, social media, and mobile technology could help to mitigate some of the problems associated with the increasing asthma prevalence [6].

The National Heart, Lung, and Blood Institute Expert Panel Report 3 (NHLBI EP3) Asthma Guidelines suggest that there is a potential use for information technologies to provide patients with skills to control their asthma and improve outcomes [7,8].

None of the existing literature reviews focused on evaluating Internet-based asthma interventions with respect to the evidence base around the behavioral change theoretical frameworks, applied clinical guidelines, and assessment tools.

The primary objective of this literature review was to identify and evaluate Internet-based asthma interventions that were published between 2004 and October 2014 with respect to the use of the behavioral change, self-care, and self-management theoretical frameworks as well as the application of clinical guidelines and assessment tools.

Methods

Research Questions

We established the following primary research question: What is the use of behavioral change, self-care, and self-management theoretical frameworks within the context of Internet-based asthma interventions?

Our secondary research question was: What is the use of clinical guidelines and assessment tools within the context of Internet-based asthma interventions?

Inclusion Criteria

The review included all asthma-related Internet-based interventions, such as Internet-based applications, electronic diary solutions, mobile apps, and/or any other kind of computer-based applications with the focus on patient-centric Internet-based applications as well as provider-to-patient applications.

The bibliographic databases search included relevant studies and interventions that were published between 2004 and October 2014 and was limited to literature published in the English language.

Exclusion Criteria

The review excluded any electronic record management systems that are provider-centric and used to organize patient visits at the clinic and/or hospital settings such as electronic medical records (EMR), electronic health records (EHR), and hospital information systems (HIS). Also, telemedicine interventions that merely leveraged the conventional wired or wireless telephone technology as a medium to facilitate a verbal communication and/or short message service (SMS) between patients and their providers were excluded. The review excluded any educational-only studies that utilized Web-based resources, such as social media, decision support tools, and wikis, for the sole purpose of providing educational content for asthma patients, caregivers, and/or providers.

The bibliographic databases search excluded studies whose main objective was to design, develop, and assess eHealth tools, such as Web, Internet, and mobile apps, without providing critical analysis of their impact and contribution within a given asthma intervention context.

Search Strategy

Overview

The search term was applied to six bibliographic databases (Ovid MEDLINE, PubMed, BioMed Central, ProQuest Computing, Web of Knowledge, and ACM Digital Library) including only English articles published between 2004 and October 2014. The search was conducted in the following steps.

Search Term

We limited the search to English-language articles published between 2004 and October 2014. The search term was:

- [Asthma] AND
- [English language and year="2004 -Current"] AND
- [Online or Internet or Mobile or Application or eHealth or App]

Step I — Abstract Evaluation

The primary reviewer evaluated the abstracts, titles, and index terms of all matching articles in the bibliographic databases where the search term was applied. Based on this preliminary review, all relevant articles were listed for potential inclusion.

Step II — Screeening for Inclusion

In this step, the primary reviewer evaluated relevant articles in the preliminary list for final inclusion or exclusion based on their abstract, study type, and intervention focus with respect to the full set of priori inclusion and exclusion criteria.

Step III — Removal ofDuplicates

Internal and cross-database duplicates were identified and removed from all included articles from Step II. Duplicates...
within each database were first identified and removed. Cross-database duplicates were then identified and removed through a manual consolidation process.

**Step IV — Independent Review**

The complete published papers of all included articles were then reviewed, analyzed, and assessed thoroughly by two reviewers independently. The primary and secondary reviewers independently reviewed the complete content of the included articles to identify the applied theoretical frameworks, clinical guidelines, and assessment tools with the objective to answer the priori research questions. Findings and disagreements between the primary and secondary reviewers were resolved by in-depth discussions and through a consolidation process for each of the included articles.

**Results**

**Overview**

In total, and across all six bibliographic databases, 3932 articles matched the priori search terms and were reviewed by the primary reviewer based on their titles, index terms, and abstracts in Step I.

In Step II, 3516 articles were excluded by the primary reviewer on their abstract, study type, and intervention focus that met the priori exclusion criteria.

A total of 331 duplicates were identified and removed in Step III.

In the last step, the remaining 85 articles were included for independent and in-depth review by the two reviewers. **Figure 1** depicts the search breakdown and results for all six bibliographic databases.

The majority of the reviewed studies and interventions reported the following key targeted behaviors [9-13]: (1) managing environmental triggers, (2) accessing asthma services, (3) medication adherence, (4) monitoring peak flow regularly by using portable meters, (5) keeping rescue inhaler accessible, and (6) smoke reduction or cessation.

The findings of the review results will be discussed in three different sections: Theoretical Frameworks, Clinical Guidelines and Assessment Tools, and Other Reviews.

**Figure 1.** Search results from the six bibliographic databases.
Theoretical Frameworks

Overview

The motive behind conducting this review was to answer the primary research question with respect to whether existing Internet-based interventions for asthma were founded on any behavioral-change theories. And if so, to what extent did these theoretical frameworks inform the design and evaluation of these interventions?

This review identified 17 out of 85 interventions (20%) where at least one model, framework, and/or construct of a behavioral change theory was applied. This implies that the majority of our reviewed interventions did not apply any documented behavioral change theory to inform the design of their interventions. This finding is consistent with what is reported in the literature. Theory-driven strategies for aiding individuals in changing or managing health behaviors are lacking [9].

As such, this review found that there are only a limited number of well-established behavioral change theories and models that were referenced and applied across multiple studies. In total, the reviewers were able to identify 10 behavioral change theories and models that were applied across multiple interventions versus 13 other theories and models that were only applied once within the context of a single study and/or intervention.

Table 1 provides a list of all applied theoretical frameworks and models that were identified across the 85 reviewed interventions.

In the following sections, the theoretical frameworks that were applied in more than three studies will be further analyzed and discussed.

Table 1. Applied theoretical frameworks and models of the 85 reviewed Internet-based asthma interventions.

<table>
<thead>
<tr>
<th>Theoretical frameworks</th>
<th>Number of studies</th>
<th>Cited interventions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gamification</td>
<td>4</td>
<td>[13-16]</td>
</tr>
<tr>
<td>Health Belief Model</td>
<td>4</td>
<td>[10-12,17]</td>
</tr>
<tr>
<td>Tailoring</td>
<td>4</td>
<td>[10-13]</td>
</tr>
<tr>
<td>Transtheoretical Model</td>
<td>4</td>
<td>[9,10,12,17]</td>
</tr>
<tr>
<td>Attribution Theory</td>
<td>3</td>
<td>[11,13,17]</td>
</tr>
<tr>
<td>Chronic Care Model</td>
<td>2</td>
<td>[18,19]</td>
</tr>
<tr>
<td>Motivational Interviewing</td>
<td>2</td>
<td>[11,17]</td>
</tr>
<tr>
<td>Self-Determination Theory</td>
<td>2</td>
<td>[17,20]</td>
</tr>
<tr>
<td>Social Cognitive Theory</td>
<td>2</td>
<td>[13,21]</td>
</tr>
<tr>
<td>Technology Acceptance Model</td>
<td>2</td>
<td>[22,23]</td>
</tr>
<tr>
<td>Biobehavioral Family Model (BFM)</td>
<td>1</td>
<td>[16]</td>
</tr>
<tr>
<td>Dual Processing Theory</td>
<td>1</td>
<td>[13]</td>
</tr>
<tr>
<td>Ecological Systems Theory</td>
<td>1</td>
<td>[24]</td>
</tr>
<tr>
<td>Instructional Theory</td>
<td>1</td>
<td>[13]</td>
</tr>
<tr>
<td>Intervention Mapping</td>
<td>1</td>
<td>[13]</td>
</tr>
<tr>
<td>Marlatt’s Theory of Relapse</td>
<td>1</td>
<td>[17]</td>
</tr>
<tr>
<td>Motivational Theory</td>
<td>1</td>
<td>[13]</td>
</tr>
<tr>
<td>Norma Engaging Multimedia Design (NEMD)</td>
<td>1</td>
<td>[16]</td>
</tr>
<tr>
<td>Peplau’s Theory of Interpersonal Relations</td>
<td>1</td>
<td>[22]</td>
</tr>
<tr>
<td>Social Learning Theory</td>
<td>1</td>
<td>[25]</td>
</tr>
<tr>
<td>Sociohistoric Theory</td>
<td>1</td>
<td>[13]</td>
</tr>
<tr>
<td>The eHealth Behavior Management Model</td>
<td>1</td>
<td>[9]</td>
</tr>
<tr>
<td>Theory of Planned Behavior</td>
<td>1</td>
<td>[9]</td>
</tr>
<tr>
<td>Watson’s Model of Caring</td>
<td>1</td>
<td>[22]</td>
</tr>
</tbody>
</table>

Gamification

In the past, computer and video games were perceived to be a waste of time and harmful in many aspects to those who play such games excessively, especially for the child and adolescent age groups [26,27]. Nevertheless, the advancement in audio-visual and telecommunication technologies has ignited a new era for today’s games. While the term “gamification” is still evolving, it could be defined as “the use of video game elements in non-gaming systems to improve user experience (UX) and user engagement” [28].

There is a growing body of evidence emphasizing the potential benefits of the social, health, and educational science behind
computer games [29]. The potential application of computer games in the health domain was well addressed by the Games for Health projects. The project has defined a taxonomy to depict five main types of games used in health care: Preventative, Therapeutic, Assessment, Educational, and Informatics [27].

This review has shown that principles, concepts, and strategies of gamification were only applied in four studies. However, these four studies only targeted children up to 12 years old [13-16]. The reviewers could not cite any Internet-based asthma interventions employing gamification concepts for the adolescent or adults’ population groups.

In one study conducted in 2013, an online peer support group for asthmatic children used an existing commercial networking website, Club Penguin, to help asthmatic children deal with difficult situations in an engaging manner [14].

Another two studies reported the success of an award-winning program called “Okay With Asthma”, where an interactive digital story was developed and delivered online to support children with their asthma and psychosocial management strategies. This was done through leveraging and employing a novel behavioral model, the Biobehavioral Family Model [15,16].

The “Okay With Asthma” program successfully used the five factors (simulation interactivity, construct interactivity, immediacy, feedback, and goals) identified by the Norma Engaging Multimedia Design model to design its usability and feasibility testing approach [16,30].

Simulation interactivity describes the child’s ability to ‘become’ a character in the story, whereas construct interactivity refers to the availability of activities for the child to create or build in the virtual world. Immediacy is the user’s ability to observe all the actions and interactions that take place in the system. Children need feedback to show that their choices matter; without consequences, there would be no point in performing the actions. The model’s final tenet is goal setting. Whether the goal is set extrinsically (by the game developer) or intrinsically (the child determining own goals), it is important for there to be goals to achieve. [31]

As well, the Watch-Discover-Think-Act (WDTA) study [13] provided an applied example of how behavioral and motivation theories could be translated within the context of gamification. The WDTA program developed a game that walks through 18 real-life and four fantasy scenarios. The players, who are children with asthma, have to complete a set of tasks related to asthma self-management in order to progress across scenarios. Feedback is provided as a reinforcement of information for the children and their parents.

As depicted in Table 2, the reviewers were able to validate the translation steps of the behavioral change theoretical methods in the “Watch-Discover-Think-Act” [13] study against a number of other studies, such as the five factors of the Norma Engaging Multimedia Design model that were applied within the context of “Okay With Asthma” [16]. The correlation between the findings of those two different studies validates the impact and influence gamification theories and methods could have to increase patients’ motivation, self-efficacy, and engagement level within the context of Internet-based asthma interventions.

### Table 2. Correlation between the applied theoretical methods and factors of the two studies, “Watch-Discover-Think-Act” and “Okay With Asthma”.

<table>
<thead>
<tr>
<th>WDTA (Watch-Discover-Think-Act)</th>
<th>Okay With Asthma</th>
</tr>
</thead>
<tbody>
<tr>
<td>Personalized Information</td>
<td>Simulation Interactivity</td>
</tr>
<tr>
<td>Fantasy Context + Multiple Modalities</td>
<td>Construct Interactivity</td>
</tr>
<tr>
<td>Learner Control</td>
<td>Immediacy</td>
</tr>
<tr>
<td>Reinforcement</td>
<td>Feedback</td>
</tr>
<tr>
<td>Goal Settings</td>
<td>Goals</td>
</tr>
</tbody>
</table>

### Health Belief Model

The Health Belief Model dates back to the 1950s, initially developed by Hochbaum (1958) and Rosenstock (1960), and then extended by Kirsch and Becker in 1974 [32]. The Health Belief Model is a theoretical framework that attempts to study and predict the individual’s health preferences and actions based on observed attitudes and personal beliefs. The model explains the individual’s motivation to take a health-care-related action based on the following factors:

1. The existence of sufficient motivation (or health concern) to make health issues salient of relevant.
2. The belief that one is susceptible (vulnerable) to a serious health problem or to the sequelae of that illness or condition. This is often termed perceived threat.
3. The belief that following a particular health recommendation would be beneficial in reducing the perceived threat, and at a subjectively-acceptable cost. [33]

The Health Belief Model was applied in the context of providing individualized messages and communication with patients to promote self-efficacy and better patient engagement [10-12,17].

The Puff City program that was evaluated in six Detroit high schools and reported in four different studies [10-12,17] identified and evaluated three core behaviors: namely, controller medication adherence, rescue inhaler availability, and smoking cessation/reduction. In the event of a negative change in any of the three core behaviors, theory-based health messages and information on asthma control were sent to the patients to sustain their self-efficacy and asthma self-regulation [12].
**Tailoring**

In the literature, “tailoring” is defined as “…assessment and provision of feedback based on information that is known or hypothesized to be most relevant for each individual participant of a program” [11,34,35], and “…any combination of information or change strategies intended to reach one specific person, based on characteristics that are unique to that person, related to the outcome of interest, and have been derived from an individual assessment” [10,35].

A number of studies and interventions have pointed out the significance of identifying the resistant groups at earlier stages of the intervention. These groups are less motivated to change their behavior and take ownership in managing their asthma. The objective is to use “tailoring” as a means to apply behavioral change theories, such as the Transtheoretical Model and the Health Belief Model, to motivate those subgroups and achieve positive changes in their behaviors with respect to their self-efficacy and asthma management [10-13]. The reviewed studies have utilized “tailoring” to customize the communication and education strategies with the targeted resistant subgroup based on their beliefs, attitude, and personalized information.

**Transtheoretical Model**

The Transtheoretical Model promotes individuals to change their behaviors for a healthier lifestyle.

*The Transtheoretical Model is based on the premise that individuals are in one of five possible stages of change associated with a particular behavior.*

Precontemplation is the stage in which a person has no interest in changing the behavior. Contemplation is when a person would like to change the behavior someday but is not yet ready. Preparation is when a person is ready to make the change but needs assistance in moving that want into reality. The more active stages include Action and Maintenance. Those in Action have begun the behavior change process. **Key to their success is moving the change to Maintenance, where change takes place over time.** [9,36]

The review identified three different studies where the concepts of the Transtheoretical Model were applied in the methods’ design and patients’ assessment through the stages of the change [9,10,12,17].

The Asthma Management Demonstration Project was developed to manage the following four asthma-related behaviors for asthma patients among employees and students of Western Michigan University: monitoring peak flow measurements, accessing asthma services, using prescription asthma medications properly, and managing environmental triggers [9].

Based on concepts of Transtheoretical Model, the project developed transactional questioning to stage their asthma patients according to their readiness to change their asthma-related behavior [9].

The Web-based Puff City program has also applied concepts of Transtheoretical Model to motivate their patients to change three core asthma-related behaviors: controller medication adherence, rescue inhaler availability, and smoking cessation/reduction [10,12,17].

**Clinical Guidelines and Assessment Tools**

**Overview**

In response to our secondary research question, we found that the application and employment of clinical guidelines and assessment tools were more abundant than theoretical frameworks across the reviewed interventions. The review identified 30 out of 85 interventions (35%) where at least one documented clinical guideline was applied. In total, there were six clinical guidelines applied across the 30 identified interventions as listed in Table 3.

As such, the review identified 32 out of 85 interventions (38%) where at least one documented assessment tool was applied. In total, there were 21 assessment tools applied across the 32 identified interventions as listed in Table 4.

This review found that many guidelines and assessment tools were broadly adopted by a relatively large number of interventions, for example, the National Asthma Education and Prevention Program referenced across 15 (of the 85) interventions [10-12,16-18,20-22,37-42], the Global Initiative for Asthma (GINA) guidelines referenced across 13 interventions [43-55], and the Asthma Control Questionnaire referenced across 11 interventions [19,20,44,49,56-62].

<table>
<thead>
<tr>
<th>Clinical guidelines</th>
<th>Number of studies</th>
<th>Cited interventions</th>
</tr>
</thead>
<tbody>
<tr>
<td>National Asthma Education and Prevention Program (NAEPP)</td>
<td>15</td>
<td>[10-12,16-18,20-22,37-42]</td>
</tr>
<tr>
<td>Global Initiative for Asthma (GINA) Guidelines</td>
<td>13</td>
<td>[43-55]</td>
</tr>
<tr>
<td>British Guideline on the Management of Asthma</td>
<td>1</td>
<td>[54]</td>
</tr>
<tr>
<td>Canadian Asthma Consensus Guidelines (CACG)</td>
<td>1</td>
<td>[63]</td>
</tr>
<tr>
<td>International ERS/ATS Guidelines on Definition, Evaluation and Treatment of Severe Asthma</td>
<td>1</td>
<td>[54]</td>
</tr>
<tr>
<td>Standards for the Diagnosis and Treatment of Patients with COPD</td>
<td>1</td>
<td>[47]</td>
</tr>
</tbody>
</table>
Table 4. Applied assessment tools of the 85 reviewed Internet-based asthma interventions.

<table>
<thead>
<tr>
<th>Assessment tools</th>
<th>Number of studies</th>
<th>Cited interventions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asthma Control Questionnaire (ACQ)</td>
<td>11</td>
<td>[19,20,44,49,56-62]</td>
</tr>
<tr>
<td>Asthma Quality of Life Questionnaires (AQLQ)</td>
<td>9</td>
<td>[19,44,48,50,59,64-66]</td>
</tr>
<tr>
<td>Pediatric Asthma Quality of Life Questionnaire (PAQLQ)</td>
<td>8</td>
<td>[43,50,52,53,57,61,67,68]</td>
</tr>
<tr>
<td>Asthma Control Test (ACT)</td>
<td>8</td>
<td>[42,51-53,64,67-69]</td>
</tr>
<tr>
<td>International Survey of Asthma and Allergies in Childhood (ISAAC) questionnaire</td>
<td>4</td>
<td>[11,12,55,68]</td>
</tr>
<tr>
<td>Asthma Therapy Assessment Questionnaire (ATAQ)</td>
<td>3</td>
<td>[49,57,60]</td>
</tr>
<tr>
<td>Child Asthma Control Test (C-ACT)</td>
<td>3</td>
<td>[52,53,68]</td>
</tr>
<tr>
<td>Mini Asthma Quality of Life (Mini AQLQ)</td>
<td>3</td>
<td>[56,58,63]</td>
</tr>
<tr>
<td>Knowledge, Attitude and Self-Efficacy Asthma Questionnaire (KASE-AQ)</td>
<td>2</td>
<td>[58,60]</td>
</tr>
<tr>
<td>Pediatric Asthma Caregivers Quality of Life Questionnaire (PACQLQ)</td>
<td>2</td>
<td>[52,53]</td>
</tr>
<tr>
<td>The Asthma Life Quality Questionnaire (ALQ)</td>
<td>2</td>
<td>[56,64]</td>
</tr>
<tr>
<td>The Consumer Asthma Knowledge Questionnaire and inhalation technique with the standardized checklist of the Dutch Asthma Foundation</td>
<td>2</td>
<td>[57,59]</td>
</tr>
<tr>
<td>Air Quality Health Index (AQHI)</td>
<td>1</td>
<td>[63]</td>
</tr>
<tr>
<td>Allergic Rhinitis and its Impact on Asthma Questionnaire (ARIA)</td>
<td>1</td>
<td>[68]</td>
</tr>
<tr>
<td>Asthma Behavior Checklist (ABC)</td>
<td>1</td>
<td>[25]</td>
</tr>
<tr>
<td>Asthma Self-Regulatory Development Interview</td>
<td>1</td>
<td>[17]</td>
</tr>
<tr>
<td>Children’s Health Survey for Asthma (CHSA) by the American Academy of Pediatrics</td>
<td>1</td>
<td>[70]</td>
</tr>
<tr>
<td>Eyberg Child Behavior Inventory (ECBI)</td>
<td>1</td>
<td>[25]</td>
</tr>
<tr>
<td>Illness Management Survey (IMS)</td>
<td>1</td>
<td>[67]</td>
</tr>
<tr>
<td>Multidimensional Scale of Perceived Social Support</td>
<td>1</td>
<td>[11]</td>
</tr>
<tr>
<td>The Royal College of Physicians’ “Three Key Questions”</td>
<td>1</td>
<td>[71]</td>
</tr>
</tbody>
</table>

International Asthma Guidelines

With the aim to employ an evidence base to reduce asthma prevalence, morbidity, and mortality, the Global Initiative for Asthma (GINA) was launched in 1993 as a collaboration between the National Heart, Lung, and Blood Institute, the National Institutes of Health, and the World Health Organization [72]. The GINA guidelines were referenced in 13 of the 85 reviewed interventions [43-55].

Another example of internationally applied asthma guidelines is the International Survey of Asthma and Allergies in Childhood (ISAAC) questionnaire. Established in 1991, the ISAAC guidelines aimed to investigate asthma in the pediatric population as a measure to control the increasing conditions on the global scale [73]. Items from the ISAAC guidelines were included in the Lung Health Survey in four of the reviewed interventions [11,12,55,68].

National Asthma Guidelines

In response to the increasing asthma challenges in the United States, the National Asthma Education and Prevention Program (NAEPP) was initiated in March 1989 by the National Heart, Lung, and Blood Institute (NHLBI) [74]. This review has shown that the NAEPP guidelines were the most referenced asthma guidelines across all reviewed interventions as they were implemented in the design of 15 out of the 85 reviewed interventions [10-12,16-18,20-22,37-42].

This review identified a number of national clinical guidelines that were adopted and applied in a smaller number of interventions conducted at the national level, such as the British Guideline on the Management of Asthma [54], the Canadian Asthma Consensus Guidelines (CACG) [63], and the Air Quality Health Index (AQHI) in Canada, as well as the standardized checklist of the Dutch Asthma Foundation [57,59].

Pediatric Asthma Guidelines

In addition to the national and international guidelines, the review also identified a number of children-specific guidelines such as the Pediatric Asthma Quality of Life Questionnaire (PAQLQ) [43,50,52,53,57,61,67,68], International Survey of Asthma and Allergies in Childhood (ISAAC) questionnaire [11,12,55,68], the Eyberg Child Behavior Inventory (ECBI) [25], the Children’s Health Survey for Asthma (CHSA) by the American Academy of Pediatrics [70], and the Child Asthma Control Test (C-ACT) [52,53,68].

Other Reviews

A total of 14 other reviews of Internet- and electronic-based asthma interventions were identified. These reviews did not evaluate Internet-based asthma interventions with respect to the evidence base around the behavioral change theoretical
frameworks, applied clinical guidelines, and assessment tools. However, the identified other reviews share similar discussions around main topics such as patients’ perception of Internet-based interventions, limitation of existing studies, and the effect of evolving Internet and mobile technologies on the relationship between asthma patients and their health care providers.

Six of the 14 reviews indicated that Internet-based interventions were well-perceived by asthma patients and their usage was associated with promoting positive health behaviors among asthma patient groups [6,7,75-78]. On the other hand, a number of reviews reported that numerous studies for existing interventions were conducted on a small group of subjects for a limited, and often short, period of time resulting in mixed results with respect to controlling asthma symptoms and improving quality of life for asthma patients [1,7,79-81]. Last, four reviews shared concerns pertaining to the increased diffusion of Internet and mobile technologies into the delivery of care and to its impact on the clinician-patient relationship that could have negative effect on both patients and health care providers [1,7,79,80].

Discussion

Principal Findings

In an attempt to answer the primary research question pertaining to the evidence base around the behavioral change, self-care, and self-management theoretical frameworks applied within the context of the reviewed Internet-based asthma interventions, the reviewers identified 17 out of 85 interventions (20%) where at least one model, framework, and/or construct of a behavioral change theory was applied. This implies that the majority of our reviewed interventions did not apply any documented behavioral change theory to inform their design. As such, this review found that only a limited number of behavioral change theories and models were referenced and applied across multiple studies.

In total, the reviewers were able to identify 10 behavioral change theories and models that were applied across multiple (more than one) interventions versus 13 other theories and models that were only applied within the context of a single study and/or intervention.

Compared to the applied theoretical frameworks, and in response to the secondary research question, the reviewers were able to report that the application and employment of clinical guidelines and assessment tools were more salient across the reviewed interventions. The review identified six clinical guidelines that were applied across 30 of the 85 interventions (35%) as well as a total of 21 assessment tools that were applied across 32 of the 85 interventions (38%).

The National Asthma Education and Prevention Program (NAEPP) guidelines were the most referenced asthma guidelines across all the reviewed interventions as they were implemented in the design of 15 out of the 85 reviewed interventions [10-12,16-18,20-22,37-42].

Limitations

This review has a number of limitations. First, the reviewers searched the literature in six major bibliographic databases between 2004 and October 2014 only; there may be other relative studies published in other databases. Second, the reviewers did not employ any theory or guidelines to evaluate the quality of each included and reviewed study. Thus, all reviewed studies are assumed to be of the same quality.

Conclusions

It was found that the majority of published interventions did not apply behavioral change theory, clinical guidelines, and/or assessment tools to inform their design. Further, it was found that the application of clinical guidelines and assessment tools were more salient across the reviewed interventions. A consequence, therefore, is that many Internet-based asthma interventions are designed in an ad hoc manner, without the use of any notable evidence-based theoretical frameworks, clinical guidelines, and/or assessment tools.
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Abstract

Background: Digital therapeutics are evidence-based behavioral treatments delivered online that can increase accessibility and effectiveness of health care. However, few studies have examined long-term clinical outcomes of digital therapeutics.

Objective: The objective of this study was to conduct a 2-year follow-up on participants in the Internet-based Prevent diabetes prevention program pilot study, specifically examining the effects on body weight and A1c, which are risk factors for diabetes development.

Methods: A quasi-experimental research design was used, including a single-arm pre- and post-intervention assessment of outcomes. Participants underwent a 16-week weight loss intervention and an ongoing weight maintenance intervention. As part of the program, participants received a wireless scale, which was used to collect body weight data on an ongoing basis. Participants also received A1c test kits at baseline, 0.5 year, 1 year, and 2-year time points.

Results: Participants previously diagnosed with prediabetes (n=220) were originally enrolled in the pilot study. A subset of participants (n=187) met Centers for Disease Control and Prevention (CDC) criteria for starting the program (starters), and a further subset (n=155) met CDC criteria for completing the program (completers) and were both included in analyses. Program starters lost an average of 4.7% (SD 0.4) of baseline body weight after 1 year and 4.2% (SD 0.8) after 2 years, and reduced A1c by mean 0.38% (SD 0.07) after 1 year and 0.43% (SD 0.08) after 2 years. Program completers lost mean 4.9% (SD 0.5) of baseline body weight after 1 year and 4.3% (SD 0.8) after 2 years, and reduced A1c by 0.40% (SD 0.07) after 1 year and 0.46% (SD 0.08) after 2 years. For both groups, neither 2-year weight loss nor A1c results were significantly different from 1-year results.

Conclusions: Users of the Prevent program experienced significant reductions in body weight and A1c that are maintained after 2 years. Contrary to the expected progression from prediabetes to diabetes over time, average A1c levels continued to show an average regression from within the prediabetic range (5.7%-6.4%) initially to the normal range (<5.7%) after 2 years. Further investigation is warranted to test digital therapeutics as a scalable solution to address national diabetes and cardiovascular disease prevention efforts.

(J Med Internet Res 2015;17(4):e92) doi:10.2196/jmir.4052
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Introduction

Prediabetes, the clinical precursor to type 2 diabetes, continues to grow to epidemic levels. Recent estimates by the Centers for Disease Control and Prevention (CDC) indicate that prevalence increased 8% in the last decade—from 29% in 1999-2002 to 37% in 2009-2012—amounting to 86 million Americans over age 20 with prediabetes [1,2]. Furthermore, the US Preventive Services Task Force (USPSTF) now recommends that overweight/obese adults with additional cardiovascular risk factors such as prediabetes receive intensive behavioral counseling interventions such as the Diabetes Prevention Program (DPP) [3]. As a result, there is an urgent need for effective chronic disease prevention interventions that can be disseminated to millions of people. To address such needs, a new field of “digital therapeutics” has emerged—evidence-based treatments from the field of behavioral medicine that are delivered online [4].

One of the most established digital therapeutics is Prevent, an Internet-based version of the DPP clinical trial. Though the DPP was primarily an individual treatment, most DPP translations including Prevent have successfully used group-based approaches to minimize cost, and thus group-based interventions have been recommended in evidence-based guidelines for diabetes prevention [5].

Previous published research showed that Prevent program starters were able to achieve clinically significant reductions in body weight and A1c after 1 year [6]. Of note, this was the first study to show that a scalable Internet-based intervention met all efficacy benchmarks for DPP programs set by CDC’s Diabetes Prevention and Recognition Program (DPRP) standards [7]. This addressed a key concern raised by Yudkin & Montori that “rolling out intensive lifestyle interventions like these to populations with pre-diabetes…would be challenging” [8].

Furthermore, a critique of DPP studies by Kahn and Davidson noted that weight loss results of DPP translations have often been low (a meta-analysis of 22 studies showing 2.4% weight loss at 1 year) [9] and often show significant weight regain after the intervention ends. However, they concede that real-world DPPs “may have promise if the weight loss achieved at year 2 can be sustained and replicated” [10].

Thus, the current study seeks to make an original contribution to the scientific literature by addressing such points through investigating the long-term outcomes and sustainability of an Internet-based DPP.

Methods

Research Design

A quasi-experimental research design was used, including a single-arm pre- and post-intervention assessment of body weight, A1c, and program engagement outcomes [6]. Participants were not compensated for participation but were enrolled in the program at no cost. Institutional Review Board (IRB) exemption was granted by Western IRB for secondary analyses of previously collected and de-identified data.

Participants

Patients were recruited via craigslist advertisements seeking participants for an Internet-based diabetes prevention program. Patients were screened for a self-reported clinical diagnosis of prediabetes within the past year and meeting CDC DPRP eligibility criteria: 18 years of age or older, have a body mass index (BMI) of ≥24 kg/m² (≥22 kg/m² if Asian), and able to engage in light physical activity [7].

Eligible participants completed an online account set-up process, in which they provided consent and completed health and demographic questionnaires, and then enrolled in the Prevent program, which they could access via any Internet-enabled desktop or mobile device [11].

Program

A full description of the program components has been previously published [6]. Briefly, Prevent is an Internet-based translation of the DPP lifestyle intervention, which includes small group support, personalized health coaching, a weekly DPP-based curriculum, and digital tracking tools. Participants were demographically matched into groups of 10-15 participants and placed into a private online social network resembling Facebook where they could discuss goal progress and provide social support to one another. At any convenient time or place using Internet-enabled devices, they could asynchronously complete weekly DPP-based health education lessons, privately message and call a health coach for individual counseling, track weight loss, and physical activity using a wireless weight scale and pedometer, and monitor their engagement and weight loss progress.

Prevent starts with a 16-week “Core” curriculum focusing on weight loss and continues with a 36-week post-core “Sustain” curriculum focusing on weight maintenance, with this “active” intervention totaling 12 months. During this time, participants also engage with health coaching, small group discussion, and tracking of body weight/food/physical activity. After 12 months, participants continue with an ongoing intervention that is more proactive, in which they continue to have access to past curriculum, a larger Prevent “alumni” group discussion forum, and tracking capabilities.

Measures

Baseline demographic and health information were collected prior to program start using an Internet-based questionnaire self-completed by the subject. Body weight, the study’s primary outcome, was measured serially in pounds using a validated, wireless-enabled scale that was mailed to participants [12]. Weights were transmitted over a 2G cellular network to a central study server. Participants were encouraged to weigh themselves daily and reminded via email/telephone calls to obtain weights at the baseline, 6, 12, and 24-month assessment timepoints. Weight measurements were highly stable and the scale’s coefficient of variation was ±0.2 lb.

A1c was measured in percent (NGSP/DCCT units) using self-administered AccuBase A1c test kits by DTI laboratories, an FDA-cleared whole blood test that uses a capillary tube blood collection method. This allows for reliable home-based data collection method.
collection and valid lab testing using high-performance liquid chromatography (HPLC-IE/HPLC-BA), including abnormal hemoglobin screening [13]. A1c test kits were mailed to participants’ homes around the baseline, 6, 12, and 24-month assessment timepoints.

Analyses

Results were analyzed for two subgroups based on CDC DPRP standards: “program starters” were those who completed at least 4 core lessons, and “program completers” were those who completed at least 9 core lessons.

Results were analyzed using SPSS Statistics 21.0 and SAS 9.3. Baseline characteristics were compared between subgroups using chi-square tests or Fisher’s exact test for categorical variables and two-sample $t$ tests for continuous variables. To account for repeated measures and missing data, linear mixed-effects models were used to obtain adjusted mean changes in weight and A1c over the 2-year follow-up period. Based on exploratory data analysis and graphs of the time trends, piecewise linear models were fit for weight change with days from baseline and a change point after the last core lesson day included in the model. For A1c, an additional change point at 12 months was added to the mixed model due to significant change in slope at that timepoint and better model fit statistics.

Results

Demographics and Participation

As shown in Figure 1, 254 participants from across the United States responded to online advertisements and met CDC DPRP eligibility criteria. Of these, 220 participants completed the initial assessment and online set-up process and enrolled in the intervention on April 29, 2012. Demographic characteristics of study participants are reported in a previous study [5]. Briefly, as outlined in Table 1, the participants were socioeconomically diverse. The baseline BMI of these 220 participants was 36.6 kg/m$^2$. A subset of these participants (n=187) completed at least 4 core lessons and were thus designated program starters, and a further subset of these participants (n=155) completed at least 9 core lessons and were thus designated program completers.
Figure 1. Participant recruitment and retention flow chart.

254
Identified for screening and recruitment

220
Enrolled in intervention

187 / 155
Met CDC DPRP criteria for being a program starter/completer (i.e. completed 4+/9+ core lessons)

148 / 104
Provided body weight/A1c measures at 1 year

131 / 99
Provided body weight/A1c measures at 2 years
Table 1. Baseline demographic characteristics of participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total (N=220)</th>
<th>Non-starters (0-3 lessons) (n=33)</th>
<th>Starters (4+ lessons) (n=187)</th>
<th>Non-starters vs Starters, ( P ) value</th>
<th>Non-completers (4-8 lessons) (n=32)</th>
<th>Completers (9+ lessons) (n=155)</th>
<th>Non-completers vs Completers, ( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD)</td>
<td>43.6 (12.4)</td>
<td>42.0 (12.6)</td>
<td>43.9 (12.4)</td>
<td>.43(^a)</td>
<td>39.0 (9.4)</td>
<td>44.9 (12.8)</td>
<td>.004(^a)</td>
</tr>
<tr>
<td>Weight, mean (SD)</td>
<td>223.1 (47.9)</td>
<td>226.1 (53.5)</td>
<td>222.5 (47.0)</td>
<td>.69(^a)</td>
<td>229.8 (45.9)</td>
<td>221.0 (47.2)</td>
<td>.34(^a)</td>
</tr>
<tr>
<td>BMI, mean (SD)</td>
<td>36.6 (7.5)</td>
<td>35.9 (6.6)</td>
<td>36.7 (7.6)</td>
<td>.56(^a)</td>
<td>38.3 (7.5)</td>
<td>36.4 (7.6)</td>
<td>.21(^a)</td>
</tr>
<tr>
<td>Gender (male), n (%)</td>
<td>38 (17.3)</td>
<td>10 (30.3)</td>
<td>28 (15.0)</td>
<td>.03(^b)</td>
<td>3 (9.4)</td>
<td>25 (16.1)</td>
<td>.42(^c)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>108 (50.2)</td>
<td>15 (45.5)</td>
<td>93 (51.1)</td>
<td>.28(^b)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>63 (29.3)</td>
<td>10 (30.3)</td>
<td>53 (29.1)</td>
<td></td>
<td>11 (35.5)</td>
<td>42 (27.8)</td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>23 (10.7)</td>
<td>2 (6.1)</td>
<td>21 (11.5)</td>
<td></td>
<td>3 (9.7)</td>
<td>18 (11.9)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>21 (9.8)</td>
<td>6 (18.2)</td>
<td>15 (8.2)</td>
<td></td>
<td>2 (6.5)</td>
<td>13 (8.6)</td>
<td></td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.13(^c)</td>
<td>.68(^c)</td>
<td></td>
</tr>
<tr>
<td>Married/live with a partner</td>
<td>87 (57.6)</td>
<td>9 (50.0)</td>
<td>78 (58.6)</td>
<td></td>
<td>15 (68.2)</td>
<td>63 (56.8)</td>
<td></td>
</tr>
<tr>
<td>Divorced/separated/widowed</td>
<td>25 (16.6)</td>
<td>1 (5.6)</td>
<td>24 (18.1)</td>
<td></td>
<td>3 (13.6)</td>
<td>21 (18.9)</td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>39 (25.8)</td>
<td>8 (44.4)</td>
<td>31 (23.3)</td>
<td></td>
<td>4 (18.2)</td>
<td>27 (24.3)</td>
<td></td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.01(^b)</td>
<td>.13(^b)</td>
<td></td>
</tr>
<tr>
<td>&lt; College graduate</td>
<td>72 (48.3)</td>
<td>14 (77.8)</td>
<td>58 (44.3)</td>
<td></td>
<td>13 (59.1)</td>
<td>45 (41.3)</td>
<td></td>
</tr>
<tr>
<td>≥ College graduate</td>
<td>77 (51.7)</td>
<td>4 (22.2)</td>
<td>73 (55.7)</td>
<td></td>
<td>9 (40.9)</td>
<td>64 (58.7)</td>
<td></td>
</tr>
<tr>
<td>Income (USD), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.92(^b)</td>
<td>.52(^b)</td>
<td></td>
</tr>
<tr>
<td>&lt;$50,000</td>
<td>69 (48.3)</td>
<td>8 (47.1)</td>
<td>61 (48.4)</td>
<td></td>
<td>11 (55.0)</td>
<td>50 (47.2)</td>
<td></td>
</tr>
<tr>
<td>$50,000 or higher</td>
<td>74 (51.8)</td>
<td>9 (52.9)</td>
<td>65 (51.6)</td>
<td></td>
<td>9 (45.0)</td>
<td>56 (52.8)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)P value of 2-sample \( t \) test.

\(^b\)P value of chi-square test unless otherwise noted.

\(^c\)P value of Fisher’s exact test.

**Engagement**

As reported in a previous publication, during the first year of the program, program starters completed an average of 13.8 and 3.2 lessons during the core and post-core phases (CDC DPRP benchmark is 9 and 3 lessons), documented body weight at 90% and 67% of weeks and months in which core and post-core lessons were completed (benchmark is 80% and 60%), and documented physical activity at 85% of weeks in which core lessons were completed (benchmark is 80%) [6].

Because lessons are limited to the first year, no engagement benchmarks exist beyond 1 year. However, participants continued to weigh in an average of 6.2 (SD 0.3) of 12 months and logged in an average of 3.5 (SD 0.3) of 12 months between years 1 and 2. In order to evenly compare engagement rates between years 1 and 2, the last 8 months of the year 1 (ie, the Sustain post-core period) was compared to the first 8 months of year 2. Prevent program starters weighed in an average of 4.6 (SD 0.2) of the last 8 months of year 1 versus 4.5 (SD 0.2) of the first 8 months of year 2, a non-significant difference \((P=0.708)\). Prevent program starters logged in on an average of 3.5 of 8 (SD 0.3) last months of the year 1 versus 2.7 of 8 (SD 0.3) first months of year 2, which was a significant difference \((P=0.008)\).

**Changes in Body Weight and A1c**

Among program starters, 100% (187/187) had an initial baseline weight measurement, 78.6% (147/187) had at least one weight measurement between 15 and 17 weeks, 79.1% (148/187) had at least one weight measurement between 11 and 13 months, and 70.1% (131/187) had at least one weight measurement between 22 and 26 months.

Changes in body weight and A1c after 16 weeks and 1 year were reported in a previous publication and reported here alongside 2-year data in Tables 2 and 3 [6]. From baseline to year 2, program starters and completers achieved mean weight loss of 4.2% (SD 0.8%) and 4.3% (SD 0.8%), respectively. Program starters’ and completers’ weight loss was also...
maintained from year 1 to year 2, with no significant change ($P=.25$ and $.20$, respectively). Intention-to-treat analyses were also conducted on all enrollees: from baseline to year 2, enrollees achieved an average weight loss of 4.5% (SD 0.7%), though the majority of these additional participants did not weigh in after 1 year, which contributed to a higher possibility of model error. Among the program starters who reported weight between 22 and 26 months ($n=131$), 52 (40.0%) continued to meet or exceeded the CDC DPRP 5% weight loss benchmark at 24 months.

Because A1c measurement was optional, compliance was lower. Among program starters, 75.4% (141/187) had an initial baseline A1c measurement, 36.4% (68/187) had an A1c measurement between months 6-8 (due to A1c being a lagging measurement), 55.6% (104/187) had an A1c measurement between months 12-14, and 52.9% (99/187) had an A1c measurement between months 24-28.

As shown in Tables 2 and 3, from baseline to year 2, program starters and completers reduced A1c by 0.43% (SD 0.08) and 0.46% (SD 0.08), respectively. Program starters’ and completers’ A1c reduction was also maintained from year 1 to year 2, with no significant change ($P=.39$ and .38, respectively).

Table 2. Body weight and A1c of participants over time.

<table>
<thead>
<tr>
<th></th>
<th>Starters (4+ lessons)</th>
<th>Completers (9+ lessons)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Weight (lbs), mean (SE)$^a$</td>
<td>A1c (%), mean (SE)$^a$</td>
</tr>
<tr>
<td>Baseline</td>
<td>221.6 (3.5)</td>
<td>5.99 (0.07)</td>
</tr>
<tr>
<td>16 weeks</td>
<td>210.5 (3.5)</td>
<td>6.02 (0.08)</td>
</tr>
<tr>
<td>Year 1</td>
<td>211.3 (3.4)</td>
<td>5.61 (0.08)</td>
</tr>
<tr>
<td>Year 2</td>
<td>212.3 (3.5)</td>
<td>5.55 (0.08)</td>
</tr>
</tbody>
</table>

$a$Adjusted means from linear mixed models.

Table 3. Changes in body weight and A1c of participants over time.

<table>
<thead>
<tr>
<th></th>
<th>Starters (4+ lessons)</th>
<th>Completers (9+ lessons)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Weight loss, % change (SE)$^a$</td>
<td>P value</td>
</tr>
<tr>
<td>16 weeks-Baseline</td>
<td>5.0 (0.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Year 1-Baseline</td>
<td>4.7 (0.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Year 2-Baseline</td>
<td>4.2 (0.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Year 2-Year 1</td>
<td>-0.5 (-0.4)</td>
<td>.25</td>
</tr>
</tbody>
</table>

$a$Adjusted means from linear mixed models.

Discussion

Principal Findings

Results indicate that the Prevent Internet-based diabetes prevention program helped participants who started or completed the program achieve significant reductions in body weight and A1c after 2 years. Of note, weight loss was largely maintained between years 1 and 2; this is one of the few studies to exhibit this weight maintenance effect after the active intervention ended.

Furthermore, A1c continued to show an average reduction from within the prediabetes range (5.7%-6.4%) to the normal range (<5.7%), in contrast to an expected annual rate of progression of approximately 4% from prediabetes to type 2 diabetes [14]. Thus, these results address criticisms regarding the ability of DPP translations to show long-term effects on weight loss and A1c reduction [7,9].

The ability of Prevent to show sustained effects may be due to unique aspects of the program. Although the active intervention was 12 months, participants have continued access to Prevent and can proactively use the intervention. Thus, by allowing ongoing health tracking and social support, digital therapeutics can promote long-term maintenance of lifestyle changes with little ongoing intervention cost or maintenance.

Although Prevent exceeded CDC DPRP benchmarks for program completion during the 16-week core phase, 30% of participants who initially enrolled still did not complete the program. We hypothesize that one of the key advantages of digital therapeutics—accessibility—may also be a disadvantage when it comes to program completion. The lower barrier to Internet-based program entry inevitably increases the number of participants with lower motivation, who may have never made the effort to show up to an in-person program.

Strengths and Limitations

Study strengths include longitudinal collection of body weight and A1c data and statistical analysis using linear mixed models, which allow for more robust estimation over time and missing data. Furthermore, recruitment, intervention, and assessment were done exclusively remotely, in contrast to most digital health studies that require in-person orientation or follow-up.
This enhances the generalizability of the findings to "real-world" commercial deployments that must be done remotely.

Study limitations include a non-randomized, uncontrolled single-arm design with a self-selected sample, which precludes causal inference of the intervention to outcomes. However, this also better approximates how commercial programs enroll real-world populations. Fewer males participated in the study, but this is typical of behavioral weight loss interventions. Furthermore, 70% of program starters had weight data at year 2 and 53% had A1c data at year 2, which limits generalizability regarding outcomes on all participants. Thus, conclusions regarding weight loss and A1c reductions are limited to program starters and completers. In addition, while adherence to program behaviors (eg, lesson completion, tracking of weight and physical activity) were assessed according to CDC DPRP standards, adherence to health behaviors (eg, diet and exercise goals) were not, which limits causal inference.

Conclusions
Results of this study suggest that the Prevent Internet-based diabetes prevention program was able to produce significant reductions in body weight and A1c that are sustained over the course of 2 years, even after active intervention ended after 1 year. Further investigation is warranted to test digital therapeutics as a scalable solution to address national diabetes and cardiovascular disease prevention efforts.
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Abstract

Background: Human immunodeficiency virus (HIV) infection disproportionately affects men who have sex with men (MSM). Over half of all HIV-positive MSM in China may not know their HIV status. Mobile phones and Web interventions (eHealth) are underutilized resources that show promise for supporting HIV education, testing, and linkage to care.

Objective: This mixed-methods study among MSM in China assessed technology utilization and eHealth acceptability for sexual health care.

Methods: We conducted in-depth interviews and an online survey. Qualitative analyses informed the development of the Internet survey, which was administered through two popular MSM websites. Bivariate and multivariate analysis assessed characteristics of MSM interested in eHealth for sexual health care.

Results: The qualitative sample included MSM across a range of ages, education, marital status, sexuality, and HIV testing experience. Qualitative findings included the importance of the Internet as the primary source of information about sexual health, HIV and other sexually transmitted diseases (STDs), use of the Internet to enable HIV testing opportunities by facilitating connections with both the gay community and health care providers, and mixed perceptions regarding the confidentiality of eHealth tools for sexual health. Among the Internet sample (N=1342), the average age was 30.6 years old, 82.81% (1098/1342) were single, and 53.42% (711/1331) had completed college. In the past 3 months, 38.66% (382/988) had condomless sex and 60.53% (805/1330) self-reported having ever tested for HIV. The majority of men owned computers (94.14%, 1220/1296) and mobile phones (92.32%, 1239/1342), which many had used to search for HIV/STD information and testing sites. In multivariate analysis, interest in using computers or mobile phones to support their sexual health care was associated with being a student, prior use of computers or mobile phones to search for general health information, prior use of computers or mobile phones to search for HIV/STD information, and confidentiality concerns.
Conclusions: MSM in this sample had high utilization of technology and interest in eHealth despite confidentiality concerns. Future eHealth interventions can thoughtfully and creatively address these concerns as a priority for successful implementation.

KEYWORDS
Internet; HIV; AIDS; China; men who have sex with men; mixed method; sexually transmitted diseases

Introduction

Many men with human immunodeficiency virus (HIV) and who have sex with men (MSM) do not know their HIV status—ranging from around 21% in the United States [1] and New Zealand [2], to over 90% in Malawi [3]. In 2012, China’s national HIV prevalence among MSM reached 6.7% but exceeded 15% in some urban areas [4]. A high national syphilis prevalence around 12% among MSM [5], combined with entrenched fear, stigma, and misunderstanding surrounding HIV and same-sex behavior, inhibit intervention efforts and fuel continued transmission. While government efforts have increased voluntary counseling and testing [6], in 2011 only half of MSM had received an HIV test in the past year and knew their results and as many as 86% of HIV-positive MSM were unaware of their infection [7]. After receiving a positive diagnosis, MSM face delays in care as they pursue required confirmatory and CD4 cell count testing, which are often available only in locations different from the place of original testing and eventual treatment. In this decentralized system, less than half of MSM receive a CD4 count within 6 months of diagnosis [8,9] and under a quarter who qualify for antiretroviral therapy (ART) initiate timely treatment [9]. Delayed linkage to care and suboptimal retention in care hinder effective ART, threaten individual patient outcomes, and may increase the likelihood of onward HIV transmission [10-16].

The tools provided by widespread Internet access and mobile phone ownership offer a promising approach to reducing these gaps in HIV prevention, testing, and care. eHealth approaches support health care services via a wide range of information and communication technologies including software and hardware, Internet and mobile phone-based resources, and global positioning system (GPS) and tablet technologies. Internet and mobile phone-based components have been successfully used within prevention and care initiatives for HIV and other sexually transmitted diseases (STD) [17-19] including promoting prevention messages [20], facilitating test result notification [21,22], and improving ART adherence and attendance at clinic appointments [23-28]. To date, phone-based HIV interventions have primarily utilized voice or text messaging (SMS) functions [19,25,29,30], but smartphones may further facilitate the delivery of more complex, interactive, and tailored interventions via the mobile Web [31,32] and software apps [33,34]. Smartphones facilitate affordable, widespread access to the Internet, narrowing the “digital divide” such that, by 2011, 68% of Chinese mobile phone owners had smartphones [35].

MSM-tailored eHealth initiatives are gaining traction in the United States [31,32,34] but have yet to be systematically designed and tested internationally. The hidden nature of MSM in Chinese mainstream society alongside widespread ownership of mobile technology and the growth of sex seeking websites and online dating services [36,37] make mobile technologies an appropriate, familiar medium to address sexual risk and health promotion. Preliminary survey research suggests that MSM in China are willing to provide Internet and mobile phone personal contact information [38]. In order to develop eHealth interventions specifically for Chinese MSM, additional information is needed about Internet and mobile phone ownership, usage, and preferences for sexual health-related services. Building on eHealth lessons learned in development research with at-risk MSM in the United States [31,32], this mixed-methods study explored how Chinese MSM are currently using the Web and mobile Web to find health information and specifically information related to sexual health. We also aimed to characterize men who are currently willing to use eHealth for sexual health care and to identify possible concerns and barriers to using eHealth. The ultimate goal for these research findings is to inform the design of eHealth interventions to address HIV prevention and sexual health care among MSM in China.

Methods

Part I: Qualitative Research

From May to August 2012, we conducted qualitative interviews in two large cities in South China—an area that bears a disproportionate burden of HIV, syphilis, and other STDs especially among MSM [39-43]. The data presented in this manuscript are part of a larger project on MSM testing preferences and experiences. We recruited individuals 16 years of age and older who reported being born biologically male and ever having sex with another man. Participants were recruited through government-sponsored health clinics, non-governmental and community-based organizations, and online through a popular MSM website. We purposively [44] enrolled men across a range of ages, education, marital status, sexuality, and HIV/STD testing experience (never tested, first time being tested, tested multiple times).

Qualitative interviews included questions on sexual health care and HIV/syphilis testing experiences and preferences. Technology questions addressed mobile phone ownership and capabilities, Internet and mobile phone use, experiences and preferences for using technology for general- and HIV/STD-related health care. The interview guide was pre-tested in mock interviews with volunteers at MSM community-based testing centers and subsequently refined. Eligible participants were interviewed one-on-one by trained, bilingual study staff in private rooms at participating study sites. Interviews were conducted in Mandarin, Cantonese, or English, and recorded with permission. Mobile phone cards and
supermarket gift cards worth approximately US $10 were offered as remuneration.

All qualitative interviews were transcribed verbatim. The analysis team (KEM, CHB, EJL, JDT) developed a structured codebook to help define and illustrate a priori and emergent themes. Two study team members (CHB, EJL) were trained in how to use the codebook and then independently coded all interview transcripts using Atlas.ti, version 7.0. These coded transcripts were merged and reviewed by a third coder (KEM) for fidelity to the codebook and consistency between coders. No major differences in code applications were identified. All relevant coded data were then reviewed theme by theme and relationships between themes were described. Illustrative quotes were chosen by group consensus to present typical responses and variation within each theme. The findings are organized into four sections as follows: qualitative sample characteristics, the Internet as a primary source of information about sexual health and HIV/STDs, the role of the Internet in facilitating HIV/STD testing, and concerns and considerations for using eHealth for sexual health care among MSM in China.

Part II: Internet Survey

The qualitative findings informed the design of an Internet-based survey. Survey development was supported by sociologists who conduct the Chinese national survey of sexual behavior [45,46]. The questions were reviewed by four local MSM community volunteers and one focus group discussion. The online survey administration system was pilot tested among 201 MSM (data not included in final analysis). The final survey tool contained 225 possible questions and took an average of 20 minutes to complete. In addition to sociodemographic information, the survey content covered six broad topics: (1) condom and lubrication preferences (results not shown), (2) drug and alcohol use (results not shown), (3) sexual behavior, (4) HIV/STD testing, (5) technology ownership/use, and (6) interest in using eHealth tools for sexual health and confidentiality concerns of using eHealth for sexual health.

In May 2013, the Internet survey was hosted by two high-traffic Web portals: GZTZ.org (Guangzhou) and manbf.com (Chongqing, now manbf.net). These sites were chosen for their hosts’ geographic diversity and widespread popularity among MSM across China. Both websites are run by community-based, MSM-focused organizations founded in 1998 and have social networking and microblogging features. They also advertise MSM-accessed products and events, and provide information and services to promote HIV/STD education and testing. Both organizations are community partners with the local Chinese Centers for Disease Control and have received support from international donors including the Global Fund to Fight AIDS, Tuberculosis and Malaria. Guangzhou tongzhi (GZTZ), also known as the Lingnan Group, has been a partner of the China-Gates Foundation HIV Prevention Cooperation Program since 2008. In 2010, GZTZ.org recorded over 3.5 million unique visitors. An assessment of GZTZ users in 2010 found that among 1100 participants, the average age was 30 years old, 93% lived in Guangdong Province, 77.9% self-identified as gay, and 80% had attained a college degree [47]. Manbf.net is the website for the Chongqing Tongxin Working Group and had over 10,000 registered users in 2011. Banner ads were posted on the Web portal home pages (see Multimedia Appendices 1 and 2). Participants who clicked on the banner ad were taken to a welcome page describing the survey. Those who chose to continue completed an informed consent screen. Consented participants were asked three eligibility questions: born biologically male, at least 16 years old (age of consent in China), and had ever had anal sex with men.

To complete the survey via GZTZ.org, participants had to register and log in. A list of user names was kept (unaffiliated with survey responses) to deter men from completing the survey more than once. In keeping with GZTZ’s past survey research, survey completers were awarded 500 website credits and 50 site “loyalty points” that can be used to “unlock” additional social media features of the GZTZ website. Following the standard practice of the Chongqing Tongxin Working Group at the time, participants recruited through the manbf website were not required to log in and did not receive incentive points.

Frequencies (Table 1) were conducted to describe sociodemographic characteristics, HIV/STD sexual transmission behaviors, and use of computers and mobile phones. To measure interest in using technology as part of their sexual health care, participants were asked to respond “very interested”, “somewhat interested”, or “not interested” for each of the following six items: receiving HIV testing reminders by SMS/text message, receiving HIV testing reminders by QQ (the most popular Chinese chat and instant messaging service) or email, sexual health counseling by online chat, receiving sexual health education via websites, receiving sexual health education via mobile phone apps, and receiving sexual health education via Internet/mobile phone games. Participants who reported being “very interested” in one or more of these six questions were categorized as having “interest in eHealth”, and this variable was used as the main outcome of interest. This decision was made in order to better understand the most likely users for targeting future eHealth interventions.

Univariate and multivariate associations were calculated using logistic regression. A backward elimination process was used to build multivariate models from the variables listed in the tables, with a P value of <.10 required for retention in the final model. We assessed collinearity using the variance inflation factor. All statistical analyses were conducted using SPSS, version 21.

The Institutional Review Boards of the Guangdong Provincial STD Control Center, the London School of Hygiene and Tropical Medicine, and the University of North Carolina at Chapel Hill approved this study. See Multimedia Appendix 3 for the Checklist for Reporting Results of Internet E-Surveys (CHERRIES).
Table 1. Demographic characteristics of a qualitative and Internet sample of MSM in China.

<table>
<thead>
<tr>
<th>Demographic and behavioral characteristics</th>
<th>Interviews (N=35), n</th>
<th>Internet survey (N=1342), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Recruitment site</strong> b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guangzhou</td>
<td>28</td>
<td>1204 (89.72)</td>
</tr>
<tr>
<td>Hong Kong</td>
<td>7</td>
<td>–</td>
</tr>
<tr>
<td>Chongqing</td>
<td>–</td>
<td>138 (10.28)</td>
</tr>
<tr>
<td><strong>Residence at time of survey</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guangzhou City</td>
<td>799 (59.54)</td>
<td></td>
</tr>
<tr>
<td>Guangdong Province c</td>
<td>331 (24.66)</td>
<td></td>
</tr>
<tr>
<td>Chongqing City</td>
<td>124 (9.24)</td>
<td></td>
</tr>
<tr>
<td>Other provinces and Hong Kong d</td>
<td>66 (4.92)</td>
<td></td>
</tr>
<tr>
<td>Country outside of China/Hong Kong</td>
<td>15 (1.12)</td>
<td></td>
</tr>
<tr>
<td>Not reported</td>
<td>7 (0.52)</td>
<td></td>
</tr>
<tr>
<td><strong>Official registration permit (hukou)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guangzhou City</td>
<td>409 (30.48)</td>
<td></td>
</tr>
<tr>
<td>Guangdong Province c</td>
<td>485 (36.14)</td>
<td></td>
</tr>
<tr>
<td>Chongqing City</td>
<td>119 (8.87)</td>
<td></td>
</tr>
<tr>
<td>Other provinces and Hong Kong d</td>
<td>309 (23.03)</td>
<td></td>
</tr>
<tr>
<td>Country outside of China/Hong Kong</td>
<td>13 (0.97)</td>
<td></td>
</tr>
<tr>
<td>Not reported</td>
<td>7 (0.52)</td>
<td></td>
</tr>
<tr>
<td><strong>Age, mean 30.6, median 29, range 16-64 (n=1327)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16-20</td>
<td>3</td>
<td>37 (2.79)</td>
</tr>
<tr>
<td>21-30</td>
<td>21</td>
<td>733 (55.24)</td>
</tr>
<tr>
<td>31-40</td>
<td>9</td>
<td>440 (33.16)</td>
</tr>
<tr>
<td>&gt;40</td>
<td>2</td>
<td>117 (8.82)</td>
</tr>
<tr>
<td><strong>Marital status (n=1326)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married or engaged</td>
<td>5</td>
<td>228 (17.19)</td>
</tr>
<tr>
<td>Single</td>
<td>29</td>
<td>1098 (82.81)</td>
</tr>
<tr>
<td><strong>Education (n=1331)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or below</td>
<td>7</td>
<td>202 (15.18)</td>
</tr>
<tr>
<td>Some college e</td>
<td>14</td>
<td>418 (31.40)</td>
</tr>
<tr>
<td>College or above</td>
<td>14</td>
<td>711 (53.42)</td>
</tr>
<tr>
<td><strong>Living status (n=1326)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lives alone</td>
<td>–</td>
<td>466 (35.14)</td>
</tr>
<tr>
<td>Lives with others</td>
<td>–</td>
<td>860 (64.86)</td>
</tr>
<tr>
<td><strong>Current employment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full time</td>
<td>24</td>
<td>1063 (79.21)</td>
</tr>
<tr>
<td>Part time/Retired/unemployed</td>
<td>4</td>
<td>151 (11.25)</td>
</tr>
<tr>
<td>Student</td>
<td>7</td>
<td>128 (9.54)</td>
</tr>
<tr>
<td><strong>Annual income, all sources (USD) (n=1337)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;6000</td>
<td>–</td>
<td>374 (27.97)</td>
</tr>
<tr>
<td>6000-16,000</td>
<td>–</td>
<td>684 (51.16)</td>
</tr>
<tr>
<td>&gt;16,000</td>
<td>–</td>
<td>279 (20.87)</td>
</tr>
</tbody>
</table>
Demographic and behavioral characteristics

<table>
<thead>
<tr>
<th></th>
<th>Interviews (N=35), n</th>
<th>Internet survey (N=1342), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sexual orientation (n=1333)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gay</td>
<td>28</td>
<td>974 (73.07)</td>
</tr>
<tr>
<td>Bisexual</td>
<td>4</td>
<td>352 (26.41)</td>
</tr>
<tr>
<td>Heterosexual</td>
<td>–</td>
<td>7 (0.53)</td>
</tr>
<tr>
<td><strong>Current stable sex partner (n=1327)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>–</td>
<td>590 (44.46)</td>
</tr>
<tr>
<td>Female</td>
<td>–</td>
<td>70 (5.28)</td>
</tr>
<tr>
<td>No stable sex partner</td>
<td>–</td>
<td>33 (2.49)</td>
</tr>
<tr>
<td><strong>HIV testing, lifetime (n=1330)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never tested</td>
<td>7</td>
<td>525 (39.47)</td>
</tr>
<tr>
<td>Ever tested</td>
<td>28</td>
<td>805 (60.53)</td>
</tr>
<tr>
<td><strong>HIV status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>–</td>
<td>49 (3.70)</td>
</tr>
<tr>
<td>Negative/unknown</td>
<td>–</td>
<td>1293 (96.30)</td>
</tr>
<tr>
<td>Any condomless anal sex with men, past 3 months</td>
<td>–</td>
<td>382/988 (38.66)</td>
</tr>
<tr>
<td>Ever had sex with women (vaginal or anal)</td>
<td>–</td>
<td>448/1333 (33.61)</td>
</tr>
<tr>
<td>Any condomless anal sex with women, past 3 months</td>
<td>–</td>
<td>159/1333 (11.93)</td>
</tr>
</tbody>
</table>

*Sample is 1342 unless otherwise noted.

Results

Qualitative Sample Characteristics

**Overview**
Qualitative interviews were conducted with 35 MSM aged 16-48 who were living in Guangzhou and Hong Kong at the time of study recruitment, but whose hometowns represented nine Chinese provinces and Hong Kong. Seven men had never tested for HIV, 7 men had tested for the first time on the day of their interview, and 21 men had tested multiple times. Twenty-eight men self-identified as gay, 4 as bisexual, and 3 chose not to specify. Most participants were unmarried, currently working, and had at least some education beyond high school.

**The Internet as a Primary Source of Information About Sexual Health and HIV/STDs**
Technology ownership and use was widespread in both the qualitative and Internet survey samples. In the qualitative sample, all men owned a mobile phone, the majority of which were smart phones (27/35). Overall, men had a positive response for using phones and the Internet for sexual health. The most common theme was the level of convenience provided for finding information and getting tested. During the interviews, all men reported using mobile phones or computers to search for general health information, and just over half of the men described examples of finding HIV/STD information online for themselves or for friends through community organizations’ websites and other sources:

*MSM community organizations’ websites are very important, they contain comprehensive information...about symptoms, characteristics, the window period etc. When my friend was infected with gonorrhea, I actually went online to look up information for him.* [B04, gay, multi-time tester, age 27]

Notably, the Internet was the primary source of HIV/STD information for many men:

*R: Did you know much about HIV or syphilis testing before you looked it up online?*
*I: No. I searched all the information online first...lots of the knowledge I’ve known until now was from the Internet...Like how to protect yourself. What tools that you can use to protect you and your partner while you are having sex. And HIV information, like today, I searched for organizations to have tests.* [A02, gay, multi-time tester, age 24]

In the qualitative interviews, 15 men explicitly remembered using their mobile phones to look up sexual health information via mobile search engines (Baidu, Yahoo, Google, Weibo) and blogs.
The Internet Facilitated HIV/STD Testing

The Internet facilitated HIV/STD testing by providing information about testing and assistance finding testing facilities; creating safe spaces for men to share testing experiences and information about doctors; exposing men to direct HIV/STD test advertising from community organizations, hospitals and health departments; and providing online appointment scheduling and reminders. For many men, learning about HIV/STD testing happened as they were trying to learn about being gay or connecting with the tongzhi (gay men) community. As men learned about and connected with the tongzhi community online, they were also exposed to HIV/STD information, stories, advertisements, and services targeting MSM:

<table>
<thead>
<tr>
<th>Name</th>
<th>Contact Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>A02, gay, multi-time tester, age 24</td>
<td></td>
</tr>
</tbody>
</table>

The Internet also provided opportunities to exchange testing experiences and information about doctors. Men used online recommendations, stories, and reviews to make decisions about testing: “Each place offering testing has its own website. I will look at users’ comments. If the majority of them agree that a place is good, then that would be my choice” (A17, bisexual, first time tester, age 23).

Men who were connected to the online tongzhi community knew that there were service organizations that would provide free, MSM-tailored testing services and described how they used the Internet as a resource to find these services:

If I had a symptom, let’s say persistent low fever, then it’s possible that I was [HIV] positive, and I’d need to have a test. Instead of going to private doctors where I have to pay, I would probably first go online and look up organizations that provide testing for the gay community. Because they are providing the rapid test for free and have better privacy. [B07, gay, never tested, age 35]

From a practical standpoint, men used their phones and computers to make testing appointments online, get appointment reminders by text message/SMS, and receive test results by phone call, SMS, or secure website: “Today I used my mobile phone to make my appointment...quite a good experience. Our community organization would inform us when we make an appointment. We would receive text reminders before the appointment telling us the time and duration” (A09, gay, multi-time tester, age 35).

Concerns and Considerations

In spite of widespread use and interest in eHealth for sexual health, men also expressed concerns, most commonly around privacy and confidentiality in the need to protect HIV/STD health information from one’s direct social contacts (ie, family, friends, and coworkers) and the general public and government. At the level of privacy from family, friends, and coworkers, the primary concern was that others would directly see HIV/STD information on participants’ phones or computers. This concern also applied to the use of HIV/STD-related mobile phone apps: “I would be a little bit worried about [this information] being on my mobile phone. After all, I’m afraid that somebody will see, and worry about leaks of privacy” (A26, bisexual, multi-time tester, age 48) and “I’ve actually seen some apps [for HIV]...I find them interesting but I will not download them...I sometimes lend my phone to friends for fun. Therefore I would worry they would see those apps” (B01, gay, multi-time tester, age 23).

Participants who already used their computers and phones to search for sexual health information described the protective measures they took including clearing search history, deleting messages, and using phone and Internet passwords. A further recommendation was that future services should use discrete language: “Some people might fear that the messages would be seen by others. That language... could be organized in a way that protects the information, so that other people can’t tell what it’s about” (A20, bisexual, first time tester, age 21).

Men were also concerned about protecting their HIV/STD health information from the general public and the government. In these conversations, phones could help or hinder privacy:

There isn’t much to say about the confidentiality of text messages in China. As you know, all your emails and phone calls can be read or heard by others. [A12, gay, multi-time tester, age 28]

Actually, it’s the security of hospital data worth worrying about. In mainland China we have done a poor job of keeping the CDC and hospital data private. Such institutions call patients’ names when it’s one’s turn to get tested – it’s a big risk for leaking the name of infected patients to the public. Even if the information is not leaked further, it’s still embarrassing. So, the mobile phone security does a better job since only the CDC staff can phone you. [A07, gay, multi-time tester, age 33]

Beyond privacy protection, many men also worried about the trustworthiness of online information: “I believe 60% of the websites, which means I suspect 40%. I think a formal website has higher credibility” (A04, bisexual, multi-time tester, age 21). As this man describes, formal sites were perceived as more trustworthy, including familiar MSM organizations and government-supported organizations: “You can search online at China Red Cross and you can search some very official sites like the Guangdong Provincial Health Department. If it’s got ‘Province’ or ‘City’ in the title then it’s official, it can be trusted” (A02, gay, multi-time tester, age 24).

Internet Survey Sample

For the Internet survey, 3378 participants clicked on the initial link to read about the survey. Among these, 60.49% (2044/3378) consented to participate in the survey. Within these 2044, 6.60% (135/2044) were not eligible due to being born female (5.2%, 7/135), being under the age of 16 (8.1%, 11/135), or reporting never having had sex with a man (86.7%, 117/135). Of the
remaining 1909 eligible participants, 1342 (70.30%) finished the survey.

At the time of taking the survey, 59.54% (799/1342) of participants were living in Guangzhou City and 9.24% (124/1342) were living in Chongqing City. Regarding registered residence permit status at the time of the survey: 30.48% (409/1342) were registered in Guangzhou City and 8.87% (119/1342) were registered in Chongqing City (Table 1). For the Internet sample overall, average age was 30.6 years old (range 16-64). Over half of the sample was between 21 and 30 years old. Although the majority of men were single, 64.86% (860/1326) reported living with others (roommates, girlfriend, boyfriend, coworkers, family). Most men had completed an education of college or beyond, and 9.54% (128/1342) were currently full-time students. Annual income varied with 27.97% (374/1337) earning less than US $6000 per year. Over one-third of men had never tested for HIV. Among those who had tested and knew their results, 6.1% (49/805) were HIV-positive. A substantial proportion of men reported having condomless sex with men (38.7%, 382/988) or women (11.93%, 159/1333) in the past 3 months (Table 1) including 39% (19/49) of men who reported being HIV-positive.

All of our qualitative findings were confirmed in the Internet survey (Table 2): 92.32% (1239/1342) of survey respondents owned a mobile phone or a smartphone and 94.14% (120/1296) owned a computer. The majority (88.05%, 1009/1146) of men connected to the Internet at least once a day and 83.71% (956/1142) used mobile phone apps at least once a day. In the online survey, men reported using computers and mobile phones to search online for general health information (computer: 63.65%, 746/1172; mobile phone: 41.48%, 465/1121) as well as specific information about HIV/STDs (computer: 51.80%, 603/1164; mobile phone: 27.64%, 306/1107).

Most men expressed interest in using eHealth modalities for sexual health (Table 2), including receiving HIV testing reminders by SMS/text message, or QQ chat/email; sexual health counseling by online chat; and sexual education via websites, mobile phone apps, or Internet/mobile phone games. Overall 43.89% (589/1342) of men were very interested in at least one of these eHealth modalities (main outcome), and 29.06% (390/1342) were somewhat or very interested in all six items.
Table 2. Computer and mobile phone usage and acceptability of technology-based sexual eHealth intervention among 1342 MSM in China (N=1342).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Technology ownership</strong></td>
<td></td>
</tr>
<tr>
<td>Mobile phone</td>
<td>1239/1342 (92.32)</td>
</tr>
<tr>
<td>Smartphone</td>
<td>1146/1225 (93.55)</td>
</tr>
<tr>
<td>Computer</td>
<td>1220/1296 (94.14)</td>
</tr>
<tr>
<td><strong>Phone service carrier (n=1216)</strong></td>
<td></td>
</tr>
<tr>
<td>CMCC</td>
<td>773 (63.57)</td>
</tr>
<tr>
<td>China Unicom</td>
<td>273 (22.45)</td>
</tr>
<tr>
<td>China Telecom</td>
<td>149 (12.25)</td>
</tr>
<tr>
<td>Other</td>
<td>21 (1.73)</td>
</tr>
<tr>
<td><strong>Years using current phone number (n=1226)</strong></td>
<td></td>
</tr>
<tr>
<td>Less than 3 years</td>
<td>514 (41.92)</td>
</tr>
<tr>
<td>3 or more years</td>
<td>712 (58.08)</td>
</tr>
<tr>
<td><strong>Main study outcome: Very interested in one or more of the following</strong></td>
<td></td>
</tr>
<tr>
<td>Receiving HIV testing reminders by SMS or text message</td>
<td>247/1159 (21.31)</td>
</tr>
<tr>
<td>Receiving HIV testing reminders by QQ chat or email</td>
<td>241/1139 (21.16)</td>
</tr>
<tr>
<td>Sexual health counseling by online chat</td>
<td>335/1129 (29.67)</td>
</tr>
<tr>
<td>Sexual health education via websites</td>
<td>386/1142 (33.80)</td>
</tr>
<tr>
<td>Sexual health education via mobile phone apps</td>
<td>306/1126 (27.18)</td>
</tr>
<tr>
<td>Sexual health education via Internet/mobile phone games</td>
<td>262/1106 (23.69)</td>
</tr>
<tr>
<td>Use mobile phone apps daily</td>
<td>956/1142 (83.71)</td>
</tr>
<tr>
<td>Use Internet daily</td>
<td>1009/1146 (88.05)</td>
</tr>
<tr>
<td><strong>Past eHealth use, HIV/STD</strong></td>
<td></td>
</tr>
<tr>
<td>Used mobile phone to find HIV/STD testing site</td>
<td>298/1165 (25.58)</td>
</tr>
<tr>
<td>Used mobile phone to find other information about HIV/STD</td>
<td>306/1107 (27.64)</td>
</tr>
<tr>
<td>Used computer to find HIV/STD testing site</td>
<td>601/1227 (48.98)</td>
</tr>
<tr>
<td>Used computer to find other information about HIV/STD</td>
<td>603/1164 (51.80)</td>
</tr>
<tr>
<td><strong>Past eHealth use, general</strong></td>
<td></td>
</tr>
<tr>
<td>Used mobile phone for general health information</td>
<td>465/1121 (41.48)</td>
</tr>
<tr>
<td>Used computer for general health information</td>
<td>746/1172 (63.65)</td>
</tr>
<tr>
<td><strong>Any confidentiality concerns</strong></td>
<td></td>
</tr>
<tr>
<td>Concerns receiving HIV/STD-related SMS or text message</td>
<td>962/1170 (82.22)</td>
</tr>
<tr>
<td>Concerns receiving HIV/STD-related QQ chat or email message</td>
<td>946/1163 (81.34)</td>
</tr>
</tbody>
</table>

aThe total sample size was 1342. Due to programmed skip patterns and participant choice to refrain from answering some questions, denominators in this table can vary from 1342. For example, all participants responded to the question “Do you own a mobile phone?” (1239/1342). The 1239 participants who responded “yes, I own a mobile phone” were then asked, “Is your mobile phone a smartphone?” Among the 1225 participants who chose to answer this question, 93.55% (1146/1225) reported that their mobile phone is a smartphone.

In bivariate analysis (Table 3), being very interested in using computers or mobile phones for sexual health was positively associated with student status, lower annual income, past HIV testing, being self-reported HIV-positive, daily mobile phone app use, daily Internet use, past use of computers or mobile phones to find HIV/STD information or testing sites, past use of computers or mobile phones to find general health information, and confidentiality concerns about using eHealth for sexual health.
Table 3. Correlates of interest in technology for sexual health among 1342 MSM in China.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Very interested in using technology for sexual health (n=589, 43.89%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n/N (%). OR (95% CI) P Adjusted OR (95% CI) P</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
</tr>
<tr>
<td>Over-40</td>
<td>45/117 (38.46) 1</td>
</tr>
<tr>
<td>31-40</td>
<td>186/440 (42.27) 1.17 (0.77-1.78) .46</td>
</tr>
<tr>
<td>21-30</td>
<td>333/733 (45.43) 1.33 (0.89-1.99) .16</td>
</tr>
<tr>
<td>16-20</td>
<td>19/37 (51.35) 1.69 (0.80-3.56) .17</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>College or above</td>
<td>304/711 (42.76) 1</td>
</tr>
<tr>
<td>Some college</td>
<td>183/418 (43.78) 1.04 (0.82-1.33) .74</td>
</tr>
<tr>
<td>High school or less</td>
<td>97/202 (48.02) 1.24 (0.90-1.69) .18</td>
</tr>
<tr>
<td><strong>Annual income, RMB</strong></td>
<td></td>
</tr>
<tr>
<td>16000</td>
<td>124/279 (44.44) 1</td>
</tr>
<tr>
<td>6000-16,000 RMB</td>
<td>270/684 (39.47) 0.82 (0.62-1.08) .16</td>
</tr>
<tr>
<td>6000 RMB</td>
<td>194/374 (51.87) 1.35 (0.99-1.84) .06</td>
</tr>
<tr>
<td><strong>Sexual orientation</strong></td>
<td></td>
</tr>
<tr>
<td>Bisexual/heterosexual/other</td>
<td>151/359 (42.06) 1</td>
</tr>
<tr>
<td>Gay</td>
<td>437/974 (44.87) 1.12 (0.88-1.43) .36</td>
</tr>
<tr>
<td><strong>Living status</strong></td>
<td></td>
</tr>
<tr>
<td>Lives alone</td>
<td>193/466 (41.42) 1</td>
</tr>
<tr>
<td>Lives with others</td>
<td>390/860 (45.35) 1.17 (0.93-1.47) .17</td>
</tr>
<tr>
<td><strong>Marital status (to women)</strong></td>
<td></td>
</tr>
<tr>
<td>Single/divorced/widowed</td>
<td>489/1098 (44.54) 1</td>
</tr>
<tr>
<td>Married/engaged</td>
<td>93/228 (40.79) 0.86 (0.64-1.15) .30</td>
</tr>
<tr>
<td><strong>Employment</strong></td>
<td></td>
</tr>
<tr>
<td>Unemployed/part-time/retired</td>
<td>57/151 (37.75) 1</td>
</tr>
<tr>
<td>Full-time employed</td>
<td>451/1063 (42.43) 1.22 (0.86-1.73) .28</td>
</tr>
<tr>
<td>Student</td>
<td>81/128 (63.28) 2.84 (1.75-4.63) &lt;.001^a 2.27 (1.24-4.16) .008^a</td>
</tr>
<tr>
<td><strong>Study site</strong></td>
<td></td>
</tr>
<tr>
<td>Guangzhou</td>
<td>522/1204 (43.36) 1</td>
</tr>
<tr>
<td>Chongqing</td>
<td>67/138 (48.55) 1.23 (0.87-1.75) .25</td>
</tr>
<tr>
<td><strong>Migrant status</strong></td>
<td></td>
</tr>
<tr>
<td>Guangdong or Sichuan</td>
<td>440/994 (44.27) 1</td>
</tr>
<tr>
<td>Other</td>
<td>145/332 (43.67) 0.98 (0.76-1.25) .85</td>
</tr>
<tr>
<td><strong>Has a current stable sex partner</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>276/634 (43.53) 1</td>
</tr>
<tr>
<td>Yes</td>
<td>312/702 (44.44) 1.04 (0.84-1.29) .74</td>
</tr>
<tr>
<td><strong>Unprotected anal intercourse in past 3 months (men/women)</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>427/971 (43.98) 1</td>
</tr>
<tr>
<td>Yes</td>
<td>134/306 (43.79) 0.99 (0.77-1.29) .96</td>
</tr>
<tr>
<td><strong>Ever tested for HIV</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>193/527 (36.62) 1</td>
</tr>
</tbody>
</table>
In multivariate analysis (Table 3), four variables remained significantly associated with interest in eHealth: student status (adjusted OR 2.27, 95% CI 1.24-4.16, \( P = .008 \)), past use of eHealth (mobile phone or computer) to search for HIV/STD information or testing site (adjusted OR 2.11, 95% CI, 1.53-2.90, \( P < .001 \)), past use of eHealth to search for general health information (other than HIV/STDs) (adjusted OR 1.70, 95% CI 1.23-2.33, \( P = .001 \)), and having any confidentiality concerns related to eHealth (adjusted OR 3.70, 95% CI 2.47-5.54, \( P < .001 \)).

**Discussion**

**Principal Findings**

The purpose of this mixed-methods study among a total of 1377 MSM across multiple sites in China was to conduct formative work to inform the development of future eHealth interventions. We found high ownership, utilization, and interest in computer and mobile phone–based tools to support sexual health care, showing promise for the expansion of eHealth HIV/STD interventions among MSM in China. In this Internet-based sample, MSM who expressed interest in the use of eHealth as part of their sexual health care were more likely to have previously used mobile phones or computers to find HIV/STD information but also had confidentiality concerns about eHealth. Evidence from our qualitative sample elucidated ways men are already using these tools and how they facilitated connections to HIV/STD testing and health services. eHealth tools address barriers to better HIV/STD prevention, linkage to care, and treatment. In particular, men in our sample described how the tools of eHealth addressed barriers to prevention and care activities for them. For example, the Internet provided a way to find testing sites and schedule appointments (removing logistical barriers), identify free services (removing financial barriers), and reduce fear of testing via reading about other men’s testing experiences (removing psychosocial barriers).

Our findings speak directly to a recent study among 404 MSM in China that found a lack of HIV testing was associated with not knowing where to get tested, limited HIV knowledge, low perceived HIV risk, concerns about the confidentiality of HIV testing, not being openly gay, not using the Internet, and not having others who had tested for HIV in their social network [48]. Our qualitative interview findings show how Internet use among MSM in China is already addressing each of these barriers and suggest ways for expanding future eHealth interventions. For most men in our qualitative sample, the
Internet was an equally, if not more important source of information about HIV/STDS and testing sites than close friends or health professionals. Men gleaned information from formal sites (health departments, hospitals, community-based organizations) as well as blogs and posts of other men’s experiences, reviews, and recommendations. Online advertisements, information, and direct invitations from MSM community-based organizations successfully prompted some MSM to get HIV/STD testing.

Importantly, interactive multimedia has high appeal across gender, culture, and age groups. eHealth modalities are now being used to deliver and address many aspects of HIV prevention including in diverse settings in China such as Web-based HIV/AIDS education and stigma reduction intervention in rural areas [49] and sex education and awareness raising among urban youth [50]. Community-based MSM organizations in China are already trying these technologies. For example, a mobile phone social and sexual networking app called Blued (similar to Jack’d) has been used to promote HIV testing among MSM in Beijing [51]. In addition, the GZTZ organization has created an online program called “Yigaozhi” (Easy to Tell), which helps HIV-positive MSM with status disclosure and HIV test promotion among their sexual partners [52]. The benefits offered by eHealth include broad reach and accessibility to wide audiences; the ability to create interventions that are brief, flexible, and tailored to individual users; and cost savings through scalability, widespread dissemination, and reduced burden compared to face-to-face interventions.

As highlighted in our qualitative interviews, men were aware of the varying quality of information provided online and had developed strategies for coping with this complication including seeking information from sources they perceived to be more “official” such as the Red Cross or provincial-level websites. Credibility is an important consideration in developing eHealth interventions for MSM in China in terms of choosing where and how information will be delivered. There is also room for future research that assesses the accuracy of health information currently being provided by popular MSM websites in China.

Many men accessed the Internet via their mobile phones to look up sexual health information, make appointments, and receive HIV/STD testing information and/or test results. However, overall lower access of the Internet by mobile phone (as compared to computers) in the context of high smartphone ownership indicates an area for development and expansion in optimizing Web and mobile phone apps to make online information more accessible and user-friendly via mobile phones. MSM websites and online services should be visually optimized for mobile phone access to get the broadest use in real-time. Additional tools for future adaptation and development could include websites that include more interactive features, peer and/or health provider facilitated QQ groups and online forums, expansion of reminder and result notification testing/SMS programs, GPS-enabled apps for locating free HIV/STD testing and condoms (eg, NYC Condom, Philly Condom), and mobile phone apps to support HIV care appointments and medication adherence. For example, most men found out about HIV/STD testing online and many men had used online services to schedule appointments. However, there was often a time lag of months or even years between learning about testing and getting tested. This suggests an opportunity for an eHealth-based tool that would facilitate linkage between awareness of testing and actual testing. This kind of tool could include elements such as online personal risk assessment quizzes and automated or personalized follow-up test scheduling prompts and reminders.

To reach the widest population of MSM, eHealth approaches for HIV/STD testing and care should offer a variety of modalities (calls/text/SMS, Web-based resources, online chats/forums, apps, etc) and services. In our Internet survey, MSM preferences for eHealth modalities varied. Sexual health websites, online chat, and mobile phone apps were the most popular. Furthermore, in the qualitative sample, men described a wide variety of ways that they used online HIV/STD information and services. For successful intervention, the mode of eHealth delivery matters. For example, a 2008 randomized controlled trial designed to reduce HIV risk among MSM in Hong Kong failed to achieve significant changes in any of the intervention outcomes [53]. This intervention was primarily delivered to participants by email and followed an information format. Similarly, a multicomponent sexual education Internet-based intervention found that both the email and discussion board features of the intervention were underutilized [50]. In further support of the importance of delivery mode, Zou et al found that MSM in China who were recruited through instant messaging (QQ), online chat, and mobile phone contact (text, SMS) were significantly more likely to actually go and get tested compared to men who were recruited via email [54].

In general, MSM in our study were willing to use their phones to get HIV/STD information and services, but many were concerned about confidentiality and privacy. In the Internet sample, interest in eHealth was strongly associated with confidentiality concerns. This finding may seem counterintuitive; however, it may also signify an unmeasured confounder or construct such as prior negative experiences with breach of confidential health information within the mainstream medical system or general concern about monitoring of the Internet. Further work is needed to better understand the sources of these concerns and how they might be addressed. In the qualitative sample, participants expressed a range of opinions regarding the security of accessing and retaining health information by Internet and on their phones. While some men were concerned about the confidentiality of health information exchanged by phone, others felt that phones were more confidential than paper records or in-person consultations. Those who were using phones and computers for sexual health information had a range of solutions to protect confidential information including using indirect language, keeping phones locked, and regularly deleting messages and browser history. Overall, men’s confidentiality concerns emphasize the importance of sensitivity to this issue as well as building and clearly communicating security features of future eHealth interventions for MSM in China.

Limitations
This study is subject to several limitations. Internet- and venue-based samples are subject to different kinds of recruitment...
bias. While we cannot quantify the extent of these biases, a strength of our study lies in its use of both recruitment modes and sample findings that mutually reinforced each other, increasing the reliability of both samples. Two additional questions of greatest interest that address the validity of using our findings for intervention recommendations are (1) Does Internet-based recruitment of Chinese MSM capture an appropriate at-risk population for HIV/STD intervention? and (2) How representative is our sample of the broader population of Internet-using MSM in China? In our online sample, men reported high levels of condomless sex with men and women, and low levels of HIV testing. This finding reinforces previous research among MSM in China that found high levels of sexual risk behaviors among Internet-based samples [55-57]. Furthermore, evidence of heightened risk of HIV has been demonstrated among MSM in China who use the Internet. Among a sample of 77 recently diagnosed HIV-positive MSM, 58.4% had found sex partners via the Internet during the year leading up to their infection [58], and among 307 young migrant MSM, men recruited via the Internet had higher prevalence of HIV as compared to those recruited from venues, peer outreach, or network referrals [59].

The health education promotion activities on the two survey host websites may also create a source of bias whereby our recruited participants had higher willingness to utilize eHealth interventions (as compared to the general population of Internet-using MSM). While this is possible, our study found that in spite of exposure to these websites, 38.7% of survey respondents reported condomless sex in the past 3 months and 39.5% had never been tested for HIV. These continued risk behaviors among MSM who are utilizing websites that promote health activities suggest that there is room for intensified or adapted eHealth intervention activities targeting this population. Furthermore, our study does not specifically address MSM who do not have access to (or choose not to use) the Internet and/or mobile smartphones. While likely a growing minority in China’s rapidly expanding technology market, these men also need continued, targeted outreach as they are likely to be overrepresented in the lowest socioeconomic strata of MSM in China [55,57].

An additional limitation of our study was the different completion rates between our two recruitment sites. Among screened, eligible participants, 36.5% of Chongqing participants went on to complete the survey versus 78.6% of Guangzhou participants. However, for potential participants who completed the initial screener questions (sex assigned at birth, current self-identified gender, lifetime unprotected anal intercourse, age), we found no significant difference between sites and between those who went on to take the survey versus those who did not. We suspect the difference in the proportion of those who went on to take the survey was most directly related to the lack of incentive provided for the Chongqing participants. One goal in conducting the study was to be least disruptive to the current norms among these well-established online MSM communities. Therefore, we followed each organization’s standard practice for remuneration in keeping with their prior research and site management conventions. Given the minor nature of the incentive provided (no money or physical item directly given), we do not feel that the incentive would have caused a meaningful difference in the characteristics of who completed the survey. In addition, we found no association between recruitment site and our outcome variable. We also conducted a sensitivity analysis including recruitment site in the multivariate model and found no significant differences (data not shown). Nevertheless, the varying survey completion rate is an important finding on its own as future Internet-based surveys that attempt to utilize multiple recruitment platforms will face similar questions of following existing remuneration practices versus imposing other standards. It is also promising to note that even a small, non-monetary incentive can serve as sufficient remuneration for eliciting high online survey participation.

Conclusions

To date, meta-analyzed results of interventions among MSM in China have shown significant changes in HIV knowledge and sexual risk behaviors but have not achieved the hoped-for level of change in HIV incidence [60]. The field of HIV prevention is shifting to combination approaches with greater consideration of social and structural risk factors as well as incorporation of biomedical advances (eg, point-of-care rapid HIV, CD4, and viral load testing; ART treatment as prevention, pre-exposure prophylaxis), alongside traditional individual-level education and behavior. Our study has implications for the new “test and treat” models that are being promoted as part of these comprehensive HIV intervention strategies [61]. eHealth interventions can capitalize on the social networking and support available through the Internet and can play a key role along each step of the HIV testing and care cascade from connecting participants to testing centers to helping HIV-infected persons with daily medication adherence [62]. For individual-level interventions, formative work—as we have reported here—and pilot testing among the study population are critical steps for identifying the best modes and messages to improve the chances of intervention efficacy and acceptability. Although Internet and mobile phones are ubiquitous in China, their full potential has not yet been optimally employed to support health interventions for HIV/STD prevention, testing, linkage, and care. eHealth interventions could capitalize on widespread mobile phone ownership and build on preliminary work that establishes the acceptability and current use of these technologies to support MSM health and sexual health in particular.
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- CD4: cluster of differentiation 4, glycoprotein found on the surface of immune cells
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Abstract

Background: The use of amphetamine-type stimulants (ATS) places a large burden on health services.

Objective: The aim was to evaluate the effectiveness of a self-guided Web-based intervention (“breakingtheice”) for ATS users over 6 months via a free-to-access site.

Methods: We conducted a randomized trial comparing a waitlist control with a fully automated intervention containing 3 modules derived from cognitive behavioral therapy and motivation enhancement. The main outcome was self-reported ATS use in the past 3 months assessed at 3- and 6-month follow-ups using the Alcohol, Smoking, and Substance Involvement Screening Test (ASSIST). Secondary outcomes were help-seeking intentions (general help-seeking questionnaire), actual help seeking (actual help-seeking questionnaire), psychological distress (Kessler 10), polydrug use (ASSIST), quality of life (European Health Interview Survey), days out of role, and readiness to change. Follow-up data were evaluated using an intention-to-treat (ITT) analysis with a group by time interaction.

Results: We randomized 160 people (intervention: n=81; control: n=79). At 6 months, 38 of 81 (47%) intervention and 41 of 79 (52%) control participants provided data. ATS scores significantly declined for both groups, but the interaction effect was not significant. There were significant ITT time by group interactions for actual help seeking (rate ratio [RR] 2.16; d=0.45) and help-seeking intentions (RR 1.17; d=0.32), with help seeking increasing for the intervention group and declining for the control group. There were also significant interactions for days completely (RR 0.50) and partially (RR 0.74) out of role favoring the intervention group. However, 37% (30/81) of the intervention group did not complete even 1 module.

Conclusions: This self-guided Web-based intervention encouraged help seeking associated with ATS use and reduced days out of role, but it did not reduce ATS use. Thus, this program provides a means of engaging with some sections of a difficult-to-reach group to encourage treatment, but a substantial minority remained disengaged.

ampheta mine-related disorders; Internet; randomized controlled trial; intervention studies; cognitive therapy

Introduction

Methamphetamine and other amphetamine-type stimulants (ATS) increase the concentrations of monoamine neurotransmitters in the synaptic cleft with associated feelings of increased energy, confidence, and euphoria in the user [1]. It is estimated that between 14 and 52 million people used ATS in 2010. This means that the prevalence of ATS use is second only to cannabis of the illicit drugs [2]. ATS can be highly addictive, particularly the more potent formulations (eg, crystalline) and when used via more rapidly absorbed routes (eg, smoking, injecting) [3]. The prevalence of dependence on ATS and the harms resulting from ATS place a considerable burden on health resources, especially in Asia and Oceania, but also in Europe and North America [2,4].

In Australia, it is estimated that 97,000 people are dependent on ATS but few specialist treatment services are available [5]; data suggest that just 16% of nondependent and approximately 30% of dependent methamphetamine users received any treatment for their drug use in the previous year [6,7]. With no pharmacotherapy currently approved for ATS disorders, treatment relies on face-to-face interventions, typically in the form of cognitive behavioral therapy (CBT) or contingency management, which can be extremely resource intensive, preventing their widespread implementation [8,9].

Even where services exist, they are not always accessed by clients. Overall, approximately 24% of those with a substance use disorder used health services for a mental health problem in the previous year, but service use by young people, particularly young males, was much lower (13.2%) [10,11]. A number of potential physical and psychological barriers have been identified that could inhibit utilization of services, including cost, stigma, lack of awareness, and poor access [12,13]. Web-based interventions have the potential to extend the reach of conventional interventions and could overcome many of these impediments [14].

There has been considerable interest in the development and evaluation of Web-based interventions for tobacco use or alcohol consumption, with a recent systematic review summarizing data from studies involving nearly 40,000 smokers [15] and a review of online interventions for alcohol finding 16 studies comprising more than 5600 participants [16]. However, the development of Internet interventions for illicit drug use is at a more formative stage. A meta-analysis of outcomes for computer- and Web-based interventions for cannabis use reported on 10 studies with a total of 4125 participants. Overall the effect size in reducing consumption was small ($g=0.16$) [17]. Limited data are available for Web- and computer-based interventions for users of other illicit drugs, either targeting users of specific drugs (eg, cocaine) [18] or multiple drugs [19-22]. The authors are not aware of any other interventions specifically targeting users of ATS, although we have previously reported outcomes to 3 months [23].

The current study used a randomized design to evaluate the effectiveness of a Web-delivered fully automated intervention for users of ATS against a waitlist comparison group. It was hypothesized that the intervention group would have a greater reduction in their use of ATS 6 months after starting the intervention than the control group. We also examined whether the intervention resulted in improvements on a range of secondary outcomes (detailed subsequently).

Methods

Design

To evaluate the intervention, we used a randomized controlled trial with the intervention group receiving a fully automated, 3-module, Web-delivered intervention. Those in the waitlist group underwent the same assessments as the intervention group, but could not access the intervention for 6 months. Contact details for emergency services were given to participants for crisis support. We have previously described the methodology in detail; the key features are described in the following subsections [24].

Sample

We advertised for participants on social network sites and posters in local clinics; all enrollment processes occurred through the study website. To be eligible, participants had to be resident in Australia, aged 18 years or older, and reported use of ATS (eg, meth/amphetamine, ecstasy, nonmedical use of prescription stimulants) in the previous 3 months. Because of the nature of the intervention, participants were required to have access to the Internet and to provide a valid email address. We excluded potential participants if they reported that they were currently receiving any treatment for stimulant abuse/dependence or methadone, naltrexone, or buprenorphine for a substance use disorder. Those who reported that a doctor had ever diagnosed them as having schizophrenia, schizoaffective, or bipolar disorder were also excluded. Finally, we inspected registration details and 9 cases were excluded as participants had ever received any treatment for a substance use disorder. Those who reported that a doctor had ever diagnosed them as having schizophrenia, schizoaffective, or bipolar disorder were also excluded. Finally, we inspected registration details and 9 cases were excluded as participants had ever received any treatment for a substance use disorder. Those who reported that a doctor had ever diagnosed them as having schizophrenia, schizoaffective, or bipolar disorder were also excluded. Finally, we inspected registration details and 9 cases were excluded as participants had ever received any treatment for a substance use disorder. Those who reported that a doctor had ever diagnosed them as having schizophrenia, schizoaffective, or bipolar disorder were also excluded. Finally, we inspected registration details and 9 cases were excluded as participants had ever received any treatment for a substance use disorder. Those who reported that a doctor had ever diagnosed them as having schizophrenia, schizoaffective, or bipolar disorder were also excluded. Finally, we inspected registration details and 9 cases were excluded as participants had ever received any treatment for a substance use disorder. Those who reported that a doctor had ever diagnosed them as having schizophrenia, schizoaffective, or bipolar disorder were also excluded. Finally, we inspected registration details and 9 cases were excluded as participants had ever received any treatment for a substance use disorder. Those who reported that a doctor had ever diagnosed them as having schizophrenia, schizoaffective, or bipolar disorder were also excluded. Finally, we inspected registration details and 9 cases were excluded as participants had ever received any treatment for a substance use disorder. Those who reported that a doctor had ever diagnosed them as having schizophrenia, schizoaffective, or bipolar disorder were also excluded. Finally, we inspected registration details and 9 cases were excluded as participants had ever received any treatment for a substance use disorder.

Recruitment ran from January to July 2013. We inspected registration details and 9 cases were excluded as participants had ever received any treatment for a substance use disorder. Those who reported that a doctor had ever diagnosed them as having schizophrenia, schizoaffective, or bipolar disorder were also excluded. Finally, we inspected registration details and 9 cases were excluded as participants had ever received any treatment for a substance use disorder. Those who reported that a doctor had ever diagnosed them as having schizophrenia, schizoaffective, or bipolar disorder were also excluded. Finally, we inspected registration details and 9 cases were excluded as participants had ever received any treatment for a substance use disorder.
**Procedure**

All participants were screened and enrolled via the free study website. Those who fulfilled the eligibility criteria were invited to provide consent by “clicking” an onscreen box for each element of the consent form. After consent, the website generated a personalized link that was sent to the participant’s email address. This enabled the participants to create their own study username and password. Next, participants were directed to an online baseline survey. Finally, they were randomized...
using a fully automated system (1-to-1 allocation ratio and with permuted blocks of 4). Participants who were not eligible for the study were provided with information about other potentially relevant websites and community resources.

The intervention group was provided with immediate access to the first module. We recommended that 1 module should be completed each week, but participants were able at advance at their own pace. However, to progress through the program, each page of a module had to be “opened” in sequence to finish that module and progress to the next. Participants could return to any page or module that had already been accessed. Participants received a reminder email 3 days after the expected start date if the first module had not commenced, with a further email sent at day 7 when the next module was due. This pattern of emails was repeated for the other modules. Participants were sent further emails at 3 and 6 months inviting them to complete the follow-up surveys. There was also opportunity at 6 months to provide feedback on the intervention. Participants received AU $20 for each baseline and follow-up assessment, with payment by either posted or online vouchers. The Australian National University Human Research Ethics committee approved the study and it was registered with the Australian and New Zealand Clinical Trials Registry (#12611000947909).

Measures
Outcome data were collected at 3 and 6 months and were all self-reported. The study’s primary outcome measure was ATS use assessed with the Alcohol, Smoking, and Substance Involvement Screening Test (ASSIST) [25]. We also collected secondary outcomes on (1) help-seeking intentions (General Help-Seeking Questionnaire) [26], (2) actual help seeking (Actual Help-Seeking Questionnaire) [27,28], (3) psychological distress (Kessler Psychological Distress Scale [K-10]) [29], (4) polydrug use measured by the ASSIST [25], (5) quality of life (European Health Interview Survey Quality of Life scale [EUROHIS]) [30], (6) days partial or wholly out of role [31], and (7) readiness to change (Readiness to Change Questionnaire [RTCQ]) [32]. Demographic details (eg, age, sex), history of drug use (eg, age of first use of ATS), and severity of dependence as measured by the Severity of Dependence Scale (SDS) [33] were collected as part of the baseline survey. The feedback survey included free-text fields plus the 16-item Internet Intervention Adherence Questionnaire [34] and the 16-item Satisfaction with Service measure adapted from the ANU Wellbeing study to reference ATS use rather than depression [35].

Scoring and Coding
The ASSIST appraises lifetime and past 3-month use of 9 classes of drugs (ie, tobacco, alcohol, cannabis, cocaine, ATS, inhalants, sedatives, hallucinogens, opioids, and other). The standard ASSIST scoring algorithm was used to calculate a score for ATS use in the past 3 months, providing scores in the range 0-39 [25] (see Multimedia Appendix 1 for further information). We assessed help-seeking intentions with the question: “How likely is it that you would seek help from each of the following people for any amphetamine or other drug use problems during the next 4 weeks?” For each of 9 potential sources of help, there was a 7-point scale (“extremely unlikely” to “extremely likely”) with a score range between 9 and 63. The list did not include breaking theice. The actual help-seeking measure asked “Which of the following people have you gone to for advice or help in the past 2 weeks for any amphetamine or other drug use problems?” It then listed the same 9 sources of help (range 0-9).

We assessed the total score on the K-10 to evaluate psychological distress. The K-10 uses a 5-point scale (“none of the time” to “all of the time”) with a score range between 10 and 50 [29]. To quantify the extent of polydrug use, we summed the ASSIST classes of drugs, excluding ATS use [25]. The total score on the EUROHIS (range 8-40) was used to assess quality of life: higher scores indicate better outcomes [30]. We assessed days completely and partially out of role (both range 0-30) in the previous month using the wording from Kessler’s days out of role measure, but referencing “ATS drug use” rather than “depression” [31]. We modified the RTCQ to reference ATS as opposed to alcohol consumption. The measure has 4 items addressing the precontemplation, contemplation, and action stages. Participants were allocated to their highest scoring stage or, in the event of tied scores, to the higher stage [32].

Sample Size
We determined the sample size required to evaluate the primary outcome (ATS score) at a power of 0.8 to detect a medium effect size (eg, d=0.5) [36]. This required 60 people per group, but allowing for 20% attrition, we recruited a total of 80 people per group. The effect size was based on the development study for the ASSIST in Australia [25] and a brief motivational intervention for non-treatment-seeking users of ecstasy [37].

Modules
The content of the modules has been previously described [24]. We based the intervention on principles from motivational interviewing (MI) and CBT and adapted from a face-to-face intervention evaluated in amphetamine users [38]. We also adapted the “decisional balance” approach [39] and asked participants to list both the pros and cons of ATS consumption and the potentially good and bad outcomes anticipated from changing their use of ATS. To help participants change their drug use, we assisted them in the development of skills and strategies to aid in behavioral change (eg, identifying people who could assist them, approaches to help in controlling urges and overcoming cravings, refusal skills, and an action plan to deal with high-risk situations). Example images from the program are available in Multimedia Appendix 2.

Analysis
Initial analyses were conducted in SPSS v21 (IBM Corp, Armonk, NY, USA). Descriptive analyses reported means with standard deviations for continuous measures or percentages for categorical outcomes together with their associated statistics (t test or chi-square test). Effect sizes were calculated as (1) difference in posttest minus pretest means for the 2 conditions divided by their common pretest standard deviation, multiplied by a bias correction factor (1−3/4(n treatment+n control−2))−1) [40] and (2) as Cohen’s d (posttest intervention mean minus posttest control mean divided by common standard deviation). The characteristics of participants lost to follow-up at 6 months was assessed with logistic regression using baseline predictors of...
condition, highest education level, age, age of first ATS use, gender, SDS, K-10, ASSIST ATS, polydrug use, RTCQ category, and actual and intended help-seeking scores.

The primary analysis used an intention-to-treat (ITT) approach with the effect of the intervention on each outcome being assessed using a time by group interaction. To analyze the correlated data arising from the repeated measures we used a multilevel mixed-effects regression model with a random intercept term to control for clustering of variance on individuals over repeated measures [41]. This analysis was conducted with Stata SE version 11.2 (StataCorp LP, College Station, TX, USA) using the xtmixed, xtmepoisson, and xtmelogit command suites for linear, Poisson, and logit models, respectively. Measures of days out of role, intended help seeking, and actual help seeking were analyzed using a Poisson distribution. Readiness to change was recoded as a binary variable reflecting action stage versus contemplation or precontemplation stages and analyzed using a logit model. All other outcomes were continuous and analyzed using a linear model. For all measures, we used an unstructured correlation matrix. At baseline, the groups differed significantly on actual help seeking (see Results). To adjust for this difference, baseline actual help seeking was included as a covariate in all models (except for where actual help seeking was the outcome). All models were adjusted for baseline SDS score due to its importance in predicting attrition (see Results).

For the primary outcome (ATS score), we imputed missing data using an iterative Markov chain Monte Carlo (MCMC) method in SPSS to generate 25 sets of data. Maximum and minimum values were logically constrained (eg, to the possible range of scores on the ASSIST), with baseline outcomes and demographic variables used as predictors. The imputed model was conducted in SPSS using the equivalent multilevel mixed-effects linear model to the unimputed model. We also conducted a per-protocol analysis where the “group” variable was replaced with a variable representing exposure to the intervention (“completed any modules,” “completed no modules,” or “control group”).

Results

The majority of participants were male (121/160, 75.6%), the mean age was 22.4 (SD 6.3) years, and 18 of 160 (11.3%) reported using ATS daily or almost daily. In addition, previous treatment for ATS use was reported by 9.4% (15/160) of participants (control: n=7; intervention: n=8) and 23 of 160 (14.4%) reported ever injecting drugs. Table 1 displays the descriptive data at 6 months plus the effect sizes. Baseline characteristics were similar on all measures except for actual help seeking, in which the intervention group had significantly lower levels than the control group (mean 0.3 vs 0.8). (Multimedia Appendix 3 provides mean, SD, and n for each of the outcome variables).
### Table 1. Descriptive characteristics by study group at baseline and 6 months plus effect sizes (change from baseline to 6 months on mean scores and between groups at 6 months).

<table>
<thead>
<tr>
<th>Variablea</th>
<th>Baseline</th>
<th>6 monthsb</th>
<th>Effect size, d</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control n=79</td>
<td>Intervention n=81</td>
<td>Control n=41</td>
</tr>
<tr>
<td>Sex (male), n (%)</td>
<td>57 (72)c</td>
<td>64 (79)</td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>22.5 (7.1)</td>
<td>22.2 (5.5)</td>
<td></td>
</tr>
<tr>
<td>Age first ATS use, mean (SD)</td>
<td>18.6 (4.2)</td>
<td>17.7 (2.6)</td>
<td></td>
</tr>
<tr>
<td>SDS, mean (SD)</td>
<td>3.8 (3.3)</td>
<td>3.7 (3.5)</td>
<td></td>
</tr>
</tbody>
</table>

**ATS frequency in past 3 months, n (%)**
- Never: — — 8 (20) 5 (13)
- 1-2 times: 27 (34) 20 (25) 12 (29) 14 (37)
- Monthly: 18 (23) 33 (41) 9 (22) 9 (24)
- Weekly: 23 (29) 21 (26) 10 (24) 6 (16)
- Daily/almost daily: 11 (14) 7 (9) 2 (5) 4 (11)

**ATS score, mean (SD)**
- Control: 16.8 (11.1) 17.0 (10.1) 12.8 (11.1) 13.8 (9.6) 0.07d 0.10d
- Intervention: 20.4 (10.9) 19.7 (11.2) 19.4 (9.2) 22.6 (12.3) 0.32e 0.31e

**Intended help seeking, mean (SD)**
- Control: 0.8 (1.3)f 0.3 (0.7)f 0.6 (0.9) 0.6 (0.9) 0.45e —
- Intervention: 34 (43) 20 (25) 15 (37) 16 (42)

**Actual help seeking, mean (SD)**
- Control: 22.3 (8.3) 22.2 (8.4) 22.0 (8.7) 22.9 (10.0) 0.12d 0.10d
- Intervention: 4.6 (1.6) 4.8 (1.8) 4.4 (1.9) 4.5 (2.1) −0.06e 0.05d

**Polydrug use, mean (SD)**
- Control: 28.2 (5.8) 27.2 (6.3) 28.6 (6.8) 27.3 (6.8) 0.05d 0.19d
- Intervention: 2.9 (5.9) 3.5 (5.6) 2.9 (5.8) 2.8 (6.2) −0.12e 0.02e

**Quality of life, mean (SD)**
- Control: 3.2 (4.8) 3.9 (5.3) 2.8 (4.5) 3.3 (5.7) −0.04e 0.05d
- Intervention: — — — — — —

**RTCQ, n (%)**
- Precontemplation: 32 (41) 27 (33) 17 (42) 13 (34)
- Contemplation: 24 (30) 35 (43) 9 (22) 7 (18)
- Action: 23 (29) 19 (24) 15 (37) 18 (47)

---

a ATS: amphetamine-type stimulants; K-10: Kessler 10; quality of life: EUROHIS score; RTCQ: Readiness to Change Questionnaire; SDS: Severity of dependence.
b Missing data at 6 months all outcome variables missing data n=81
c One person reported sex as “other”.
d Favors control group.
e Favors intervention group.
f Levene’s correction for inequality of variances (t113=2.83, P=.01).

**Attrition and Engagement**

At 6 months, 41 of 79 (52%) participants from the control and 38 of 81 (47%) from the intervention completed follow-up surveys (Figure 1). Logistic regression showed that retention was not significantly related to group allocation (OR 1.17, 95% CI 0.56–2.47). However, females had higher odds of retention (OR 3.11, 95% CI 1.28–7.55) as did older participants (OR 1.10, 95% CI 1.00–1.20) and those with greater psychological distress (K-10 scores; OR 1.07, 95% CI 1.01–1.14). In addition, higher baseline SDS scores reduced the odds of remaining in the study (OR 0.73, 95% CI 0.59–0.91). In terms of “exposure to the intervention” among the intervention group, 30 of 81 (37%) people did not start or complete the first module, 6 of 81 (7%) completed 1 module only, 6 of 81 (7%) completed 2 modules only, and 39 of 81 (48%) completed all 3 modules. Those who completed any modules (28/51) were not more likely to complete the 6-month follow-up than those who completed zero modules (10/30; χ²=3.5, P=.06).
Outcomes

There was a significant main effect on ATS scores, with both groups reducing use by 6 months (b=-2.59, SE 0.98, P=.008). However, the interaction term was not significant, showing that the intervention group did not improve more than the control group (Table 2). The ITT analysis was based on those with baseline data plus at least 1 follow-up. There was a significant group by time interaction for actual help seeking (b=0.77, P=.02, rate ratio [RR] 2.16, 95% CI 1.14-4.10) and for intended help seeking (RR 1.17, 95% CI 1.05-1.31). There were also significant group by time interactions for number of days out of role (RR 0.50, 95% CI 0.37-0.68) and days partially out of role (RR 0.74, 95% CI 0.56-0.98). In both instances, the intervention group had a greater reduction in days of “impairment” than the control group. Finally, a greater proportion of those receiving breakingtheice transitioned to the action stage than controls (OR 4.13, 95% CI 1.03-16.58). In the analyses involving imputation, the overall group by time interaction for ATS scores was not significant (P1.318=0.165, P=.69) controlling for baseline SDS and baseline actual help seeking.

Table 2. Statistics for group by time interactiona for intention-to-treat (ITT) analyses with unstandardized coefficient (b), standard error (SE), and P values.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Group × 3 and 6 months</th>
<th>Group × 3 months</th>
<th>Group × 6 months</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>b (SE)</td>
<td>P</td>
<td>b (SE)</td>
</tr>
<tr>
<td>ATS score</td>
<td>0.27 (1.41)</td>
<td>.85</td>
<td>0.10 (1.67)</td>
</tr>
<tr>
<td>Intended help seeking</td>
<td>0.16 (0.06)</td>
<td>.005</td>
<td>0.01 (0.07)</td>
</tr>
<tr>
<td>Actual help seeking</td>
<td>0.77 (0.33)</td>
<td>.02</td>
<td>0.61 (0.39)</td>
</tr>
<tr>
<td>K-10 score</td>
<td>-0.16 (1.20)</td>
<td>.90</td>
<td>-1.79 (1.26)</td>
</tr>
<tr>
<td>Polydrug use</td>
<td>-0.37 (0.30)</td>
<td>.23</td>
<td>-0.64 (0.36)</td>
</tr>
<tr>
<td>Quality of life</td>
<td>0.52 (0.85)</td>
<td>.55</td>
<td>0.75 (0.95)</td>
</tr>
<tr>
<td>Days out of role</td>
<td>-0.70 (0.16)</td>
<td>&lt;.001</td>
<td>-1.05 (0.24) p</td>
</tr>
<tr>
<td>Days partially out of role</td>
<td>-0.30 (0.14)</td>
<td>.04</td>
<td>-0.53 (0.18)</td>
</tr>
<tr>
<td>RTCQ</td>
<td>1.42 (0.71)</td>
<td>.045</td>
<td>1.04 (0.76)</td>
</tr>
</tbody>
</table>

a Group by time interactions adjusted for actual help seeking at baseline and SDS score at baseline: reference group=control.

ATS: amphetamine-type stimulants; K-10: Kessler 10; quality of life=EUROHIS score; RTCQ: action stage on the Readiness to Change Questionnaire.

Effect of Exposure

The “per-protocol” analyses found significant condition (completed any modules, completed no modules, control group) by time interactions for a number of variables for those who completed any modules compared with controls. For actual help seeking, the rate ratio was 3.13 (95% CI 1.43-6.84) and for intended help seeking it was 1.31 (95% CI 1.16-1.48). Those who completed any modules had significant reductions in both days out of role (RR 0.46, 95% CI 0.33-0.63) and partial days out of role (RR 0.57, 95% CI 0.41-0.77) compared with controls. Those completing any modules were also more likely to transition to the action stage than controls (OR 7.22, 95% CI 1.45-36.01). In one instance, there was a significant effect for those who did not complete any modules compared with controls—those taking no modules had an increase in days partially out of role compared to controls (RR 1.56, 95% CI 1.00-2.42). It should be noted that a per-protocol analysis no longer represents randomized data.

Feedback on the Intervention

Of the 81 people randomized to the intervention, 35 (43%) provided feedback at 6 months. Free-text responses in particular identified the use of fictional case stories as an engaging approach. The main criticisms included the assumption that people wanted to change their behavior and the lack of information on benefits of drug use (eg, use of ATS to control symptoms of attention deficit hyperactivity disorder). The most frequently cited negative reactions to the intervention were concerns about privacy (16/35, 46%) and boredom (7/35, 20%). Most participants (22/35, 63%) reported that using the intervention had reduced their adverse drug effects, 86% (30/35) would recommend the site, 86% (30/35) endorsed Internet delivery, 91% (32/35) rated the site as easy to use, and 91% (32/35) were satisfied with the program.

Discussion

Principal Findings

The results of this study suggest that this fully automated Web-based intervention may be useful both to increase help seeking among people who use ATS and to augment their intention to seek help in the future. There was also evidence for a reduction in the number of days completely and partially out of role. However, the intervention did not reduce ATS use relative to a waitlist control group. Furthermore, relative to the control group, there was no evidence that the intervention reduced the use of other drugs, improved quality of life, or reduced psychological distress.

We believe that breakingtheice is the first Web-based intervention specifically targeting ATS users. However, its lack of impact on ATS use is consistent with 2 previous Internet interventions that included stimulant users. Snow Control...
targeted cocaine use [18] and found a decline in milligrams of cocaine used per week at 6 months, but no significant effect of the intervention over an attention control group. However, the extremely high rate of attrition at 6 months (94%) makes extrapolation from their findings difficult. A generic online illicit drug (plus alcohol) screening and feedback program developed in Sweden also reported high attrition by 6 months with 69% lost to follow-up. Concordant with the current and Snow Control studies, although drug use declined for both the intervention and controls, there was no significant group by time interaction at 6 months for drug use in the Swedish trial [22].

In contrast, a recent Web-based intervention for cannabis use derived from CBT and MI principles was successful in reducing the frequency of cannabis use, but did not motivate participants to seek additional professional help for their cannabis use, with none of the experimental group seeking additional treatment by 3 months [42]. Although both the Rooke et al [42] and our study involved illicit drug users and adapted treatments from the same paradigms, the profiles of the participants differed with those in the cannabis study being older (mean age 31 years), having higher SDS (mean 14), and younger age of first use (mean 16 years). Further, the reduction in their cannabis use may mean that they did not feel that extra help was required.

The mechanism by which the intervention resulted in fewer days either partially or completely out of role is unclear given that there was not a concomitant decrease in ATS scores or improvements in quality of life or mental well-being. In our sample at baseline, the days out of role equated to 35-42 days per year, which is comparable with international data from high-income countries for drug abuse (mean 37.8 days/year) [43]. At 6 months, there was no change for the controls but the intervention group had fallen to 33.6 days per year, an improvement of more than 8 days per year. Subsequent research is required to identify a plausible mechanism for this change.

Limitations

There are some limitations that should be considered in the interpretation of these results. Firstly, the loss of participants to follow-up threatens the validity and generalizability of conclusions based on these data. However, the rate of attrition (51%) is comparable with the average for fully automated interventions (47%) [44], even though substance users would be regarded typically as a group that is particularly difficult to retain in research projects and treatment. Yet, some study designs have improved follow-up, albeit with a different target group. Interventions that have recruited mother-daughter dyads to prevent cannabis use have achieved at least 90% retention at 12 months [17], but this method requires evaluation in other groups. In addition to loss to follow-up, the fact that a substantial minority in the intervention group did not complete even the first module is of concern, although a low level of engagement has also been identified as a difficulty in face-to-face interventions [45,46]. This low level of engagement may have contributed to the smaller that estimated effect size and the consequent null results. However, the potential for widespread dissemination means that even interventions with small effects can have a public health impact [47].

The representativeness of our sample of ATS users, who were required to have access to the Internet, compared with ATS users in general could be questioned. However, at least in Canada, it appears that users of cocaine or cannabis are as likely to have access to the Internet as current drinkers [48] and the Internet has been shown to be an effective means of reaching hidden populations [49]. Nevertheless, it seems probable that this approach will not reach the most severely disadvantaged ATS users.

Although the feedback on the site was generally positive, we note that these comments only represent a small proportion of the intervention group: we would anticipate that those lost to follow-up would be likely to have more negative opinions. We did not correct for multiple statistical testing, in particular for the secondary outcome measures (eg, all measures other than the ATS score) and, thus, interpret our findings cautiously. Nevertheless, we believe that the inclusion of a range of secondary outcomes is warranted given that this is the first intervention of this type with this population. With the caveat that per-protocol analyses are biased, the per-protocol analyses supports the interpretation that the changes in both help-seeking measures, in days out of role, and transition to the action stage on the RTCQ are not simply type 1 errors due to multiple statistical testing. In each case, it was those who had been exposed to the intervention that showed improvements, whereas those who did not complete at least 1 module showed no improvement compared with those in the control group.

We attempted to prevent duplicate registrations via inspection of IP addresses and payment addresses. This approach does not guarantee that duplicate registrations were eliminated with the potential that dynamic IP addresses or multiple sites could be used together with multiple email or physical addresses.

Implications

The finding that the intervention did not reduce ATS use per se is unsurprising for several reasons. First, most of the intervention focused on enhancing people’s motivation to reduce their ATS use and seek help, with only the later modules focused on strategies for reducing ATS use (module 3). Most of the participants did not complete the last module. Second, the intervention was designed to attract a broad range of ATS users, but a desire to reduce or cease consumption of ATS was not a requirement of the study. With respect to alcohol use, screening and brief interventions in non-treatment-seeking groups have been found to be effective [50]. The majority of participants in this trial were using ATS at low levels (only 11% were using daily or almost daily). Indeed, the feedback on the intervention suggested that most people in the trial were not seeking to reduce their ATS use with less than one-third in the action stage (see Table 1) based on the RTCQ. This may explain why we failed to reduce ATS use. Implementation of the intervention with ATS users who had a greater need or desire for treatment would be required before dismissing its potential to impact on ATS use and related harms. Therefore, it may be necessary to further develop aspects of the module that specifically aim to reduce ATS use.

As noted previously, there was evidence of increased help seeking associated with the intervention, albeit that this was
predominantly with informal sources of help. Nevertheless, outside the constraints of a research trial, any engagement with the program could be used as an opportunity to provide information and encouragement to seek further help, particularly for those with low levels of interaction with the online program. There is also the potential to evaluate the intervention as an adjunct to conventional face-to-face treatment. Previous research suggests that compared to a face-to-face CBT intervention alone, online interventions designed to reduce illicit drug use can be effective as an adjunct to weekly individual and group CBT [51]. Integration with face-to-face services could also provide the opportunity to allay privacy concerns expressed by some participants. Furthermore, a Web-based program might allow the extent of face-to-face treatment to be reduced and, hence, lower the burden on service providers and clients inherent in standard treatment.

**Conclusions**

There is strong evidence for the effectiveness of technological-based programs such as Web- or computer-delivered interventions for problematic use of alcohol or tobacco use [52-55], but their impact on illicit drug use is less certain [14,17]. Nevertheless, this study demonstrates that is possible to engage some ATS users with a Web-based program and retain many of them in a trial to 6 months, but a substantial minority remained disengaged from the process and the effect size across range of measures was small.
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Abstract

Background: Chronic diseases are the leading cause of death (63%) worldwide. A key behavioral risk factor is unhealthy eating. New strategies must be identified and evaluated to improve dietary habits. Social media, such as blogs, represent a unique opportunity for improving knowledge translation in health care through interactive communication between health consumers and health professionals. Despite the proliferation of food and lifestyle blogs, no research has been devoted to understanding potential blog readers’ perceptions of healthy eating blogs written by dietitians.

Objective: To identify women’s salient beliefs and perceptions regarding the use of healthy eating blogs written by dietitians promoting the improvement of their dietary habits.

Methods: We conducted a qualitative study with female Internet users living in the Quebec City, QC, area with suboptimal dietary habits. First, the women explored 4 existing healthy eating blogs written in French by qualified dietitians. At a focus group 2-4 weeks later, they were asked to discuss their experience and perceptions. Focus group participants were grouped by age (18-34, 35-54, and 55-75 years) and by their use of social media (users/nonusers). Using a questionnaire based on the Theory of Planned Behavior, participants were asked to identify salient beliefs underlying their attitudes (advantages/disadvantages), subjective norms (what people important to them would think), and perceptions of control (facilitators/barriers) regarding the use of a healthy eating blog written by a dietitian to improve dietary habits. Discussion groups were audiotaped, transcribed verbatim, and a deductive content analysis was performed independently by 2 individuals using the NVivo software (version 10).

Results: All participants (N=33) were Caucasian women aged between 22 to 73 year. Main advantages perceived of using healthy eating blogs written by a dietitian were that they provided useful recipe ideas, improved lifestyle, were a credible source of information, and allowed interaction with a dietitian. Disadvantages included increased time spent on the Internet and guilt if recommendations were not followed. Important people who would approve were family, colleagues, and friends. Important people who could disapprove were family and doctors. Main facilitators were visually attractive blogs, receiving an email notification about new posts, and finding new information on the blog. Main barriers were too much text, advertising on the blog, and lack of time.
Conclusions: The women in this study valued the credibility of healthy eating blogs written by dietitians and the contact with dietitians they provided. Identifying salient beliefs underlying women’s perceptions of using such blogs provides an empirically supported basis for the design of knowledge translation interventions to help prevent chronic diseases.

(J Med Internet Res 2015;17(4):e87) doi:10.2196/jmir.3504
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Introduction

Background

Chronic diseases are long-lasting diseases that can be controlled but not cured [1]. They are the leading cause of death (63%) worldwide [2]. In Canada, the proportion of people dying from chronic conditions in 2010 was 89% [2]. The World Health Organization has projected that chronic disease deaths will have increased by 15% globally between 2010 and 2020 [3]. Most countries cannot combat chronic disease with medical care alone; prevention is essential [4]. Healthy eating is recognized as a critical factor in preventing many chronic health conditions, including hypertension, diabetes, cardiovascular diseases, and obesity [5,6]. Food skills, including nutrition knowledge and cooking skills [7], appear to be key to improving eating habits [8] and can help reduce the prevalence of obesity and other chronic diseases in the population [9]. Health communication is an effective strategy for changing norms and beliefs about dietary behaviors, especially by promoting knowledge about appropriate dietary choices [10]. Registered dietitians (RDs) are health care professionals who are trained to transfer this knowledge.

With the advent of Web 2.0, the Web has evolved toward greater simplicity and interactivity. Social media tools are increasingly being used for health communication [11-13], including to deliver health behavior change interventions [14-18], because they reach a large Internet population with diverse sociodemographic characteristics, independently of education, race/ethnicity, or health care access [19]. In the field of physical activity and nutrition, studies have shown promising results [20-26]. A recent literature review published in 2014 that included 22 randomized controlled trials found a significant decrease in dietary fat consumption with the use of social media promoting healthy diet and exercise in the general population [20]. Neuenschwander et al [27] and Bensley et al [28] found that Web-based nutrition education interventions can lead to favorable and effective changes in eating habits when compared with in-person nutrition education interventions. Although these studies show great potential for interventions that use the Internet, none of them included blogs. Blogs are discussion or reverse chronological order (the most recent post appears first). The Internet consisting of discrete entries, or posts, displayed in

The majority of food bloggers are women [37,39] and their readership is also mostly women who use blogs as an information source about food in general, recipes, or food preparation [41]. Although men also participate in meal preparation, women remain primarily responsible for food purchase and preparation in most households [42,43]. Consequently, health promotion strategies targeting women have the potential to impact not only women blog readers, but also their families.

Purpose

The objective of this qualitative study was to identify the salient beliefs and perceptions of female users/potential users of blogs with suboptimal dietary habits regarding their intention to use a healthy eating blog written by an RD promoting the overall improvement of dietary habits.

Theoretical Framework

A recent systematic review showed that Internet-based interventions developed using a theoretical foundation were more likely to predict behavior than atheoretical interventions [44]. Thus, to maximize the identification of beliefs related to the use of a healthy eating blog written by an RD, we based our focus group moderator’s guide and our qualitative analysis on the Theory of Planned Behavior (TPB), which identifies determinants of intention and behavior [45]. We chose this theory because several meta-analytic studies and systematic
reviews have shown the strength of its constructs in predicting behavior in a wide variety of contexts [46,47], including healthy eating [48] and, more recently, the use of new Web 2.0 technologies [49-51]. In addition, studies on the adoption of new technologies have suggested a positive correlation between the perception of a blog’s usefulness and ease of use and the perceived attitude toward it [52,53].

According to the TPB, intention to use a healthy eating blog written by an RD to improve dietary habits is determined by 3 factors (Figure 1): (1) behavioral beliefs, or underlying attitudes (advantages/disadvantages), toward the use of the blog; (2) normative beliefs, or underlying perceptions of whether important people in one’s life would approve or disapprove of the behavior; and (3) control beliefs, or underlying perception of facilitators and barriers to adopting the behavior. Thus, someone will be more inclined to use a healthy eating blog written by an RD to improve his/her dietary habits if he/she perceives more advantages and facilitators than disadvantages and barriers for doing so, and if people who are important to him/her would approve rather than disapprove of the behavior. Developing this knowledge base of beliefs underlying Internet users’ attitudes, subjective norms, and perceptions of control regarding healthy eating blogs written by an RD as a means to improve dietary habits will contribute to a better understanding of factors related to the intentions to use and use of these blogs that can contribute to the development of nutritional interventions.

**Figure 1. Ajzen’s Theory of Planned Behavior [45].**

### Methods

**Participants and Recruitment**

We sought female participants with suboptimal dietary habits who were users or potential users of healthy eating blogs. Participants were recruited using the mailing list of the Institute on Nutrition and Functional Foods at Laval University, Quebec, QC, and ads in local newspapers. A total of 57 women responded to our recruitment call, among whom 5 did not meet our inclusion criteria and 19 were no longer interested after they received full information about the nature of their participation. Inclusion criteria were (1) to be a woman living in the Quebec City metropolitan area aged ≥ 18 years, (2) to have access to the Internet, (3) to use the Internet more than once a week, and (4) to consume 5 or less portions of fruit or vegetables per day (an RD assessed participant’s fruit and vegetable consumption over the past 24 hours). Fruit and vegetable consumption is considered a good predictor of overall diet quality [54]. Participants received no honorarium and all gave written informed consent. This project was approved by the Ethics Committee of Laval University (2012-204 A-1/18-03-2013).

**Data Collection Procedure**

Participants were first interviewed individually and then invited to participate in 1 of 6 focus groups. The focus groups included 4 to 6 women each and were conducted between April and June 2013, 2 to 4 weeks following the individual interview. All focus groups were audiorecorded and transcribed verbatim.

During the individual interview, the 33 women were first invited to complete an online sociodemographic questionnaire including 29 questions about their Internet use; the frequency with which they surfed the Internet, read, or commented on blogs; and if they ever looked for nutritional information online. Questionnaires were validated with 8 women to confirm the clarity of the questions prior to this study. Then, semistructured individual interviews were conducted face-to-face with a research coordinator and scheduled to last approximately 1 hour. This face-to-face interview was devoted to the exploration of 4 popular blogs written in French by RDs that promoted healthy eating. The 4 blogs were the same for all the participants and were chosen before the interview. To identify the 4 blogs, we used the Google search engine and typed the following French keywords: blog, blogue nutritionniste or diététiste (dietitian). Blogs were included if they met the following criteria: (1) written in French by a Canadian RD, (2) targeted human nutrition as the unique topic, (3) had as its main objective the overall promotion of a healthy diet (ie, did not focus on a specific diet-related disease), and (4) was proactive (ie, had published a new post at least once a month since the creation of the blog and had published a minimum of 12 posts). During the interview, participants were asked their perceptions about design features and nutritional content of those 4 blogs to explore different facets characterizing existent healthy eating blogs written by dietitians. Because some women were not frequent users of blogs or other social media, the primary goal of the interview was to prepare the women to discuss their perceptions of healthy eating blogs written by an RD at the subsequent focus group.

Between 2 and 4 weeks after the individual interviews, the 33 women were invited to participate in a focus group of 90 minutes moderated by a trained research coordinator and an assistant.
The moderator used a semistructured interview to ask participants questions about their perceptions of consulting healthy eating blogs written by RDs to promote improvement of dietary habits, and the assistant took notes during the discussion. The procedure and interview guide were based on Patton’s recommendations [55]. The standardized open-ended interview questionnaire was developed according to the 3 constructs of the TPB. Questions aimed to identify the salient beliefs underlying their attitudes (advantages/disadvantages), subjective norms (approval or disapproval of important others), and perception of control (facilitators/barriers) with regard to the use of blogs written by RDs promoting improvement of dietary habits, such as those they had encountered during the individual interviews. All women in each focus group were asked the same questions in the same order to increase comparability of responses. The interview guide was validated with a focus group of 6 women before conducting the experimental focus groups [55].

Six focus groups (4 to 6 women in each focus group) were needed to achieve theoretical saturation [56]. To determine saturation, we calculated the extent to which different focus groups mentioned the same themes. By the end of the fifth focus group, 98.6% of themes had been mentioned at least once; the remaining 1.4% of themes were only mentioned in the sixth focus group. Participants were grouped by age and by their use of social media (Facebook, Twitter, or blogs) to increase homogeneity and better describe population subgroups as per recommendations by Patton and collaborators [55]. Two focus groups included women aged between 18 and 34 years who used social media, 2 focus groups included women between 35 and 54 years who used social media, and 2 focus groups included women older than 55 years who did not use social media on a regular basis.

Data Analysis
Descriptive statistics and mean ± SD were used to analyze all quantitative data from the online sociodemographic questionnaire using the SAS version 9.3 (SAS Institute, Inc, Cary, NC, USA). The steps of the deductive content analysis described by Elo et al [57] inspired the content analysis of the focus groups, which were transcribed verbatim. Quotes were coded line by line to bring out the main salient beliefs according to the construct of the TPB: behavioral beliefs, normative beliefs, and control beliefs (Figure 1). Two coders (VBM and MD) performed the coding with NVivo version 10 (QSR International, Cambridge, MA, USA) independently and then compared themes to reach consensus on the terminology to be used for each. A third person (AAD) validated the resulting categories and was available to resolve any discrepancies. For the purpose of our study, all beliefs that emerged in at least 2 groups of 6 (33%) were considered salient beliefs [58]. If the same belief was named by several participants in the same group, it was considered a single belief. Finally, categories obtained for groups according to participants’ age were compared to see if any age-related differences in salient beliefs emerged.

Results
Of the 33 women who participated in the individual interviews, 29 also participated in 1 of the focus groups. The 4 women who did not complete the project mentioned lack of time or unforeseen personal circumstances on the date scheduled for the focus group. All participants were Caucasian females between 22 and 73 years of age, most were fairly highly educated and of above-average income (Table 1). Of the 33 women, 25 (76%) had consulted a blog before, but only 3 spent more than 10 hours a week on the Internet (Table 2). Yet the majority identified the Internet as their principal source of information about health, nutrition, and recipes (Figure 2).

Results of the analysis of the 6 focus groups are presented in Table 3, showing the women’s salient beliefs reported in each category and the frequency of mentions according to age group. Select quotes presented subsequently illustrate our key findings. Quotes were originally in French and have been translated by a professional translator.
### Table 1. Sociodemographic characteristics of the 33 participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>44 (17)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>Caucasian</td>
<td>33 (100)</td>
</tr>
<tr>
<td>Highest level of education completed, n (%)</td>
<td></td>
</tr>
<tr>
<td>Primary</td>
<td>1 (3)</td>
</tr>
<tr>
<td>High school</td>
<td>3 (9)</td>
</tr>
<tr>
<td>College</td>
<td>13 (39)</td>
</tr>
<tr>
<td>University</td>
<td>16 (48)</td>
</tr>
<tr>
<td>Family income (Can $), n (%)</td>
<td></td>
</tr>
<tr>
<td>0-19,999</td>
<td>4 (12)</td>
</tr>
<tr>
<td>20,000-49,999</td>
<td>10 (30)</td>
</tr>
<tr>
<td>50,000-99,999</td>
<td>8 (24)</td>
</tr>
<tr>
<td>100,000-149,999</td>
<td>4 (12)</td>
</tr>
<tr>
<td>150,000-199,999</td>
<td>5 (15)</td>
</tr>
<tr>
<td>≥200,000</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Unknown</td>
<td>2 (6)</td>
</tr>
</tbody>
</table>

### Table 2. Internet use characteristics of the 33 participants.

<table>
<thead>
<tr>
<th>Internet characteristics</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time spent on Internet for leisure</td>
<td></td>
</tr>
<tr>
<td>1-3 hours/week</td>
<td>13 (39)</td>
</tr>
<tr>
<td>3-5 hours/week</td>
<td>6 (18)</td>
</tr>
<tr>
<td>5-10 hours/week</td>
<td>11 (33)</td>
</tr>
<tr>
<td>≥10 hours/week</td>
<td>3 (9)</td>
</tr>
<tr>
<td>Read a blog before</td>
<td>25 (76)</td>
</tr>
<tr>
<td>Read a blog on nutrition before&lt;sup&gt;a&lt;/sup&gt;</td>
<td>16 (64)</td>
</tr>
<tr>
<td>Read comments on a blog before&lt;sup&gt;a&lt;/sup&gt;</td>
<td>18 (72)</td>
</tr>
<tr>
<td>Commented on a blog before&lt;sup&gt;a&lt;/sup&gt;</td>
<td>2 (8)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Only among participants who had already read a blog before (n=25).
Table 3. Salient beliefs associated with the use of a healthy eating blog.

<table>
<thead>
<tr>
<th>Salient beliefs</th>
<th>Frequency of groups, n (n=6)</th>
<th>Frequency of mentions by age (years), n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>18-34 (n=2)</td>
<td>35-54 (n=2)</td>
</tr>
<tr>
<td>Behavioral beliefs-perceived advantage</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gives recipe ideas</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>Helps improve diet-related lifestyle</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Promotes interaction with the dietitian</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Interesting to have the opinion of fellow blog readers</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Introduces to new foods</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Introduces to new trends in nutrition</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Allows to learn more about nutrition in general</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Credible information</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Allows to have the opinion of a dietitian</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Behavioral beliefs-perceived disadvantages</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Opinion of only 1 blogger (if only 1 blogger is followed)</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Increases time spent on the Internet</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Nonrelevant comments from blog readers</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Feeling of guilt if one does not follow dietary advice given on the blog</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Normative beliefs-approval</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>Colleagues</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>Friends</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Physicians</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Neighbors</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Normative beliefs-disapproval</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Physicians</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Friends</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Colleagues</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Control beliefs-facilitators</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visually attractive blog</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>Email to inform of a newly published posts</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>New information weekly (updated weekly)</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>Well-designed for quick access to desired information</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>Interesting and entertaining posts</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Quick access to the blog</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Well written, concise info</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Written by a personality</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Notification through Facebook to inform of a newly published posts</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Presence of recipes</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Contains complete information</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Popular blog, referred by someone</td>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Salient beliefs</th>
<th>Frequency of groups, n (n=6)</th>
<th>Frequency of mentions by age (years), n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Text well-structured in paragraphs with subtitles</td>
<td>3</td>
<td>18-34 (n=2) 35-54 (n=2) 55-75 (n=2)</td>
</tr>
<tr>
<td>Availability of nutritional value of the recipes</td>
<td>2</td>
<td>0 2 1 0 1 0</td>
</tr>
<tr>
<td>Opportunity to read other readers’ comments and to link with them</td>
<td>2</td>
<td>0 1 0 1 1 1</td>
</tr>
<tr>
<td>Possibility to ask questions, interactivity</td>
<td>2</td>
<td>0 1 1 1 0 0</td>
</tr>
<tr>
<td>Easy to understand, not too scientific</td>
<td>2</td>
<td>0 1 1 1 0 0</td>
</tr>
<tr>
<td>Narrative approach</td>
<td>2</td>
<td>0 2 0 0 0 0</td>
</tr>
<tr>
<td>Posts about novel foods, trends</td>
<td>2</td>
<td>1 1 1 0 0 0</td>
</tr>
<tr>
<td><strong>Control beliefs-barriers</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Posts too long to read</td>
<td>5</td>
<td>1 2 2 2</td>
</tr>
<tr>
<td>Presence of advertising</td>
<td>5</td>
<td>1 2 2 2</td>
</tr>
<tr>
<td>Smaller font size</td>
<td>4</td>
<td>1 2 1 1</td>
</tr>
<tr>
<td>Conflict of interests, promotion of commercial products by blogger</td>
<td>4</td>
<td>1 2 1 1</td>
</tr>
<tr>
<td>Lack of new information, too repetitive</td>
<td>4</td>
<td>1 1 1 2</td>
</tr>
<tr>
<td>Lack of time</td>
<td>4</td>
<td>1 1 1 2</td>
</tr>
<tr>
<td>Poorly structured, complicated site</td>
<td>4</td>
<td>1 2 1 1</td>
</tr>
<tr>
<td>Notifications too frequent</td>
<td>4</td>
<td>2 1 1 1</td>
</tr>
<tr>
<td>More negative than positive posts</td>
<td>3</td>
<td>1 1 1 1</td>
</tr>
<tr>
<td>Visually unattractive</td>
<td>3</td>
<td>0 2 1 1</td>
</tr>
<tr>
<td>Computer issues (eg, slow)</td>
<td>2</td>
<td>1 0 1 1</td>
</tr>
<tr>
<td>Information not available, not accessible</td>
<td>2</td>
<td>0 1 1 1</td>
</tr>
<tr>
<td>Credibility: can be written by anyone, not always true</td>
<td>2</td>
<td>1 1 0 0</td>
</tr>
<tr>
<td>If it is not professional, poor writing</td>
<td>2</td>
<td>0 2 0 0</td>
</tr>
</tbody>
</table>

**Figure 2.** Information sources for information on health, nutrition, and recipes.
Behavioral Beliefs: Perceived Advantages and Disadvantages

The most frequently cited advantages women perceived to consulting a healthy eating blog by an RD were that it gives recipe ideas (5/6 groups, 83%), helps improve diet-related lifestyle (4/6 groups, 67%), and promotes interaction with a dietitian (4/6 groups, 67%):

What’s useful with following a blog is if you can comment, you create a link with the nutritionist and you can follow her, and so there’s a connection that builds up. [group #3, participant 21]

Numerous participants aged 35 years and older considered healthy eating blogs as a tool for learning more about nutrition in general (3/4 groups, 75%):

I mean food is such a huge topic, it’s impossible to know everything about it, so you can go and look at what you like [on the blog] and that leads you on to new ideas for trying new things out. (group #1, participant 3)

The 4 most cited disadvantages were having the opinion of only 1 dietitian-blogger (if only 1 blog was followed) (2/6 groups, 33%), increased time spent on the Internet (2/6 groups, 33%), irrelevant comments from other readers on the blog (2/6 groups, 33%), and guilt arising from not complying with the dietary recommendations on the blog (2/6 groups, 33%):

If you’re working...sometimes, I don’t even have time to stop and eat at work, or whatever. So then, I go look at it [the blog], and there are some great recipes. I don’t have time to go grocery shopping, I don’t have time to make them. And then, ah, I’m so discouraged. [group #3, participant 20]

Although groups comprised of women ≥55 years mentioned few disadvantages (n=2) of consulting a healthy eating blog by an RD, each was only mentioned in 1 group.

Normative Beliefs: Approval and Disapproval

Participants identified many individuals they believed would approve of them reading a blog to improve their dietary habits. Among them, family (5/6 groups, 83%), colleagues (5/6 groups, 83%), and friends (4/6 groups, 67%) were most frequently mentioned as normative referents. Interestingly, most participants (4/6 groups, 67%) considered reading and interacting with a blog as a personal or a private action, so it was unclear to them (and perhaps irrelevant) whether people would approve or disapprove:

The things I go and look at on the Internet, they’re also personal. I’m not the type to go talking about everything I do. So it’s not likely that I’ll know if people around me are against it—I keep it to myself. If I’m interested in nutrition, in going on blogs, that’s my business, it’s not anyone else’s. [group #5, participant 33]

Almost all groups (5/6 groups, 83%) reported that it was difficult to be against healthy eating considering that it is an inoffensive subject. However, some participants identified their family (4/6 groups, 67%) and physicians (3/6 groups, 50%) as the persons most likely to disapprove of their use of blogs to improve dietary behaviors, perhaps because of erroneous or harmful information that can be found on health blogs:

My doctor already warned me, because I’ve told her twice that I go on it. She said for sure there are some good things, but she said to be careful. She meant that not everything out there is good. [group #2, participant 2]

Control Beliefs: Facilitators and Barriers

All groups mentioned that visual characteristics of the blog were important facilitators:

An attractive site, that helps too. When it’s just text with no pictures, it’s heavy, I’m very...I like it when it’s simple, very visual, that makes me want to go look at it. [group #3, participant 29]

Most women said that facilitators were receiving an email notifying them of a new post published on the blog (5/6 groups, 83%) and having new content or new information each week (5/6 groups, 83%):

It shouldn’t always repeat the same thing. You can get tired of it, you know. It has to be a little different... for example, every week something new that will make us want to go check it out. [group #2, participant 2]

Interesting and entertaining posts as well as well-designed blogs allowing quick access to the desired information were also identified frequently as facilitators (4/6 groups, 67%).

In contrast, the most often reported barriers to consulting a healthy eating blog by an RD were posts being too long (5/6 groups, 83%), presence of advertising (5/6 groups, 83%), bloggers being in conflict of interest by promoting products on their blog (4/6 groups, 67%), and lack of time (4/6 groups, 67%).

Lack of new information, repetitive posts, small font sizes, or badly structured sites were also considered barriers to using a blog by most women (4/6 groups, 67%). Finally, receiving notifications of new posts too often was also identified as a barrier (4/6 groups, 67%):

If it’s irritating, if someone or something doesn’t stop bugging me, I’m gonna go, like, ok, this is junk mail. [group #3, participant 8]

Discussion

Principal Findings

Our objective in conducting this qualitative study was to better understand women’s perceptions toward healthy eating blogs written by RDs as a tool to improve their dietary habits. Identifying the salient beliefs underlying women’s attitudes, subjective norms, and perceptions of control have important implications for developing interventions to prevent diet-related chronic diseases, including helping dietitians to design user-friendly and relevant healthy eating blogs to improve dietary habits and to assess their efficacy. Many of our results can be read as clear design guidelines regarding details such as blog length, website structure, email notifications, and visual
First, results of our study show that healthy eating blogs written by RDs may be an important nutritional knowledge translation tool for preventing chronic disease. The women perceived numerous advantages, including increased knowledge about new foods, nutrition trends, healthy recipes, and knowledge about nutrition in general, and they identified few disadvantages. This is coherent with findings by Edwards et al [59] who reported that among chronic disease patients, the most important constructs related to interest in use of technology to provide health care remotely were (1) confidence in using it and (2) perceiving greater advantages and fewer disadvantages.

Second, the credibility of the blogger and the information found on blogs were not barriers mentioned frequently by participants in our study. Given that many studies have found that credibility is a concern frequently mentioned by users searching for health information on social media [60,61], this suggests that the fact that the blogs in our study were written by RDs made a difference to the participants’ confidence in them. This suggestion is upheld by Greenberg et al [57] who reported that blogs written by experts are perceived as being more credible than personal blogs. However, the extent to which food blogs written by accredited health care professionals such as dietitians contain erroneous information remains to be studied. In a recent survey of 679 food bloggers, 87% said they were writing a blog primarily because of their passion for food and only 22% had a work history relating to food (not necessarily dietitians) [62]. The credibility of information found on blogs is thus an important concern not only for health care providers, but also for consumers of healthy eating blogs and suggests that there might be an important role for dietitians in designing interventions that will be of interest to consumers.

Third, an interesting feature of blogs as potential tools for promoting better health is their interactive nature [63]. Many women in our study perceived that interacting with others, including the other blog users but especially with an expert dietitian-blogger, was one of the chief advantages of consulting healthy eating blogs written by RDs. Recent studies have shown that increased interaction, shared information, and peer support are key benefits to using social media for health communication [52,53]. In contexts where the health care system provides limited access to live health care professionals, this feature may be especially attractive to potential users.

Fourth, our results show that healthy eating blogs written by a dietitian may not yet be the media of choice for translating nutritional knowledge to older women. First, although they cited few disadvantages (determinant of attitude), they mentioned several barriers (determinant of perceived control), suggesting that their issues with blogs were more in the domain of perceived capacity. Also, the features they appreciated, such as email notifications about new posts rather than a notification through Facebook for instance, suggest that these women may be more comfortable with email than with more recent interactive communication technologies (eg, Facebook). In our study, the nutrition-related content of the post (eg, recipes, quality of information) seemed more important for young women, whereas the site design (structure of the blog and the posts) seemed more important for older women. According to Chou and collaborators [19], age is the greatest predictor of the use of social media, with a lower penetration in the older population aged 55 years and older. However, studies also suggest that this phenomenon is changing. According to a recent Pew Internet survey, 50% of respondents aged 50-64 years reported using social media in 2012 compared to approximately 15% in 2008 [64]. Designers should include users of all ages in the process of developing different knowledge translation strategies.

Finally, our results raise the theoretical question of the use of the unmodified TPB for examining predictors of intention for using social media, particularly the relevance of the subjective norm construct. Women in our study considered that consulting a healthy eating blog by an RD to improve their dietary habits was a personal and individual action that did not necessarily require approval from others. Several cognitive behavior models that account for technology acceptance have been explored in the quest for a “unified theory” that may provide fruitful avenues for modifying or adding to the TPB in future studies of the experiences of potential users of healthy eating blogs written by RDs with a view to developing effective interventions for chronic disease prevention [51,52].

**Limitations**

Godin et al [58] suggest that a sample of 25-30 participants is appropriate to highlight salient beliefs of a population, the participants in our study were all Caucasians, mostly educated above high school level (college and university), and had a relatively high family salary income; therefore, they are not fully representative of the general population. Second, this was an experimental and not a natural setting. However, as we wished to reach potential users as well as users, we were obliged to introduce potential users to blogs. In addition, we exercised control over the setting because we were exploring blogs specifically written by dietitians.

**Conclusion and Implications for Health Care**

As the interest for the use of social media, such as blogs, in the population is growing, there is an urgent need to assess their impact on health outcomes. Research in blogging as a potential tool for knowledge translation in health is in its infancy and much work remains to be done before we can determine its effectiveness for improving healthy eating. Our study identified the perceptions of female Internet users with regard to their use of healthy eating blogs written by RDs. Our results can help design interventions that address attitudes, facilitators, and barriers in developing theory-based dietary behavior change interventions with a view to preventing diet-related chronic diseases.
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The Mediating Effect of Gaming Motivation Between Psychiatric Symptoms and Problematic Online Gaming: An Online Survey

Abstract

Background: The rapid expansion of online video gaming as a leisure time activity has led to the appearance of problematic online gaming (POG). According to the literature, POG is associated with different psychiatric symptoms (eg, depression, anxiety) and with specific gaming motives (ie, escape, achievement). Based on studies of alcohol use that suggest a mediator role of drinking motives between distal influences (eg, trauma symptoms) and drinking problems, this study examined the assumption that there is an indirect link between psychiatric distress and POG via the mediation of gaming motives. Furthermore, it was also assumed that there was a moderator effect of gender and game type preference based on the important role gender plays in POG and the structural differences between different game types.

Objective: This study had two aims. The first aim was to test the mediating role of online gaming motives between psychiatric symptoms and problematic use of online games. The second aim was to test the moderator effect of gender and game type preference in this mediation model.

Methods: An online survey was conducted on a sample of online gamers (N=3186; age: mean 21.1, SD 5.9 years; male: 2859/3186, 89.74%). The Brief Symptom Inventory (BSI), the Motives for Online Gaming Questionnaire (MOGQ), and the Problematic Online Gaming Questionnaire (POGQ) were administered to assess general psychiatric distress, online gaming motives, and problematic online game use, respectively. Structural regression analyses within structural equation modeling were used to test the proposed mediation models and multigroup analyses were used to test gender and game type differences to determine possible moderating effects.

Results: The mediation models fitted the data adequately. The Global Severity Index (GSI) of the BSI indicated that the level of psychiatric distress had a significant positive direct effect (standardized effect=.35, P<.001) and a significant indirect (mediating) effect on POG (standardized effect=.194, P<.001) via 2 gaming motives: escape (standardized effect=.139, P<.001) and competition (standardized effect=.046, P<.001). The comparison of the 2 main gamer types showed no significant differences in the model. However, when comparing male and female players it was found that women had (1) slightly higher escape scores (on a 5-point Likert scale: mean 2.28, SD 1.14) than men (mean 1.87, SD 0.97) and (2) a stronger association between the escape motive and problematic online gaming (standardized effect size=.64, P<.001) than men (standardized effect size=.20, P=.001).

Conclusions: The results suggest that psychiatric distress is both directly and indirectly (via escape and competition motives) negatively associated with POG. Therefore, the exploration of psychiatric symptoms and gaming motives of POG can be helpful in the preparation of prevention and treatment programs.
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Introduction

The large-scale expansion of the video game industry and online video gaming as a leisure time activity [1] has led to the appearance of problematic online gaming (POG) and online gaming addiction [2, 3]. Although only a minority of players appear to display addiction-like symptoms and negative consequences on other important activities (ie, work, education) and relationships [4], it is still essential to explore the contributing factors in the development of this behavior. The importance of the phenomenon is also demonstrated by research findings that claim that online gaming is generally the most frequent problem associated with Internet use [5] and by the fact that POG was recently introduced into Section 3 of the fifth edition of the Diagnostic and Statistical Manual of Mental Disorders (DSM-5) [6] under the name of “Internet Gaming Disorder.” Hopefully its inclusion will encourage further research on the topic and help unify the field [7].

The attraction of online games appears to lie in their potential to satisfy different psychological needs that can be conceptualized as motives for gaming. In one earlier study, 7 motivational dimensions for online gaming were identified [8]. Social motivation concerns the need of gaming together with others and making friends. Escape refers to gaming in order to avoid real life problems and difficulties. Competition concerns the defeating of others, whereas skill development is about improving the player’s own coordination, concentration, and other skills. Coping involves stress, tension, or aggression reduction through gaming as well as getting into a better mood. Fantasy refers to trying out new identities and/or activities in virtual game words that are not possible in the gamers’ everyday lives. Finally, recreation concerns gaming for the playing of the game for fun. In fact, a recent study demonstrated that self-reported gaming motives were related to actual in-game behaviors and could also predict future in-game behaviors [9].

Studies into alcohol use have shed light on the importance of motives in both drinking and problem drinking (eg, [10]). Similarly, an association between different gaming motives and POG has been reported in the literature. Yee [11] found that escapism and advancement motives were the best predictors of problematic use of massively multiplayer online role-playing games (MMORPGs). Nagygyörgy and colleagues [12] yielded similar results (ie, escapism and achievement showed strong association with problematic MMORPG play). However, Zanetta Dauriat and colleagues [13] found that addictive MMORPG use patterns were best predicted by achievement, escapism, and socializing motives. Kwon and colleagues [14] suggested that adolescents become addicted to online games in an attempt to escape from self and reality based on Baumeister’s [15] escape theory.

It has also been reported that psychiatric symptoms can be related to POG. For instance, depression, anxiety, and social anxiety are positively related to problematic gaming [16-20]. An association has also been found between various domains of psychopathology and problem video gaming using the Symptom Checklist 90 (SCL-90) [21].

To date, psychiatric symptoms have been viewed as being directly related to POG. This approach is understandable because—as in other addictions—it is highly probable that psychiatric symptoms accompany the problem behavior. However, an indirect link might also exist between the 2 entities via the mediation of specific motivations. Such findings have been reported in the alcohol and gambling literature. Drinking motives have been shown to be the most proximate factors that precede alcohol use, the gateway via which more distal influences (eg, alcohol expectancies, anxiety sensitivity, trauma symptoms, and personality) are mediated [22-26]. For instance, the coping motive mediates between tension-reduction expectancies and drinking problems [22]. Moreover, in the case of gambling, the motivation to escape or dissociate has been found to mediate between aversive physiological and emotional states and gambling severity [27, 28].

Gender differences may also play an important role in problematic gaming. Research has consistently shown that males are more likely to play online games [4, 29, 30] and spend significantly more time gaming than female players [31, 32]. The literature also suggests that male players are at higher risk of problematic gaming than female players [4, 30, 32, 33]. Furthermore, males and females also differ regarding their game type preference and motives to play. For instance, male gamers tend to prefer action, sports, and shooter games, whereas female gamers prefer puzzle, adventure, and quiz games [34, 35]. It has also been found that male gamers score higher on motives related to achievement and competition, whereas female gamers score higher on social motives and escapism [8, 11]. These findings are in-line with gender differences in competitiveness and social-emotional inclination. Males tend to be more competitive in various contexts, such as between-group interactions [36] and negotiations [37]. In contrast, females have been considered to be more interpersonally oriented [38, 39]. In addition, females are more prone to experience negative emotions and to internalize problems reflected in higher prevalence of depression [40] and anxiety disorders [41], and this is in-line with their higher escapism scores. It has also been argued that clinical correlates of gaming may differ by gender [17].

Given that different game types (eg, role-playing games, first-person shooters, and real-time strategy games) vary in their basic structural characteristics and gameplay [42, 43], it is reasonable to assume that psychiatric symptoms and motives related to different game types might also vary. In-line with this assumption, Stetina and colleagues [44] found that MMORPG players showed higher tendency toward depressive symptoms and escapism than gamers playing online shooters or real-time strategy games.
Consequently, the present study had 2 aims. The first aim was to test the mediating role of online gaming motives between psychiatric symptoms and problematic use of online games. Based on the literature, it was assumed that escape, coping, and competition motives would act as mediators in the model. The second aim was to test the moderator effect of gender and game type preference in this mediation model. Based on gender differences reported in the online gaming literature, differences in the paths related to competition, social, and escape motives have been expected between male and female players. On the other hand, no assumptions have been made regarding game type-related differences in the lack of findings in this domain.

Methods

The study was approved by the Institutional Review Board of the Eötvös Loránd University, Budapest, Hungary.

Recruitment

All the most frequently visited Hungarian online gaming websites having more than 100 registered users were identified (N=18). The majority of the sites (n=11) were game-specific: (massively) multiplayer online role playing games (M/MORPGs) (eg, Lineage II, World of Warcraft, Guild Wars, Diablo II, Lord of the Rings; Thrillion kincsei [The Treasures of Thrillion]); (massively) multiplayer online real-time strategy (M/MORTS) games (eg, Age of Empires 3, Travian, Klánháború [TribalWars], and Red Alert 3); multiplayer online first-person shooter (MOFPS) games (eg, Call of Duty). 1 site was genre-specific (ie, role-playing games), and 6 sites were general video gaming sites. The search was carried out by 4 experts using online search engines (ie, Google) and additionally obtaining information from gamers from their circle of acquaintances. Subsequently, the 18 websites were invited to advertise for participants in the present study. All administrators agreed to cooperate and advertised the call for participation on their websites or included it in their online newsletter to gamers. In the call for participation in the study, gamers were asked to visit a password-protected website and complete the questionnaire.

Before filling out the questionnaire, all participants were informed about the general goals of the study (ie, to obtain an objective and real picture of online games and the online gamer community in contrast with the simplified and rather negative picture the media disseminates) and the time needed to complete it. They were assured about confidentiality and anonymity, and their informed consent was obtained by ticking a box if they agreed to continue and participate in the study. No personal information was collected or stored and no incentives were offered. Data collection took place between April and July 2009. The advertisements were displayed for approximately 3 months, whereas the newsletters including the call for participation were sent twice. According to the voluntary nature of participation, answering all the questions was not mandatory. The number of unique website visitors was not assessed at the time of the recruitment period, and the number of overlapping visitors between the 18 websites was also unknown; therefore, the view rate could not be calculated. In total, 7520 gamers visited the first page of the questionnaire and 4374 completed at least some of it. Consequently, the participation rate was 58.16%. Of these 4374 gamers, 3186 completed the entire survey including psychiatric symptoms, online gaming motives, and problematic online game use resulting in a completion rate of 72.84%. Consequently, all analyses were carried out on this latter subsample. Only completed questionnaires were analyzed. However, skipping answers was allowed; therefore, missing data were treated with full information maximum likelihood (FIML) method with MPlus 6.0.

Measures

Sociodemographic Variables

Data relating to major sociodemographics were collected including age, gender, marital status, and education.

Gaming-Related Variables

Data were collected regarding weekly game time and preferred game type. Game type preference was obtained using the results of a latent profile analysis on the amount of time spent playing different game types described in a previous study that used the same sample (which was slightly bigger than the current sample because it also included those respondents who did not complete the Brief Symptom Inventory [BSI] placed at the end of the questionnaire) [43]. The majority of the sample (2517/3186, 79.00%) had a clear game type preference. Almost half of the sample (1466/3186, 46.01%) played almost exclusively with MMORPGs, whereas an additional 872 of 3186 gamers (27.37%) preferred MOFPSs. A small minority of the sample, 118 of 3186 gamers (3.70%), mostly played MMORTS games. The rest of the gamers (61/3186, 1.91%) played other online games (ie, sport games, puzzle games) or did not have a clear game type preference (669/3189, 21.00%). Therefore, the majority of the sample (2338/3186, 73.38%) could be categorized as either an MMORPG player or an MOFPS player. In the moderation analysis, only these 2 groups were focused on due to the low sample size of the remaining groups (ie, MMORTS players and gamers playing other online game types).

Psychiatric Symptoms

These were assessed using the Hungarian version of the BSI [45,46], a measure that assesses self-reported clinically relevant psychological symptoms. The 53-item questionnaire uses a 5-point Likert scale (from “not at all” to “extremely”). The BSI comprises 9 symptom dimensions: somatization, obsession compulsion, interpersonal sensitivity, depression, anxiety, hostility, phobic anxiety, paranoid ideation, and psychoticism. However, in the present study, the summarized measure—the Global Severity Index (GSI)—was applied to measure the intensity of general distress. Good reliability and validity has been found across various samples [45-47] as well as in this study (Cronbach alpha=.97).

Online Gaming Motives

These were assessed using the Motives for Online Gaming Questionnaire (MOGQ) [8]. This 27-item self-report measure assesses the full range of motives for online gaming. The 7 motivational dimensions assessed by MOGQ comprise social, escape, competition, skill development, coping, fantasy, and recreation. A brief description of each motivation has already
been mentioned in the Introduction. In addition, a sample item for each motivation is as follows: social (eg, “...because I can meet many different people”), escape (eg, “...to forget about unpleasant things or offenses”), competition (eg, “...because it is good to feel that I am better than others”), skill development (eg, “...because it improves my skills”), coping (eg, “...to be somebody else for a while”), and recreation (eg, “...because it is entertaining”). The MOGQ uses a 5-point Likert scale from “never” to “almost always/always” with higher scores indicating higher frequency of the respective motivational dimension. Internal consistencies were reported for all 7 dimensions, ranging from .79 to .90 [8].

Problematic Use of Online Games

This was assessed using the Problematic Online Gaming Questionnaire (POGQ) [29]. The POGQ is an 18-item self-report assessment tool with good psychometric properties based on both theoretical and empirical content. It assesses 6 dimensions of problematic gaming, namely preoccupation, overuse, immersion, social isolation, interpersonal conflicts, and withdrawal. The items are measured on a 5-point Likert scale (from “never” to “always”) and a summarized score can also be calculated that shows the severity of the problematic use (with higher scores indicating more serious problems being due to online gaming). A cut-off score of 66 points has been suggested to determine the proportion of gamers at high risk of problematic use. This cut-off score was determined empirically in the same article [29]. Conducting a latent profile analysis, 4 severity groups were identified and a cut-off score was calculated by using a sensitivity and specificity analysis based on the most severe group as the criterion group. The factor structure of the POGQ has been confirmed in further studies and high internal consistencies (.91) have also been reported [4,29].

Statistical Analyses

Structural regression analyses within structural equation modeling (SEM) were used to test the proposed mediation models. Because the scales were not normally distributed, maximum likelihood estimation robust to nonnormality (MLR) was used in all SEM analyses [48]. Multigroup analyses were used to test gender and game type differences. To evaluate goodness of fit of the overall models, the chi-square goodness-of-fit statistic (with a $P$ value <.05), the comparative fit index (CFI), the Tucker-Lewis fit index or nonnormed fit index (TLI or NNFI), root mean square error approximation (RMSEA) and its 90% confidence interval (90% CI), and the standardized root mean square residuals (SRMR) were used. For both CFI and TLI, values greater than 0.9 were considered a good fit, whereas both the values of RMSEA and SRMR should be less than 0.08 for an acceptable degree of fit [49,50]. Descriptive analyses were performed with the SPSS 20.0 statistical software package and all SEM analyses were performed with MPlus 6.0.

Results

Descriptive Statistics

The mean age of the sample (N=3186) was 21.1 years (SD 5.9 years, range 14-54 years), and the majority of the sample (2859/3186, 89.74%) were male. As previously mentioned, 1466 of 3186 gamers (46.01%) had a clear preference for MMORPGs and 872 of 3186 (27.37%) for MOFPSs. Among the MMORPG players, 240 gamers (16.37%) were female, whereas among MOFPS players only 20 gamers (2.29%) were female. Information regarding weekly game time and the proportion of gamers at high risk of problematic use is presented in Table 1.

It was assumed that the parameters of the proposed model might be moderated by players’ game type preference and gender. Therefore, descriptive statistics and group differences regarding the variables included in the model are presented in Tables 2 and 3.

Results demonstrated that MOFPS players reported significantly higher scores on competition, skill development, and coping motives, whereas MMORPG players scored significantly higher on fantasy, escape, POG, the GSI, and recreation.
Table 1. Weekly game time and proportion of gamers at high risk of problematic use for the overall sample, for males and females, and for multiplayer online first-person shooter (MOFPS) and massively multiplayer online role-playing games (MMORPGs) gamer types.

<table>
<thead>
<tr>
<th>Gaming-related variables</th>
<th>Total sample, n (%)</th>
<th>Gender, n (%)</th>
<th>Game type preference, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(N=3186)</td>
<td>Males (n=2859)</td>
<td>Females (n=327)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weekly game time</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;7 hours</td>
<td>382 (12.00)</td>
<td>328 (11.48)</td>
<td>54 (16.5)</td>
</tr>
<tr>
<td>7-14 hours</td>
<td>772 (24.25)</td>
<td>688 (24.09)</td>
<td>84 (25.7)</td>
</tr>
<tr>
<td>15-28 hours</td>
<td>1102 (34.62)</td>
<td>1001 (35.05)</td>
<td>101 (30.9)</td>
</tr>
<tr>
<td>29-42 hours</td>
<td>639 (20.08)</td>
<td>583 (20.41)</td>
<td>56 (17.1)</td>
</tr>
<tr>
<td>&gt;42 hours</td>
<td>288 (9.05)</td>
<td>256 (8.96)</td>
<td>32 (9.8)</td>
</tr>
</tbody>
</table>

Gamers at high risk of problematic use<sup>a</sup> 2.43 2.39 2.76 1.96 2.95

<sup>a</sup>The proportion of gamers at high risk of problematic use was calculated using the established cut-off point (ie, 66) suggested in a previous article [29]. Note that only MOFPS and MMORPG gamers have been included because the MMORTS gamer group was very small and the remainder of the players could not be differentiated regarding their game type preference.

Table 2. Means, standard deviations (SD), and confidence intervals (CI) for multiplayer online first-person shooter (MOFPS) and massively multiplayer online role-playing games (MMORPGs) gamer types examined and for all players (MOFPS and MMORPG)<sup>b</sup> and effect sizes (Cohen’s <i>d</i>).

<table>
<thead>
<tr>
<th>Psychopathology- and gaming-related variables&lt;sup&gt;b&lt;/sup&gt;</th>
<th>All (MOFPS &amp; MMORPG) players (n=2338)</th>
<th>MOFPS players (n=872)</th>
<th>MMORPG players (n=1466)</th>
<th>Comparison of MOFPS and MMORPG players</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>95% CI</td>
<td>Mean (SD)</td>
<td>95% CI</td>
</tr>
<tr>
<td>Global Severity Index</td>
<td>0.61 (0.61)</td>
<td>0.59-0.64</td>
<td>0.57 (0.57)</td>
<td>0.53-0.61</td>
</tr>
<tr>
<td>POGQ Total score</td>
<td>36.13 (11.93)</td>
<td>35.65-36.62</td>
<td>34.99 (11.73)</td>
<td>34.21-35.77</td>
</tr>
</tbody>
</table>

MOGQ

| Escape                                                 | 1.93 (1.01) | 1.89-1.97 | 1.83 (0.93) | 1.76-1.88 | 2.00 (1.06) | 1.95-2.05 | 4.09 (2019.5) | <.001 | 0.18 |
| Coping                                                 | 2.51 (1.08) | 2.47-2.55 | 2.57 (1.12) | 2.50-2.64 | 2.47 (1.05) | 2.42-2.52 | 1.99 (1740.8) | .047 | 0.09 |
| Fantasy                                                | 2.33 (1.13) | 2.28-2.38 | 2.05 (1.00) | 1.98-2.12 | 2.49 (1.17) | 2.43-2.55 | 9.67 (2057.9) | <.001 | 0.40 |
| Skill development                                      | 2.23 (1.14) | 2.18-2.28 | 2.54 (1.21) | 2.46-2.62 | 2.04 (1.05) | 1.99-2.09 | 9.99 (1635.4) | <.001 | 0.44 |
| Recreation                                             | 4.18 (0.87) | 4.15-4.22 | 4.12 (0.90) | 4.06-4.18 | 4.22 (0.85) | 4.18-4.26 | 2.75 (1737.7) | .006 | 0.11 |
| Competition                                             | 2.39 (1.19) | 2.34-2.44 | 2.75 (1.22) | 2.67-2.83 | 2.17 (1.11) | 2.11-2.23 | 11.41 (1693.5) | <.001 | 0.50 |
| Social                                                  | 3.07 (1.20) | 3.02-3.12 | 3.07 (1.21) | 2.99-3.15 | 3.07 (1.19) | 3.01-3.13 | 0.15 (2332) | .88 | 0.00 |

<sup>a</sup>Only MOFPS and MMORPG gamers have been included because the MMORTS gamer group was very small and the rest of the players could not be differentiated regarding their game type preference.

<sup>b</sup>POGQ: Problematic Online Gaming Questionnaire; MOGQ: Motives for Online Gaming Questionnaire.
Means, standard deviations (SD), and confidence intervals (CI) for both genders and for the total sample and effects sizes (Cohen's $d$).

<table>
<thead>
<tr>
<th>Psychopathology- and gaming-related variables</th>
<th>Total sample (N=3186)</th>
<th>Males (n=2859)</th>
<th>Females (n=327)</th>
<th>Gender comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>95% CI</td>
<td>Mean (SD)</td>
<td>95% CI</td>
</tr>
<tr>
<td>Global Severity Index</td>
<td>0.62 (0.62)</td>
<td>0.60-0.64</td>
<td>0.60 (0.61)</td>
<td>0.58-0.62</td>
</tr>
<tr>
<td>POGQ Total Score</td>
<td>35.89 (11.85)</td>
<td>35.48-36.30</td>
<td>35.86 (11.83)</td>
<td>35.43-36.30</td>
</tr>
</tbody>
</table>

MOGQ

| Escape                                       | 1.91 (0.99)          | 1.88-1.94      | 1.87 (0.97)    | 1.84-1.90        | 2.28 (1.14) | 2.16-2.40 | 6.22 (380.2) | < .001 | 0.39 |
| Coping                                       | 2.50 (1.07)          | 2.46-2.54      | 2.50 (1.08)    | 2.46-2.54        | 2.56 (0.99) | 2.45-2.67 | 1.05 (317) | .30   | 0.06 |
| Fantasy                                      | 2.33 (1.12)          | 2.29-2.37      | 2.28 (1.10)    | 2.24-2.32        | 2.77 (1.23) | 2.64-2.90 | 6.80 (386.5) | < .001 | 0.42 |
| Skill development                            | 2.25 (1.14)          | 2.21-2.29      | 2.26 (1.15)    | 2.22-2.30        | 2.17 (1.00) | 2.06-2.28 | 1.54 (430.9) | .13   | 0.08 |
| Recreation                                   | 4.18 (0.88)          | 4.15-4.21      | 4.16 (0.88)    | 4.13-4.19        | 4.29 (0.82) | 4.20-4.38 | 2.61 (416.5) | .009  | 0.15 |
| Competition                                  | 2.41 (1.18)          | 2.37-2.45      | 2.47 (1.18)    | 2.43-2.51        | 1.80 (0.93) | 1.70-1.90 | 12.06 (456.4) | < .001 | 0.63 |
| Social                                       | 3.04 (1.20)          | 3.00-3.08      | 3.01 (1.20)    | 2.97-3.05        | 3.32 (1.18) | 3.19-3.45 | 4.42 (3177) | < .001 | 0.26 |

a POGQ: Problematic Online Gaming Questionnaire; MOGQ: Motives for Online Gaming Questionnaire.

Results also demonstrated that female gamers scored significantly higher on fantasy, escape, social, and recreation motives as well as on the GSI of psychiatric symptoms, whereas male gamers reported significantly higher scores only on competition motive. The zero-order correlations between the components of the mediation model along with internal consistencies (Cronbach alpha) for all scales and subscales are presented in Table 4.

Table 4. Zero-order correlations and Cronbach alphas (N=3186).

<table>
<thead>
<tr>
<th>Psychopathology- and gaming-related variables</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>Cronbach α</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Global Severity Index</td>
<td>.55</td>
<td>.51</td>
<td>.29</td>
<td>.36</td>
<td>.11</td>
<td>.01</td>
<td>.20</td>
<td>.09</td>
<td>.97</td>
</tr>
<tr>
<td>2. POGQ Total Score</td>
<td>.51</td>
<td>.39</td>
<td>.40</td>
<td>.19</td>
<td>.15</td>
<td>.37</td>
<td>.26</td>
<td>.91</td>
<td></td>
</tr>
<tr>
<td>3. MOGQ Escape</td>
<td>.60</td>
<td>.61</td>
<td>.24</td>
<td>.18</td>
<td>.27</td>
<td>.29</td>
<td>.87</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. MOGQ Coping</td>
<td>.50</td>
<td>.41</td>
<td>.41</td>
<td>.38</td>
<td>.42</td>
<td>.84</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. MOGQ Fantasy</td>
<td>.30</td>
<td>.29</td>
<td>.28</td>
<td>.34</td>
<td>.83</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. MOGQ Skill development</td>
<td>.23</td>
<td>.38</td>
<td>.45</td>
<td>.89</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. MOGQ Recreation</td>
<td>.23</td>
<td>.35</td>
<td>.78</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. MOGQ Competition</td>
<td>.32</td>
<td>.90</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. MOGQ Social</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.91</td>
</tr>
</tbody>
</table>

Mediation Analysis

Overview

It was hypothesized that general psychiatric distress has both a direct and indirect effect (via the mediating effect of the 7 online gaming motives) on POG. Psychiatric distress was measured by the GSI and introduced in the model as a continuous observed variable. Problematic online gaming was measured by the summarized score of the POGQ and also introduced in the model as a continuous observed variable. Gaming motives were measured by the 7 factors of the MOGQ and introduced in the
model as continuous latent variables. The proposed mediation models were tested with SEM. Because significant gender and gamer type differences were found in many of the variables included in the model, 3 different models were tested: (1) an overall model, (2) a separate multigroup analysis for the 2 gamer types, and (3) another multigroup analysis for males and females. The third model was carried out on the MMORPG gamer subsample because this group was the only one that had enough female players for comparison.

**The Overall Model**

The overall model had an adequate fit to the data ($\chi^2_{343}= 3217.8$, $P<.001$; CFI=0.935; TLI=0.923; RMSEA=0.051; 90% CI 0.050-0.053; Cfit>0.90; SRMR=0.046). According to the results (see Figure 1), psychiatric symptoms had a significant direct effect on POG (standardized effect=.35, $P<.001$) as well as on all the gaming motives apart from recreation (standardized effects ranging from .10 to .55, $P<.001$). Psychiatric symptoms were significantly and strongly associated with escape, coping, and fantasy, and significantly but weakly associated with skill development, competition, and social motives. In relation to the association between gaming and problematic use, only escape and competition motives had a considerable effect size (standardized effect=.26 and .21, respectively), whereas social motives, skill development, and recreation motives had significant but low effect sizes. In relation to the indirect effect between psychiatric symptoms and problematic gaming, 4 paths were statistically significant: (1) psychiatric symptoms $\rightarrow$ escape $\rightarrow$ problematic gaming (standardized effect=.139, $P<.001$); (2) psychiatric symptoms $\rightarrow$ competition $\rightarrow$ problematic gaming (standardized effect=.046, $P<.001$); (3) psychiatric symptoms $\rightarrow$ social motives $\rightarrow$ problematic gaming (standardized effect=.008, $P=.001$); and (4) psychiatric symptoms $\rightarrow$ skill development $\rightarrow$ problematic gaming (standardized effect=.006, $P=.02$). However, the latter 2 pathways had a negligible effect size. The mediation pathways added up a total standardized indirect effect size of .194 ($P<.001$). The proportion of the mediated effect in the total effect was 35%. Therefore, higher levels of psychiatric symptoms were associated with higher escape and competition motives that were associated with higher level of problematic use. All other indirect pathways were nonsignificant ($P>.05$) or had a negligible effect size (ie, $<.01$). The full model explained 44% of the total variance of POG.

**Gamer Type Comparison**

The model comparing MOFPS and MMORPG players also had an adequate fit to the data ($\chi^2_{726}=3120.7$; MOFPS: $\chi^2_{726}=1343.6$; MMORPG: $\chi^2_{726}=1777.0$, $P<.001$; CFI=0.926; TLI=0.918; RMSEA=0.053; 90% CI 0.051-0.055; Cfit>0.90; SRMR=0.051). Overall, the results (see Figure 2) were fairly similar to the first model (Figure 1). The psychiatric symptoms had a significant direct effect on POG in both groups and the psychiatric symptoms $\rightarrow$ escape $\rightarrow$ POG and the psychiatric symptoms $\rightarrow$ competition $\rightarrow$ POG indirect pathways were significant and had a considerable effect size in both groups. In the case of MOFPS players, the standardized effect size of the direct pathway was .314 ($P<.001$), whereas the standardized effect size of the mediation pathway was .194 ($P<.001$) that amounted to 38.2% of the total effect size. The mediation pathway via escape had a standardized effect size of .119 ($P=.001$) and the one via competition had an effect size of .048 ($P<.001$). Neither of the other indirect pathways were significant. The full model explained 42% of the total variance of POG. In the case of MMORPG players, the standardized effect size of the direct pathway was .376 ($P<.001$), whereas the standardized effect size of the mediation pathway was .191 ($P<.001$) that amounted to 33.7% of the total effect size. The mediation pathway via escape had a standardized effect size of .152 ($P<.001$) and the one via competition had an effect size of .063 ($P<.001$). The full model explained 45% of the total variance of POG. Neither of the other indirect pathways was significant. The comparison of the 2 player types according to the Wald test showed no significant differences in the model.
Figure 1. The overall mediation model with standardized path coefficients and the explained variance of the endogenous variables ($R^2$) (N=3186). All 7 mediator variables are latent variables. For clarity, indicator variables associated with them have not been depicted in this figure but were published in an earlier paper [8]. Also for clarity, the covariances between the errors of all mediator variables have not been depicted in the figure. Simple arrows: significant path coefficients, dotted arrows: nonsignificant path coefficients. *$P<.05$; **$P<.01$; ***$P<.001$. 

- Global Severity Index
  - Escapism: $R^2 = .30^{***}$
  - Coping: $R^2 = .09^{***}$
  - Fantasy: $R^2 = .15^{***}$
  - Skill development: $R^2 = .01^{**}$
  - Recreation: $R^2 = .00$
  - Competition: $R^2 = .05^{***}$
  - Social: $R^2 = .01^{*}$

- Problematic Online Gaming
  - $R^2 = .44^{***}$
Figure 2. The mediation model and standardized path coefficients. Results of multigroup analysis and path coefficients across the 2 gamer types, multiplayer online first-person shooter (MOFPS) and massively multiplayer online role-playing games (MMORPGs), and the explained variance of the endogenous variables ($R^2$) (MOFPS: n=872; MMORPG: n=1466). The first (left) values describe MOFPS players, whereas the second (right) values describe MMORPG players. All 7 mediator variables are latent variables. For clarity, indicator variables associated with them have not been depicted but were published in an earlier paper [8]. Also for clarity, the covariances between the errors of all mediator variables have not been depicted in the figure. Simple arrows: significant path coefficients; dotted arrows: nonsignificant path coefficients. *$P<.05$; **$P<.01$; ***$P<.001$.

Gender Comparison Between Massively Multiplayer Online Role-Playing Game Players

Given that the proportion and sample size of female players were only considerable among MMORPG players, the third model was carried out only on this group (Figure 3). The model fitted the data properly ($\chi^2_{726}=2232.0$; males: $\chi^2_{726}=1531.3$; females: $\chi^2_{726}=700.7$; $P<.001$; CFI=0.929; TLI=0.920; RMSEA=0.053, 90% CI 0.051-0.056; Cfit=0.90; SRMR=0.049).

In relation to MMORPG players (Figure 3), the results were also similar to the results of the overall model (Figure 1). Psychiatric symptoms again had a direct effect on POG with a standardized effect size of 0.38 ($P<.001$). Again, only the mediation pathways via escape and competition were significant with standardized effect sizes of 0.153 ($P<.001$) and 0.063 ($P<.001$), respectively. The standardized effect size of the indirect link between psychiatric symptoms and POG was 0.191 ($P<.001$) that amounted to 33.7% of the total effect size. The full model explained 45% of the total variance of POG.
Results relating to gender differences showed a significant difference in the escape → POG direct link between male and female MMORPG players. The standardized direct effect size of this link was \( .20 \) (\( P=.001 \)) for men and \( .64 \) (\( P<.001 \)) for women. The group difference between males and females was significant (Wald test=6.11, \( P=.01 \)). As a result, the psychiatric symptoms → escape → POG mediator pathway for female players had a much higher standardized effect size (standardized effect=\(.368, P<.001\)) than the one for male players (standardized effect=\(.111, P=.001\)). This also led to a stronger indirect link between psychiatric symptoms and problematic gaming for female players (standardized effect=\(.253, P<.001\)) than for male players (standardized effect=\(.175, P<.001\)). The total explained variance of POG by the model was also slightly higher for female players (53%) than for males (44%).

**Figure 3.** The mediation model and standardized path coefficients. Results of multigroup analysis and path coefficients across both genders (males/females) and the explained variance of the endogenous variables (\( R^2 \)) (males: n=1226; females: n=240). The first values (left of the brackets) describe all MMORPG players. The first (left) values in the brackets describe male MMORPG players, whereas the second (right) values describe female MMORPG players. The color red indicates a significant difference between male and female players according to the Wald test. All 7 mediator variables are latent variables. For clarity, indicator variables associated with them have not been depicted in this figure but were published in an earlier paper [8]. Also for clarity, the covariances between the errors of all mediator variables have not been depicted in the figure. Simple arrows: significant path coefficients; dotted arrows: nonsignificant path coefficients; dashed arrow: nonsignificant path coefficients for males, significant path coefficients for females. *\( P<.05 \); **\( P<.01 \); ***\( P<.001 \).

**Discussion**

**Principal Results and Comparison With Prior Work**

The results of the present study suggest that psychiatric symptoms are both directly and indirectly (via escape and competition motives) negatively associated with POG. The mediator effect of gaming motives amounts to approximately 35% of the total effect. To the authors’ knowledge, this is the first study to statistically unravel the complex association between psychiatric symptoms, online gaming motivations, and problematic use using a SEM framework. The results relating to the associations between motives and problematic use are similar to previous findings in the psychological gaming literature. For instance, Yee [11] and Billieux and colleagues [9] found that escapism was the best predictor of problematic use in the case of MMORPG players followed by advancement...
motivation (ie, the desire to progress rapidly in the game—“level up”—and become powerful).

Although advancement and competition motives are not the same, they are related to each other via a common connection to achievement and performance. Progressing rapidly and gaining power eventually become a way to be competitive, a way to complete goals successfully, and a way to defeat others. However, the advancement motive was developed in studies focusing on MMORPGs where “leveling up” is of a particular importance due to the persistence of the virtual world. On the other hand, the competition motive used in the present study is related to online games in general including games such as multiplayer online first-person shooter games or strategy games, in addition to MMORPGs. Other studies [12,13] have also reported a strong association between escapism and problematic gaming as well as achievement and problematic use. Achievement is the higher order factor in Yee’s [11] motivational model comprising 3 subdimensions (ie, advancement, mechanics, and competition), whereas in the study by Yanetta Dauriat [13], the motive with the same name refers to the need for being competitive, to obtain fame and recognition, and to be member of a top guild. Furthermore, our results relating to the association between psychiatric symptoms and motives are also in-line with previous findings. For instance, Hagström and Kaldo [51] reported that among all online gaming motives, escapism showed the strongest relationship with psychological distress.

In addition to confirming previous findings in the gaming literature, as predicted the present study showed that the same 2 motives (escape and competition) mediated between psychiatric symptoms and problematic gaming. Playing games to escape everyday difficulties appears to be a motivating behavior that can ease psychiatric distress, and thus extends self-medication theory [52] to online gaming. This theory states that substance use is a coping strategy through which users try to compensate their psychiatric distress and attain emotional stability. This compensatory behavior then contributes to the development and maintenance of the problem behavior. The findings outlined in the present study also strengthen the inclusion of escapism as an individual criterion for Internet Gaming Disorder in DSM-5 [6].

The second mediator variable in the present study was competition. Despite the fact that competition is usually considered a healthy and adaptive behavior, our findings suggest that in some cases it can also be a pathological factor. This has also been reported in the literature on problem gambling in which problem gamblers have been shown to be more competitive than nonproblem gamblers [53]. Gamers whose psychiatric distress level is high might use online gaming as a source for achievement through defeating other players and winning in general. If games are the only sources that maintain and boost their self-confidence and self-efficacy, and thus become a replacement for real life competition and achievement, the activity appears to increase the risk of developing a problematic behavior. However, this reasoning needs further confirmation.

In contrast to prestudy expectations, coping did not mediate between psychiatric distress and problematic gaming. Earlier motivational research yielded the surprising finding that although highly correlated (.60), coping and escape are distinct motives [8], and the present study strengthened the argument that these 2 motives have different mechanisms of action. The results of the present study suggest that in contrast to playing to escape everyday problems, gaming can also be used as an adaptive coping strategy for stress release or tension reduction without necessarily leading to problematic use. A possible explanation might be that different underlying mechanisms lie behind the 2 strategies. Avoiding real life problems (ie, escape) only alleviates the perceived stress for a short time, retaining or further multiplying the original problem (ie, stress source). On the other hand, channeling everyday stress, tension, or aggression into gaming (ie, coping) can be an active coping mechanism where at least some extent of the perceived stress is dissipated while playing. However, this is speculative and requires further research.

The recreational use of online games was related neither to psychiatric symptoms nor to problematic use of games. This suggests that playing online games can be a healthy form of entertainment if it is used moderately and balanced with other leisure time activities (ie, sports). This result also serves as counterweight for media scaremongering that often exaggerates the potential dangers of video games [54].

This model in the present study was found to be invariant across game type preference (ie, MOFPS or MMORPG), but varied significantly between males and females in the case of MMORPG players. As expected, females were characterized by a stronger link between escape and POG, and also had higher escape scores than males. This latter result is in-line with Yee’s findings [55] that examined the motivational background of MMORPG players and also found that female players scored higher on the escape motive than male players. However, the present study suggests that this higher inclination for escape motivation among females is linked to a higher risk of problematic use. In contrast to the other prestudy assumptions, no gender differences were found regarding competition and social motives.

In addition, it is important to point out that the proportion of female players in the present sample is much lower than the proportion of women that play video games in the general population (ie, approximately 40% [4,18]). This is most likely due to the online data collection method in which participation is voluntary. In online gamer samples, the proportion of female players is usually quite low (approximately 10%-20% [55,56]). The reason might be that the so-called “hard-core” gamers are more interested in participating in such research studies and that the proportion of hard-core female players is lower than the proportion of hard-core male players. Therefore, it is important to acknowledge that these findings apply more to those female gamers who play seriously (in a hard-core or “masculine” gamer manner) than to the average female (casual) gamers in the general population [57,58].
Limitations
Despite the advantage of a large sample size, the self-selected and self-reported nature of the Hungarian-only data need to be taken into consideration when generalizing the results (especially because recent research has shown that self-selection of MMORPG players affects the sample’s representativeness [59]). Consequently, there is a clear need for future observational and clinical studies to confirm the findings of the present study in other nationalities of gamers. The cross-sectional study design should be also borne in mind when applying the findings because causation and directionality of findings cannot be confirmed. Consequently, future studies should also use longitudinal or experimental design to establish causal relations regarding the proposed model. Furthermore, it is theoretically feasible to construct alternative models that act in the opposite direction (ie, POG leading to psychiatric distress) and/or that both models may not be mutually exclusive (that for some people psychiatric distress leads to POG and vice versa for others). Such possibilities should also be empirically tested in future studies.

Implications for Prevention and Treatment
The present study has some direct implications for prevention and treatment. There is little reason for parents, educators, and health professionals to be concerned or worried about the recreational use of online games. Neither should they necessarily be concerned about playing as a way to cope with day-to-day stress or tension. However, playing excessively as a way to avoid real-life problems or to defeat other players should receive attention because such motivations may lead to negative (addiction-like) real-life consequences. Therefore, exploring gaming motivations both on the individual and group level are likely to be helpful in the preparation of prevention and treatment programs concerning problematic gaming.
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Multimedia Appendix 1
Correlation matrix including the nine Brief Symptom Inventory (BSI) subscales, the seven Motives for Online Gaming Questionnaire (MOGQ) subscales and the six Problematic Online Gaming Questionnaire (POGQ) subscales.
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BSI: Brief Symptom Inventory
CFI: comparative fit index
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Abstract

Background: Despite the widespread popularity of social media, little is known about the extent or context of pain-related posts by users of those media.

Objective: The aim was to examine the type, context, and dissemination of pain-related tweets.

Methods: We used content analysis of pain-related tweets from 50 cities to unobtrusively explore the meanings and patterns of communications about pain. Content was examined by location and time of day, as well as within the context of online social networks.

Results: The most common terms published in conjunction with the term “pain” included feel (n=1504), don’t (n=702), and love (n=649). The proportion of tweets with positive sentiment ranged from 13% in Manila to 56% in Los Angeles, CA, with a median of 29% across cities. Temporally, the proportion of tweets with positive sentiment ranged from 24% at 1600 to 38% at 2400, with a median of 32%. The Twitter-based social networks pertaining to pain exhibited greater sparsity and lower connectedness than did those social networks pertaining to common terms such as apple, Manchester United, and Obama. The number of word clusters in proportion to node count was greater for emotion terms such as tired (0.45), happy (0.43), and sad (0.4) when compared with objective terms such as apple (0.26), Manchester United (0.14), and Obama (0.25).

Conclusions: Taken together, our results suggest that pain-related tweets carry special characteristics reflecting unique content and their communication among tweeters. Further work will explore how geopolitical events and seasonal changes affect tweeters’ perceptions of pain and how such perceptions may affect therapies for pain.

(J Med Internet Res 2015;17(4):e84) doi:10.2196/jmir.3769
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Introduction

Twitter is the most popular microblogging website in the world, with more than 1 billion tweets posted every 3 days [1]. The Twitter application programming interface (API) permits researchers to search for keywords in content that is posted in short, 140-character “tweets” written from a variety of fixed locations and mobile computing platforms, thus offering insights into the day-to-day discourse of personal and geopolitical events [2-5]. This API also captures information pertaining to “retweets” and “mentions,” whereby a Twitter user specifically tags a tweet to another individual, which permits the tracking of social networks.
of Twitter communities. These unique characteristics of Twitter have spurred investigations of tweets on topics ranging from politics, finance, and sports to health-related issues, such as H1N1 influenza epidemiology, tobacco cessation, and disaster response [2,3,6-12]. To the best of our knowledge, there have been no investigations into how pain has been discussed across Twitter.

For many, pain represents a ubiquitous yet thankfully transient experience in everyday life. However, for more than 100 million Americans, an otherwise transient experience fails to subside, progressing into chronic pain conditions costing upwards of US $635 billion dollars. More than half of hospitalized patients and 50%-75% of cancer patients die while suffering from moderate to severe pain. In the acute pain setting, more than 60% of surgical patients suffer from moderate to severe pain following surgery [14,15]. Depending on the type of surgery, up to 50% of patients will progress directly to a chronic pain condition stemming from their surgery [14,15]. A wealth of evidence points to many specific psychosocial factors that modulate pain intensity. Given the strong emotive content of social media postings, it seems prudent to investigate how pain is discussed across widespread social media platforms such as Twitter.

Two core domains of Twitter content exploration are (1) content analysis or the extraction of meaning from the tweet itself and (2) community structure analysis or the measurement of social networks based on patterns of retweets among tweeters. Content analysis includes simple measurement of word use and association along with quantification of tweet affect via sentiment analysis [16-21]. Using rules and statistical modeling techniques developed on manually annotated corpora, or body, of texts, tweets can be classified as positive in sentiment (eg, “No pain no gain, great workout, I love exercise!”) or negative in sentiment (eg, “Ouch, my back really hurts, so sad I will miss soccer practice, bummer!”) [4,16,17,22-29]. Content analysis can offer insight into how tweeters incorporate the term “pain” into their daily tweets, measuring the concepts discussed and the emotional tags implicit within such tweets.

Community structure analyses of retweets measure the connectedness of Twitter-based social networks. Prior observations suggest that chronic pain may be associated with, or even induce, different forms of social isolation [30-36]. Contrary to that, pain itself may be a focus of commiseration as a pointed topic of discussion, such that psychosocial therapies often focus on improving social support systems and/or minimizing social isolation [37,38]. Community structure analyses of retweet patterns for pain-related tweets can help determine whether online communications about pain reflect a more limited, intimate network of communiqués versus a more expansive dissemination of pain-related content.

To the best of our knowledge, such analytic approaches have yet to be applied to tweeters’ communiqués pertaining to pain. Here, we explore the content of more than 65,000 tweets from around the world, each containing the term “pain.” We discuss the possibility that using a combination of text analysis and network analysis, Twitter can be leveraged to study the qualitative, multidimensional facets of pain unobtrusively in the context of daily living. We had 2 objectives: (1) to evaluate the context and sentiment of pain-related tweets and (2) to compare the connectedness of Twitter-based social networks pertaining to pain against those networks containing cross-culturally universal emotion terms (happy, excitement, sad, fear, tired, anguish) and a sample of common objective terms (apple, Manchester United, Obama) [39,40]. Hypotheses pertaining to these objectives were as follows:

1. We hypothesized the existence of specific topics associated with pain; in the null, a random set of terms associated with pain.
2. We hypothesized a mixture of positive and negative sentiment in pain-related tweets; in the null, a uniformly negative sentiment.
3. We hypothesized a unique connectivity pattern of Twitter-based retweet networks pertaining to pain when compared with networks pertaining to other emotive and nonemotive terms; in the null, a connectivity pattern indistinguishable from other Twitter-based retweet networks.

Methods

Overview

The institutional review board at the University of Florida (IRB-02) declared this project exempt as a survey study on public data. Two series of analyses were conducted. The first examined the content of tweets related to pain and the second explored the social networks of tweeters retweeting content related to pain. Each set of analyses employed a separate corpus of pain-related tweets.

Content Analysis of Tweets

Overview

In classical content analysis, human readers identify the themes or concepts in a set of texts. We used automated, computer-based content analysis to extract the concepts mentioned frequently in 65,000 tweets pertaining to pain. This approach to extracting concepts from social media platforms has previously been demonstrated by a number of teams addressing a wide range of issues [12,23,26,41-46]. We also analyzed the context of pain-related words to distinguish between positive and negative uses of those words. Here, we describe our approach to the content analysis of pain-related tweets with a special emphasis on the quantification of the sentiment used within these pain-related tweets. Additional technical details are available in Multimedia Appendix 1.

Pain Tweet Corpus Generation

Data were collected during a single search in September of 2012. We first created a function to request 1500 of the most recent English-language tweets containing the term “pain” [9]. The date and time of posting of each tweet were collected. The time of day documented for each tweet was then adjusted to reflect the local hour of time for the city in question when the tweet was posted. To identify the city of origin for each tweet, the function searched for tweets posted from within a 100-mile radius of the latitude and longitude specified for a set of 50 large, English-speaking cities from around the world. Although
this approach provides a geolocation for each tweet, it is important to recognize that this approach did not capture nongeolocated tweets, potentially biasing the results toward those individuals with more sophisticated tweeting devices that were able to provide geolocation capabilities via Global Positioning System (GPS) and/or cellular location methods [47-50]. The United States was oversampled to provide a suitable basis for exploratory correlations between city demographic and climatic data with pain-related tweet sentiment. Additional technical details are available in Multimedia Appendix 1.

The search was repeated for each of the 50 selected cities. A total of 10% of the tweets from each city were visually inspected for quality assurance. Data from one city were found to be corrupt, we believe, due to an error in our query code and were removed from further analysis. Given that all other tweets were collected in a batch search, we elected not to repeat the collection of this city’s data given concerns for skewing of sampling due to different search times.

Of note, tweets in this analysis were not specifically searched for “#pain,” whereby the hashtag is used as a metatag to mark a tweet as containing a specific topic [18]. We opted to search for “pain” as a general search term to discern how the term was used in the normal discourse of daily life. A search specifically for “#pain” would have returned only those tweets wherein the tweet’s topic of interest was identified by the tweeter as pain, thus biasing the returned context and sentiment of the tweet contents.

Tweets obtained from this sample were consolidated into a pain tweet corpus, consisting of the text of all collected tweets. Here, “corpus” (and its plural, “corpora”) refers to a body of texts on which analyses are conducted.

**Term-Term Association Measurements With Graph Analysis**

To measure how often terms in a tweet were associated with the term “pain” or other terms, we used an analytical approach known as graph analysis [6]. Each term was represented as a node in a network and the relationships between terms were the links, or edges, connecting those nodes. Note that in the content-analysis experiments, nodes represented individual words and communities represented groups of associated words connected by links or edges. Whenever 2 terms were found in the same tweet, those 2 terms were considered to share a link. The linkage of nodes by edges lends itself to quantitative analysis via those matrix algebra methods that underpin graph theory. Additional technical details are available in Multimedia Appendix 1.

For each term, the total degree centrality was first calculated by counting how many different links, or edges, that term had to other terms within the corpus. By examining how well groups of terms were associated with one another, but not other terms or groups of terms, communities of terms commonly associated with one another were determined using a community detection algorithm based on the Louvain method [3].

**Sentiment Analysis**

Sentiment scoring of tweets combined a rule-based approach with a statistical modeling system to create a hybrid sentiment classifier [51]. The rule-based approach used the AFINN (named for the author, Finn Årup Nielsen) listing of weighed positive and negative keywords [52]. The AFINN wordlist is a list of manually labeled English terms that have been rated for positive versus negative polarity, which has been explicitly validated for use in microblog environments such as Twitter. This was supplemented with emoticon terminology to enhance the accuracy of the rule-based classifier [53-55]. Additionally, the rule-based approach incorporated negation terms and contractions within 5 terms of a positive or negative keyword to reverse the sentiment to a score of ±1. By summing the positive and negative weights of keywords identified within a given tweet, the polarity (positive versus negative sentiment) could be calculated along with a confidence level. The statistical model employed a Naïve Bayes algorithm with a smoothed relative frequency for text normalization and a feature-ranking algorithm based on the risk ratio [48]. Additional technical details are available in Multimedia Appendix 1.

Classifier scores were compared with human ratings of sentiment using an interrater agreement scoring system. Given initial concerns over the implementation of sentiment analysis, each reviewer was engaged in a short didactic session by the principal investigator (PT) and given specific examples, including “Exercise was great! No pain, no gain!” for positive sentiment versus “Twisted ankle, pain unbearable, so sad to miss game!” for negative sentiment. However, given the subjective nature of sentiment analysis and exploratory nature of this characterization, more formal training was not offered. Given the historically poor interannotator agreement with sentiment analysis, some have suggested that the decidedly deterministic results provided by rule-based and classifier-based sentiment analyses may offer methodological advantages over those offered by human annotators [11,56,57].

Exploratory analyses correlated elementary demographic and climatic data for US cities with the proportion of pain-related tweets with positive sentiment for those cities. This exploratory analysis was motivated by historical clinical wisdom as well as work by Keller et al [58] and Jamison et al [59] that suggests an association between cooler climates, decreased mood, and greater pain intensity. Population, population density, median age, percentage of high school graduates, percentage with bachelor’s degree or higher, median household income, and number of individuals below poverty level were obtained from the 2010 US Census [60]. Given its rural nature, data for Phoenix Township, Arkansas, were extracted from data pertaining to Pope County, Arkansas, in the absence of specific data from the US Census. Percentages of individuals without health insurance were extracted from the 2010 Small Area Health Insurance Estimates dataset on a per-county basis [61]. Climate data for the month of September for each city were aggregated from the 1981-2010 normals published by the National Oceanic and Atmospheric Administration [62], and included average high temperatures and average number of precipitation days with greater than 0.01 inches of rain. Climate
data for Phoenix Township, Arkansas, was adapted from the Little Rock, Arkansas, climate area.

**Community Structure of Twitter-Based Social Networks Related to Pain**

**Collection of Retweet Data**

In March of 2013, we searched Twitter for the following terms: pain, #pain, happy, excitement, sad, fear, tired, anguish, apple, Manchester United, and Obama [63]. Emotional terms were selected as samples of positive and negative pain-related terms from a prior compilation of 15 universally applicable, cross-cultural emotional affects [39,40]. Comparator terms were empirically chosen to reflect discourse on common topics in an effort to compare against topics with widespread media attention across different public domains following discussion with coauthors. Each search was filtered for English-language tweets and was limited to 1500 returned tweets by the Twitter API. Additional technical details are available in Multimedia Appendix 1.

**Description of Social Network Analysis Measurements**

After import into Gephi, the network- and node-level metrics were calculated for each search term [8,64,65]. Network-level metrics included node and edge count, network diameter, average path length, density, and the number of weakly and strongly connected components [66,67]. Calculated node-level metrics included the number of modularity communities, the total degree centrality, in-degree centrality, and out-degree centrality [3,65].

To determine how often other emotion terms were tweeted by those individuals engaged within the pain retweet network, we sampled 100 individuals from the pain term network who submitted a tweet containing the term “pain” as a retweet or mention to another Twitter user. Using the userTimeline function (a specific piece of computer code within the twitteR package created for use with the R programming language) in the twitteR package, we then requested up to the last 100 tweets for each of these individuals. The text of these tweets was combined into a corpus. This corpus was then searched for the number of occurrences of each of the 6 emotion terms (happy, excitement, sad, fear, tired, anguish) and 3 objective terms (apple, Manchester United, Obama) previously noted. For each term, its frequency and its frequency in proportion to the frequency of the term “pain” were calculated and reported. Additional technical details are available in Multimedia Appendix 1.

**Results**

**Content of Pain-Related Tweets**

**Graph Analysis**

Analyses were conducted on a version of the pain tweet corpus in which identical tweets were removed; this is referred to as the reduced pain tweet corpus. For the graph analysis, the reduced pain tweet corpus contained 47,958 nonduplicate tweets. The most common terms found within the reduced pain tweet corpus included “feel” (n=1504), “don’t” (n=702), “love” (n=649), “can’t” (n=543), “ass” (n=374), “time” (n=340), “life” (n=328), “lol” (n=327), “hurt” (n=294), and “people” (n=288) (Multimedia Appendix 2). There were a total of 14,877 terms that were contained within the reduced pain tweet corpus and these terms were connected across 451,209 edges.

The average degree centrality of the reduced pain tweet corpus graph was 60.7, with total degree centrality counts for individual terms ranging from 0 to 5652 with a median of 18 (Figure 1). Terms with the highest total degree centrality included “feel” (degree centrality=5652), “don’t” (degree centrality=3375), “love” (degree centrality=3274), “ass” (degree centrality=3049), and “can’t” (degree centrality=2983) (Multimedia Appendix 3). The most common associations between terms, as a function of edge weights, included “laugh” and “watching” (edge weight=566), “don’t” and “feel” (edge weight=395), and “uploaded” and “video” (edge weight=361) (Table 1). A total of 161 modulus-based communities were detected using Louvain’s algorithm (Figure 2). The 10 most common modulus communities accounted for 77% of all terms.
Table 1. Edge weights of frequent associations between terms.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Term 1</th>
<th>Term 2</th>
<th>Edge weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Laugh</td>
<td>Watching</td>
<td>566</td>
</tr>
<tr>
<td>2</td>
<td>Don’t</td>
<td>Feel</td>
<td>395</td>
</tr>
<tr>
<td>3</td>
<td>Uploaded</td>
<td>Video</td>
<td>361</td>
</tr>
<tr>
<td>4</td>
<td>(Name)</td>
<td>Laugh</td>
<td>335</td>
</tr>
<tr>
<td>5</td>
<td>Hart</td>
<td>Laugh</td>
<td>310</td>
</tr>
<tr>
<td>6</td>
<td>Feel</td>
<td>Lol</td>
<td>283</td>
</tr>
<tr>
<td>7</td>
<td>Feel</td>
<td>Love</td>
<td>276</td>
</tr>
<tr>
<td>8</td>
<td>Cant</td>
<td>Feel</td>
<td>222</td>
</tr>
<tr>
<td>9</td>
<td>Hart</td>
<td>Kevin</td>
<td>200</td>
</tr>
<tr>
<td>10</td>
<td>“”</td>
<td>Feel</td>
<td>183</td>
</tr>
<tr>
<td>11</td>
<td>Waking</td>
<td>Worst</td>
<td>166</td>
</tr>
<tr>
<td>12</td>
<td>Baby</td>
<td>Bring</td>
<td>164</td>
</tr>
<tr>
<td>13</td>
<td>Hope</td>
<td>Running</td>
<td>163</td>
</tr>
<tr>
<td>14</td>
<td>House</td>
<td>Running</td>
<td>161</td>
</tr>
<tr>
<td>15</td>
<td>Please</td>
<td>Running</td>
<td>160</td>
</tr>
<tr>
<td>16</td>
<td>Chicago</td>
<td>Running</td>
<td>160</td>
</tr>
<tr>
<td>17</td>
<td>Marathon</td>
<td>Running</td>
<td>160</td>
</tr>
<tr>
<td>18</td>
<td>Miles</td>
<td>Running</td>
<td>158</td>
</tr>
<tr>
<td>19</td>
<td>iPhone</td>
<td>Temper</td>
<td>158</td>
</tr>
<tr>
<td>20</td>
<td>Carriers</td>
<td>iPhone</td>
<td>158</td>
</tr>
<tr>
<td>21</td>
<td>Hope</td>
<td>iPhone</td>
<td>158</td>
</tr>
<tr>
<td>22</td>
<td>iPhone</td>
<td>Margin</td>
<td>158</td>
</tr>
<tr>
<td>23</td>
<td>(Name)</td>
<td>Watching</td>
<td>155</td>
</tr>
<tr>
<td>24</td>
<td>Carriers</td>
<td>Temper</td>
<td>147</td>
</tr>
<tr>
<td>25</td>
<td>Hope</td>
<td>Temper</td>
<td>147</td>
</tr>
</tbody>
</table>
Figure 1. Graph of reduced pain-related tweet corpus. Each term contained within corpus is represented by a point; point size corresponds to the total degree centrality of the associated term. The color of each point indicates membership to a modularity community. Whenever a term is associated with another term within a given tweet, the 2 points are connected by a line, or edge; edge width corresponds to the frequency of association between the 2 connected terms.
The sentiment classifier was validated in stages. In the first stage, the rule-based classifier, which was originally intended for classifying a broad array of text topics, was tested on 3 test sets: a 1500-tweet corpus based on a search for “happy,” a 1500-tweet corpus based on a search for “sad,” and a 1500-tweet corpus based on a search for “apple.” The rule-based classifier identified 92.67% (1390/1500) of the “happy” tweets as positive in sentiment, 19.53% (293/1500) of the “sad” tweets as positive in sentiment, and 38.32% (575/1500) of the “apple” tweets as positive in sentiment. The naïve Bayesian classifier, which was specifically trained on tweets pertaining to pain, identified 89.64% (1345/1500) of the “happy” tweets as positive in sentiment, 69.7% (1046/1500) of the “sad” tweets as positive in sentiment, and 90.24% (1354/1500) of the “apple” tweets as positive in sentiment (see Multimedia Appendix 4).

In the second validation stage, the sentiment classifier was tested on a holdout set of 100 tweets from the pain tweet corpus not previously used for training of the naïve Bayesian component. When rated by humans, this test set contained 38% (38/100) (author PJT), 37% (37/100) (author RG), and 19% (19/100) (author MG) positive tweets depending on the rater, with a Cohen’s kappa of .42, suggesting low to moderate interrater agreement. The rule-based component identified 42% (42/100) of these tweets as positive and the naïve Bayesian component identified 38% (38/100) as positive, with a Cohen’s kappa between the 2 components of .16. When combined with the naïve Bayesian component to create the final hybrid classifier, a total of 39% (39/100) of the pain tweet corpus test-set tweets were rated as positive in sentiment. The Cohen’s kappa for the hybrid, rule-based, and naïve Bayesian classifier was .382, and for the human raters and the hybrid classifier was .317 (Multimedia Appendix 3).

Sentiment analysis was conducted on the entire pain tweet corpus of 65,410 tweets. Sentiment scores of pain-related tweets were first compared among cities. The proportion of tweets with positive sentiment ranged from 13.13% (197/1500) in Manila, Philippines, to 55.73% (836/1500) in Los Angeles, California, with a median of 29% (Figure 3). There was a statistically significant difference in the proportion of pain-related tweets with positive sentiment among the 49 tested cities ($P<.001$).

Sentiment scores of pain-related tweets were compared across a 24-hour period (Multimedia Appendix 5). The proportion of tweets with positive sentiment ranged from 23.88% (833/3488) at 1600 to 38.25% (469/1226) at 2400, with a median of 32% (Figure 4). There was a statistically significant difference in the proportion of pain-related tweets with positive sentiment across the 24-hour period ($P<.001$).

Correlations between city-level demographic and climate characteristics and the percentage of pain-related tweets with positive sentiment were examined as an exploratory analysis (Table 2). Statistically significant correlations were observed
between the percentage of positive tweets and the percentage of individuals without health insurance ($\rho = .476, P = .02$), average high temperature for September ($\rho = .425, P = .03$), and the latitude of the city ($\rho = -.42, P = .04$).

### Table 2. Spearman rank correlations ($\rho$) between proportion of positive tweets and city-level demographic and climate data.

<table>
<thead>
<tr>
<th>Variable</th>
<th>$\rho$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage without health insurance</td>
<td>.476</td>
<td>.02</td>
</tr>
<tr>
<td>Average high temp in September</td>
<td>.425</td>
<td>.03</td>
</tr>
<tr>
<td>Latitude</td>
<td>-.420</td>
<td>.04</td>
</tr>
<tr>
<td>Longitude</td>
<td>-.358</td>
<td>.08</td>
</tr>
<tr>
<td>Average precipitation days in September</td>
<td>-.305</td>
<td>.14</td>
</tr>
<tr>
<td>% High school graduate</td>
<td>-.198</td>
<td>.35</td>
</tr>
<tr>
<td>% Bachelor’s degree or higher</td>
<td>.180</td>
<td>.40</td>
</tr>
<tr>
<td>Individuals below poverty level</td>
<td>-.169</td>
<td>.42</td>
</tr>
<tr>
<td>Median age has a hot summer</td>
<td>.166</td>
<td>.43</td>
</tr>
<tr>
<td>Population density</td>
<td>-.111</td>
<td>.60</td>
</tr>
<tr>
<td>Median household income</td>
<td>.108</td>
<td>.61</td>
</tr>
<tr>
<td>Population</td>
<td>-.018</td>
<td>.93</td>
</tr>
</tbody>
</table>

**Figure 3.** Percentage of pain-related tweets with positive sentiment in selected North American cities. Larger diameter circles indicate higher proportions of positive sentiment in tweets containing the term “pain.”
Community Structure of Twitter-Based Social Networks Related to Pain

Of 16,500 tweets equally distributed across 11 search terms, 48.28% (7967/16,500) were involved in retweet networks. By visual analysis of the retweet networks, those pertaining to “pain” exhibited greater sparsity and lower connectedness than did those pertaining to “apple,” “Manchester United,” and “Obama” (Figure 5). The Obama network had the greatest number of retweeting nodes (964), and the Manchester United network had the greatest number of edges (n=827) (Multimedia Appendix 6). Network diameter, average path length, and network density did not differ greatly between the compared networks. The number of weakly connected network components, in proportion to the total number of nodes, was greater for emotional terms when compared with specific objects, ranging from a minimum of 0.14 for Manchester United to between 0.37 for pain, 0.43 for happy, and 0.45 for tired. By contrast, the objective terms overall maintained the greatest percentage of their nodes within the giant component (Figure 6). Manchester United’s network maintained 47% percent of its nodes within the giant component, followed by 29% for Obama and 25% for apple. The emotional terms exhibited lower percentages at 9% for #pain, 4% for pain, 3% for sad, and 2% for happy. An important exception to this trend is the network for fear, which maintained 56% of its nodes within the giant component.

Similar to the results for weakly connected network components, the number of modularity communities in proportion to node count was greater for emotional terms such as tired (0.45), happy (0.43), and sad (0.4) when compared with objective terms such as apple (0.26), Obama (0.25), and Manchester United (0.14) (Figure 7). Maximum in-degree centrality scores were greater than out-degree centrality for all terms, although the median numbers for all centrality scores remained between 0 and 1 for all terms (Multimedia Appendix 7). Maximum in-degree centrality scores were greater for objective terms in comparison with emotional terms. In particular, there were statistically significant differences between “apple” and “pain” (mean score difference=-65, P=.003, effect size=0.10), “excitement” and “pain” (mean score difference=-70, P=.001, effect size=0.10), “Manchester United” and “pain” (mean score difference=-167, P<.001, effect size=0.23), and “fear” and “pain” (mean score difference=-175, P<.001, effect size=0.23) for in-degree centrality. For out-degree centrality, there were statistically significant differences between “Manchester United” and “pain” (mean score difference=182, P<.0001, effect size=0.25), “fear” and “pain” (mean score difference=163, P<.001, effect size=0.21), “Obama” and “pain” (mean score difference=79, P<.001 effect size=0.10), and “apple” and “pain” (mean score difference=65, P=.002, effect size=0.10). For total degree centrality, there were only statistically significant differences between “Obama” and “pain” (mean score difference=79, P<.001, effect size=0.13), and tired and pain (mean score difference=79, P<.001, effect size=0.10).
difference=−37, \( P=.002 \), effect size=0.10) (Multimedia Appendix 8).

In examining the frequency of other emotional and objective terms from the 100 sampled retweeters in the pain term network, we first identified 5967 other tweets published by these individuals. Notably, the term “pain” was mentioned only 35 times within this sample corpus (Table 3). The term “happy” had more than a 2-fold increase in frequency compared with “pain,” and “sad” and “fear” were represented at rates of 86% and 69% of that of pain. Despite their more complicated retweet network structures, the terms for “apple” (3%), “Manchester United” (0%), and “Obama” (14%) were found at substantially lower frequencies in proportion to pain than were the emotional terms.

Table 3. Occurrences of emotive terms in 100-user sample of pain network tweeters.\(^a\)

<table>
<thead>
<tr>
<th>Term</th>
<th>Frequency</th>
<th>Frequency in proportion to pain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pain</td>
<td>35</td>
<td>1</td>
</tr>
<tr>
<td>Happy</td>
<td>73</td>
<td>2.09</td>
</tr>
<tr>
<td>Excitement</td>
<td>1</td>
<td>0.03</td>
</tr>
<tr>
<td>Sad</td>
<td>30</td>
<td>0.86</td>
</tr>
<tr>
<td>Fear</td>
<td>24</td>
<td>0.69</td>
</tr>
<tr>
<td>Tired</td>
<td>10</td>
<td>0.29</td>
</tr>
<tr>
<td>Anguish</td>
<td>0</td>
<td>0.00</td>
</tr>
<tr>
<td>Apple</td>
<td>1</td>
<td>0.03</td>
</tr>
<tr>
<td>Manchester</td>
<td>0</td>
<td>0.00</td>
</tr>
<tr>
<td>Obama</td>
<td>5</td>
<td>0.14</td>
</tr>
</tbody>
</table>

\(^a\) Sampled 100 users from pain term network who submitted a tweet containing “pain” and a retweet or mention to an individual. Requested up to 100 of the most recent tweets from each of these individuals. 5967 tweets collected. Searched all text for these terms.
Figure 5. Panel of retweet networks for (A) pain, (B) #pain, (C) happy, (D) excitement, (E) sad, (F) fear, (G) tired, (H) anguish, (I) apple, (J) Manchester United, and (K) Obama. Each circle indicates a node, or Twitter user, and each line connecting the circles represents an edge, or a mention of 1 user in the tweet of another. Each edge is directional in that it “points” from the originating Twitter user to the recipient Twitter user. Node size reflects the degree centrality of the node, line thickness reflects the number of connections between nodes, and color reflects the connectedness community of a node.
**Discussion**

The results presented here suggest that pain-related tweets carry special characteristics reflecting unique content and their communication among tweeters. The majority of tweets appear to describe pain within the context of relationships, although there were certainly a number of themes denoting specific physical pain. These data support the hypothesis that discussions of pain on Twitter do indeed focus on a range of both physical and nonphysical topics and not simply as a medical condition. Approximately one-third of pain-related tweets were quantified.
as containing a positive overall sentiment, a proportion that differed by geographic location and the hour of the day and supports our second hypothesis of a mixture of positive and negative sentiment in pain-related tweets. Our results also support the hypothesis of a unique connectivity pattern of retweet networks pertaining to pain.

Automated content analysis of pain-related tweets offers several potential applications to researchers, policymakers, and health care professionals. For instance, potential associations between biopsychosocial factors and tweet content may assist in the prediction of acute and chronic pain outcomes. More in-depth explorations of tweets related to pain may better differentiate physical versus emotional sources of pain through the use of extremely large datasets of tweets, although such differentiations would require calibration via external methods of data collection to ascribe the content to emotional versus physical sources with any degree of certainty. The volume of tweets available, coupled with their time and location tags, may permit analyses of seasonal and temporal shifts in pain density and their association with environmental and geopolitical events [22]. Indeed, prior work suggests that Twitter sentiment scores may lead public opinion surveys by a few days, thus offering an inexpensive way to indirectly assess public perception [68].

It may also be possible to use this method as an epidemiologic platform for ascertaining community health and a barometer of health care needs pertaining to pain in a manner similar to the experimental use of Twitter content as an influenza surveillance tool [69]. Such policy-based approaches to pain surveillance could help direct the allocation of pain management resources in time and location. Supplementing conduct of surveys of unmet pain needs on an annual or semiannual basis, the methods presented here could permit monthly, or even weekly, reviews of the effects of pain policy changes. Although limited by several critical factors, such as differentiation between acute and chronic pain, collection of data from a skewed population of social media users, and contextual relationships pertaining to pain, a streaming measure of the use and sentiment of emotive terms such as pain nevertheless may offer a low-cost, real-time supplement to such methods. Although such an initiative may only offer association-level data that may be of purely academic interest, it is at least feasible that calibration of such methods against established, robust (and sometimes cost-prohibitive) data collection measures may attach some value to such a social media-based approach to data collection, especially within targeted populations such as teenagers and Generation Y members. As suggested by Greaves et al [70], Twitter-based sentiment analyses could also help detect poor quality of pain-related health care delivery. This could lead to an efficient, widely deployable adjunct to the current Hospital Consumer Assessment of Healthcare Providers and Systems (HCAHPS) method of assessing patient satisfaction with pain control. Notably, existing work in this particular area points to widespread geographic disparities in patient experience with pain management during hospitalization, as well as agreement between social media ratings of hospitals and HCAHPS measures, thus pointing to an opportunity for social media sampling to supplement existing data collection methods [50,71].

Quantification of sentiment, especially as measured in a 140-character document rife with abbreviations and slang, poses valid questions concerning the accuracy and repeatability of the classifier. Prior work using related methods of sentiment quantification of tweets suggests that such sentiment analysis tracks well with important sociocultural events, although the magnitude of change in sentiment may be small and biased toward increases in negative rather than positive sentiment [16,29]. It is reassuring that such lexical accuracy has been demonstrated using word lists even without the inclusion of a machine learning component and has been reported for sentiment analysis projects targeting emotional constructs such as “happiness” [72].

Our analyses on correlations between the proportion of positive tweets and city-level demographics were intended to be exploratory given the lack of rigor in the selection of sampled cities. The correlations between average high temperature and latitude are reasonable given that higher temperatures and lower latitudes may be associated with greater sunlight exposure and more positive affect [58]. The presence of geographic differences in tweet sentiment is in keeping with very recent work comparing the “happiness” of cities in the United States by measuring the overall sentiment of 10 million geotagged tweets collected in 2011, although such comparisons are limited to the presence of differences given that this study did not examine the role of latitudes and temperatures in association with city “happiness” [20]. When reviewing such matters, it is important to consider the risk of ecological fallacy given the simultaneous measures of individuals and groups.

Our results suggest that the sentiment of tweets pertaining to pain differs over the 24-hour interval. This is in keeping with prior work by Thelwall et al [29], which suggests that sentiment seems most negative in the late morning and late afternoons. However, this contrasts with work by Dodd et al [18], which showed small increases in positive sentiment between the hours of 0500 and 0600 and again between 1900 and 2000. Our results similarly show spikes in positive sentiment at 0500 and 2000, as well as supplemental spikes at 1200 and sustained increases after 2000. Interestingly, in the United States, the time intervals with lowest sentiment for pain-related tweets coincide with the hours that frequently precede mealtime.

One interesting observation noted in this exploratory analysis was the association between positive sentiment of pain-related tweets and areas with a high percentage of individuals without health insurance. It is possible that the skewed demographics of social media users may also be those without health insurance, which would be incongruent with prior data associating chronic pain with access to health services [73]. This may further point to the discrepancy of pain as a disease state versus the representation of the concept of pain within social media platforms.

Aside from content analysis, examination of pain-related tweets can also uncover information about the online social networks of those tweeters who tweet about pain as a matter of discourse. In recent years, multiple teams have explored social media platforms as they relate to social support systems for physical and mental health challenges [12,23,26,42-46]. Indeed, an
automated social network analysis of pain-related tweets of patients may serve to quantify and monitor treatment progress for many potential patient-centered outcomes. Such approaches can be simultaneously applied to individual patients and entire communities, thus helping policymakers gauge the effectiveness of large-scale treatment interventions as well as provide decision support regarding resource allocation.

Retweet patterns for tweets pertaining to “pain” yield smaller discussion communities than do tweets on objective subjects. Those users involved in pain-related discussions were weakly connected through giant components of smaller size and were more likely to participate instead in one of a larger number of smaller modularity communities. Taken together, these results suggest that tweeters tend not to promote statements from others pertaining to pain, as they might with tweets on subjects such as sports or politics. Notably, this is not terribly dissimilar in structure to retweet networks for “apple” and even “Manchester United,” although the component sizes for pain retweets are indeed much smaller.

In contrast to prior work on the use of social media outlets for social support systems, our results suggest that such publications pertaining to pain may not trigger social media equivalents of “conversations” as they might if one were making a statement concerning sports or politics [12,23,26,41-46]. For pain and other emotional terms, most retweets were “dead end” expressions with a path length of 1. However, for objective term networks, retweets seemed to “echo” prior content across multiple successive communities, leading to longer path lengths. Tweeters expecting responses to tweets about pain may thus be surprised at a perceived lack of empathy from the Twitterverse.

Saito and Masuda [74] have demonstrated 2 types of popular tweeters: the first has many followers but follows only a small number of individuals themselves, whereas the second maintains large communities of followers and followed sources. The pain and #pain retweet networks mostly followed the type 1 schematic of Saito and Masuda, and the type 2 schematic predominated for the objective term networks. Others have differentiated retweet behaviors into “broadcasters,” or those with many followers but who follow few sources themselves, and “miscreants,” or those with few followers but who follow many sources. Here again, we see that pain-related tweets follow a miscreant pattern of retweets, whereas objective term networks, which echo earlier tweets into multiple communities, follow the broadcasters pattern of retweeting [9].

The lack of retweeting about pain may indeed limit the utility of Twitter, at least as a limited dataset, in studying pain-related discussions. On the other hand, the presence of tweets about pain in the context of an overall low prevalence on the topic may offer an important insight into a given tweeters’ focus on pain. To this end, earlier work on social media and chronic medical conditions suggests that alternative social network media, such as Facebook, contains more health care groups than can be found on Twitter [75]. Prior work with tweets pertaining to incontinence have noted a lack of “useful content,” suggesting that some medically oriented Twitter content lacks a suitable substrate for conversation [21]. Given the findings by Kumar et al [76] suggesting that topics of discussion heavily influence a user’s interest in participating in Twitter-based discussions, it may simply be that tweeters are uninterested in discussing topics related to pain. Regardless, the observed lack of social promotion of pain-related tweets may limit the utility of Twitter as a medium for promoting social interactions in those with impaired social networking due to chronic pain.

This work opens several interesting possibilities pertaining to pain research. The volume of tweets available, coupled with their time and location tags, may permit analyses of seasonal and temporal shifts in pain density and their association with environmental and geopolitical events [57]. Such policy-based approaches to pain surveillance could help direct allocation of pain management resources in time and location in a manner similar to that of Twitter-based resource allocation during natural disasters [4,16,17,23-28]. Instead of conducting surveys of unmet pain needs on an annual or semiannual basis, the methods presented here could permit monthly, or even weekly, reviews of the effects of pain policy changes. As suggested by Greaves et al [70], Twitter-based sentiment analyses could also help detect poor quality of pain-related health care delivery. However, such benefits must be viewed in the context of the complexity of the task of searching through large volumes of tweets to identify pain-related material and then processing this material into relevant information that can be used for research and/or decision support.

Given the scope of our project, we accumulated several limitations pertaining to methods available for Twitter-based research. First, given that Twitter is predominantly used by younger individuals more comfortable with technology, our results do not account for large swaths of the general population. A 2012 survey by the Pew Research Center suggests that 16% of Internet users use Twitter and that Twitter “is especially appealing to” adults aged 18 to 29 years, African-Americans, and urban residents [77]. However, this is also true for volunteer studies in pain research, which traditionally sample primarily from young adult populations [73]. Our study examined only public tweets; it is certainly possible that the preceding results may be skewed even among social media users given that social media users who tweet about their pain experiences may choose to keep their postings private due to the personal nature of this topic. Our work was similarly limited in its use of only English-language tweets; therefore, our data are likely not representative of all tweets originating from cities that are primarily non-English speaking. In examining groups of terms, our use of default community modularity coefficients may have led to inappropriately large populations of terms in the upper-tier communities. However, this approach also permitted encapsulation of broader topics, and minimized the chance of having topics populate multiple communities. The Interrater kappa coefficients were admittedly low, but are in keeping with prior interrater annotation scores for sentiment analysis [11,56,57] that points to the subjective nature of sentiment analysis. The decision to study the selected cities was made empirically and was based on an effort to examine cities across a range of geographic regions and rural versus urban characteristics. Although a larger sample with a broader range of characteristics would have been attractive, this was unrealistic.
given that the size of the studied pain corpus grossly strained computing resources.

In conclusion, our results suggest that graph and sentiment analysis of pain-related tweets can offer important insights into the roles of pain throughout the social media discourse prevalent in today’s society. Indeed, the preponderance of emotional and psychological pain references identified by our study suggests that future studies focusing on terms related to the physical manifestation of pain are necessary to explore this important aspect of pain research. Furthermore, the actual application of future semantic network analyses should include enhancements such as stemming, n-gramming, and synonym lists to improve the accuracy of their classifications. Further work is necessary to discern how geopolitical events and seasonal changes affect tweeters’ perceptions of pain [37] and how such perceptions affect therapies for pain.
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Abstract

Background: Investigation into personal health has become focused on conditions at an increasingly local level, while response rates have declined and complicated the process of collecting data at an individual level. Simultaneously, social media data have exploded in availability and have been shown to correlate with the prevalence of certain health conditions.

Objective: Facebook likes may be a source of digital data that can complement traditional public health surveillance systems and provide data at a local level. We explored the use of Facebook likes as potential predictors of health outcomes and their behavioral determinants.

Methods: We performed principal components and regression analyses to examine the predictive qualities of Facebook likes with regard to mortality, diseases, and lifestyle behaviors in 214 counties across the United States and 61 of 67 counties in Florida. These results were compared with those obtainable from a demographic model. Health data were obtained from both the 2010 and 2011 Behavioral Risk Factor Surveillance System (BRFSS) and mortality data were obtained from the National Vital Statistics System.

Results: Facebook likes added significant value in predicting most examined health outcomes and behaviors even when controlling for age, race, and socioeconomic status, with model fit improvements (adjusted $R^2$) of an average of 58% across models for 13 different health-related metrics over basic sociodemographic models. Small area data were not available in sufficient abundance to test the accuracy of the model in estimating health conditions in less populated markets, but initial analysis using data from Florida showed a strong model fit for obesity data (adjusted $R^2=.77$).

Conclusions: Facebook likes provide estimates for examined health outcomes and health behaviors that are comparable to those obtained from the BRFSS. Online sources may provide more reliable, timely, and cost-effective county-level data than that obtainable from traditional public health surveillance systems as well as serve as an adjunct to those systems.

(J Med Internet Res 2015;17(4):e98) doi:10.2196/jmir.3970
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Introduction

The development of the Internet and the explosion of social media have provided many new opportunities for health surveillance. The use of the Internet for personal health and participatory health research has exploded, largely due to the availability of online resources and health care information technology applications [1-8]. These online developments, plus a demand for more timely, widely available, and cost-effective data, have led to new ways epidemiological data are collected, such as digital disease surveillance and Internet surveys [8-25]. Over the past 2 decades, Internet technology has been used to identify disease outbreaks, track the spread of infectious disease, monitor self-care practices among those with chronic conditions, and to assess, respond, and evaluate natural and artificial disasters at a population level [6,8,11,12,14,15,17,22,26-28]. Use of these modern communication tools for public health surveillance has proven to be less costly and more timely than traditional population surveillance modes (eg, mail surveys, telephone surveys, and face-to-face household surveys).

The Internet has spawned several sources of big data, such as Facebook [29], Twitter [30], Instagram [31], Tumblr [32], Google [33], and Amazon [34]. These online communication channels and market places provide a wealth of passively collected data that may be mined for purposes of public health, such as sociodemographic characteristics, lifestyle behaviors, and social and cultural constructs. Moreover, researchers have demonstrated that these digital data sources can be used to predict otherwise unavailable information, such as sociodemographic characteristics among anonymous Internet users [35-38]. For example, Goel et al [36] found no difference by demographic characteristics in the usage of social media and email. However, the frequency with which individuals accessed the Web for news, health care, and research was a predictor of gender, race/ethnicity, and educational attainment, potentially providing useful targeting information based on ethnicity and income [36]. Integrating these big data sources into the practice of public health surveillance is vital to move the field of epidemiology into the 21st century as called for in the 2012 US “Big Data Research and Development Initiative” [19,39].

Understanding how big data can be used to predict lifestyle behavior and health-related data is a step toward the use of these electronic data sources for epidemiologic needs [36,40]. Facebook has been used by individuals and public health researchers for novel surveillance applications [13,37,38,41-44]. For example, Chunara et al [13] used Facebook to examine the association between activity- and sedentary-related likes and population obesity prevalence. These researchers found that populations with higher proportions of activity-related Facebook likes had a lower prevalence of being overweight and/or obese. Facebook likes are a means by which Facebook users can identify their own preferred Internet sites and interests. Although Facebook likes are not explicitly health-related, researchers have shown that when taken together, the "network" of an individual’s likes are predictive of sociodemographic characteristics, health behaviors, obesity, and health outcomes [13,37,42,44]. Timian et al [44] examined whether Facebook likes for a hospital could be used to evaluate 2 quality measures (ie, 30-day mortality rates and patient recommendations) both quickly and inexpensively. Facebook likes have also been shown to be predictors of a variety of user attributes, such as intelligence, happiness, race, religious and political views, sexual orientation, and a spectrum of personality traits [37]. Researchers have proposed that Facebook likes be used as a new behavioral measure in a fashion similar to traditional questionnaires [37].

In this study, we focused on harnessing the predictive power of Facebook likes for enhancing population health surveillance. Toward this end, we viewed Facebook likes as a class of big data that may help us understand population health at a local level. Given that risk factors and associated health outcomes are often clustered in populations geographically [10,45,46], the ability to identify, monitor, and intervene at a community level exists. Although past research has used specific categories of likes to target theoretically related conditions (eg, [13]), it is possible that the entirety of the Facebook dataset can be used to form a complete profile of individuals that can be broadly applied to predictive models in a number of areas. If the Facebook characteristics of a region can predict physical activity, smoking, and self-management of chronic disease, then a strong argument can be made in favor of using these data to target, monitor, and intervene on adverse lifestyle behaviors.

In this paper, we examine how big data might be used to complement traditional surveillance systems. We explored the use of Facebook likes as potential predictors of health outcomes and the behavioral determinants of poor health outcomes at the county level. Specifically, we hypothesized that (1) Facebook likes provide a means of predicting county-level mortality, (2) Facebook likes can be used as an indicator of chronic disease outcomes (obesity, diabetes, and heart disease) that contribute to increased mortality, and (3) Facebook likes can be used as an indicator of adverse lifestyle behaviors that impact disease. If these hypotheses hold, then Facebook likes could ultimately be used to enhance population health surveillance.

Methods

Data Sources

Data for the analysis were collected from 4 sources. Objective reports on key health indicators (ie, life expectancy, mortality, and low birth weight) were collected from the National Vital Statistics System (NVSS) for 2011, which provides population data on deaths and births in the United States. According to its website, “these data are provided through contracts between [National Center for Health Statistics] NCHS and vital registration systems operated in the various jurisdictions legally responsible for the registration of vital events—births, deaths, marriages, divorces, and fetal deaths” [47].

Self-reported health outcome and risk behavior data were obtained from the Behavioral Risk Factor Surveillance System (BRFSS) [48]. The BRFSS is an ongoing random digit-dialed telephone survey operated by state health agencies with assistance from the Centers for Disease Control and Prevention (CDC). The surveillance system collects data on many of the behaviors and conditions that place adults aged ≥18 years at
risk for chronic disease, disability, and death. The large sample size of the 2011 BRFSS (N=506,467) facilitated the calculation of reliable estimates for 214 counties with 500 or more respondents. In addition, the 2010 BRFSS facilitated the calculation of reliable estimates for 91% of counties in Florida—a year in which 61 of its 67 counties had 500 or more respondents. County-level risk factor data were obtained from the 2011 Selected Metropolitan/Micropolitan Area Risk Trends (SMART) BRFSS [49].

Facebook likes data were collected using the Facebook advertising application program interface (API) [50] in February 2013, which aggregates the number of users by zip code who expressed a positive inclination (“like”) toward certain categories of items by zip code. These zip code data were aggregated to the county level to allow for direct comparisons to the health data, with zip codes crossing borders assigned to the county they predominantly rest in. The data reflect the cumulative total of Facebook users’ likes at the time they were drawn. Out of 8 supercategories of available Facebook likes (ie, events, family status, job status, activities, mobile device owners, interests, Hispanic, and retail and shopping), 3 were deemed as potentially correlated with health and were selected for the model. The selected likes were activities, interests, and retail and shopping. These supercategories were selected because they contained items with an explicit theoretical relationship to health. For example, “interests” contains the “health and well-being” category, to which the relationship of health is self-explanatory. The “activities” category was chosen because it included “outdoor fitness and activities,” which seemed directly applicable to measures of physical activity, whereas “retail and shopping” was chosen due to its apparent linkage to socioeconomic status, a powerful driver of health outcomes (Multimedia Appendix 1) [51,52].

All constituent elements of these supercategories were used, regardless of a clear relationship to health, because the exact contents and means of construction of these data are not reported by Facebook. Other supercategories lacked these explicit links, although we acknowledge the possibility that potentially powerful indirect relationships may exist. Due to rounding performed automatically by the API that routinely led to overestimates, counties with fewer than 1000 profiles overall were excluded from the analysis. Facebook likes for each category were scored as a percentage of completed profiles in an area. Finally, to reduce multicollinearity caused by variation in levels of Facebook usage by county, values were divided by the average percentage of likes across all categories. The resulting variables can be characterized as a measure of popularity for each category relative to that of other categories. Although the individual variables resulting from this transformation were sometimes entirely uncorrelated with the originals, estimates using the raw and transformed variables correlated at $R^2=.9$. Thus, we concluded that the results of the proceeding analyses were not an artifact of this transformation.

Population data, such as average income, median age, and sex ratio, were collected using the 2010 US Census [53] and broken into county aggregates. Supporting county-level statistics unrelated to health were collected using “USA Counties Information” provided by the Census Bureau [54]. Overall, 214 counties in the continental United States contained sufficient data on all variables in the analysis.

Variables of Interest

Several sociodemographic, health outcome, and risk factor variables were selected for analysis. These included income, age, education, employment, nonwhite population, obesity, diabetes, physical activity, and smoking, as well as other measures such as general health status. A comprehensive listing, as well as the data source and assessment of each variable of interest are available in Multimedia Appendix 2.

Data Analysis

We began by using principal components analysis on the 37 Facebook likes categories within the 3 selected supercategories as a data reduction technique. We then used these factors in an ordinary least squares (OLS) regression to determine whether Facebook likes could predict a number of health outcomes, conditions, and related behaviors. Finally, by limiting our analysis to Florida, where available data were more comprehensive, we formed a predictive model via bootstrap regression [55] that demonstrated the predictive accuracy of Facebook in a visual format.

Results

The first stage in the analysis was to establish that health outcomes could indeed be determined by Facebook likes. Through principal components analysis, the 37 categories were reduced to 9 factors (varimax rotation) purely as a means of simplifying modeling efforts by reducing these categories into the latent sociobehavioral dimensions we believed they represented. This number was arrived on by applying the Cattell scree test (shown in Multimedia Appendix 3) [56], which evaluates the “elbow” in the distribution of eigenvalues; that is, the point at which additional factors do not seem to provide a substantial gain in variance explained. Each factor is numbered in accordance with the amount of variance it explains (Multimedia Appendix 4). Any attempt to interpret the actual nature of these factors is subject to errors in the interpretation of the Facebook advertising data; as such, we avoided the urge to do so. However, the factor loadings of each of the categories can be seen in Multimedia Appendix 5.

To test our hypothesis that Facebook likes can be used to predict mortality on their own, we used OLS regression. We used the 9 Facebook factors to predict life expectancy, with no other controls included in the initial model. The results, as shown in the “Facebook only” column of Table 1, were quite strong (model adjusted $R^2=.69$). Despite this relationship, Facebook only has value insofar as it provides predictive value beyond that of reliable data that is already available through the census or other means. Regression results for an OLS model predicting life expectancy with demographic information (average age and nonwhite population) and socioeconomic status (SES; as represented by average household income, unemployment rate, and percentage with bachelor’s degree) are shown in the “SES only” column of Table 1. There is a very strong relationship to be found there as well, although it is less strong than for Facebook factors alone. Finally, the 2 groups of variables are
combined in the last column of Table 1, indicating that although a great deal of the variance in life expectancy is shared by both the Facebook and SES variables, the addition of Facebook improves the model fit above and beyond readily available socioeconomic measures. The resulting adjusted $R^2=.81$ also indicates that a considerable amount of the variation in county-level life expectancy can be explained by SES and Facebook likes.

Table 1. Ordinary least squares regression coefficients ($\beta$) for life expectancy (all independent variables are standardized).

<table>
<thead>
<tr>
<th>Facebook factor</th>
<th>Facebook only</th>
<th>$\beta$</th>
<th>$P$</th>
<th>SES only</th>
<th>$\beta$</th>
<th>$P$</th>
<th>Facebook and SES</th>
<th>$\beta$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.14</td>
<td>&lt;.001</td>
<td></td>
<td>—</td>
<td>—</td>
<td></td>
<td>0.20</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.79</td>
<td>&lt;.001</td>
<td></td>
<td>—</td>
<td>—</td>
<td></td>
<td>0.43</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-0.96</td>
<td>&lt;.001</td>
<td></td>
<td>—</td>
<td>—</td>
<td></td>
<td>-0.30</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.60</td>
<td>&lt;.001</td>
<td></td>
<td>—</td>
<td>—</td>
<td></td>
<td>0.42</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.69</td>
<td>&lt;.001</td>
<td></td>
<td>—</td>
<td>—</td>
<td></td>
<td>0.41</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.21</td>
<td>&lt;.001</td>
<td></td>
<td>—</td>
<td>—</td>
<td></td>
<td>-0.04</td>
<td>.05</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>-0.08</td>
<td>&lt;.001</td>
<td></td>
<td>—</td>
<td>—</td>
<td></td>
<td>-0.04</td>
<td>.04</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>-0.61</td>
<td>&lt;.001</td>
<td></td>
<td>—</td>
<td>—</td>
<td></td>
<td>-0.49</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.12</td>
<td>&lt;.001</td>
<td></td>
<td>—</td>
<td>—</td>
<td></td>
<td>0.10</td>
<td>.70</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>—</td>
<td>—</td>
<td></td>
<td>0.16</td>
<td>&lt;.001</td>
<td></td>
<td>0.01</td>
<td>.87</td>
<td></td>
</tr>
<tr>
<td>Income</td>
<td>—</td>
<td>—</td>
<td></td>
<td>0.62</td>
<td>&lt;.001</td>
<td></td>
<td>0.59</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>—</td>
<td>—</td>
<td></td>
<td>0.88</td>
<td>&lt;.001</td>
<td></td>
<td>0.61</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Unemployment</td>
<td>—</td>
<td>—</td>
<td></td>
<td>-0.05</td>
<td>0.07</td>
<td></td>
<td>0.01</td>
<td>.70</td>
<td></td>
</tr>
<tr>
<td>Nonwhite population</td>
<td>—</td>
<td>—</td>
<td></td>
<td>-0.85</td>
<td>&lt;.001</td>
<td></td>
<td>-0.47</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>77.08</td>
<td>&lt;.001</td>
<td></td>
<td>77.06</td>
<td>&lt;.001</td>
<td></td>
<td>77.06</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Adjusted $R^2$</td>
<td>.69</td>
<td></td>
<td></td>
<td>.64</td>
<td></td>
<td></td>
<td>.81</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RMSE</td>
<td>1.28</td>
<td></td>
<td></td>
<td>1.29</td>
<td></td>
<td></td>
<td>1.01</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2 summarizes regressions using the same set of predictors run across an array of health-related dependent variables and indicates the percent improvement in variance explained by the inclusion of Facebook likes when added to SES compared to the SES alone. There are 2 conclusions we can draw from this model. First, Facebook likes and SES in tandem prove to be effective predictors of all tested disease outcomes. Second, there is a persistent benefit of Facebook likes beyond that contributed by SES, although its magnitude varies widely.

Our third hypothesis posited that Facebook likes, as a measure of behavior, should be able to determine the behaviors that drive health outcomes. The results in Table 2 clearly show that Facebook likes had a sizeable impact in the predictive models of all tested health-related behaviors and in some cases, such as health insurance and exercise, the total model fit was quite strong.
### Table 2. Facebook likes impact on model fit for 214 counties.

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Source</th>
<th>Facebook, $R^2$</th>
<th>SES, $R^2$</th>
<th>SES + Facebook, $R^2$</th>
<th>Improvement with Facebook, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Life expectancy</td>
<td>NVSS</td>
<td>.69</td>
<td>.64</td>
<td>.81</td>
<td>27%</td>
</tr>
<tr>
<td>Mortality</td>
<td>NVSS</td>
<td>.57</td>
<td>.49</td>
<td>.60</td>
<td>22%</td>
</tr>
<tr>
<td>Low birthweight</td>
<td>NVSS</td>
<td>.53</td>
<td>.17</td>
<td>.57</td>
<td>235%</td>
</tr>
<tr>
<td>Obesity</td>
<td>BRFSS</td>
<td>.46</td>
<td>.56</td>
<td>.60</td>
<td>7%</td>
</tr>
<tr>
<td>Diabetes</td>
<td>BRFSS</td>
<td>.36</td>
<td>.39</td>
<td>.55</td>
<td>41%</td>
</tr>
<tr>
<td>Heart attack</td>
<td>BRFSS</td>
<td>.32</td>
<td>.46</td>
<td>.46</td>
<td>0%</td>
</tr>
<tr>
<td>Stroke</td>
<td>BRFSS</td>
<td>.27</td>
<td>.30</td>
<td>.41</td>
<td>46%</td>
</tr>
<tr>
<td>Exercise</td>
<td>BRFSS</td>
<td>.57</td>
<td>.51</td>
<td>.76</td>
<td>49%</td>
</tr>
<tr>
<td>Insured</td>
<td>BRFSS</td>
<td>.48</td>
<td>.37</td>
<td>.65</td>
<td>76%</td>
</tr>
<tr>
<td>Self-Reported health</td>
<td>BRFSS</td>
<td>.51</td>
<td>.20</td>
<td>.55</td>
<td>175%</td>
</tr>
<tr>
<td>Smoker</td>
<td>BRFSS</td>
<td>.40</td>
<td>.42</td>
<td>.54</td>
<td>29%</td>
</tr>
<tr>
<td>Last checkup</td>
<td>BRFSS</td>
<td>.69</td>
<td>.30</td>
<td>.72</td>
<td>140%</td>
</tr>
<tr>
<td>Declined treatment</td>
<td>BRFSS</td>
<td>.39</td>
<td>.35</td>
<td>.49</td>
<td>40%</td>
</tr>
</tbody>
</table>


### Predicting Health Conditions

The natural extension of these findings would be to map out predicted prevalence of health conditions in data-deficient counties. Although 214 counties were sampled sufficiently for the BRFSS to provide county-specific estimates, the remaining 2895 counties were not. An additional source of data, such as Facebook, would be a cost-effective way to augment existing state-level data sources that are used to produce county-level estimates, such as the BRFSS.

However, attempting to apply predictions nationally from the 2011 SMART data creates a problem. Although predictions correlate well with actual levels in non-SMART data, mean levels are consistently upwardly biased. We hypothesized that the selection method that leads counties to be weighted according to the SMART program creates a nonrepresentative sample with better levels of general health than we see in the United States in general, particularly in areas that are more rural. As an alternative without such problematic selection issues, we limited our predictive model to 2010 Florida data. Florida collects more than 500 interviews in 61 of its 67 counties every 3 years, leading to a dataset that has neither sample size shortages nor selection biases relative to the state at large.

Using data exclusively from one state creates its own problems for a predictive model. Although the integrity of the data is very good, there is no easy way to correct for the various cultural differences between Florida and other states. Attempting to apply Florida-based models to the full set of SMART counties results in only fair level of correlation ($R=0.63$). Although it indicates that relationships exist, this is not a sufficient level of accuracy on which to base policy decisions. Instead, we have limited our analysis to Florida to demonstrate the level of accuracy we feel can be achieved at a national level once a somewhat more representative selection of county-level data are made available.

The results of a predictive model are shown in Table 3. These are the results of a bootstrap regression procedure in which 50 observations were drawn over 100 replications. Standard errors are high due to the limited sample size, but 2 of our Facebook likes categories retain their significance in the model. Although we would expect demographics and socioeconomic data to be very effective at predicting “healthy” versus “unhealthy” communities, we believe that the additional information provided by Facebook likes should help to clarify the finer distinctions between communities with similar general levels of health.
Table 3. Ordinary least squares regression ($\beta$) results for prediction of obesity.

<table>
<thead>
<tr>
<th>Header</th>
<th>Facebook only</th>
<th></th>
<th>SES only</th>
<th></th>
<th>Facebook and SES</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta$</td>
<td>$P$</td>
<td>$\beta$</td>
<td>$P$</td>
<td>$\beta$</td>
<td>$P$</td>
</tr>
<tr>
<td>Facebook factor</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.04</td>
<td>.05</td>
<td>—</td>
<td>—</td>
<td>−0.03</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>2</td>
<td>−0.02</td>
<td>.06</td>
<td>—</td>
<td>—</td>
<td>−0.01</td>
<td>.14</td>
</tr>
<tr>
<td>3</td>
<td>0.03</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
<td>−0.01</td>
<td>.07</td>
</tr>
<tr>
<td>4</td>
<td>−0.02</td>
<td>.06</td>
<td>—</td>
<td>—</td>
<td>−0.01</td>
<td>.74</td>
</tr>
<tr>
<td>5</td>
<td>−0.02</td>
<td>.04</td>
<td>—</td>
<td>—</td>
<td>0.03</td>
<td>.01</td>
</tr>
<tr>
<td>6</td>
<td>−0.02</td>
<td>.07</td>
<td>—</td>
<td>—</td>
<td>−0.02</td>
<td>.13</td>
</tr>
<tr>
<td>7</td>
<td>−0.05</td>
<td>.30</td>
<td>—</td>
<td>—</td>
<td>0.02</td>
<td>.04</td>
</tr>
<tr>
<td>8</td>
<td>0.01</td>
<td>.34</td>
<td>—</td>
<td>—</td>
<td>0.01</td>
<td>.90</td>
</tr>
<tr>
<td>9</td>
<td>0.02</td>
<td>.36</td>
<td>—</td>
<td>—</td>
<td>−0.01</td>
<td>.17</td>
</tr>
<tr>
<td>Age</td>
<td>—</td>
<td></td>
<td>−0.01</td>
<td>.01</td>
<td>−0.01</td>
<td>.01</td>
</tr>
<tr>
<td>Income</td>
<td>—</td>
<td></td>
<td>−0.01</td>
<td>.37</td>
<td>−0.01</td>
<td>.59</td>
</tr>
<tr>
<td>Education</td>
<td>—</td>
<td></td>
<td>−0.03</td>
<td>&lt;.001</td>
<td>0.01</td>
<td>.35</td>
</tr>
<tr>
<td>Unemployment</td>
<td>—</td>
<td></td>
<td>−0.01</td>
<td>.04</td>
<td>0.01</td>
<td>.58</td>
</tr>
<tr>
<td>Nonwhite population</td>
<td>0.29</td>
<td>&lt;.001</td>
<td>0.30</td>
<td>&lt;.001</td>
<td>0.30</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Adjusted $R^2$</td>
<td>.77</td>
<td></td>
<td>.72</td>
<td></td>
<td>.8</td>
<td></td>
</tr>
<tr>
<td>RMSE</td>
<td>0.03</td>
<td></td>
<td>0.03</td>
<td></td>
<td>0.03</td>
<td></td>
</tr>
</tbody>
</table>

Figure 1 shows a graphical comparison of predicted values from the bootstrap regression procedure versus source data for obesity in Florida, where nearly all counties were sufficiently sampled for reliable estimates. These maps are dynamically shaded from light to dark in accordance with the level of obesity, with data separated into septiles of prevalence. As should be apparent visually, the fit is generally good—90% of errors in the model fall inside of $\pm 2.1\%$ (0.4 standard deviations) from Florida’s estimated values from the 2010 BRFSS.

Figure 1. Actual statistics compared with predicted values for obesity, 2010 BRFSS. Darker colors represent higher prevalence. Light gray indicates missing data.

Discussion

When we first undertook this research plan, it was our expectation that the larger part of the measurement error that would affect our results would come through the imprecise categorization and geographic aggregation of the Facebook data. However, although there are some exceptions, the consistency and strength of fit we have found seem manifest. Our models do extremely well in predicting levels of health.
variables across counties where data are plentiful, and often diverge from BRFSS estimates where they are not. This suggests the possibility that data imputed from Facebook and vital statistics may provide a more accurate picture in small counties than the current methodology that aggregates data across several years.

Thus, we argue that Facebook can serve an intermediary role in augmenting sparse data at a community level. We have shown that it can do so already, but additional health survey data, especially in less extensively measured regions (eg, rural), could only help. Although complete measurement is unfeasible and would render the Facebook modeling moot, ensuring that communities of all types are represented in sufficient number when estimating the model is a necessary step in avoiding the risk of systematic error in its predictions.

The ultimate goal of our analysis of Facebook likes is to establish the potential contribution of big data to research that directly affects government spending and public policy, and—most importantly—contributes to improved population health. At a fraction of the cost of traditional research, data that might seem on its face to have little to do with health can predict epidemic-level health problems such as diabetes and obesity. With the need to augment traditional public health surveillance systems with readily available, cost-effective, and geographically relevant health data, the use of “big epidemiologic data” comes at just the right time.

The nature of the Facebook data source prevents it from being a useful tool in several situations. In the case of very small counties (approximately 9% of the total) and in smaller geographic areas, rounding error becomes so great that estimates cannot be reliably used, even though they may be provided by Facebook. Additionally, Facebook profiles are untested as a tool for tracking the prevalence of infectious diseases. They may be better suited to predicting endemic and ongoing conditions that are unlikely to fluctuate over the course of short time periods.

Further, some might find it counterintuitive that Facebook data are being used to “predict” health data that not only predates it, but to which it is not causally related through any theoretical mechanism. Likes data for a given geographic area should be viewed as a product of sociobehavioral conditions within that region in the same manner that health outcomes are. As such, the likes data can be viewed as an instrument for those conditions, which are causally linked. Although the temporal concerns are not ideal, they are not especially problematic because those health metrics used in this research are not especially prone to fluctuation over short time periods.

Finally, without a clear insight into the manner in which the categories of Facebook likes are constructed and by which individuals are tagged as being interested in a given category, it is difficult to achieve more nuanced insights into the relationships between social network behavior and health outcomes. Unless Facebook becomes more transparent regarding the ways in which these data are compiled, they will remain a “black box” and we must take on faith that the interests and activities being measured are indeed those it claims to measure.

The relationships examined here demonstrate that social media may hold promise to be used as an indicator of local conditions, even those that have little relationship to the activity that takes place on Facebook. As we predicted, significant relationships that extend beyond the predictive power of local demographics exist between an area’s aggregate Facebook behavior and the incidence of diseases and of adverse lifestyle behaviors that very well may lead to those diseases.

We have also indicated the severe shortage of health data that are available in most American counties. Although Facebook data may not reach into every corner of the United States, it seems an effective enough tool to augment the existing county-level data in the majority of counties. With demand for local health data growing, such tools seem far more cost-effective than an increase in survey surveillance regardless of the mode through which it might be conducted.

Whether this data ultimately comes from Facebook or not is of little importance. The online landscape may change and it may provide a different source of data that proves more viable in the future. So long as the source reflects people’s activities in daily life, the same relationships may hold. Even if Facebook does prove to endure as a social institution, however, there is still room for a great deal of improvement on the models presented here. With cooperation from the social media outlets themselves, we may be able to obtain better estimates in categories that align better with our needs. In the end, our data may not suffer because of the rising costs of research. Instead, exploring newly opened avenues of data collection online could lead to more reliable, timely, and cost-effective county-level data than that obtainable from traditional public health surveillance systems as well as serve as an adjunct to those systems.
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Abstract

Background: Older adults are increasingly using the Internet for health information; however, they are often not able to correctly recall Web-based information (eHealth information). Recall of information is crucial for optimal health outcomes, such as adequate disease management and adherence to medical regimes. Combining effective message strategies may help to improve recall of eHealth information among older adults. Presenting information in an audiovisual format using conversational narration style is expected to optimize recall of information compared to other combinations of modality and narration style.

Objective: The aim of this paper is to investigate the effect of modality and narration style on recall of health information, and whether there are differences between younger and older adults.

Methods: We conducted a Web-based experiment using a 2 (modality: written vs audiovisual information) by 2 (narration style: formal vs conversational style) between-subjects design (N=440). Age was assessed in the questionnaire and included as a factor: younger (<65 years) versus older (≥65 years) age. Participants were randomly assigned to one of four experimental webpages where information about lung cancer treatment was presented. A Web-based questionnaire assessed recall of eHealth information.

Results: Audiovisual modality (vs written modality) was found to increase recall of information in both younger and older adults (P=.04). Although conversational narration style (vs formal narration style) did not increase recall of information (P=.17), a synergistic effect between modality and narration style was revealed: combining audiovisual information with conversational style outperformed combining written information with formal style (P=.01), as well as written information with conversational style (P=.045). This finding suggests that conversational style especially increases recall of information when presented audiovisually. This combination of modality and narration style improved recall of information among both younger and older adults.

Conclusions: We conclude that combining audiovisual information with conversational style is the best way to present eHealth information to younger and older adults. Even though older adults did not proportionally recall more when audiovisual information was combined with conversational style than younger adults, this study reveals interesting implications for improving eHealth information that is effective for both younger and older adults.

(J Med Internet Res 2015;17(4):e104) doi:10.2196/jmir.4164
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Introduction

Background

Older adults have been one of the fastest growing groups using the Internet [1]. Recent figures show that the number of older adults using the Internet in Western countries, such as the United States and the Netherlands, has nearly doubled over the past few years [2,3]. More than half of these older adults used the Internet for accessing health information [3,4]. The Internet is seen as a relevant source of gathering health information among older adults [5] and has helped many older adults to fulfill a wide range of information and support needs [6,7]. However, simply having access to online health information (subsequently called eHealth information in this paper) does not necessarily mean that people find and understand such information. eHealth literacy, the ability to seek, find, understand, and act on health information from electronic sources to solve a health problem [8], is considered lower among older adults [9]. This may influence the extent to which health information is recalled. Recall of information is the ability to reproduce information and is crucial for optimal health outcomes, such as adequate disease management [10] and adherence to medical regimes [11,12].

Thus, effective message strategies need to be found to communicate eHealth information in such a way that older adults are able to recall information. However, previous research focusing on effective ways to present eHealth information to older adults in particular is lacking. The cognitive theory of multimedia learning (CTML) presents strategies that might enhance recall in general and could be applied to how older adults learn from eHealth materials. One strategy is to use audiovisual materials. The idea that people learn information more deeply from audiovisual materials compared to written materials is called the *modality effect* [13]. Another strategy described by the CTML is to use conversational narration style in messages. People are expected to learn information better when presented in conversational narration style rather than formal narration style, a phenomenon referred to as the *personalization effect* [14]. Surprisingly, to the best of our knowledge, no studies to date have examined the effects of combining modality (written vs audiovisual) and narration style (formal vs conversational) in eHealth messages on information recall. Combining such strategies might result in synergistic effects, which occur when the combined effect of these strategies exceeds the sum of their individual effects [15]. Furthermore, although previous research has shown support for modality and narration style strategies in younger adults [16,17], empirical evidence on the effects in older adults is particularly lacking.

The aim of our study is to identify effective ways of presenting Web-based information to enhance recall of eHealth information among older adults in particular. We test the (synergistic) effect of modality and narration style, and whether there are differences between younger and older adults. In assessing age differences, we chose participants younger than 65 years for the younger age group and 65 years and older as the older age group. These two age groups are generally considered suitable for separate analysis in aging research [18,19].

Modality: Written Versus Audiovisual Information

The CTML attempts to explain how people learn and recall information in multimedia environments [20]. It is based on the assumption that people have separate information processing systems for visual and auditory materials [21] and that people are limited in the amount of material they can process in each of these systems at one time [22]. These assumptions are derived from the dual coding theory [21,22] and cognitive load theory [13]. The modality principle describes that one’s limited working memory capacity can be effectively expanded by addressing one or more sensory modalities, such as audiovisual information, instead of written information only [23]. A meta-analysis indeed showed an overall benefit in recall of information when information was presented in an audiovisual format compared to written format [16]. However, this meta-analysis did not include studies that were conducted in the field of eHealth information. We could nevertheless expect that audiovisual information would enhance recall of eHealth information as well. We therefore suggest H1a: Exposure to audiovisual information, compared to written information, has a positive effect on recall of eHealth information.

Whereas the modality effect among younger adults is repeatedly found in research [16], fewer studies have focused specifically on its effect among older adults [24]. The cognitive aging principle in multimedia learning [25] provides an integrative framework where the cognitive load theory is combined with general views of cognitive aging. This theory states that older adults’ limited working memory might be expanded by multimodal presentation of information. Older adults usually have a smaller “total cognitive capacity” than younger adults and might therefore benefit more from multimodal information than younger adults [26]. Previous research has demonstrated a benefit of multimedia messages for older adults by reducing cognitive load and decreasing learning time of information [24]. Even though this study did not present eHealth information to older adults, audiovisual information might be as effective for older adults when used in a Web-based context. We might therefore expect that audiovisual information positively influences older adults’ memory for eHealth information. Therefore, our second hypothesis H1b states: The effects of exposure to audiovisual information, compared to written information, on recall of eHealth information are greater in older adults than in younger adults.

Narration Style: Formal Versus Conversational Style

Conversational style is often used in narrative communication, such as testimonials and personal stories or a description of an individual experience [27]. By presenting information from a first-person perspective using a more informal approach, it feels like the person in the message is talking to you [28]. However, health information has been traditionally presented in a formal style, presenting factual information, such as expressing professional opinions [29]. Unfortunately, a substantial number of people do not understand such formal health messages well enough to make informed decisions and act accordingly [30]. In an attempt to simplify health information, using a conversational style in narrative communication has shown to serve as an effective way of educating people about health.
Conversational style is more likely to be recalled because of conversational rules, such as commitment to try to understand a narrator’s story [32]. Moreover, conversational style has been found to increase recall of information among a variety of learner profiles, that is, different levels of education [33]. For this reason, we hypothesize H2a: Exposure to information in a conversational style, compared to information in a formal style, has a positive effect on recall of eHealth information.

In addition to the hypothesized effect of conversational style among both younger and older adults, it is expected that older adults may benefit in particular from having eHealth information presented in conversational style. Older adults tend to have better narrative recall and thus remember stories in more accurate detail than younger adults [34]. Using conversational style in eHealth information might therefore especially improve recall of information in older adults. Therefore, we expect H2b: The effects of exposure to information in a conversational style, compared to information in a formal style, on recall of eHealth information are greater in older adults than in younger adults.

**Synergistic Effects: Combining Modality and Narration Style**

To our knowledge, no research to date has studied the synergistic effects of combining modality and narration style in enhancing recall of information. Nevertheless, various message strategies and styles are often combined in one health message, and it is likely that these message strategies have individual as well as synergistic effects [35]. For instance, one study found that tailoring Web-based information to individual characteristics was effective in realizing smoking cessation, however, only when information was presented in audiovisual format and not in written format [36]. This finding indicates that combining several message characteristics might optimize the effectiveness of a message. As we hypothesized that audiovisual information will outperform written information and conversational narration style will outperform formal narration style, we might expect H3a: Combining audiovisual information with conversational style, compared to other combinations of modality and narration style, has a positive effect on recall of eHealth information.

Moreover, as we hypothesized that especially older adults will benefit from audiovisual information and conversational narration style, we might also expect that combining these two might especially enhance older adults’ recall of information. Our final hypothesis H3b therefore states: The effects of combining audiovisual information with conversational style, compared to other combinations of modality and narration style, on recall of eHealth information are greater in older adults than in younger adults.

**Methods**

**Design**

For this experiment, a 2 (modality: written vs audiovisual information) by 2 (narration style: formal vs conversational style) between-subjects design was used. Age was assessed in the questionnaire and included as a factor: younger (<65 years) versus older (≥65 years) age. We used a Netherlands Cancer Institute (NKI) webpage where information about radio frequency ablation (RFA) treatment was given. RFA is a minimally invasive treatment, using radio frequency waves to destroy lung tumors.

Ethical approval for this study was granted by the Institutional Review Board of the Amsterdam School of Communication Research (reference number 2012-CW-33).

**Participants**

Participants from the general population were selected from a large respondent pool by the ISO certified market research company PanelClix to participate in a Web-based survey. This Web-based setting allowed participants to engage in the experiment from their home computer, creating a natural and realistic setting to evaluate the stimulus materials. PanelClix made a random selection of their panel members to participate in the study stratified by age (<65 years vs ≥65 years). To be eligible to take part in the Web-based survey, participants had to be older than 18 years, able to read and write in Dutch, and should have no prior knowledge on RFA treatment, because this could influence the recall scores. An invitation for the study was available for PanelClix members on the PanelClix website. A total of 796 unique participants entered the survey, of which 788 unique participants started the survey (participation rate=99.0%), and 490 unique participants completed the Web-based survey (completion rate=62.2%). Duplicate entries were avoided by assigning pid-codes to participants, which were unique codes assigned to participants by PanelClix. Checking these pid-codes revealed 4 participants who completed the survey twice. In these cases, the second entry was excluded from the dataset (n=4). Participants who had prior knowledge on RFA treatment, that is, scoring higher than 4 on a 7-point Likert scale (n=23), were excluded as well. Since usability testing of the questionnaire showed that at least 10 minutes were needed to complete the survey, participants were excluded when they completed the survey in less than 10 minutes (n=15). Furthermore, participants were excluded when they viewed the experimental stimulus for less than 4 seconds (n=1), had not been exposed to the experimental stimulus due to technical issues (n=5), had used another source than the experimental stimulus to answer the recall questions (n=1), or reported to suffer from short-term memory loss (n=1). This resulted in a total of 440 participants included in the dataset.

**Procedure**

When participants entered the Web-based survey, they were informed about the survey length, participants’ rights (eg, anonymity), and the contact details of the research institute and principle investigator. On the next page, participants were exposed to questions about gender, age, educational level, prior medical knowledge about lung cancer and RFA treatment, and Internet use. Based on age, participants were assigned to the younger or older age strata, and were randomly assigned to one of four experimental conditions. They were instructed to pay careful attention to the RFA information and could look at the information as long as they liked. Participants were not able to return to the written or audiovisual information (depending on condition) after continuing to the next page. The written information versions were presented on a webpage and the
audiovisual information versions through a Web-based video. In the audiovisual conditions, participants were instructed to turn on their speakers. After exposure to the experimental stimulus, recall questions were shown. Upon completion, participants received credit points from PanelClix.

**Materials**

Using the existing text (formal written condition, 245 words) of the NKI website, the conversational text was written (330 words). The formal audiovisual information was identical to the formal written information, and the conversational audiovisual information was identical to the conversational written information. The conversational versions were personalized in two ways: first, we changed the third-person perspective into a first-person perspective as if the narrator was talking to you [28] (eg, “A special needle guided by a CT scanner will be inserted into the cancerous lung tumor” vs “A special needle guided by a CT scanner was inserted into my cancerous lung tumor”). Second, we added sentences about personal experience to make the story more conversational as well (eg, “...depending on the location of the tumor” vs “I myself received sedation, but that depended on the location of the tumor”). In the formal audiovisual conditions, a doctor was videotaped behind a desk, and in the conversational audiovisual conditions, a patient was filmed sitting on a couch. The same actors starred as the doctor and patient to ensure that narration style effects could be attributed to changes in narration style rather than changes in narrator. In addition, both the formal and conversational audiovisual information was filmed twice to create a formal and conversational video starring a younger narrator as well as a formal and conversational video starring an older narrator. This resulted in four videos in which information was presented by (1) a younger doctor (2:01 min; see Multimedia Appendix 1), (2) an older doctor (2:05 min; see Multimedia Appendix 2), (3) a younger patient (2:53 min; see Multimedia Appendix 3), or (4) an older patient (2:34 min; see Multimedia Appendix 4). This was done to control for potential identification effects with a specific narrator because of age similarity. However, there were no differences in identifying with the younger and older actor ($F_{1,245}=0.06$, $P=.86$, $\eta^2_p=0.00$), regardless of participants’ own age ($F_{1,245}=0.13$, $P=.72$, $\eta^2_p=0.00$). Therefore, this additional design factor was not considered while analyzing the data. Thus, four experimental conditions were analyzed: (1) written information in formal style, (2) written information in conversational style, (3) audiovisual information in formal style, and (4) audiovisual information in conversational style. Compared to previous research on the effects of modality and narration style, our materials were similar in terms of length [16,17].

**Measures**

**Background Characteristics**

Background measures included participants’ age, gender, level of education, Internet use, and prior medical knowledge. Education was divided into low level of education (primary education, lower vocational education, preparatory secondary vocational education, and intermediate secondary vocational education), middle level of education (senior secondary vocational education and university preparatory vocational education), and high level of education (higher vocational education and university). Internet use was assessed through average number of hours spent per week on the Internet. Prior medical knowledge about lung cancer in general and RFA knowledge specifically was measured by two items asking how much knowledge participants perceived to have about lung cancer and RFA treatment respectively using a 7-point scale (1=no knowledge at all, 7=very much knowledge).

**Recall of eHealth Information**

Information recall was measured using the Netherlands Patient Information Recall Questionnaire [37]. Questions were created from the RFA information and were pretested among 12 students. This resulted in 11 open-ended recall questions, such as “Could you please name the most common complication during an RFA treatment?” All questions were accompanied by a textbox for participants to provide their answer. Recall scores could range from 0 (not recalled), to 1 (recalled partially), to 2 (recalled correctly). A codebook was used for allocating scores to each of the recall questions. Two independent coders used this codebook and double coded 14.1 % (62/440) of the recall scores. Interrater reliability appeared to be good (mean kappa=.84, range 0.65-1.00). The 11 items were computed into a total recall score, ranging from 0-22. Additionally, percentages of the recall scores were calculated by dividing the participant’s total score by 22.

**Statistical Analysis**

For testing successful randomization, analyses of variance and chi-square tests were conducted to check for unequal distribution of background variables across the 2 (modality) × 2 (narration style) × 2 (age groups) experimental design. Educational level and medical knowledge about lung cancer were found to be unequally distributed (respectively $\chi^2_{14}=24.72$, $P=.04$ and $F_{7,432}=2.06$, $P=.047$, $\eta^2_p=0.03$). Moreover, previous studies have identified educational level and prior topic knowledge as important predictors of information recall [38]. We therefore included educational level and medical knowledge about lung cancer as covariates in all analyses. For testing the main effects of modality and narration style, an ANCOVA (analysis of covariance) was conducted with recall of information as dependent variable, modality, narration style, and age groups as factors, and education and medical knowledge as covariates. The synergistic effects between modality and narration style were tested in an ANCOVA using one variable for modality and narration to measure the simple contrast effects between conversational audiovisual information and the three other combinations of modality and narration style. To test whether the effect of modality and narration style was greater among older adults than younger adults, the data file was split on age group and the above described analyses were repeated.

**Results**

**Sample Characteristics**

Of the participants who filled out the Web-based questionnaire (53.9%, 237/440 male and 46.1%, 203/440 female), 53.6% were...
younger (236/440; <65 years; mean 41.78, SD 12.69) and 46.4% were older (204/440; ≥65 years; mean 69.44, SD 4.13). Besides age ($F_{1,438}=887.88$, $P<.001$, $\eta_{p}^2=0.67$), the two age groups significantly differed in educational level ($\chi^2=18.61$, $P<.001$; see Table 1 for sample characteristics).

**Table 1.** Sample characteristics (N=440).^a

<table>
<thead>
<tr>
<th>Gender, n (%)</th>
<th>Younger adults (&lt;65 years) (n=236)</th>
<th>Older adults (≥65 years) (n=204)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>123 (52.1)</td>
<td>114 (55.9)</td>
</tr>
<tr>
<td>Female</td>
<td>113 (47.9)</td>
<td>90 (44.1)</td>
</tr>
<tr>
<td>Age in years, mean (SD) range</td>
<td>41.78 (12.69) 18-64</td>
<td>69.44 (4.13) 65-85</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Education level, n (%)</th>
<th>Younger adults (&lt;65 years) (n=236)</th>
<th>Older adults (≥65 years) (n=204)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>50 (21.2)</td>
<td>81 (40.1)^b</td>
</tr>
<tr>
<td>Middle</td>
<td>104 (44.1)</td>
<td>69 (34.2)^c</td>
</tr>
<tr>
<td>High</td>
<td>82 (34.7)</td>
<td>52 (25.7)</td>
</tr>
<tr>
<td>Internet use (hours per week), mean (SD) range</td>
<td>18.21 (11.72) 1-60</td>
<td>17.83 (11.59) 1-60</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Medical knowledge about lung cancer^d, mean (SD) range</th>
<th>Younger adults (&lt;65 years) (n=236)</th>
<th>Older adults (≥65 years) (n=204)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Written information</td>
<td>2.88 (1.41) 1-6</td>
<td>2.66 (1.37) 1-7</td>
</tr>
<tr>
<td>Audiovisual information</td>
<td>1.71 (1.06) 1-4</td>
<td>1.54 (0.94) 1-4</td>
</tr>
</tbody>
</table>

^aNot all figures add up to 100% due to missing data. Conditions stratified by age only significantly differed on education.

^bDiffs significantly from younger adults ($P<.001$).

^cDiffs significantly from younger adults ($P=.04$).

^dA higher score indicates more knowledge, ranging from 1 to 7. RFA: Radio Frequency Ablation.

**Effects of Modality on Recall of eHealth Information**

The first hypothesis predicted a positive effect of audiovisual information (vs written information) on recall of eHealth information (H1a), which was greater for older adults in particular (H1b). Modality significantly influenced recall of health information ($F_{1,440}=4.48$, $P=.04$, $\eta_{p}^2=0.01$). As hypothesized, the audiovisual conditions (mean 7.60, SE 0.31, 95% CI 7.00-8.21) resulted in significantly higher recall scores than the written conditions (mean 6.55, SE 0.39, 95% CI 5.79-7.32). However, older adults did not recall more from audiovisual information compared to written information ($F_{1,189}=1.59$, $P=.21$, $\eta_{p}^2=0.01$) than younger adults ($F_{1,223}=3.09$, $P=.08$, $\eta_{p}^2=0.01$). These results, thus, partially confirm our first hypothesis. Recall scores across modality and age groups appear in Table 2.

**Table 2.** Main effects of modality on recall of eHealth information in younger and older adults. ^a

<table>
<thead>
<tr>
<th>Group</th>
<th>Recall of health information</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n^b</td>
</tr>
<tr>
<td>All participants</td>
<td></td>
</tr>
<tr>
<td>Written information</td>
<td>165</td>
</tr>
<tr>
<td>Audiovisual information</td>
<td>273</td>
</tr>
<tr>
<td>Younger participants</td>
<td></td>
</tr>
<tr>
<td>Written information</td>
<td>85</td>
</tr>
<tr>
<td>Audiovisual information</td>
<td>151</td>
</tr>
<tr>
<td>Older participants</td>
<td></td>
</tr>
<tr>
<td>Written information</td>
<td>80</td>
</tr>
<tr>
<td>Audiovisual information</td>
<td>122</td>
</tr>
</tbody>
</table>

^aAdjusted for education level and medical knowledge about lung cancer. Recall of information ranges from 0-22. Percentage of correct recall is based on mean scores divided by 22. The higher the score, the more information was recalled correctly.

^bThe category sizes differ because of 2 fewer cases due to missing covariate values.

^cDiffs significantly compared to written information ($P=.04$).
Effects of Narration Style on Recall of eHealth Information

Our second hypothesis predicted a positive effect of conversational narration style (vs formal narration style) on recall of eHealth information (H2a), which was expected to be greater for older adults in particular (H2b). However, no main effect of narration style on recall of information was found ($F_{1,413}=1.89, P=.17, \eta_p^2=0.01$). The means in Table 3 show that using conversational style does not significantly increase recall of information (mean 7.42, SE 0.35, 95% CI 6.74-8.10) compared to formal style (mean 6.74, SE 0.35, 95% CI 6.04-7.43). Furthermore, older adults did not recall more information when conversational style (vs formal style) was used ($F_{1,189}=1.78, P=.18, \eta_p^2=0.01$) compared to younger adults ($F_{1,223}=0.51, P=.48, \eta_p^2=0.00$). This was not expected and, therefore, our second hypothesis was rejected. Recall scores across narration style and age groups are shown in Table 3.

Table 3. Main effects of narration style on recall of eHealth information in younger and older adults.¹

<table>
<thead>
<tr>
<th>Group</th>
<th>Recall of health information</th>
<th>p²</th>
<th>% recall</th>
<th>Mean (SE)</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>All participants</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Formal style</td>
<td>214</td>
<td>30.6</td>
<td>6.74 (0.35)</td>
<td>6.04-7.43</td>
<td></td>
</tr>
<tr>
<td>Conversational style</td>
<td>224</td>
<td>33.7</td>
<td>7.42 (0.35)</td>
<td>6.74-8.10</td>
<td></td>
</tr>
<tr>
<td><strong>Younger participants</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Formal style</td>
<td>119</td>
<td>30.0</td>
<td>6.61 (0.48)</td>
<td>5.67-7.55</td>
<td></td>
</tr>
<tr>
<td>Conversational style</td>
<td>117</td>
<td>32.2</td>
<td>7.09 (0.50)</td>
<td>6.11-8.06</td>
<td></td>
</tr>
<tr>
<td><strong>Older participants</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Formal style</td>
<td>95</td>
<td>31.2</td>
<td>6.86 (0.52)</td>
<td>5.84-7.88</td>
<td></td>
</tr>
<tr>
<td>Conversational style</td>
<td>107</td>
<td>35.2</td>
<td>7.75 (0.48)</td>
<td>6.80-8.70</td>
<td></td>
</tr>
</tbody>
</table>

¹Adjusted for education level and medical knowledge about lung cancer. Recall of information ranges from 0-22. Percentage of correct recall is based on mean scores divided by 22. The higher the score, the more information was recalled correctly.  
²The category sizes differ because of 2 fewer cases due to missing covariate values.

Synergistic Effects

Our third hypothesis concerned the synergistic effect between modality and narration style (H3a), which was also expected to be greater for older adults (H3b). We expected that combining audiovisual information with conversational style would outperform other combinations of modality and narration style. In support of our hypothesis, we found that combining audiovisual information with conversational style resulted in the most favorable recall scores compared to combining written information with formal style (contrast estimate=-1.73, SE 0.70, $P=.07, 95\% \text{ CI} -3.60 \text{ to } 0.15$), as well as compared to combining written information with conversational style (contrast estimate=-1.80, SE 0.70, $P=.08, 95\% \text{ CI} -3.84 \text{ to } 0.24$). Our data therefore partially confirm our third hypothesis. The synergistic effects between modality and narration style on recall of information (for all participants and stratified by age group) are provided in Table 4.
Figure 1. Combining audiovisual information with conversational narration style results in highest recall of eHealth information among younger and older adults. The bars and error bars represent the mean recall scores and 95% confidence intervals respectively.
Table 4. Synergistic effects of combining modality and narration style on recall of eHealth information in younger and older adults.\textsuperscript{a}

<table>
<thead>
<tr>
<th>Group</th>
<th>n\textsuperscript{b}</th>
<th>% recall</th>
<th>Mean (SE)</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>All participants</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Written</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Formal</td>
<td>82</td>
<td>29.1</td>
<td>6.39 (0.56)</td>
<td>5.29-7.48</td>
</tr>
<tr>
<td>Conversational</td>
<td>83</td>
<td>30.6</td>
<td>6.72 (0.54)</td>
<td>5.65-7.79</td>
</tr>
<tr>
<td>Audiovisual</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Formal</td>
<td>132</td>
<td>32.2</td>
<td>7.09 (0.44)</td>
<td>6.23-7.94</td>
</tr>
<tr>
<td>Conversational</td>
<td>141</td>
<td>36.9</td>
<td>8.12\textsuperscript{c,d} (0.43)</td>
<td>7.26-8.97</td>
</tr>
<tr>
<td>Younger participants</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Written</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Formal</td>
<td>44</td>
<td>28.0</td>
<td>6.16 (0.77)</td>
<td>4.66-7.67</td>
</tr>
<tr>
<td>Conversational</td>
<td>41</td>
<td>28.3</td>
<td>6.23 (0.78)</td>
<td>4.69-7.77</td>
</tr>
<tr>
<td>Audiovisual</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Formal</td>
<td>75</td>
<td>32.1</td>
<td>7.06 (0.57)</td>
<td>5.94-8.18</td>
</tr>
<tr>
<td>Conversational</td>
<td>76</td>
<td>36.1</td>
<td>7.94 (0.61)</td>
<td>6.73-9.15</td>
</tr>
<tr>
<td>Older participants</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Written</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Formal</td>
<td>38</td>
<td>30.1</td>
<td>6.61 (0.81)</td>
<td>5.03-8.19</td>
</tr>
<tr>
<td>Conversational</td>
<td>42</td>
<td>32.8</td>
<td>7.21 (0.75)</td>
<td>5.73-8.68</td>
</tr>
<tr>
<td>Audiovisual</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Formal</td>
<td>57</td>
<td>32.4</td>
<td>7.12 (0.66)</td>
<td>5.83-8.41</td>
</tr>
<tr>
<td>Conversational</td>
<td>65</td>
<td>37.7</td>
<td>8.29 (0.61)</td>
<td>7.09-9.49</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Adjusted for education level and medical knowledge about lung cancer. Recall of information ranges from 0-22. Percentage of correct recall is based on mean scores divided by 22. The higher the score, the more information was recalled correctly.

\textsuperscript{b}The category sizes differ because of 2 fewer cases due to missing covariate values.

\textsuperscript{c}Differs significantly compared to formal written information (P=.01).

\textsuperscript{d}Differs significantly compared to conversational written information (P=.045).

**Discussion**

**Principal Findings**

In this study, we aimed to identify effective ways of presenting eHealth information to enhance recall of information among older adults in particular. We examined the (synergistic) effect of modality and narration style on recall of health information, and whether there are differences between younger and older adults. Our results support the modality effect as proposed by the CTML [13]. Younger and older individuals who were exposed to audiovisual information recalled more health information than those who were exposed to written information. Our findings do not show support for the personalization effect, another principle proposed by the CTML [14]. Health information was not better recalled when presented in conversational style than in formal style. However, combining audiovisual information with conversational style led to the highest recall scores, outperforming combining written information with formal style and written information with conversational style. This underscores that conversational style is especially effective in improving recall of health information when presented audiovisually, rather than when presented as written information.

Even though we found that older adults benefited from audiovisual information with respect to better recall of information, they did not proportionally benefit more than younger adults, as proposed in the cognitive aging principle in multimedia learning [25]. This might be explained by the fact that audiovisual information is not self-paced, whereas written information is. Previous research has indicated that self-pacing of information plays an important role in older adults’ recall of information [39]. When older adults have the option to self-pace information, they are able to take the time they need to process information, which may result in information recall that is comparable to that of younger adults (personal communication by Bol, Van Weert, Loos, Romano Bergstrom, Bolle & Smets, 2014). Likewise, another study showed that older adults need more time than younger adults to recall equivalent amounts of information [40]. Hence, older adults might benefit most from self-paced information. However, audiovisual information is
traditionally not self-paced. A recent experimental study, in which self-paced written information was compared with self-paced spoken information, revealed that self-paced spoken information outperformed self-paced written information in older adults with limited health literacy [41]. When exposed to self-paced spoken animations (ie, spoken information with simulated motion pictures), older adults with low health literacy recalled the same amount of information as their high health-literate counterparts. Older people with health disparities might therefore especially benefit more from audiovisual information with respect to better recall. As health literacy was not measured, and individuals with limited health literacy might have been underrepresented in the current sample, this seems worth investigating in future research.

This study provides evidence for effective Web-based communication strategies by revealing the promising effects of combining message factors, such as audiovisual information and conversational narration style, to enhance information recall in both younger and older adults. In addition to this practical contribution, the results of this study also add to the current synergy literature. Our results suggest that synergistic effects do not occur only at the level of combining multiple media as suggested by Naik and Raman [15], but also at the level of combining multiple message characteristics, in this case, modality and narration style. Nonetheless, we need to use caution in generalizing these results as there are more message characteristics to explore and effective combinations to discover (for an overview of other message characteristics, see [28]).

Limitations
This study has several limitations. First, the manipulation we used for narration style could be considered as a study limitation. In Web-based written material, conversational style can be clearly manipulated by changing passages in the text [28]. However, when working with audiovisual information, we dealt with visual changes as well, that is, changing the type of narrator (doctor vs patient). Having a doctor versus a patient explain information changes source attributes, which might have changed the perceived source expertise and the perceived level of authority [42]. This change might have confounded the association between conversational style and recall of information in the audiovisual conditions, providing an alternative explanation for the synergistic effect found when combining audiovisual information with conversational style. Furthermore, it should be noted that simply putting written information into spoken format will not fully ensure equivalence. Features that determine the listenability of spoken messages are not the same as the features that determine the readability of written messages [43].

Second, although combining audiovisual information with conversational narration style led to the highest recall scores, it is important to bear in mind that the overall recall scores in this study were low. It has been estimated that 40%-80% of medical information is immediately forgotten [44], which has also been found with regard to recall of Web-based medical information [45,46]. One explanation for the low recall scores in this study could be that the RFA information presented was rather complex. However, it was the original RFA information presented on the website of a specialized cancer hospital, and we know that the majority of eHealth information is complex [47]. As message complexity is associated with poor recall of information [46], it is crucial to consider message complexity when designing eHealth materials to improve recall of eHealth information.

Third, we did not include the target sample for testing our stimulus materials, that is, cancer patients. Patients might have been more involved and motivated because of their personal experience with cancer and seeking Web-based cancer information. As involvement has often been associated with deeper processing of information [48], including cancer patients might have resulted in higher recall scores than found in the current study. Furthermore, the younger and older adults in our healthy study sample did not differ in their Internet use. Even though older adults are increasingly using the Internet [1], they are still using the Internet considerably less than their younger counterparts [3]. This bias might explain the lack of age differences found in this study. Nevertheless, including healthy individuals still resulted in support for effectively combining audiovisual information with conversational style (vs written information), and these effects might even increase when tested among cancer patients and individuals less experienced with the Internet.

Implications and Future Research Directions
This study adds to the literature by applying modality and narration style strategies to the field of eHealth information. Dealing with eHealth information, especially when it concerns life-threatening diseases such as cancer, often involves feelings of stress and anxiety [49]. In an attempt to reduce such feelings, individuals use different coping strategies [50]. For instance, “monitors” intentionally seek information to reduce stress and “blunters” avoid information to diminish stress [50]. It is recommended to focus on effective communication strategies in the field of eHealth information. Future research could benefit from including cancer patients in such research to examine how coping style interferes with learning material that is emotionally demanding and stressful.

Although the recall scores of both younger and older adults were low, future research should also be aimed at getting more insight into the effectiveness of eHealth information by focusing on what message strategies work best for older audiences in particular. Older adults are often vulnerable to poor Web-based communication, due to their limited eHealth literacy and inexperience with Internet technologies [9]. In the current climate of presenting crucial health information through the Internet, it is important to consider aging populations when designing eHealth information. By better understanding how older adults process Web-based information, more successful eHealth information can be developed based on successful combinations of message characteristics, rather than providing a best guess combination. Previous research has highlighted the importance of recognizing the diversity of message preferences among older adults [51], which should be considered when developing eHealth materials for this older age group. Future research should focus on such (age-related) factors that might...
Impact how eHealth information is remembered to optimize eHealth tools.
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Abstract

Background: The insurance mandate of the Affordable Care Act has increased the number of people with health coverage in the United States. There is speculation that this increase in the number of insured could make accessing health care services more difficult. Those who are unable to access care in a timely manner may use the Internet to search for information needed to answer their health questions.

Objective: The aim was to determine whether difficulty accessing health care services for reasons unrelated to insurance coverage is associated with increased use of the Internet to obtain health information.

Methods: Survey data from 32,139 adults in the 2011 National Health Interview Study (NHIS) were used in this study. The exposure for this analysis was reporting difficulty accessing health care services or delaying getting care for a reason unrelated to insurance status. To define this exposure, we examined 8 questions that asked whether different access problems occurred during the previous 12 months. The outcome for this analysis, health information technology (HIT) use, was captured by examining 2 questions that asked survey respondents if they used an online health chat room or searched the Internet to obtain health information. Several multinomial logistic regressions estimating the odds of using HIT for each reported access difficulty were conducted to accomplish the study objective.

Results: Of a survey population of 32,139 adults, more than 15.90% (n=5109) reported experiencing at least one access to care barrier, whereas 3.63% (1168/32,139) reported using online health chat rooms and 43.55% (13,997/32,139) reported searching the Internet for health information. Adults who reported difficulty accessing health care services for reasons unrelated to their health insurance coverage had greater odds of using the Internet to obtain health information. Those who reported delaying getting care because they could not get an appointment soon enough (OR 2.2, 95% CI 1.9-2.5), were told the doctor would not accept them as a new patient or accept their insurance (OR 2.1, 95% CI 1.7-2.5 and OR 2.1, 95% CI 1.7-2.5, respectively), or because the doctor’s office was not open when they could go (OR 2.2, 95% CI 1.9-2.7) had more than twice the odds of using the Internet to obtain health information compared to those who did not report such access difficulties.

Conclusions: People experiencing trouble accessing health care services for reasons unrelated to their insurance status are more likely to report using the Internet to obtain health information. Improving the accuracy and reliability of health information
resources that are publicly available online could help those who are searching for information due to trouble accessing health care services.

*(J Med Internet Res 2015;17(4):e106) doi:10.2196/jmir.4126*
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**Introduction**

**Background**

The passing of the Patient Protection and Affordable Care Act (ACA) of 2010 will significantly increase the number of people insured in the United States by expanding Medicaid, subsidizing insurance for lower-income Americans, and mandating that everyone has coverage or else be forced to pay an additional tax [1]. Although the insurance mandate of the ACA addresses a major barrier to accessing health care services, it may also introduce unintended consequences. Access to care is defined as the opportunity to reach and obtain appropriate health care services to satisfy a perceived need [2]. Although access to care will improve for the newly insured, the concept of moral hazard suggests that this increase in insurance will greatly affect the allocation of resources because those who gain coverage will use medical care that they otherwise would not have used if they were required to pay its full cost [3,4]. Taking this predicted increase of health care service utilization into consideration along with the documented shortage of primary care physicians [5] and increase in disease prevalence for the baby boomer generation [6], quickly accessing health care services when needed could become much more difficult in the near future [7]. Despite these substantial implications, little is known about how people who have insurance but are unable to access care in a timely manner are obtaining information to answer their health questions.

The proliferation of the Internet has provided an opportunity for patients to search for and gather medical information, albeit of unknown accuracy and reliability, that was previously unavailable to them. An estimated 74% of adults in the United States go online to access the Internet with up to 80% of them looking for health information online [8]. The Internet can improve health outcomes by increasing the availability of information, providing social support, improving feelings of self-efficacy, and facilitating interaction with the health care system [9,10]. Online health information seeking may also serve as an alternative to more traditional methods of obtaining health information, such as receiving information directly from health care providers, particularly for those who have trouble immediately accessing health care services when needed. Cline and Haynes [11] described 3 ways consumers access online health information: searching directly for health information, providing social support, improving feelings of self-efficacy, and facilitating interaction with the health care system [9,10]. Online health information seeking may also serve as an alternative to more traditional methods of obtaining health information, such as receiving information directly from health care providers, particularly for those who have trouble immediately accessing health care services when needed. Cline and Haynes [11] described 3 ways consumers access online health information: searching directly for health information, participating in support groups, and consulting with health professionals. Patients with access to providers will inevitably use the Internet more to perform functions that involve interaction with their clinical team than those without access to providers. These tasks could include using a health care organization’s Web-based portal to schedule an appointment online, to communicate with a provider over secure messaging, to request prescription refills, or to participate in a telehealth consultation. However, no portal or contact with a health care provider is needed to search the Internet for health information or to use online support groups or health chat rooms to learn more about health topics. Patients who are unable to obtain health care services quickly may turn to such publically available resources on the Internet to address their immediate needs.

**Objective**

We looked to investigate the relationship between health care access barriers unrelated to insurance coverage and the use of the Internet to retrieve health information. We hypothesized that those who report trouble accessing services will be more likely to search the Internet for health information. To test this hypothesis, we analyzed data from a large, nationally representative sample of noninstitutionalized adults living in the United States. Determining whether patients use the Internet to satisfy a need they are unable to address with traditional health care services could lead to an opportunity to deliver accurate, reliable, and tailored online health resources to certain people. Improving the quality of resources available on the Internet and disseminating them to the appropriate audience could help improve health outcomes, ease frustration due to insufficient access to health care, and reduce expensive use of emergency services.

**Methods**

**Dataset**

This study used data from the 2011 National Health Interview Survey (NHIS). The NHIS is a multipurpose health survey conducted by the National Center for Health Statistics (NCHS) and the Centers for Disease Control and Prevention (CDC) annually since 1957 [12]. The NHIS is the principal source of information on the health of the civilian noninstitutionalized household population of the United States. Data are collected through personal household interviews by census interviewers using computer-assisted personal interviewing (CAPI). The NHIS is made up of a core questionnaire that is periodically revised but remains mostly stable year to year. It also contains a supplement questionnaire containing questions on current health topics that vary every year. The version we used (2011) contained supplement questions related to health information technology (HIT) use.

**Sample**

For each family, 1 child aged 17 years or younger and 1 adult aged 18 years or older were randomly selected to complete the Sample Child and Sample Adult questionnaires. These
questionnaires differ slightly and produce 2 different data files. We used the Sample Adult data file for this study. The 2011 NHIS collected data from 33,014 adults aged 18 years or older, with 465 individuals having a proxy answer the questions due to being physically or mentally unable to answer themselves. Individuals who had a proxy answer or who had missing data on any of the variables of interest were excluded from this analysis. The response rate for the Sample Adult survey was 81.60% (33,014/40,458) of eligible adults. The NHIS has oversampled the black population since 1985, the Hispanic population since 1995, and the Asian population since 2006. Additionally, the 2011 NHIS selection process was revised so that black, Hispanic, or Asian individuals who were older than 65 years had an increased chance of being selected as the sample adult for their household. Greater details about the NHIS sampling methodology can be found elsewhere [12].

Measures

Operational Definition of Exposure-Health Service Access Difficulty
The exposure for this analysis was having difficulty accessing health care services or delay getting care for a reason unrelated to insurance status. To define this exposure, we looked at several different questions included in the NHIS. First, we looked at 8 questions asking whether any specific access problems occurred during the past 12 months. These questions were:

1. Did you have any trouble finding a general doctor or provider who would see you?
2. Were you told by a doctor’s office or clinic that they would not accept you as a new patient?
3. Were you told by a doctor’s office or clinic that they did not accept your health care coverage?
4. Have you delayed getting care because you could not get through on the telephone?
5. Have you delayed getting care because you could not get an appointment soon enough?
6. Have you delayed getting care because once you get there you have to wait too long to see the doctor?
7. Have you delayed getting care because the clinic/doctor’s office was not open when you could get there?
8. Have you delayed getting care because you did not have transportation?

All 8 questions had the response options of yes, no, refused, not ascertained, and don’t know. Those who refused to answer, an answer was not ascertained, or answered “don’t know” on any of the questions (n=338) were excluded from the analysis after determining no significant differences existed between them and those to be included in the analysis.

Operational Definition of Outcome-Health Information Technology Use
The outcome of interest was using the Internet to obtain health information. To define this outcome, we considered 2 questions in the HIT supplement that focused on activities conducted in the preceding 12 months. These questions asked specifically about the use of computers to access the Internet and did not ask about the use of mobile phones and/or tablets. The questions were:

1. During the past 12 months, have you ever used computers to look up health information on the Internet?
2. During the past 12 months, have you ever used computers to use online chat groups to learn about health topics?

From these 2 questions, we categorized 2 mutually exclusive categories of HIT use for the outcome variable. The first category (“HIT use”) consisted of those who reported using online chat groups to learn about health topics and/or those who reported using the Internet to search for health information. The second group (“no HIT use”) contained all who reported they did not use computers to search for health information on the Internet or online chat rooms to learn about health topics in the previous 12 months.

Additional Covariates
Use of HIT has been found to vary by age [13,14], sex [13,15], race/ethnicity [16], education level [13,14], and marital status [17]. To account for such differences, data were collected on these demographic and socioeconomic covariates. We categorized age into 3 groups (18-35 years, 35-60 years, and ≥60 years), race/ethnicity into 5 groups (non-Hispanic white, Hispanic, Asian, non-Hispanic black, and other/multiple races), education into 4 groups (less than high school, high school diploma/GED, Bachelor’s/Associate’s degree, and advanced degree), and marital status into 4 groups (married/live with partner, widowed, divorced/separated, and never married). Due to missing household income data, we considered education level as a proxy variable. This allowed for every case in the analysis to have complete data on all variables. People who are sick or have a chronic disease are also more likely to utilize HIT resources [14,18]. To adjust for health status, we looked at 3 variables in the model: self-reported health status (5-point scale from 1=poor to 5=excellent), limitation due to chronic disease (yes/no), and the Charlson Comorbidity Index (CCI) [19]. The CCI values ranged from 0-17 based on the presence of the following medical conditions: myocardial infarction, cerebrovascular disease, chronic pulmonary disease, ulcer disease, cancer, diabetes, renal disease, liver disease, connective tissue disease, and dementia as described in a previous study using NHIS data [20]. A score of zero indicates no comorbidities with higher scores representing a higher predicted risk of mortality attributable to comorbidities [21]. We categorized the CCI scores into 3 groups containing adults with a CCI of 0, 1, and ≥2. Insurance coverage was categorized as having any private insurance coverage, public insurance coverage, or having no insurance coverage.

Analytic Methods
First, weighted percentages within each category of sociodemographic and health status variables separated by HIT use were calculated. Differences within each variable were examined using the Pearson chi-square test for categorical variables. Next, a multinomial logistic regression including all sociodemographic and health status variables was used to calculate adjusted odds ratios (AORs) describing the odds of using HIT compared to the odds of not using HIT within each variable. To accomplish the study objective, multiple multinomial logistic regressions were conducted looking at differences in the odds of using HIT compared to the odds of using HIT...
not using HIT to obtain health information. The first multinomial regression we ran for each exposure variable included only the outcome of interest (HIT use), producing crude ORs for each outcome variable. We then added sociodemographic and health status covariates to each model to account for sex, age, race, education, marital status, health status, and insurance coverage, producing AORs. We chose these covariates because the literature has shown that they significantly differ in respect to HIT use. To account for oversampling, a known nonzero probability of selection for each individual was used in conjunction with adjustments for nonresponse and poststratification to generate sample weights for each individual that were applied to the regressions [12].

Results

Sample Population Characteristics

Of the 33,014 adults surveyed in the 2011 NHIS, 32,139 (97.35%) were included in this analysis. Of those included, 3.63% (1168/32,139) used online health chat rooms to learn about health topics, 43.55% (13,997/32,139) used the Internet to search for health information, and 56.19% (18,059/32,139) did not search the Internet or use online chat rooms to find health information. The majority (92.89%, 1085/1168) of those who used online health chat rooms also reported using the Internet to search for health information in the previous 12 months. Distribution of sociodemographic and health status variables within each category of HIT use are presented in Table 1. All differences were statistically significant ($P<.001$) as determined by the Pearson chi-square test.

Younger participants were more likely to use the Internet to search for health information; 52.84% of participants aged 18-35 years and 51.80% aged 35-60 years reported using either online health chat rooms or the Internet to search for health information compared to only 31.35% of adults aged 60 years or older (data not shown). Women had more than 1.5 times greater odds than men to report using the Internet to search for health information (OR 1.8, 95% CI 1.7-1.9). White participants reported using the Internet to search for health information most frequently (50.01%, 9549/19,095) compared to other races/ethnicities (Hispanic: 30.52%, 1663/5448; Asian: 45.98%, 910/1979; black: 33.44%, 1580/4725; other/multiple races: 42.38%, 378/892). The percentage of adults using HIT to search for health information increased with education level (13.16%, 698/5304 with <high school; 38.94%, 5700/14,637 with high school diploma/GED; 60.47%, 5469/9044 with Bachelor’s/Associate’s degree; and 70.16%, 2213/3154 with advanced degree). Adults who were widowed used the Internet to search for health information less than those who were married, had never married, or were divorced/separated (18.50%, 549/2968 compared to 48.45%, 7822/16,145; 40.08%, 2201/5492; and 46.56%, 3508/7534; respectively). The odds ratios of using HIT compared to not using HIT for sample characteristics are presented in Table 1.

Reported use of HIT to obtain health information did not change as self-reported health status worsened. Those who reported a limitation due to a chronic condition used the Internet to search for health information less than those who reported no limitation due to a chronic condition (Table 1). Adults with a CCI of zero had lower odds of reporting use of either HIT tool to find health information compared to those with a CCI of 1 (OR 1.3, 95% CI 1.2-1.4) and those with a CCI of 2 or greater (OR 1.4, 95% CI 1.3-1.5). Adults who reported having private insurance coverage had approximately 1.5 times greater odds of using the Internet to search for health information compared to those who were not covered (OR 1.5, 95% CI 1.4-1.6) (Table 1).
Table 1. Sample characteristics by health information technology (HIT) use among adults, NHIS 2011.

<table>
<thead>
<tr>
<th>Variable</th>
<th>HIT use</th>
<th>No HIT use (ref)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n=14,080</td>
<td>n=18,059</td>
</tr>
<tr>
<td></td>
<td>%</td>
<td>OR (95% CI)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>34.72</td>
<td>1.0 (ref)</td>
</tr>
<tr>
<td>35-60</td>
<td>48.57</td>
<td>0.7 (0.6-0.7)</td>
</tr>
<tr>
<td>≥60</td>
<td>16.71</td>
<td>0.4 (0.3-0.4)</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>42.80</td>
<td>1.0 (ref)</td>
</tr>
<tr>
<td>Women</td>
<td>57.20</td>
<td>1.8 (1.7-1.9)</td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>74.81</td>
<td>1.0 (ref)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>9.37</td>
<td>0.6 (0.5-0.6)</td>
</tr>
<tr>
<td>Asian</td>
<td>4.62</td>
<td>0.6 (0.5-0.6)</td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>8.83</td>
<td>0.6 (0.5-0.6)</td>
</tr>
<tr>
<td>Other/multiple races</td>
<td>2.47</td>
<td>0.9 (0.8-1.1)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;High school</td>
<td>4.98</td>
<td>1.0 (ref)</td>
</tr>
<tr>
<td>High school diploma/GED</td>
<td>41.61</td>
<td>2.8 (2.5-3.2)</td>
</tr>
<tr>
<td>Bachelor’s/Associate’s</td>
<td>38.00</td>
<td>5.7 (5.0-6.4)</td>
</tr>
<tr>
<td>Advanced degree</td>
<td>15.41</td>
<td>9.8 (8.2-11.2)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married/live with partner</td>
<td>66.20</td>
<td>1.0 (ref)</td>
</tr>
<tr>
<td>Widowed</td>
<td>2.62</td>
<td>0.5 (0.4-0.5)</td>
</tr>
<tr>
<td>Divorced/separated</td>
<td>10.35</td>
<td>0.8 (0.8-0.9)</td>
</tr>
<tr>
<td>Never married</td>
<td>20.83</td>
<td>0.8 (0.7-0.9)</td>
</tr>
<tr>
<td><strong>Self-reported health status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excellent/very good</td>
<td>67.29</td>
<td>1.0 (ref)</td>
</tr>
<tr>
<td>Good</td>
<td>23.57</td>
<td>1.0 (0.9-1.0)</td>
</tr>
<tr>
<td>Fair/poor</td>
<td>9.13</td>
<td>0.8 (0.8-0.9)</td>
</tr>
<tr>
<td><strong>Limited due to chronic condition</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>88.56</td>
<td>1.0 (ref)</td>
</tr>
<tr>
<td>Yes</td>
<td>11.44</td>
<td>1.0 (0.9-1.1)</td>
</tr>
<tr>
<td><strong>Charlson Comorbidity Index</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>66.19</td>
<td>1.0 (ref)</td>
</tr>
<tr>
<td>1</td>
<td>18.75</td>
<td>1.3 (1.2-1.4)</td>
</tr>
<tr>
<td>≥2</td>
<td>15.06</td>
<td>1.4 (1.3-1.5)</td>
</tr>
<tr>
<td><strong>Insurance status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not covered</td>
<td>13.64</td>
<td>1.0 (ref)</td>
</tr>
<tr>
<td>Private coverage</td>
<td>66.87</td>
<td>1.5 (1.4-1.6)</td>
</tr>
<tr>
<td>Public coverage</td>
<td>19.49</td>
<td>0.9 (0.8-1.0)</td>
</tr>
</tbody>
</table>

a All differences in weighted percentages statistically significant (P<.001) as determined by the Pearson chi-square test.
b All ORs are adjusted odds of using HIT compared to odds of no HIT use (reference group) accounting for all variables.
Health Care Access Difficulties

Of the 5109 adults who reported experiencing any of the access difficulties in the previous 12 months, 55.47% (2834/5109) reported having experienced only 1 of the 8 specific access difficulties, 22.29% (1139/5109) reported experiencing 2 of the specific access difficulties, 12.92% (660/5109) reported experiencing 3 specific access difficulties, and 9.31% (476/5109) reported experiencing 4 or more of the specific access difficulties in the past 12 months (data not shown). The most commonly reported difficulties accessing health care services in the past 12 months were delaying getting care because they could not get an appointment soon enough (6.09%, 1956/32,139) and delaying getting care because once they got there, they had to wait too long to see the doctor (5.23%, 1681/32,139). The percentage of adults in the US population who reported experiencing each specific type of difficulty are listed in Figure 1.

Figure 1. Percent of US population reporting each access difficulty over the past 12 months.

Relationship Between Health Care Access Difficulty and Health Information Technology Use

The results in Table 2 show the crude and adjusted odds of using HIT to obtain health information for each of the access difficulty questions. Those who reported delays in care because they were told the doctor would not accept them as a new patient or accept their insurance, because they could not get an appointment soon enough, or because the doctor’s office was not open when they could go had more than twice (OR 2.1, 95% CI 1.7-2.5; OR 2.1, 95% CI 1.7-2.5; OR 2.2, 95% CI 1.9-2.7; OR 2.2, 95% CI 1.9-2.7; respectively) the odds of reporting use of Internet tools to search for health information after accounting for covariates. Those who reported having trouble finding a doctor who would see them or delayed getting care because they could not get through on the phone or because the wait was too long had more than 1.5 times the odds of reporting use of HIT to search for health information (OR 1.8, 95% CI 1.5-2.1; OR 1.9, 95% CI 1.6-2.4; OR 1.5, 95% CI 1.4-1.8; respectively) after accounting for covariates. Lastly, those who reported delaying care because they did not have transportation were approximately 1.4 times more likely to report use of HIT (OR 1.4, 95% CI 1.1-1.7) after accounting for covariates.
Table 2. Relationship between specific access difficulties over the past 12 months and health information technology (HIT) use.

<table>
<thead>
<tr>
<th>Specific access difficulty</th>
<th>HIT use  n=14,080</th>
<th>No HIT use (ref) n=18,059</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>%a OR (95% CI)b AOR (95% CI)c %a</td>
<td></td>
</tr>
<tr>
<td>Trouble finding a doctor who would see you</td>
<td>3.67 1.38 (1.18-1.60) 1.80 (1.53-2.13) 2.70</td>
<td></td>
</tr>
<tr>
<td>Told doctor would not accept you as new patient</td>
<td>3.53 1.73 (1.45-2.06) 2.07 (1.70-2.51) 2.07</td>
<td></td>
</tr>
<tr>
<td>Told doctor would not accept your insurance</td>
<td>4.49 1.84 (1.58-2.15) 2.05 (1.71-2.45) 2.49</td>
<td></td>
</tr>
<tr>
<td>Delayed getting care because could not get through on phone</td>
<td>3.05 1.71 (1.43-2.04) 1.93 (1.58-2.36) 1.81</td>
<td></td>
</tr>
<tr>
<td>Delayed getting care because could not get an appointment soon enough</td>
<td>7.97 2.12 (1.89-2.38) 2.21 (1.94-2.51) 3.93</td>
<td></td>
</tr>
<tr>
<td>Delayed getting care because once there, wait was too long to see doctor</td>
<td>5.23 1.22 (1.09-1.38) 1.54 (1.35-1.77) 4.31</td>
<td></td>
</tr>
<tr>
<td>Delayed getting care because doctor’s office not open when you could go</td>
<td>4.25 2.30 (1.96-2.69) 2.23 (1.88-2.65) 1.90</td>
<td></td>
</tr>
<tr>
<td>Delayed getting care because did not have transportation</td>
<td>1.78 0.78 (0.66-0.93) 1.39 (1.14-1.69) 2.25</td>
<td></td>
</tr>
</tbody>
</table>

a Weighted percentage.
b Crude ORs are odds of using HIT compared to odds of no HIT use (reference group).
c Adjusted ORs accounting for sex, age, race, education, marital status, self-reported health status, presence of chronic disease, CCI, and insurance coverage.

Discussion

This analysis of a large, nationally representative population of adults revealed that more than 15% of US adults reported experiencing difficulty accessing health care services over the previous 12 months for a variety of reasons. The most common difficulties reported were patients delaying getting care because they either could not get an appointment soon enough or because the wait at the doctor’s office was too long. We also found that more than 40% of adults use the Internet to search for health information and approximately 3.7% of adults use online health chat rooms. These results are consistent with previously published studies [8,22].

Who is using the Internet to search for health information and for what purposes needs to be better understood so that online resources can be tailored and improved to maximize its usefulness. Negative consequences of medical Internet use, however, include delivery of inaccurate information, loss of private health information, and potential for harm due to inappropriate or misleading information [23]. Although it has been previously reported that those with higher income [14,22], greater education [13,14,22], of female gender [13-15], younger in age [13,14,24], of nonminority status [16], married [17], and with chronic [14,18] or stigmatized diseases [25] are more likely to use the Internet for health purposes, many of these differences may dissipate after accounting for recent changes in Internet access [15].

As access to the Internet continues to increase across all groups of people, it is important to monitor which patients are turning to the Internet to search for health information, why and how they are using it, and what the resulting effects on health outcomes are. To our knowledge, this study is the first to report that people who experience trouble obtaining needed health services for reasons unrelated to insurance status use the Internet to search for health information more than those who do not have issues accessing services. These findings may have implications for the decreased availability of health care services due to increased insurance coverage resulting from the insurance mandate of the ACA.

Although studies have shown that extending hours of primary care offices reduce the number of emergency room visits [26], a 2007 survey showed that only 28% of adults reported that their regular practice offered hours outside the normal workday or on the weekends, a percentage far less than other industrialized nations [27]. Furthermore, many have expressed concerns that the ACA will further exacerbate the primary care shortage dilemma as citizens who gain public coverage or are mandated to have health coverage begin accessing services at a greater frequency [28], as happened to Massachusetts in 2006 after passing a similar insurance mandated health reform law [29]. As the delays of obtaining primary care appointments continue to increase, the potential for the Internet to help those in need of health information increases as well. For the Internet to be truly helpful, however, people need to know where to find accurate and reliable information, and how to utilize such information to improve their health conditions.

People with a CCI of 1 or more had greater odds of using the Internet for online health chat rooms or to search for health information than those with a CCI of zero. This makes sense because those with comorbidities may rely on the Internet to obtain information about their illnesses. However, people who rated their health as fair/poor had lower odds of searching the Internet for health information compared to those who reported excellent/very good health status. Similarly, those who reported having functional limitation due to a chronic disease also had lower odds of searching the Internet for health information than those who reported no limitation due to a chronic disease. Although previous reports suggest that sicker participants use...
HIT tools more often [14,18], including HIT tools provided by their care teams such as online prescription refills, secure messaging, and appointment requests, our analysis was only focused on the publically available HIT tools of searching for health information or online health chat rooms. This limited sample of HIT focus may explain some of the inconsistencies found between our results and the literature, as those who reported poorer health or limitation to chronic conditions could be less likely to search the Internet for health information but more likely to use HIT tools provided by their care team. This study also does not account for Internet access at home. This could explain some of our contradictory findings as previous studies have found that although people with chronic conditions are less likely to have Internet access [30], of those with Internet access, adults with a chronic condition use it more to search for information than those without a chronic condition [18].

We also found that younger people and those with more education have greater odds of reporting use of the Internet to search for health information, consistent with previous studies [13,14,22]. A logical explanation for this is that the health question these adults need answered may not be severe enough, in their opinion, to warrant the full effort or time required to obtain routine, urgent, or emergent clinical attention. Instead of taking time out of their busy day, they may decide to try to resolve the health question on their own. Because this group of adults is more comfortable with the Internet, providing them with easily obtainable, user-friendly, accurate, and reliable online resources could help them make appropriate decisions about how best to maintain or improve their health condition. Additionally, there are providers who offer Web-based video consultations and websites that enable patients to quickly get answers to their health questions from a physician. Although legal and ethical questions regarding compensation, liability, and privacy of personal health information need to be continually addressed [31], this type of innovative delivery of care has potential to improve the accessibility and efficiency of health care services [32]. In addition to increased efficiency and accessibility, a recently published review examined the economic value of clinical telehealth and found that the delivery of home care health services by Web-based video consultations and websites that enable patients to quickly get answers to their health questions from a physician. Although legal and ethical questions regarding compensation, liability, and privacy of personal health information need to be continually addressed [31], this type of innovative delivery of care has potential to improve the accessibility and efficiency of health care services [32]. In addition to increased efficiency and accessibility, a recently published review examined the economic value of clinical telehealth and found that the delivery of home care health services by Web-based video consultations and websites that enable patients to quickly get answers to their health questions from a physician. Although legal and ethical questions regarding compensation, liability, and privacy of personal health information need to be continually addressed [31], this type of innovative delivery of care has potential to improve the accessibility and efficiency of health care services [32]. In addition to increased efficiency and accessibility, a recently published review examined the economic value of clinical telehealth and found that the delivery of home care health services by Web-based video consultations and websites that enable patients to quickly get answers to their health questions from a physician. Although legal and ethical questions regarding compensation, liability, and privacy of personal health information need to be continually addressed [31], this type of innovative delivery of care has potential to improve the accessibility and efficiency of health care services [32]. In addition to increased efficiency and accessibility, a recently published review examined the economic value of clinical telehealth and found that the delivery of home care health services by Web-based video consultations and websites that enable patients to quickly get answers to their health questions from a physician. Although legal and ethical questions regarding compensation, liability, and privacy of personal health information need to be continually addressed [31], this type of innovative delivery of care has potential to improve the accessibility and efficiency of health care services [32].

This study has several strengths. Because we used data from a nationally representative study, the results produced good estimates of the prevalence of HIT use and the difficulties of accessing health care services in the United States. In addition, our exposure variables (access difficulties) were based on actual examples of problems people have obtaining health care services. This strength is in agreement with the access to care framework suggested by Levesque et al [2], in which access to care is defined as the opportunity to reach and obtain appropriate health care services to satisfy a perceived need. Central to this definition is the process of seeking care. We believe that our exposure questions contain elements of this process and view this agreement as a major strength of our study. The NHIS was also the first nationally representative household survey to collect data on Internet-based HIT use [24]. Furthermore, both the exposure and the outcome variables used the same recall period of 12 months. This increases the meaningfulness of the correlation between the two. Also, due to the wealth of information collected in the survey, we were able to account for several important covariates like race, education, marital status, health status, and insurance coverage. Lastly, since the study population was large and very little data was missing, we were able to include only cases with no data missing from all variables included in the model without needing to exclude a high percentage of adults from the study.

When interpreting the results, it is important to keep the following limitations in mind. The NHIS does not collect data on computer-enabled Internet access at home. Likewise, it also does not monitor Internet access via mobile and tablet devices. Since many low-income and young people may not have access to a computer at home, but may have access to the Internet via mobile phones or tablets, this study may have underestimated HIT use among people who have more difficulty accessing health care services due to financial reasons. We also did not account for differences in HIT use that may occur between patients with not well-understood or stigmatized diseases. Whether the participants were using the Internet to search for health information for themselves or another is an additional limitation. Previous studies have found that almost half of people who go online to search for health information are doing so on behalf of someone else [8]. Lastly, given the large sample population, differences in HIT use should be closely scrutinized to determine if the differences found, while statistically significant, are also meaningful. Since the NHIS is a cross-sectional study, meaningful differences can only be considered as correlational and not causal.

Another important limitation to consider is that the questions we used from the NHIS study only represented a portion of all dimensions that encompass the concept of access to health care. Levesque et al [2] describe 5 different dimensions of access to care: approachability, acceptability, availability and accommodation, affordability, and appropriateness. The majority of the questions we included fall under either the approachability or the availability and accommodation dimensions. No questions in the NHIS contained examples of difficulty accessing services due to dimensions of acceptability, affordability, or appropriateness. Future studies should try to incorporate additional exposure variables that would provide insight into the relationship between difficulty accessing health care services and the use of publically available online health resources.

In conclusion, we found that people who experience difficulty obtaining needed health services use online resources to obtain health information more than those not reporting difficulties obtaining services. With the ACA mandating that all people have health insurance, the patterns of health care utilization will be evolving. If difficulty accessing health care services increase, more patients may turn to resources available to them on the Internet. It needs to be ensured that accurate and reliable resources are available, tailored, and distributed to these people.

Conflicts of Interest
None declared.

References


Abbreviations

ACA: Affordable Care Act
CAPI: computer-assisted personal interviewing
CCI: Charlson Comorbidity Index
CDC: Centers for Disease Control and Prevention
HIT: health information technology
NHIS: National Center for Health Statistics
NHIS: National Health Interview Study

©Daniel J Amante, Timothy P Hogan, Sherry L Pagoto, Thomas M English, Kate L Lapane. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 29.04.2015. This is an open-access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Heart Failure Remote Monitoring: Evidence From the Retrospective Evaluation of a Real-World Remote Monitoring Program

Stephen Agboola¹²³, MD, MPH; Kamal Jethwani¹²³, MD, MPH; Kholoud Khateeb⁴, PhD; Stephanie Moore¹²³, MD; Joseph Kvedar¹²³, MD

¹Partners Healthcare Center for Connected Health, Connected Health Innovation, Boston, MA, United States
²Massachusetts General Hospital, Boston, MA, United States
³Harvard Medical School, Boston, MA, United States
⁴Northeastern University, Boston, MA, United States
*these authors contributed equally

Corresponding Author:
Stephen Agboola, MD, MPH
Partners Healthcare Center for Connected Health
Connected Health Innovation
25 New Chardon St.
Suite 300
Boston, MA, 02128
United States
Phone: 1 617 643 0291
Fax: 1 617 228 4619
Email: sagboola@mgh.harvard.edu

Abstract

Background: Given the magnitude of increasing heart failure mortality, multidisciplinary approaches, in the form of disease management programs and other integrative models of care, are recommended to optimize treatment outcomes. Remote monitoring, either as structured telephone support or telemonitoring or a combination of both, is fast becoming an integral part of many disease management programs. However, studies reporting on the evaluation of real-world heart failure remote monitoring programs are scarce.

Objective: This study aims to evaluate the effect of a heart failure telemonitoring program, Connected Cardiac Care Program (CCCP), on hospitalization and mortality in a retrospective database review of medical records of patients with heart failure receiving care at the Massachusetts General Hospital.

Methods: Patients enrolled in the CCCP heart failure monitoring program at the Massachusetts General Hospital were matched 1:1 with usual care patients. Control patients received care from similar clinical settings as CCCP patients and were identified from a large clinical data registry. The primary endpoint was all-cause mortality and hospitalizations assessed during the 4-month program duration. Secondary outcomes included hospitalization and mortality rates (obtained by following up on patients over an additional 8 months after program completion for a total duration of 1 year), risk for multiple hospitalizations and length of stay. The Cox proportional hazard model, stratified on the matched pairs, was used to assess primary outcomes.

Results: A total of 348 patients were included in the time-to-event analyses. The baseline rates of hospitalizations prior to program enrollment did not differ significantly by group. Compared with controls, hospitalization rates decreased within the first 30 days of program enrollment: hazard ratio (HR)=0.52, 95% CI 0.31-0.86, P=.01. The differential effect on hospitalization rates remained consistent until the end of the 4-month program (HR=0.74, 95% CI 0.54-1.02, P=.06). The program was also associated with lower mortality rates at the end of the 4-month program: relative risk (RR)=0.33, 95% 0.11-0.97, P=.04). Additional 8-months follow-up following program completion did not show residual beneficial effects of the CCCP program on mortality (HR=0.64, 95% 0.34-1.21, P=.17) or hospitalizations (HR=1.12, 95% 0.90-1.41, P=.31).

Conclusions: CCCP was associated with significantly lower hospitalization rates up to 90 days and significantly lower mortality rates over 120 days of the program. However, these effects did not persist beyond the 120-day program duration.
Introduction

Despite the advances made in the management of heart failure, the burden of disease due to heart failure still remains unacceptably high. Prevalence is projected to increase by 46% from 2012-2030 [1]. Data suggest that hospitalization and mortality rates did not change much from 2000-2010 [2]. Heart failure contributed to about 1 in 9 causes of death in 2009, and it is estimated that about half the 825,000 new cases of heart failure diagnosed annually will die within 5 years of diagnosis [2]. The cost of heart failure is also projected to increase by about 127% from the estimated US $30.7 billion spent in 2012 to US $69.7 billion in 2030 [1].

Given the magnitude of this problem, multidisciplinary approaches in the form of disease management programs and other integrative models of care are recommended to optimize treatment outcomes [3]. Remote monitoring, either as structured telephone support or telemonitoring or a combination of both, is fast becoming an integral part of many disease management programs [4-6]. The main strategy is to either provide some sort of education around self-care, or monitor patients for early detection of heart failure decompensation and intervention. Outcomes reported in the current heart failure telemonitoring literature have varied not only based on the type of technology used but also on intensity, complexity of intervention, speed of clinical decision-making, and patient-clinician factors. Telemonitoring approaches vary from simple, noninvasive monitoring of physiologic parameters like heart rate, blood pressure, and weight, to more advanced and invasive approaches like monitoring of intracardiac pressures [7].

An ideal heart failure remote monitoring approach would be one that empower patients for self-care—knowing and able to perform day-to-day care processes, able to early identify symptoms of worsening of disease, and initiating appropriate action. This can be achieved by a care model that incorporates regular out-patient clinic follow-up with ongoing education (provided at clinic visits or via telemonitoring), objective monitoring of clinical condition, and provision of timely feedback. The telemonitoring program at the Partners HealthCare, Center for Connected Health, Connected Cardiac Care Program (CCCP), is one of such programs that model this approach.

CCCP is a 4-month home telemonitoring and education program designed to improve self-management in heart failure patients at risk for hospitalization within the Partners HealthCare network of hospitals. Participants monitor relevant physiologic parameters (blood pressure, heart rate, weight, and blood oxygen saturation) and answer questions on heart failure--related symptoms on a touch-screen computer on a daily basis (Figure 1). The remote monitoring equipment included ViTel Net and devices approved by the Food and Drug Administration: a UA 767PC Turtle 400 monitor, a Life-Source digital weight scale, an A&D blood pressure cuff and meter, and a BCI pulse oximeter device (UC-321PBT). Measurements and responses to symptom questions are transferred securely to a remote monitoring database where the records are reviewed by telemonitoring nurses. Participants also receive structured biweekly telephone-based education sessions over an 8-week period. Patient education covered a variety of topics including diet, physical activity, importance of daily measurements, recognizing symptoms of disease decompensation, and medication adherence. In addition to the structured educational sessions, they received “just-in time” teaching, that is, unscheduled education done to intervene when the remote monitoring nurses observe that measurements fall outside the set baseline range customized for each participant by their physicians or at the onset of new symptoms.

This study aims to evaluate the effect of a heart failure telemonitoring program, Connected Cardiac Care Program (CCCP), on hospitalization and mortality in a retrospective database review of medical records of patients with heart failure receiving care at the Massachusetts General Hospital (MGH). While the heart failure remote monitoring literature is replete with studies in controlled settings, there is a dearth of literature reporting on the evaluation of real-world heart failure remote monitoring programs. In addition, by following up with patients after disenrollment from the CCCP program, this study sheds some light on the downstream impact of completely taking patients (who have built disease self-efficacy skills) off remote monitoring programs.
Figure 1. The Connected Cardiac Care Program.

Methods
Overview
This study is a retrospective analysis to evaluate the effect of CCCP on clinical outcomes in patients enrolled in the program in a 1:1 match cohort study. Matching on potential confounders is a methodology that is commonly adopted to increase efficiency [8,9]. It is generally suitable for situations where the investigators have access to large population data sources [9].

CCCP participants were compared with control patients, within the same health care system, not enrolled in the CCCP. The control patients received the usual standard of care at MGH. A 1:1 individual matching was done to identify controls for each CCCP participant by selecting a control patient that had a hospitalization within 30 days of the corresponding CCCP’s patient index hospital admission. Every patient enrolled in the CCCP program must have an index hospitalization. The index admission is the last heart failure–related hospitalization a patient must have prior to enrollment in the CCCP. Other matching parameters are age ±2 years, race, and gender. We used the matching without replacement method. In this method, once a matched patient from the control population is selected, they are no longer eligible for subsequent selection. The best matched control was selected to maximize the precision of the analysis. Gender and race were the first considerations in selecting the best match, followed by the nearest age and index admission date in that order.

Study Population
All subjects included in this study are patients with a diagnosis of heart failure receiving care at MGH. Eligible participants were English-speaking heart failure patients, who had a Partners HealthCare primary care provider or cardiologist that utilized the electronic medical record. They were also required to have a hospital admission to a Partners HealthCare hospital to be eligible to participate in the CCCP. Eligibility requirement for enrollment in the program included that patients must have a diagnosis of heart failure, must have an MGH care provider, and must have been flagged as having a high risk for readmission and referred into the program by their care provider. Patients with end-stage renal disease, on any chemotherapeutic medication, or having had any organ transplant were excluded from participation.

We conducted a retrospective review of the remote monitoring database (RMDR) to identify participants enrolled in the CCCP between Jan. 1, 2008, and Aug. 31, 2012. The RMDR is a secured database housed within the Partners HealthCare firewall where connected health data are processed and stored. From the RMDR, we also collected program information of participants. This information included program start of care and end of care dates. The list of identified program participants was sent to the Partners HealthCare’s Research Patient Data Repository (RPDR) to access participants’ full clinical data and also to identify eligible match controls. The RPDR is a large clinical data registry that gathers medical records from various hospital systems and stores them in a central location [10]. We identified control patients, not participating in the CCCP but receiving care at MGH, with any heart failure-related International Classification of Disease, Ninth Revision, Clinical Modification (ICD-9-CM) and with similar CCCP eligibility requirements. We excluded CCCP patients whose enrollment date in the program was before the year of interest (2008), without documented index hospital admission before CCCP enrollment. We also excluded CCCP patients (and corresponding matched controls) that were enrolled in the program for less than 1 week. Control patients (and corresponding CCCP patient) with incomplete clinical data, those not meeting CCCP entry criteria, and those who died prior to the CCCP enrollment date of corresponding CCCP match were also excluded from analyses.

Source of Data
The primary source of data for this study is the RPDR. The detailed dataset from the RPDR contained demographic and clinical information of patients including age, gender, race, diagnoses, hospital visits, clinical notes, and vital status. All diagnoses were carefully verified in the electronic medical records to limit misclassification of disease status due to data coding errors. We collected and reviewed all-cause
hospitalization and mortality data of CCCP patients and their corresponding controls starting from 120 days before enrollment in the CCCP program and up until 1 year after the CCCP enrollment date. The study was approved by the Partners HealthCare Human Research Committee.

Outcome Measures

Outcomes were classified based on follow-up times. The primary outcomes were the effects of the intervention assessed during the program duration of 4 months. The primary effects at 30 days, 60 days, 90 days, and at 4 months were on mortality and hospitalizations.

Secondary outcomes were the cumulative effects of the intervention assessed over a 1-year follow-up period from the date of program enrollment, that is, following up participants for an additional follow-up time of 8-months following program completion. The secondary effects evaluated were on mortality, hospitalizations, risk for multiple hospitalizations, and length of hospital stay.

Statistical Analysis

Baseline data were summarized using descriptive statistics: means and standard deviation for continuous data with normal distribution, medians for skewed data, and percentages for categorical data. We examined group differences using the t test or the Wilcoxon-Mann-Whitney test for continuous data and chi-square tests for categorical data. We also assessed baseline hospitalization rates 120 days prior to CCCP enrollment to see if differences existed in hospitalization rates across both groups prior to follow-up. Cumulative survival curves for time-to-event analyses were constructed by the Kaplan-Meier method. The Cox proportional hazard model using time to death and hospitalization as endpoints was used to estimate hazard ratios (HR). Multiple hospitalizations were accounted for in the model. All analyses were stratified on the matched pairs [8], and we also adjusted for age, gender, race, ejection fraction, and New York Heart Association classification (NYHA). A two-sided P<.05 was considered as significant. All analyses were performed using data analysis and statistical software, STATA 12 version.

Results

Sample

Figure 2 depicts the sample selection process. A total of 510 patients were enrolled in the CCCP from Jan. 1, 2008, to Aug. 31, 2012. Of these, 116 patients were excluded from matching. A total of 348 patients, 174 enrolled in CCCP and 174 match controls, were included in the final analysis.

The majority of the sample population were Caucasian males with an average age of 77 years in both groups, but they differed by marital status. The median duration of follow-up, 365 days, was similar in both groups. The baseline rates of hospitalization, 120 days prior to CCCP enrollment, did not differ significantly in the 2 groups (HR=1.02, 95% CI 0.83-1.24, P=.87). All patients were followed up for a maximum duration of 1 year from the period of program enrollment for CCCP patients and their corresponding controls. All baseline characteristics are summarized in Table 1.

Table 1. Baseline characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>CCCP (n=174)</th>
<th>Control (n=174)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male, n (%)</td>
<td>102 (58.62)</td>
<td>102 (58.62)</td>
<td></td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>76.66 (10.71)</td>
<td>76.76 (10.71)</td>
<td></td>
</tr>
<tr>
<td>Race (white), n (%)</td>
<td>158 (90.80)</td>
<td>158 (90.80)</td>
<td></td>
</tr>
<tr>
<td>Ejection fraction, mean (SD)</td>
<td>49.17 (18.48)</td>
<td>50.66 (16.76)</td>
<td>.43</td>
</tr>
<tr>
<td>NYHA class, n (%)</td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>I</td>
<td>5 (2.87)</td>
<td>15 (8.62)</td>
<td></td>
</tr>
<tr>
<td>II</td>
<td>116 (66.67)</td>
<td>125 (71.84)</td>
<td></td>
</tr>
<tr>
<td>III</td>
<td>49 (28.16)</td>
<td>32 (18.39)</td>
<td></td>
</tr>
<tr>
<td>IV</td>
<td>4 (2.30)</td>
<td>2 (1.15)</td>
<td></td>
</tr>
</tbody>
</table>
**Primary Outcome**

In the model accounting for multiple events, the hospitalization rate in both groups was similar at baseline (HR=1.02, 95% CI 0.83-1.24, \( P = .87 \)). However, after 30 days of enrollment in the program, this rate decreased significantly in the CCCP group compared to the control group (HR=0.52, 95% CI 0.31-0.86, \( P = .01 \)). This differential effect remained consistent throughout the duration of the program: at 60 days (HR=0.66, 95% CI 0.44-0.99, \( P = .05 \)), at 90 days (HR=0.64, 95% CI 0.44-0.99, \( P = .02 \)), and at the end of the 4-month program (HR=0.74, 95% CI 0.54-1.04, \( P = .06 \)). Similar beneficial effect was observed on the mortality rate, which was significantly lower in CCCP patients compared with the control group (HR=0.33, 95% CI 0.11-0.97, \( P = .04 \)) at the end of the program. The number of hospitalization and death events and corresponding rates measured at various points during the follow-up period are reported in Table 2.

**Table 2.** All-cause hospitalizations and mortality.

<table>
<thead>
<tr>
<th>Follow-up</th>
<th>CCCP events, n</th>
<th>Control events, n</th>
<th>HR (95% CI)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>All-cause hospitalizations during and after the program</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>120 days before CCCP</td>
<td>220</td>
<td>209</td>
<td>1.02 (0.83-1.24)</td>
<td>.87</td>
</tr>
<tr>
<td>30 days</td>
<td>24</td>
<td>49</td>
<td>0.52 (0.31-0.86)</td>
<td>.01</td>
</tr>
<tr>
<td>60 days</td>
<td>43</td>
<td>68</td>
<td>0.66 (0.44-0.99)</td>
<td>.05</td>
</tr>
<tr>
<td>90 days</td>
<td>56</td>
<td>87</td>
<td>0.64 (0.44-0.99)</td>
<td>.02</td>
</tr>
<tr>
<td>120 days (CCCP ends)</td>
<td>75</td>
<td>97</td>
<td>0.74 (0.54-1.02)</td>
<td>.06</td>
</tr>
<tr>
<td>1 year</td>
<td>180</td>
<td>151</td>
<td>1.12 (0.90-1.41)</td>
<td>.31</td>
</tr>
<tr>
<td><strong>All-cause mortality during and after the program</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>120 days (CCCP ends)</td>
<td>5</td>
<td>12</td>
<td>0.33 (0.11-0.97)</td>
<td>.04</td>
</tr>
<tr>
<td>1 year</td>
<td>22</td>
<td>31</td>
<td>0.64 (0.34-1.21)</td>
<td>.17</td>
</tr>
</tbody>
</table>
Secondary Outcomes
Outcomes did not differ significantly by group over the additional 8 months of follow-up (ie, the course of the 1-year follow-up period from program enrollment). Of the 174 CCCP patients, 47% had at least one all-cause hospitalization over the 1-year follow-up period compared with 46% in controls (relative risk [RR]=1.03, \(P=.83\)) (Table 3). The risk for more multiple hospitalizations was higher in the CCCP group (25%) in comparison with controls (20%) but was not statistically significant (RR=1.29, \(P=.20\)). Additionally, the mean length of hospital stay was similar in both groups (Table 3).

Table 3. Hospitalization events.

<table>
<thead>
<tr>
<th>Events</th>
<th>CCCP (n=174)</th>
<th>Control (n=174)</th>
<th>RR</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any hospitalization, n (%)</td>
<td>82 (47.13)</td>
<td>80 (45.98)</td>
<td>1.03</td>
<td>.83</td>
</tr>
<tr>
<td>Multiple hospitalizations, n (%)</td>
<td>44 (25.29)</td>
<td>34 (19.54)</td>
<td>1.29</td>
<td>.20</td>
</tr>
<tr>
<td>Length of stay in days, mean (SD)</td>
<td>7 (8.92)</td>
<td>8 (8.83)</td>
<td></td>
<td>.92</td>
</tr>
</tbody>
</table>

Discussion
Principal Findings
This study was designed to evaluate the effect of CCCP, a heart failure remote monitoring program with objective feedback and coaching, compared with matched control patients that received usual care in the similar clinical settings, on clinical outcomes. Following up patients for an additional 8 months after program completion showed that the differential effect in hospitalization events observed at the end of the program did not persist. The rates increased among the CCCP patients but were not significantly different compared to controls (HR=1.12, 95% CI 0.90-1.41, \(P=.31\)). Compared with controls, mortality rates over 1-year follow-up were lower in the CCCP group, but this was also not statistically significant (HR=0.64, 95% CI 0.34-1.21, \(P=.17\)) (Figure 3).

Our findings from these retrospective analyses of medical record data suggest that compared to the control group, CCCP was associated with lower hospitalization and mortality rates over the 4-month program duration. Although not statistically significant, the mortality benefit appeared to continue even after following up for an additional 8 months after program completion (ie, 1 year from program enrollment) but hospitalizations increased over this period. We also observed...
that participants in the program were more likely to have multiple hospitalizations, but there was no difference in length of hospital stay.

Altogether, these findings suggest that the program was associated with reduction in hospitalization and mortality rates during the 4-month program duration and kept patients alive who probably would have died had they not been enrolled in the remote monitoring program. However, the program was associated with increased rates of hospitalizations and mortality after program completion. We speculate that the finding of increased hospitalization and mortality after the 4-month program period could be explained by the progressive nature of the disease, early disproportionate deaths of sicker controls, and also by the fact that participants had become dependent on being monitored remotely with regular access to monitoring devices and the telemonitoring nurses. Tapering of the beneficial effect of monitoring after disenrollment from the program at the end of the 4-month period could also suggest that patients had not developed sufficient self-competency to manage the disease after leaving the program. An alternative explanation for higher hospitalization rates could also be that patients had become sensitized to the early symptoms of disease decompensation due to telemonitoring education and would present earlier than patients who did not have this education.

Although mortality rates increased in the CCCP group after program completion, the overall effect was still beneficial compared to controls over the 1-year follow-up. This finding is similar to results from eight meta-analyses published between 2007 and 2013 evaluating the effect of remote monitoring on mortality [11-17]. These studies reported that compared to usual care, remote monitoring reduced mortality with overall effects ranging from 17% to 51%. The variations in these effects could be explained by the difference in type (structured telephone support vs telemonitoring), speed of feedback (rapid vs non-rapid), invasiveness (invasive vs non-invasive) of remote monitoring, duration of follow-up, study designs, and severity of disease. While a majority of the studies included in these meta-analyses evaluate the effect of remote monitoring only within the monitoring period, this evaluation further monitored participants 8 months beyond the regular 4-month program duration to evaluate the residual effects of the telemonitoring and educational intervention. While the evidence of the association of remote monitoring and reductions in mortality has been consistent over time in meta-analyses, the same effect has not been demonstrated for hospitalizations. The majority of the meta-analyses referenced above reported reductions in hospitalizations except Clarke [14], who did not find a significant reduction in all-cause hospitalization. Likewise, some recent prospective trials have also demonstrated varied effects, ranging from no effect [18-20] to reduction in hospitalizations rates by 37% [21]. Among many other reasons that may account for the incongruity between mortality and hospitalization effects, it is generally easier to assess mortality, which is a hard endpoint that is difficult to miss, unlike hospitalizations, which may be unreported, misclassified, or missed in controls.

Traditionally, remote monitoring is seen as a short-to-medium term adjunct to regular care to empower patients for self-management following hospitalization. Long-term use is not usually feasible due to cost. However, based on our findings, we speculate that increasing the duration of the program to enable patients to develop self-competency may improve outcomes. Although this may not be cost-effective for all participants, risk stratification to identify patients who will benefit from prolonged monitoring may be needed. Alternatively, because patients have built disease self-competency on the program and accompanying monitoring devices, a graduated removal of program components (ie, keeping patients on some sort of less intensive monitoring after discharge from the program) may be helpful. Less intensive monitoring following a remote monitoring program like CCCP is appealing and feasible because of the increasing availability and reducing costs of consumer-oriented monitoring devices that can be easily used by patients [22,23]. Future prospective research to evaluate optimal program monitoring duration, risk stratification to identify patients that may benefit for prolonged monitoring, and the prospects of less intensive, long-term monitoring is needed.

**Limitations**

Apart from the retrospective nature of this study, it has a number of other limitations. The individual matching done in this study did not include any measure of disease severity. To ensure that patients and their matched controls were comparable at baseline, in terms of severity of disease, we evaluated and found that the rates of hospitalization were similar in both groups 120 days prior to (the CCCP patient and corresponding matched control) enrollment in the CCCP program. We also controlled for measures of disease severity (ejection fraction and NYHA classification) in our analysis. Another limitation is that any hospital admission occurring outside of the Partners’ electronic medical records were not captured in these analyses. However, this effect is minimized in the CCCP group because they were monitored daily and had more regular contact with their health care providers. On the other hand, we were more likely to have missed hospitalizations in the control group who may have out-of-system hospitalizations. We also cannot rule out unmeasured confounding from comorbidities and the fact that control patients might have received other treatments including a remote monitoring program other than CCCP. Additionally, given that the program was implemented in the setting of an academic medical center, findings from this evaluation may be generalizable only to such settings.

**Conclusions**

Results from these analyses suggest that compared with usual care controls, this remote monitoring program is associated with significantly lower hospitalization rates up to 90 days and significantly lower mortality rates over 120 days of the program. However, these effects did not persist over an additional 8 months of follow-up after program completion. There is a need to evaluate the potential impact of risk stratification to determine optimal duration for remote monitoring and also the effect of less intensive, long-term remote monitoring.
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Abstract

Background: Health knowledge and literacy are among the main determinants of health. Assessment of these issues via Web-based surveys is growing continuously. Research has suggested that approximately one-fifth of respondents submit cribbed answers, or cheat, on factual knowledge items, which may lead to measurement error. However, little is known about methods of discouraging cheating in Web-based surveys on health knowledge.

Objective: This study aimed at exploring the usefulness of imposing a survey time limit to prevent help-seeking and cheating.

Methods: On the basis of sample size estimation, 94 undergraduate students were randomly assigned in a 1:1 ratio to complete a Web-based survey on nutrition knowledge, with or without a time limit of 15 minutes (30 seconds per item); the topic of nutrition was chosen because of its particular relevance to public health. The questionnaire consisted of two parts. The first was the validated consumer-oriented nutrition knowledge scale (CoNKS) consisting of 20 true/false items; the second was an ad hoc questionnaire (AHQ) containing 10 questions that would be very difficult for people without health care qualifications to answer correctly. It therefore aimed at measuring cribbing and not nutrition knowledge. AHQ items were somewhat encyclopedic and amenable to Web searching, while CoNKS items had more complex wording, so that simple copying/pasting of a question in a search string would not produce an immediate correct answer.

Results: A total of 72 of the 94 subjects started the survey. Dropout rates were similar in both groups (11%, 4/35 and 14%, 5/37 in the untimed and timed groups, respectively). Most participants completed the survey from portable devices, such as mobile phones and tablets. To complete the survey, participants in the untimed group took a median 2.3 minutes longer than those in the timed group; the effect size was small (Cohen’s d=.29). Subjects in the untimed group scored significantly higher on CoNKS (mean difference of 1.2 points, P=.008) and the effect size was medium (Cohen’s d=0.67). By contrast, no significant between-group difference in AHQ scores was documented. Unexpectedly high AHQ scores were recorded in 23% (7/31) and 19% (6/32) untimed and timed respondents, respectively, very probably owing to “e-cheating”.

Conclusions: Cribbing answers to health knowledge items in researcher-uncontrolled conditions is likely to lead to overestimation of people’s knowledge; this should be considered during the design and implementation of Web-based surveys. Setting a time limit alone may not completely prevent cheating, as some cheats may be very fast in Web searching. More complex and contextualized wording of items and checking for the “findability” properties of items before implementing a Web-based health knowledge survey may discourage help-seeking, thus reducing measurement error. Studies with larger sample sizes and diverse populations are needed to confirm our results.

(J Med Internet Res 2015;17(4):e94) doi:10.2196/jmir.3734
**KEYWORDS**
knowledge questionnaires; online survey; time limit; uncontrolled survey administration; cheating; e-cheating; cribbed answers

**Introduction**

Measuring people’s knowledge of health-related topics in order to assess whether they are sufficiently aware of prevention, medication, and self-care is of particular importance, as health knowledge and health literacy are among the main determinants of health behavior and health status [1,2]. Gaps in people’s knowledge, as identified through surveys, can subsequently be targeted by specific information and education interventions. In order to assess people’s knowledge of health topics, several tools have been developed in the past few years, including questionnaires, tests, and quizzes on medical/general health [3,4], disease-specific [5-8], and risk factor [9-11] knowledge. Moreover, knowledge items are an essential part of KAP (knowledge-attitude-practices) surveys [12], which are widely used in health care research.

Data collection by means of questionnaires varies in terms of how potential respondents are enrolled, the vehicle used for survey delivery, and the mode of questionnaire administration; all these factors may seriously affect the quality of the data [13]. Web-based surveys have now become important tools in epidemiological and health care data collection and their use seems destined to grow rapidly [14]. Potential advantages and shortcomings of Web-based surveys have been described extensively and reported elsewhere [14-16]. Briefly, the advantages are: the possibility to enroll subjects in distant locations and hard-to-reach and hard-to-involve populations, the automatic nature of the system, which saves researchers time and effort, and the potential cost savings. The disadvantages include uncertainty regarding the quality and validity of the data collected, the representativeness of data, due mainly to the digital divide, and general concerns about the design, implementation, and evaluation of a Web survey [15].

Like other research fields, the assessment of knowledge on health-related topics via Web-based surveys is increasing [3,17-26]. However, since surveys are completed in an environment that is beyond the researcher’s control, the Web-based administration of a knowledge questionnaire presents considerable shortcomings. First, a positive response bias is likely to be introduced, since people with more knowledge on a health topic would be more likely to fill in a Web-based survey, which may yield non-representative high scores [27]. For instance, parents with lower nutrition knowledge have been shown to have a higher dropout rate in Web-based assessments of nutrition knowledge, dietary habits, and attitudes of their children [28]. Second, as has been described by Handré et al [29], various social and asocial factors linked to unsupervised survey administration (such as interaction with other people or engagement in activities unrelated to the survey) may have a direct influence on respondents, leading to data contamination. Indeed, these authors found that, among students who were invited to complete a survey in an environment of their choice, 42% were engaged in conversation, one-third had someone present in the room, 21% surfe the Internet, 5.5% received help on questionnaires, and 3.3% changed their answers following someone else’s advice. In a recent paper, Jensen and Thomsen [30] examined the influence of nonrandom measurement error on the average level of political knowledge scores obtained in a Web survey. The authors started from the fact that, in comparison with face-to-face or telephone surveys, Web-based surveys tend to record higher knowledge scores, probably as a result of cribbed answers or “e-cheating” (which can be broadly defined as the use of information technology in any type of cheating [31]), when participants are able to interrupt survey compilation and look for correct answers via common search engines. Indeed, they found a high rate of self-reported e-cheating (22.3%) and concluded that this may be an important source of measurement error. Similarly, it has been noted that respondents more frequently give correct answers on cholesterol knowledge items online than in face-to-face interviews [32]. Another potential concern is that participants may respond carelessly owing to lack of interest, in which case their scores are likely to be too low [33,34].

The authors of some earlier studies that used Web-based surveys to assess knowledge of health-related topics through questionnaires administered in unsupervised settings have acknowledged the possibility that respondents might cheat by using additional information sources [3,18,20,25]. In these studies, attempts to prevent cheating were made by ensuring anonymity and encouraging interviewees not to use additional sources. Such attempts, however, may not be efficacious enough.

Although the problem of cheating in Web survey research is recognized, little is known about practical methods of controlling for its effects on data quality, especially in research on health topics. It has been proposed that picture-based items should be used, in order to prevent respondents from using search engines to find the correct answers [35]; such an approach, however, may be difficult to implement in health surveys. Adding specifically designed items to measure self-reported cheating and tabbed browsing should also be considered [30]; however, this strategy risks engendering a social desirability bias, whereby people may underreport engaging in socially undesirable activities [36] such as cheating. Another easy-to-implement method of mitigating the effects of cheating is recording survey completion time and imposing time limits. Malhotra [37] has suggested that survey completion time should always be included as a control variable in statistical models. Indeed, the time taken to complete a Web-based survey can seriously affect data quality [37] in two ways. On the one hand, respondents who rush through a questionnaire may provide less thoughtful [37] or careless answers [33,34]. On the other hand, a long response time may reflect social distraction [29], help-seeking [29,35], or simply greater thought. It has been suggested that setting a time limit may reduce collaboration and help-seeking [38]. The time-based approach seems to be plausible, assuming that cheaters are generally slower than non-cheaters since searching the Web requires some time [30]. However, the effectiveness of time restriction seems to be uncertain, as has been documented in social and political research. Indeed, while Strabac and Aalberg [35] claim that imposing a time limit of
half a minute for each answer may solve the problem of cheating. Jensen and Thomsen [30] have demonstrated that e-cheaters are generally quick and that the mean time needed to answer a question is often below 30 seconds.

The present randomized study aimed to compare respondents’ performances on a health knowledge survey administered with or without a time limit through an uncontrolled Web-based modality. The subject of the survey was nutrition-related knowledge, a topic of great relevance to public health and one of the most widely studied by means of various data collection modalities. We first hypothesized that respondents who completed the questionnaire within a limited time would score fewer points than those working without a time limit, as they would have less time for help-seeking, social interaction, and e-cheating. Our second hypothesis was that the differences in quiz performance between time-restricted and time-unrestricted groups depend on the type of questionnaire—it would be greater in quizzes more amenable to cheating (primarily as a result of good Web “findability” properties of items). The study did not aim to assess factual nutrition-related knowledge; rather, it constitutes a further step toward finding an optimal modality of conducting Web-based health-related surveys and reducing measurement error.

**Methods**

**Study Setting, Participants, and Procedure**

A convenience sample of approximately 150 third-year students at Genoa University (faculties of architecture and education sciences, about 65% females) were recruited for the study in May 2014. The students were told that the aim of the study was to test the feasibility of the Web-based administration of a nutrition-related questionnaire. A short description of the study, the survey instrument, and the modality of survey completion were provided by a researcher from outside the faculty. Students were informed that participation was voluntary, that anonymity was guaranteed, and that the researchers would not know who had filled out the survey. No incentives to participate in the survey were offered. After presentation of the study, the email addresses of those who agreed to participate were collected; all volunteers were able to connect to the Web.

On the day of recruitment, students were randomly allocated into two groups on a 1:1 basis by computer-generated randomization to fill in the questionnaire either without a time limit (TL–) or with a time limit (TL+). Participants were then sent an email containing brief instructions and a direct link to the surveys.

Ethical approval for this anonymous survey was not deemed necessary, since its nature was non-medical and non-interventional; no sensitive data or personal information were collected from volunteers.

**Survey Instrument and Outcome Measures**

The test consisted of two main parts plus two items on sex and age. There was no “don’t know” option, but participants were instructed that they were free to leave out any item if they did not know/were not sure of the correct answer. Only the two items on age and sex were obligatory, as was clearly indicated (by an asterisk). The first part was the validated consumer-oriented nutrition knowledge scale (CoNKS) [11] consisting of 20 true/false items. This tool was chosen because of its brevity, good internal reliability, and criterion and construct validity [11]. CoNKS was translated from English to Italian by means of a back-translation technique by two professional translators. The second part was an ad hoc questionnaire (AHQ) comprising 10 multiple-choice items with 5 response options, one of which was correct (see Multimedia Appendix 1). These 10 items were intentionally designed to be difficult for people without a health care/nutrition background to answer correctly; indeed, they were not intended to measure functional nutrition knowledge, but as a proxy measurement of participants’ cheating [39]. At the same time, the AHQ items had good “findability” properties as a result of their “encyclopedic” nature, thus enabling the correct answers to be found easily on the Web. Each of the 10 items was pretested by copying a question into the Google search string; the correct answer could be found directly on the screen among the first 10 search results. Each correct answer was scored as 1, while incorrect or missing answers were scored as 0. In sum, the resulting total CoNKS score could vary from 0 to 20, while AHQ yielded an overall score out of 10.

In a preliminary study, we had administered the AHQ to 21-23 year old students of engineering (n=15) in an in-class paper-and-pencil researcher-controlled setting. The mean score was 2.3 (SD 1.0) with a range from 1 to 4 points. We therefore assumed that an individual AHQ score of ≥5 in unproctored conditions would have been due to e-cheating. The survey was implemented by means of professional Web-based survey software QuestionPro. In order to increase respondents’ motivation, the layout of both surveys was endowed with a clearly visible progress indicator and all items were scrollable and skippable [40]. Furthermore, this professional software was chosen because of its automatic optimization, such as larger text and easy-to-use buttons, during completion from mobile devices. The layout of both the TL- and TL+ questionnaires was identical, the only difference between the two being the presence of a time limit in the latter case. The time limit of 15 minutes (approximately 30 seconds per question) was imposed in light of previous research [35] and following agreement among research team members that this limit was reasonable. A countdown timer situated next to the progress indicator was clearly visible at the top of the screen. The time taken to complete the survey was automatically recorded by the software. Before clicking on the link, subjects did not know whether or not they would have a time limit to complete the quiz.

The rates of responses and dropouts on both surveys were recorded. The response rate was defined as the number of subjects who started the survey as a proportion of the total number of emails sent (assuming that all emails were read), while the dropout rate was the proportion of subjects who started the survey but did not submit it. Since the QuestionPro software allows multiple entries by the same user to be identified, all submissions were screened for this eventuality. If any subject
made multiple entries, all his/her entries were removed from the analysis.

Both links were active for 2 weeks. No reminders were sent, since we were unaware of which students had completed the survey and which had not.

**Statistical Analysis**

Sample size was computed by means of a two-sided two-sample \( t \) test. As Dickson-Spillmann et al [11] found a mean difference in CoNKS scores of 1.9 points between subjects with health care or nutrition qualifications and subjects without such qualifications, we supposed that a mean difference of 2 points would have a practical significance (ie, cheating). Therefore, to detect a 2-point difference in mean CoNKS scores between the two groups, with a common SD of 3 points when power is .8 and alpha is .05, at least 36 subjects per group were needed. Considering a non-response rate of 30%, we aimed to enroll 94 subjects.

For descriptive purposes, quantitative variables were expressed as means with SDs or medians with ranges. Descriptive data were expressed as frequencies and percentages with 95% confidence intervals (CIs). To compare categorical data, the \( \chi^2 \) test was used when data in each sample of expected frequencies were <5) were performed. To compare between-group differences in continuous variables, the two-sample Student’s \( t \) test with Yates correction or Fisher’s exact test (in case \( \geq 20\% \) of expected frequencies were <5) were performed. To compare between-group differences in continuous variables, the two-sample Student’s \( t \) test was used when data in each sample showed approximately normal distribution, which was preliminarily assessed by means of both visual inspection and Shapiro-Wilk test; otherwise, the Mann-Whitney \( U \) test was preferred. The effect size for normally distributed data was measured by means of Cohen’s \( d \) with 95% CIs and \( U_j \) index. Cohen’s \( d \) was interpreted as: small (\( d=0.2 \)), medium (\( d=0.5 \)), and large (\( d=0.8 \)). The effect size for the Mann-Whitney test was expressed as Cohen’s \( r=\sqrt{d/n} \) and interpreted as follows: small (\( r=0.1 \)), medium (\( r=0.3 \)), and large (\( r=0.5 \)) [41].

To assess whether the impact of time limit group (TL− or TL+) was similar in CoNKS and AHQ, a linear mixed model with interaction between the type of quiz and group was used. Since the two scores were on different scales, the \( z \)-score transformation was applied first. The linear mixed model enabled us to account for possible correlation between scores obtained by the same subject.

Statistical significance was set at a two-sided \( P \) value of <.05. All data were analyzed by means of the R stats package, version 3.0.1 [42].

**Results**

**Descriptive Statistics**

Of 107 volunteers, 94 (47 per group) were randomized to receive the link to either TL− or TL+. No multiple entries were registered; both surveys were started by 72 individual visitors. Response rates were similar in both groups (75%, 35/47; 95% CI 61-85% and 79%, 37/47; 95% CI 65-89% in TL− and TL+ groups, respectively; \( \chi^2 =0.06, P=81 \)). The between-group dropout rate did not differ (\( P=99 \), Fisher’s exact test): 4 participants in the TL− group (11%, 4/35) and 5 in the TL+ group (14%, 5/37) dropped out before submitting responses. Among the 9 dropouts, 7 (78%; 95% CI 44-96%) looked at the survey items without answering any question, while the remaining 2 dropped out after answering some items. Thus, 63 complete surveys (31 and 32 in TL− and TL+ groups, respectively) were analyzed. Overall, both groups were comparable in terms of age, sex, and device used to complete the survey. Notably, 60% (43/72; 95% CI 48-71%) of respondents completed the survey from portable devices (Table 1).

### Table 1. Sex, age, and devices used by study participants.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>TL− (with no time limit)</th>
<th>TL+ (with time limit)</th>
<th>Statistical test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex, female(^a), n (%; 95% CI)</td>
<td>25/31 (81; 64-92)</td>
<td>26/32 (81; 65-92)</td>
<td>( \chi^2 =0.07, P=80 )</td>
</tr>
<tr>
<td>Age, years(^a)</td>
<td>mean (SD)</td>
<td>22.2 (1.8)</td>
<td>( t_{61}=1.44, P=.16 )</td>
</tr>
<tr>
<td></td>
<td>median (range)</td>
<td>22.0 (20-27)</td>
<td>Fishers’s exact test, ( P=.94 )</td>
</tr>
<tr>
<td>Device used n (%; 95% CI)(^b)</td>
<td>Desktop/laptop</td>
<td>15/35 (43; 27-60)</td>
<td>14/37 (38; 23-54)</td>
</tr>
<tr>
<td></td>
<td>Mobile phone</td>
<td>16/35 (46; 30-62)</td>
<td>19/37 (51; 36-67)</td>
</tr>
<tr>
<td></td>
<td>Tablet</td>
<td>4/35 (11; 4-25)</td>
<td>4/37 (11; 4-24)</td>
</tr>
</tbody>
</table>

\(^a\)Based on subjects who completed the survey.

\(^b\)Based on subjects who started the survey, since only overall statistics were available.

**Outcome Measures**

The distribution of survey completion time was substantially right-skewed in both groups (skewness coefficients of 1.6 and 2.0 in TL− and TL+ groups, respectively). TL− group respondents spent more time completing the survey than TL+ group respondents (median 7.8 minutes, range 2.9-30.5 minutes vs median 5.5 minutes, range 3.4-14.7 minutes); the
Mann-Whitney test showed a significant difference ($z_t=2.30$, $P=.021$). The effect size was, however, judged small ($r=0.29$).

As shown in Table 2, subjects in the TL– group scored significantly higher on CoNKS than those in the TL+ group; Cohen’s $d$ was medium, being 0.67 (95% CI 0.54-0.80); as shown by the $U_3$ index, 75% of the TL– group scored above the mean of the TL+ group. By contrast, no statistically significant difference emerged in mean AHQ scores or in the percentage with a score of ≥5. The proportion of non-response items tended to be higher in the TL+ group, especially on CoNKS; the difference, however, did not reach the alpha level of 5% (Table 2).

In the linear mixed model, the group effect (TL– and TL+) on the standardized global score derived from the two questionnaires was statistically significant ($P=.020$), while the interaction between type of questionnaire and group was not ($P=.19$).

### Table 2. Participants’ performances on the survey instruments.

<table>
<thead>
<tr>
<th>Questionnaire</th>
<th>Parameter</th>
<th>TL– (with no time limit)</th>
<th>TL+ (with time limit)</th>
<th>Statistical test</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CoNKS (consumer-oriented nutrition knowledge scale)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total score, mean (SD)</td>
<td>16.5 (1.9)</td>
<td>15.3 (1.7)</td>
<td>$t_{51}=2.73$, $P=.008$</td>
</tr>
<tr>
<td></td>
<td>median (range)</td>
<td>17.0 (11-20)</td>
<td>15.5 (12-18)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Non-response items, n (%; 95% CI)</td>
<td>1/620 (0.2; 0-0.8)</td>
<td>6/640 (0.9; 0-2)</td>
<td>Fisher’s exact test, $P=.13$</td>
</tr>
<tr>
<td><strong>AHQ (ad hoc questionnaire)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total score, mean (SD)</td>
<td>3.1 (2.6)</td>
<td>2.6 (1.9)</td>
<td>$t_{61}=0.89$, $P=.38$</td>
</tr>
<tr>
<td></td>
<td>median (range)</td>
<td>3.0 (0-10)</td>
<td>2.5 (0-7)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Score ≥5, n (%; 95% CI)</td>
<td>7/31 (22.6; 11-40)</td>
<td>6/32 (18.8; 8-35)</td>
<td>$\chi^2 =0$, $P=.95$</td>
</tr>
<tr>
<td></td>
<td>Non-response items, n (%; 95% CI)</td>
<td>23/310 (7.4; 5-11)</td>
<td>29/320 (9.1; 6-13)</td>
<td>$\chi^2 =0.37$, $P=.55$</td>
</tr>
</tbody>
</table>

### Discussion

#### Key Contributions and Comparison With Prior Work

The present paper contributes to the existing methodological literature on Web-based data collection in epidemiological and health care research in several ways. First of all, the results of our study confirm that the risk of social interactions or e-cheating is likely in Web-based health knowledge surveys since a high proportion of respondents scored unexpectedly high on both quizzes, and this fact must be taken into account during the design and implementation of such studies. Asynchronous communication in time and space and the absence of researcher supervision in Web-based surveys make it extremely difficult to control for cribbed answers in an objective way. We intentionally did not ask participants whether they had used additional information sources or not, since cheating would very probably have been underestimated owing to the social desirability bias; however, we adopted a proxy measure of cheating described in psychological research [39]. We found substantially higher mean CoNKS scores than those recorded by Dickson-Spillmann et al [11] (difference of at least 2.3 points) during CoNKS validation. This superior performance may be partially explained by the relatively high educational level of our participants and the higher proportion of females and the young in our sample; indeed, all these factors have been found to be associated with higher CoNKS scores [11]. However, these sample characteristics can hardly explain the fact that participants in both the TL– and TL+ groups scored even higher than people with health-related or nutrition qualifications in the original study by Dickson-Spillmann et al [11] (16.5/15.3 vs 14.6). Moreover, approximately one-fifth of responders in each group scored unexpectedly high on AHQ, which is very likely due to e-cheating; a similar proportion of e-cheating had been found earlier [30].

Second, our study indicates that using timed surveys in Web-based researcher-uncontrolled assessment of knowledge of health-related topics can mitigate measurement error, as we were able to establish a significant effect of the time limit group on the quiz performance, especially on CoNKS, making our first hypothesis plausible. This finding is also of a certain practical significance, as is shown by the effect size. On the other hand, since the sample size was calculated according to the validated CoNKS survey, the non-significant between-group difference in AHQ scores was likely due to a low statistical power, although participants in the TL+ group tended to score lower. In any case, setting a time limit reduces the median time of survey completion, which, at least virtually, reduces the probability of engaging in survey-unrelated activities and help-seeking. However, imposing a time limit alone is unlikely to prevent help-seeking and e-cheating completely, since some cheaters may be particularly fast in Web searching. Indeed, Jensen and Thomsen [30] have shown that the mean response time on a knowledge item is less than 30 seconds, although the time taken by online respondents in their study varied greatly (relative SDs ranging from 144% to 1243%). High variability in response time is probably due to differences in subjects’ Web searching skills. Indeed, subjects in their late teens and twenties have been shown to be very skillful in finding given online contents relatively quickly [43]; this may explain the considerably lower variability in response time among the young adults in our sample.
Third, we suggest that the wording of questions plays an important role in terms of “findability” properties. It may therefore be useful to check whether an item can be easily Googled before undertaking a survey and, if so, to reformulate the question. Indeed, most CoNKS items have “knottier” wording than our AHQ items, and therefore have poorer “findability” properties. For instance, to locate a Web page with the correct information on CoNKS items 4 or 18 (“A healthy meal should consist of half meat, a quarter vegetables, and a quarter side dishes” and “For healthy nutrition, dairy products should be consumed in the same amounts as fruit and vegetables”), a respondent would first have to reflect on a query formulation and then scroll search results, rather than simply copying/pasting a question. To crib correct answers to these types of questions quickly, it is much more advantageous to narrow down the search results by applying an advanced search strategy. However, as demonstrated by Ivanitskaya et al. [44], only one-third of students in health sciences are able to use Boolean operators and perform an advanced search. We believe that most e-cheaters in our TL+ group were not able to apply an advanced search strategy and, being under time restriction, scored lower than those in the TL− group. Conversely, as the structure of our AHQ items made them easy to Google (see Methods section), e-cheaters in both groups could find the correct answers relatively quickly, which may explain the absence of a statistically significant between-group difference in AHQ scores. Therefore, quizzes of this type, that is, of a scholastic and encyclopedic character, may be less efficacious in preventing cribbing even if a time limit is set; this finding is in line with that of Jensen and Thomsen [30]. Taken together, these facts may help to understand why we failed to confirm our second hypothesis.

It should be stressed that, if a time limit is set on a knowledge questionnaire, the limit per item or per whole questionnaire should be determined ad hoc, as the probability of e-cheating needs to be balanced against the time needed for cognitive processing. On the one hand, an ample time limit may favor e-cheaters with limited information retrieval capabilities, while on the other hand, as suggested by Jensen and Thomsen [30], it may punish relatively slow non-cheaters; in both cases, the risk of measurement error is high. We suggest that the “30 second condition” [30] per item should not be regarded as a gold standard, as several variables (eg, sociodemographic characteristics of the target population, text readability, survey layout, etc.) may interfere. To identify a more appropriate time limit, pilot researcher-supervised studies would be helpful.

Fourth, more than half of our respondents completed the surveys from portable devices such as mobile phones or tablets. It has been shown that there is little difference between computer and mobile phone administration modes, and survey outcomes assessed by the two modes are generally comparable [45,46], even though a shorter response time from mobile phones than from computers has also been observed [46]. Indeed, the median response time in our survey was substantially below the expected 15 minutes. According to Buskirk and Andrus [46], this finding may be explained by Fitts’s law of human motion, according to which selecting answers by touching the screen of a portable device is quicker than by clicking a mouse (as a result of a shorter distance from the starting point to the target). On the other hand, copying/pasting of a phrase from a touchscreen device is a little more difficult and requires a certain level of manual dexterity, and thus may discourage cheating. We believe that, in our study, these two possible explanations should be seen as complementary rather than mutually exclusive. Moreover, the mobile nature of portable devices allows their owners to complete a survey in various environments; thus, social interaction with other people may also take place, giving rise to another source of measurement error [29,47].

Fifth, the dropout rate in our study (13%, 9/72) was less than half of the 30% rate usually observed in Web-based surveys [48]. This confirms the results of previous research [40,48,49], which indicate that the structure of the survey (eg, a small number of items, absence of grids and graphically complex questions, progress indicator, scrollable and skipippable items) can effectively reduce the non-participation bias in population-based studies. By contrast, time restriction is unlikely to interfere with response behavior. Three-quarters of dropouts were “lurkers”, that is, people who view the survey but do not respond to any item [49]. According to Bosnjak and Tuten [49], lurkers are generally motivated to view the survey but not to answer, probably on account of technical difficulties or loss of interest during the survey. It may plausibly be speculated that, in Web-based knowledge surveys, lurkers may contribute to a positive response bias, and therefore to the measurement error. Fortunately, modern software for conducting Web-based surveys enables us to distinguish among various types of non-respondents [49] and thus better analyze participation patterns.

Limitations

This study probably suffers from participation bias and positive response bias, since many more females than males completed the survey; indeed, not only were more females recruited, but also the participation rate of male students was lower than expected. It has been ascertained that women display higher participation rates in scientific studies [50] and that their participation always tends to be greater in surveys on nutrition knowledge [22-24,26]. However, since the aim of our study was not to evaluate knowledge but to compare the two survey mode conditions, these types of bias have a limited influence on the results. Moreover, application of the simple randomization procedure yielded two comparable groups.

The probability of “lucky guessing”, especially on dichotomous true/false items, should also be acknowledged. While the inclusion of “don’t know” options may discourage guessing [51], Parmenter and Wardle [52] have suggested that such options in nutrition knowledge questionnaires also constitute potential drawbacks, specifically: (1) some respondents who know the correct option but are not confident that it is correct may choose the “don’t know” response, and (2) other subjects, who could work out the correct option if they devoted a little thought to it, might mark “don’t know” as an easier alternative [52]. This is why we decided not to include an explicit “no opinion” response category; however, we tried to discourage guessing by allowing the possibility of leaving questions out.
Conclusions
Cribbed answers to health knowledge items in researcher-unsupervised circumstances are likely. This should be considered during the design and implementation of health knowledge, health literacy, and KAP surveys, and also when comparing results from Web-based questionnaires with those obtained from proctored studies. Subsequent erroneous conclusions and overestimation of health knowledge and health literacy may contribute to poorer health outcomes [53,54]. To date, the only way to prevent cheating is to conduct a face-to-face interview [30] or a pencil-and-paper survey under strict researcher control. However, this may be more time- and resource-consuming than cyberspace surveys [15,32]. The continuous growth of technology use will probably enable novel forms of survey administration. A particularly attractive mode may be the use of synchronous Web-based and voice/video-over-Internet services such as Skype, which enable camera-to-camera video interviews to be conducted [55], thereby preventing cribbing and other forms of cheating. Although research suggests that Skype does not yet have the necessary feasibility characteristics to be used in epidemiological data collection [56], we believe it can already be used in studies targeting the young, since they are the first to have “grown up online” and are quick to adapt to novel technologies [57]. Here, we showed that imposing a time limit may only partially prevent help-seeking and further research is required in order to find an optimal cheating-sensitive vehicle for Internet-based surveys.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AHQ</td>
<td>ad hoc questionnaire</td>
</tr>
<tr>
<td>CI</td>
<td>confidence interval</td>
</tr>
<tr>
<td>CoNKS</td>
<td>consumer-oriented nutrition knowledge scale</td>
</tr>
<tr>
<td>KAP</td>
<td>knowledge-attitude-practices</td>
</tr>
<tr>
<td>TL–</td>
<td>without time limit</td>
</tr>
<tr>
<td>TL+</td>
<td>with time limit</td>
</tr>
</tbody>
</table>
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Abstract

Background: Internet-based data collection relies on well-designed and validated questionnaires. The theory behind designing and validating questionnaires is well described, but few practical examples of how to approach validation are available in the literature.

Objective: We aimed to validate data collected in an ongoing Internet-based longitudinal health study through direct visits to participants and recall of their health records. We demonstrate that despite extensive pre-planning, social desirability can still affect data in unexpected ways and that anticipation of poor quality data may be confounded by positive validation.

Methods: Dogslife is a large-scale, Web-based longitudinal study of canine health, in which owners of Labrador Retrievers were recruited and questioned at regular intervals about the lifestyle and health of their dogs using an Internet-based questionnaire. The Dogslife questionnaire predominantly consists of closed-answer questions. In our work, two separate validation methodologies were used: (1) direct interviews with 43 participants during visits to their households and (2) comparison of owner-entered health reports with 139 historical health records.

Results: Our results indicate that user-derived measures should not be regarded as a single category; instead, each measurement should be considered separately as each presents its own challenge to participants. We recommend trying to ascertain the extent of recall decay within a study and, if necessary, using this to guide data collection timepoints and analyses. Finally, we recommend that multiple methods of communication facilitate validation studies and aid cohort engagement.

Conclusions: Our study highlighted how the theory underpinning online questionnaire design and validation translates into practical data issues when applied to Internet-based studies. Validation should be regarded as an extension of questionnaire design, and that validation work should commence as soon as sufficient data are available. We believe that validation is a crucial step and hope our suggested guidelines will help facilitate validation of other Internet-based cohort studies.

(J Med Internet Res 2015;17(4):e96) doi: 10.2196/jmir.3530
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Introduction

The Internet has opened up the field of epidemiology by facilitating public engagement and removing the expense of postal and face-to-face data collection and processing. This is particularly relevant for longitudinal studies, which were prohibitively expensive to undertake on a large-scale basis in earlier eras. A corollary of this cost reduction is the need to rely on data generated solely by participants. These data are driven...
by what investigators hope are well-designed and validated questionnaires.

Re-using questionnaires already known to meet these criteria would minimize effort on the part of investigators. Future meta-analyses would be simplified if free and open access were given to standard questionnaires for different exposures or conditions. Considerable effort has been invested in designing and validating questionnaires that assess exposures, for example those gathering information on diet [1], alcohol intake [2], and smoking [3], and outcomes such as pain [4] and depression [5]. However, for many studies an appropriately tested questionnaire may not exist.

As outlined by Thrusfield [6], questionnaire validity refers to whether the answers truthfully reflect the issues designed to be addressed by the questions. In this paper, we report our experiences of trying to apply the well-understood theory behind data validation (see for example [6,7]) to data collected from members of the UK public. We assess the quality of a newly designed Internet-based questionnaire and use examples to support a series of suggested guidelines for checking the validity of any Web-based longitudinal health study. We report how specific problems such as the timing of checking procedures, the challenges of using user-derived measurements, and the impact of recall decay can affect the quality of data collected. This paper highlights why validation should always be considered as the crucial, final step in questionnaire design.

**Methods**

DogsLife is the first large-scale, Web-based longitudinal study of canine health [8]. In this project, owners of Labrador Retrievers were recruited and questioned at regular intervals about the lifestyle and health of their dogs using an Internet-based questionnaire. In December 2014, the number of participants reached over 5000 owners. The DogsLife questionnaire predominantly consists of closed-answer questions detailed in Multimedia Appendix 1.

Validity of the collected data could be affected at three levels: owner ability to recall incidents of interest, owner understanding of the questionnaire, and owner data entry errors. Quantifying the validity of longitudinal data is challenging as temporal changes (such as a subject growing in height or weight) complicate the simple test-retest scenario. The need to understand and maximize the extent to which DogsLife data reflected the experience of the dogs underlay all future work on the project. Thus, validation of these data had to be undertaken before detailed analysis could begin.

In our work, two separate validation methodologies were used: (1) direct interviews with 43 participants during visits to their households and (2) comparison of owner-entered health reports with 139 historical health records. The details of the sampling methodology and validation process can be found in Multimedia Appendix 2. The results are presented as specific validation problems, with examples of the results obtained. The changes made to the questionnaire in reaction to the findings are described in Multimedia Appendix 1.

**Results**

**Timing of Validation**

**Overview**

The timing of validation depends on the nature of the question being asked. First, early validation assessments allow questionnaire alterations to be instigated as quickly as possible, for example, where closed-answers given may be ambiguous (Example 1). Second, it is important to minimize the delay between a contributor answering the questionnaire and their data being validated. Factors that change with time, such as morphometric measures in growing individuals, are best assessed before they have time to change (Example 2). Finally, in the absence of information regarding the rate at which events will be reported, such as for the development of illnesses after the onset of participation, both early and late validation of data may be necessary (Example 3). Early assessment allows obvious reliability issues to be highlighted and immediately corrected, but insufficient events may have occurred to validate all answers. Later assessment will allow time for health records to accrue information for detailed validation (Example 3).

**Example 1: Validation of Household Classification**

During the visits to participants, it became apparent that participants were unclear as to what age a household member would be regarded as a “child” (Table 1), and owners were inconsistent when deciding whether another pet was “a member of the family” (Table 2). Answer options were revised (extended) with the aim of reducing misclassification (Multimedia Appendix 1). Owners were asked where their dog slept at night and following validation, an explicit option allowing contributors to say that their dog slept with another pet was introduced. After this amendment, the proportion of free-text answers to the sleeping location question dropped from 18.7% to 3.2% ($\chi^2$=899, $P<2.2\times10^{-16}$).
Table 1. Comparison of household type in DogsLife record with visit response. Numbers entered refer to the count of households.

<table>
<thead>
<tr>
<th>DogsLife</th>
<th>Visit response</th>
<th>Family, n</th>
<th>More than one adult, n</th>
<th>Retired, n</th>
<th>Single adult, n</th>
<th>Other, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Family</td>
<td></td>
<td>13</td>
<td>3^a</td>
<td>0</td>
<td>0</td>
<td>1^b</td>
</tr>
<tr>
<td>More than one adult</td>
<td></td>
<td>0</td>
<td>14</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Retired</td>
<td></td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Single adult</td>
<td></td>
<td>0</td>
<td>0</td>
<td>2^c</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>Other</td>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

^aUsing “family” as a descriptor in the categories allowed owners to make their own judgment regarding what comprised a family. The intention had been to capture households including children under 16 years of age. Two of these visited households included children older than 16 years of age and the third was a married couple without children who regarded themselves as a “family”, rather than being “more than one adult”.

^bThis household comprised a couple who had children staying with them every weekend.

^cBoth households contained single, retired adults. Our categories were not mutually exclusive.

Table 2. Comparison of sleeping location in DogsLife record with visit response. Numbers entered refer to the count of households.

<table>
<thead>
<tr>
<th>DogsLife</th>
<th>Visit response</th>
<th>Alone, n</th>
<th>Shared (family), n</th>
<th>Other (shared with dog)^a, n</th>
<th>Other, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alone</td>
<td></td>
<td>24</td>
<td>1</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Shared (family)</td>
<td></td>
<td>0</td>
<td>7</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Other (shared with dog)^a</td>
<td></td>
<td>0</td>
<td>0</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>Other</td>
<td></td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

^aOther (shared with dog) was not an option in the original questionnaire. During the validation, it became apparent that dogs that slept with other dogs were categorized inconsistently as (1) Alone, (2) Shared (family), and (3) Other: (with other dog). Introducing sharing with another pet as an explicit option prevents this inconsistency.

**Example 2: Validation of Weight**

Weight was compared between the online record and the validation visits. The delay between participant contribution and subsequent validation, and the difference in weight measurements taken by the contributor and the investigator who took validating measurements are shown in Figure 1. The time that had elapsed between the owner completing the questionnaire online and the validation visit (where the investigator took the measurements) was typically too long.
Figure 1. Weight misclassification compared to the time delay between online entry and validation visit (blue data points refer to dogs under 1 year of age and the red to those over 1 year of age, both with linear regression lines).

Example 3: Validation of Health Records
Validation of owner-recorded health data by comparison to veterinary records was a two-stage process (Multimedia Appendix 2). Checking that the questionnaire addressed commonly occurring illnesses was possible at an early stage when little data had accumulated. However, a more quantitative assessment of recall decay and efficiency of reporting illnesses necessitated a delay to allow for sufficient events to have occurred.

Data Not Validated
Overview
The lack of an external source for validation for certain data (eg, illnesses that do not present to a health care professional, or the use of drugs that can be obtained from multiple sources; see Example 4) highlights the potential value of such data. The information is unavailable elsewhere, but its value must be tempered by awareness that there is no robust way of assessing its accuracy.

Example 4: Validation of Over-the-Counter Medication
We tried to ascertain the accuracy of data collected about the timing of administration and products used for endo- and
ectoparasitic control (worm and flea treatments). However, neither could be validated from veterinary records because these products can be purchased from multiple sources away from a veterinary surgery, and thus the veterinary record is not an accurate measure of their usage. Furthermore, during the participant visits, so few owners had these products at-hand that comparisons of brand with those entered in the record were impossible.

**Pitfalls and Unexpected Benefits of Validation**

**Overview**

Although investigators may anticipate that certain data are more or less likely to be validated during the validation procedure, on the basis of their preconceptions and past experiences, such premonition may be misleading. The results of validation procedures revealed that the dietary information collected was representative for simple classifications, such as the type of food consumed by participating dogs. However, as was expected, it did not capture the full complexity of their diets (Example 5). Conversely, the expectation that other types of information might be challenging to collect accurately (such as dog weight) was confounded by the results (Example 6). Simply because one perceives a question to be difficult to answer should not preclude it from both the questionnaire and validation procedure.

**Example 5: Validation of Diet**

The Dogslife records and visit responses for simple classification of diet, such as whether it contained dried or a mixture of dried and tinned food, had good agreement (35/39 correct; see Table 3). Unfortunately agreement was poorer with more complicated diets, such as dried food with varying home-prepared additions. The reported food weight measurements were comparatively reliable for wet food but were of varying quality for the other food types where the weight could not be read from the side of a packet, indicating that owners were not weighing the food themselves. In some cases, the owner had documented the weight of a single meal, rather than the whole daily quantity of food (specifically requested in the questionnaire). Validation was possible but the process highlighted that detailed diet was not well captured.

**Example 6: Validation of Weight Measures**

A comparison of online dog weight measurements for dogs over 1 year and the weights measured by the investigator during visits for the dogs over 1 year is shown in Figure 2. Lin’s concordance correlation coefficient showed moderate to substantial agreement between the two measures at .95 (95% CI 0.89-0.98) [9,10]. During the design stage of the questionnaire, it was decided that dog weight would not be a mandatory question because of perceived difficulty of measurement. Not only did validation indicate that weights given were representative, but 84% (95% CI 83.1-84.2) of data entries included a dog weight and many owners mentioned making special trips to the vet in order to have their dog weighed for the project.

<table>
<thead>
<tr>
<th>Dogslife</th>
<th>Visit response</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dried, n</td>
<td>Tinned, n</td>
<td>Dried &amp; tinned, n</td>
<td>Home prepared, n</td>
<td>Other, n</td>
<td></td>
</tr>
<tr>
<td>Dried</td>
<td>27</td>
<td>0</td>
<td>0</td>
<td>1(a)</td>
<td>3(a)</td>
<td></td>
</tr>
<tr>
<td>Tinned</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Dried &amp; tinned</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Home prepared</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

\(a\)Four owners described their dog’s diets as “Dried” online but elaborated in person to describe a diet of dried proprietary dog food, with the addition of meat, vegetables, rice, gravy, and fruit.
Social Desirability

Pitfalls and Unexpected Benefits of Validation
Subtle perception and societal pressures may have promoted misclassification for some questions either in the online questionnaire or during the validation visits. For example, the smoking status of household members (a seemingly simple question) was underestimated in the online questionnaire (Example 7), and this may have been due to social perception that smoking is undesirable.

Example 7: Validation of Smoking Status
Smoking status is addressed during the registration phase of the Dogslife study and was validated during owner visits (Table 4).

Table 4. Comparison of smoking in Dogslife record with visit response. Numbers entered refer to the count of households.

<table>
<thead>
<tr>
<th>Dogslife</th>
<th>Visit response</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Smoking, n</td>
</tr>
<tr>
<td>Smoking</td>
<td>3</td>
</tr>
<tr>
<td>Non-smoking</td>
<td>4</td>
</tr>
</tbody>
</table>

Recall Decay

Overview
We observed recall decay to differing degrees across the dataset through our validation procedure (Example 8), both with vaccinations (Figure 3) and illness reporting (Figure 4).
**Figure 3.** Vaccination recall decay plot (293 vaccinations, 127 dogs). Those not reported to Dogslife were vaccinations found in the veterinary record but omitted from the Dogslife questionnaire answers.

**Figure 4.** Illness recall decay plot (493 veterinary visits, 101 dogs). Those not reported to Dogslife were illnesses found in the veterinary record but omitted from the Dogslife questionnaire answers (22%).

**Example 8: Recall Decay of Vaccinations and Illness Reporting**

A clear inverse association of the delay between vaccination and subsequent Dogslife data entry, and likelihood of reporting a vaccination was noted. Questionnaires that incorrectly omitted vaccinations were associated with a greater time delay (Figure 3). Participants may answer the questionnaire at any time, but recent analysis of the cohort return intervals shows a largely bimodal distribution with peaks at 37 days for owners of dogs under 1 year and 90 days, which is the requested time for 3-monthly data entries for dogs aged over 1 year. As such, the delay between an incident and the subsequent data entry (triggered by the reminder email) introduces the potential for recall decay.

Reporting of illnesses also appeared to be affected by recall decay. Figure 4 shows the delay between veterinary visit and subsequent Dogslife data entry. Illnesses that went unreported were again associated with a longer delay. The illness and vaccination plots have a remarkably similar shape indicating a similar pattern of recall among the owners for both questions.

**Method of Communication**

**Overview**

Telephone conversations were more likely to elicit a positive response to the request for data than electronic communications (Example 9). It was not determined whether this was because those who permitted telephone contact were more likely to respond per se or whether the personal interaction involved in a phone call led to a better response.
Example 9: Automated Communication Does Not Eliminate Need for Personal Interactions

Owners were contacted and then sent a form to sign to request their dogs’ veterinary records. A greater proportion of records was obtained from owners contacted by phone than those contacted by email (Figure 5). A lower proportion of participants permitted phone contact (33% for telephone compared to 91% for email), which meant that email remained crucial, but the flexibility to use both methods of communication better facilitated engagement in the validation effort and project as a whole.

Figure 5. Health records obtained using telephone and email.

Ease of Data Entry

Overview

Consistent feedback from owners of older dogs during the visit process was that their questionnaire answers largely did not change. They wanted to know why they kept being asked to fill in the same answers (Example 10).

Example 10: Pre-Population May Reduce Questionnaire Fatigue

In November 2013, sleeping location and dietary answers were pre-populated in the online questionnaire for dogs over 1 year of age (Multimedia Appendix 1). As a basic data check, answers that were not amended prompted a pop-up asking whether the owner was sure that nothing has changed. Given that the DogsLife project is based on the goodwill of owners, easing data entry was thought to be invaluable in retaining the cohort.

Discussion

Principal Findings

Now that we live in the era of big data, facilitated by the collection tools the Internet provides, the thorny question of validation is readily forgotten. Questionnaire design is an iterative process of design, re-wording, piloting, and re-wording again. Nevertheless, issues are still likely to arise when a finalized questionnaire goes live and “real” data are accumulated. As such, a questionnaire would ideally continue to be assessed with respect to collection of these data as a study progresses. With many longitudinal studies, recruitment is ongoing and immediate assessment of “real” data is impossible because too few entries are available to highlight problems. A balance therefore needs to be struck between the timing of any assessment, and the strength of the conclusions that can be drawn with potentially limited data. In a longitudinal context, it might be possible to explicitly treat the initial period of data collection as an extended pilot whereby the questionnaire could be refined to reflect issues raised during validity checks. Realistically, however, time and financial pressures make such a process unlikely; it is very hard to simply throw early data away. Starting validation efforts as early as possible means that issues may be addressed before too many data are collected.

In spite of extensive testing prior to launch [8], a number of the questionnaire answer options in the questionnaire were found to be problematic (Example 1). The options that were offered affected the validity of several measures. Contributors varied in their interpretation of the household descriptor “family”, and dogs that slept with another pet were inconsistently categorized as either “sleeping alone” or “sleeping with a member of the family”. By waiting to start our validation until we were ready to start analysis of our hypotheses (22 months after launch), we missed the opportunity to correct such simple issues with the questionnaire early in the project. In retrospect, we should have identified these issues by starting our face-to-face validation as soon as there were enough participants and data (in our study, this was approximately 3 months after launch). For longitudinal studies, a questionnaire must be quick and simple for the participant in order to maximize retention of the cohort. A balance was struck throughout the original questionnaire between clarity and brevity, and in the examples outlined above, brevity introduced potential errors into classifications.

Changes in height and weight in dogs aged under 1 year of age (ie, dogs that were still growing) made validation of answers
to these questions challenging. Delays between questionnaires being answered and owner visits also had wider ramifications for the validation process. We wrongly believed that participants would be reluctant to take part in the visit-based validation exercise, and consequently a wide time interval between last online data entry and proposed visit was chosen to create a large sampling frame. With hindsight, it would have been preferable to select from those who have given data entries within a very short time. The interval can be widened if participation rates are low. A wide timeframe impacted our ability to make useful comparisons because of changes in the household situation since data entry.

Typically, for the avoidance of the issues described above, validation should be timed closely to data entry but with contemporaneously collected data such as health records, review can take place at any time. The event count for such types of data will increase as participants age, and consequently more information can be assimilated for every record collected if assessment is delayed.

Ideally, each parameter would be validated against a reliable external data source (eg, the records of clinic visits). For certain parameters, such as illnesses that do not result in a visit to health professionals, external sources may not exist. This was a facet of health behavior that we were unable to validate directly. Alternative techniques such as daily record keeping have been used in activity studies, but these methods themselves may not be robust [11].

Many studies based on online questionnaires report minimal or no validity checks, for example [12] and [13]. Time and money are limited in any project, and finding problems with data both delays analyses and makes them more complex. Some data, for example individual human dietary information, are notoriously difficult to collect, as they vary from day to day, both in type and quantity, and people have difficulty accurately recalling details [14]. Given the relatively monomorphic diets fed to pet dogs, we anticipated that dietary information would be accurately recorded by the questionnaire. However, keeping the questionnaire relatively brief was incompatible with the unexpected complexity of canine diets. The apparent difficulty owners had with weighing and reporting daily intake was at odds with what had been perceived to be a simple measuring process. By contrast, it was anticipated that owners might have difficulty weighing a relatively large breed dog and that reported dog weights might suffer from underestimation similar to those found in human studies [15,16]. The validation procedure confounded our expectations, highlighting its utility, but also demonstrating risks involved. If data are put up for validation, the investigators must be prepared for them to be shot down.

Social desirability may lead to inaccurate responses. Self-reporting of smoking status is thought to be reliable in the general population [17] but is affected by social factors in specific groups such as pregnant women [18] and those suffering from respiratory diseases [19]. We observed misclassification in response to a relatively simple question that may be attributable to the social perception of the undesirability of smoking.

Recall decay may affect any study where events are reported in retrospect and is thought to reflect the declining strength of memory [20]. It is taken into account in order to optimize response to censuses [21], specifically studied with regard to the accuracy of self-reported drug misuse [22], and must be considered in the design of all questionnaires. To try and circumvent the problem, investigators can permit participants to enter data at any point; something that online studies are ideally suited to. Unfortunately, this does not necessarily eliminate the problem (Example 8).

If recall decay remains an issue, one can focus on events reported during a number of days prior to each data entry (a small “at-risk” period) rather than that subject’s whole record. This minimizes misclassification of subjects as controls when they should be cases. Schmidt et al [23] used this technique in a longitudinal study of the prevalence of diarrhea, and while it reduced the quantity of available data, quality was improved. Unfortunately, precise quantification of the effect of recall decay (such as determined by [24]) cannot be made with a relatively small number of health records. Using a limited “at-risk” period and, for high prevalence diseases, requesting further records to ensure accuracy of case and non-case status, will more broadly increase the power of risk factor studies.

The design of DogsLife as an Internet-based project should have minimized recall decay as owners may enter new information at their convenience and were not limited to reporting when an interviewer visits or the next questionnaire comes through the post. However, the interval between DogsLife data entries peaked at 37 days for dogs under 1 year [8] and 90 days for dogs aged over a year. Owners were returning when they received reminder emails, not when there was a recent incident to report.

The utopic goal of Internet-based longitudinal studies is that all communication can be automated and electronic to minimize costs. However, in our experience, while email was the favored method of contact for participants, telephone conversations were more likely to elicit a positive response. It seems it may not be practical to move everything into the virtual realm just yet.

Bias from loss to follow-up is a chronic and well-recognized problem in longitudinal studies [25]. Investigators need to design their questionnaire to minimize fatigue in participants who will hopefully answer it time and time again. One key decision driven by feedback from our validation process was pre-population of the questionnaire (Example 10). Mooney et al [26] addressed the issue of pre-populating factual answer fields as part of their longitudinal study of substance abuse. They showed that offering partially pre-populated questionnaires resulted in minimal time saved for those who completed them but was perceived to be “very helpful”—a positive effect on perception rather than reality. There is obviously a balance to be struck between reducing data quality and minimizing retention bias. Online studies can build checks into any pre-populated questionnaire so as to hopefully minimize any negative impact of pre-population on data quality. Where some answers do not change greatly with time, pre-population may be the lesser evil.
Conclusions

Testing the reliability and validity of longitudinal data captured by electronic means is crucial to substantiating any analyses based on those data. A plan for validation should be part of the design of a project. This builds quality into the science and ensures that funders do not expect immediate analyses. On the basis of our results, we suggest considering the following:

1. Timing is everything. Do not make validation the first stage of analysis; make it the last stage of questionnaire design. Initial validation should be performed as early as possible, particularly direct visitation as it may reveal or highlight unexpected issues not identified in pre-testing. It should also be appreciated that each question will have its own optimal time point for validation (both the time from the start of the study and the time between data entry and the validation procedure). When using contemporaneous health records, delaying allows time for data to accrue.

2. Some questions cannot be checked for reliability or validity. This should be recognized, accepted, and reported by the study.

3. If there is a delay between event occurrence and reporting, then expect recall decay. Try to determine how much impact it is having on the study. If participants have long intervals between contributions, then analyses may have to be changed to accommodate the “missing” timeframe.

4. Providing a non-automated alternative to Internet-based communication may aid in participation. This applies not only to validation efforts but also to potential detailed work with subsamples of a cohort.

5. Expect the unexpected. This is particularly relevant with regard to user-derived measurements taken by participants. Validation implies an assessment of the unknown. It can be disheartening but should not be regarded as simply a burden because it can have unexpectedly positive results. Prior concerns with regard to aspects of a questionnaire may be belied by positive validation results.

While validation has the potential to be a somewhat thankless task, our efforts generated positive feedback from our participants. The process also highlighted some issues that might have been missed if face-to-face visits had not been conducted. Our validation work not only means that we understand our data, but we believe it will help reduce future loss to follow-up and minimize selection bias.
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Multimedia Appendix 1

Elements of the DogsLife questionnaire with the original response options and the modified response options (in bold font) following the validation exercise (the DogsLife questionnaire is copyrighted to the University of Edinburgh).
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Multimedia Appendix 2

Validation methodology.
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Abstract

Background: The advent of eHealth interventions to address psychological concerns and health behaviors has created new opportunities, including the ability to optimize the effectiveness of intervention activities and then deliver these activities consistently to a large number of individuals in need. Given that eHealth interventions grounded in a well-delineated theoretical model for change are more likely to be effective and that eHealth interventions can be costly to develop, assuring the match of final intervention content and activities to the underlying model is a key step. We propose to apply the concept of “content validity” as a crucial checkpoint to evaluate the extent to which proposed intervention activities in an eHealth intervention program are valid (eg, relevant and likely to be effective) for the specific mechanism of change that each is intended to target and the intended target population for the intervention.

Objective: The aims of this paper are to define content validity as it applies to model-based eHealth intervention development, to present a feasible method for assessing content validity in this context, and to describe the implementation of this new method during the development of a Web-based intervention for children.

Methods: We designed a practical 5-step method for assessing content validity in eHealth interventions that includes defining key intervention targets, delineating intervention activity-target pairings, identifying experts and using a survey tool to gather expert ratings of the relevance of each activity to its intended target, its likely effectiveness in achieving the intended target, and its appropriateness with a specific intended audience, and then using quantitative and qualitative results to identify intervention activities that may need modification. We applied this method during our development of the Coping Coach Web-based intervention for school-age children.

Results: In the evaluation of Coping Coach content validity, 15 experts from five countries rated each of 15 intervention activity-target pairings. Based on quantitative indices, content validity was excellent for relevance and good for likely effectiveness and age-appropriateness. Two intervention activities had item-level indicators that suggested the need for further review and potential revision by the development team.

Conclusions: This project demonstrated that assessment of content validity can be straightforward and feasible to implement and that results of this assessment provide useful information for ongoing development and iterations of new eHealth interventions, complementing other sources of information (eg, user feedback, effectiveness evaluations). This approach can be utilized at one or more points during the development process to guide ongoing optimization of eHealth interventions.

(J Med Internet Res 2015;17(4):e95) doi:10.2196/jmir.3811
Introduction

Overview
The advent of eHealth interventions to address psychological concerns and health behaviors has created new opportunities and new challenges. Some eHealth interventions are adaptations of established face-to-face interventions; many are created from scratch as electronically delivered interventions. In either case, they provide the ability to optimize the effectiveness of intervention activities and then deliver these activities consistently to a large number of individuals in need.

Ideally, development of any intervention (whether the intervention is delivered electronically or in-person) begins with a clearly delineated program theory or model of change that is grounded in empirical evidence and clinical experience [1,2]. In such a model, intervention activities target specific mechanisms (psychological or behavioral processes) in order to produce desired modifications in health or behavioral outcomes. The use of a theoretical model to guide development of an eHealth intervention appears to be associated with effectiveness. A recent meta-analysis of 85 studies of eHealth interventions for health behavior change found that interventions that made greater use of theory (ie, linking theoretical constructs to intervention techniques) had larger effect sizes [3].

Definition of Content Validity and Adaptation for eHealth Interventions
The concept of content validity originates in the arena of psychological and educational instrument development. Content validity of an assessment instrument is one aspect of construct validity [4,5] and has been defined as “the degree to which elements of an assessment instrument are relevant to and representative of the targeted construct for a particular assessment purpose”, page 238 [5]. In this definition, the relevant elements of an instrument may vary based on the method and purpose of the assessment and include item wording as well as the way in which stimuli are presented, how instructions are given, and which situations are sampled [5]. Content validity is conditional rather than an inherent trait of an assessment instrument; it is assessed with regard to a particular purpose or aim of assessment, and a particular targeted population [5]. Quantitative and qualitative indicators derived from expert review of an instrument’s content validity can be useful in identifying missteps and honing content during the development phase of an assessment instrument [5,6].

Our definition of content validity for eHealth builds upon these well-established attributes of content validity in instrument development. We define the content validity of an eHealth intervention as the extent to which its component intervention activities are relevant to the underlying construct (ie, program theory) and likely to be effective in achieving a particular intervention purpose in a specific intended population. We therefore suggest three core dimensions for expert review: relevance, likely effectiveness, and appropriateness for a specific audience. The first dimension, relevance, is the extent to which an intervention activity is pertinent to its intended intervention target as defined in the program theory or model of change, that is, “Is this arrow aimed in the right direction?” The second dimension, likely effectiveness, is the extent to which evidence, theory, and expert judgment would suggest that this specific activity would successfully modify the intended intervention target, that is, “Is this arrow likely to hit the target?” The third dimension is the extent to which the activity is appropriate for a specific intended audience, which may be defined by age, culture, or other factors.

Rationale for Considering Content Validity of eHealth Interventions
There are several compelling reasons to attend carefully to content validity in the development of eHealth interventions. When intervention content is developed based on a clearly delineated program theory and model of change, not only is the eHealth intervention more likely to be effective, its use and evaluation also advances understanding of the psychological or behavioral processes in which one is trying to intervene [7,8]. However, after the developer of an eHealth intervention has articulated a model of change/program theory, the next steps are fraught with challenges, including a multitude of choices in the design and delivery of intervention activities. A formal assessment of content validity can be a key checkpoint in the design of actual intervention activities to ensure that these activities and processes match the underlying program theory and change model that they are intended to operationalize. Electronically delivered intervention programs (to an even greater extent than manualized in-person interventions) deliver a set of pre-determined and highly observable activities, thereby facilitating review of specific activities during the development process. Results of content validity assessment can be used to hone an eHealth intervention during its development or to better understand unexpected variations in the performance of an existing intervention. Given the expense of developing eHealth interventions, assessing content validity early in the development process (eg, at the storyboard stage) could be cost-effective by increasing the likelihood that costly further development will lead to an effective intervention.

Undoubtedly, most intervention developers strive to achieve this sort of validity and informally assess the extent to which they have succeeded. However, to our knowledge no systematic process for assessing content validity of eHealth interventions has been proposed. Thus, the aims of this paper are to define content validity as it applies to model-based eHealth intervention development, present a feasible method for assessing content validity in this context, and describe the implementation of this method during the development of an intervention. Based on the definition of content validity for eHealth proposed above, we designed a practical method for assessing the content validity of an eHealth intervention, and applied this methodology during our development of the Coping Coach Web-based intervention for school-age children. Formal review by external experts
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allowed us to evaluate the extent to which intervention activities matched the model of change and program theory upon which we based our intervention development.

**Methods**

**Procedures for Expert Review of Content Validity**

We propose a straightforward, systematic approach to obtaining expert review of the content validity of an eHealth intervention. This approach assumes that the eHealth intervention in question has been created based on an explicit program theory or model of change or that an appropriate theory/model can be applied (even retrospectively) to the existing intervention content. Our approach consists of the following steps:

- Step 1 is to specify key intervention targets that this e-Health intervention is intended to address.
- Step 2 is to delineate specific activity-target pairings, by defining discrete intervention activities that address each target. These may not be one-to-one relationships; a target may be addressed by more than one activity or vice versa. In this context, an intervention activity is defined as a meaningful set of user actions or experiences that can be clearly linked to one or more targets. It is important to be able to describe each activity so that expert reviewers understand exactly which intervention content is included.
- Step 3 is to populate the Content Validity Survey Tool with each intervention activity-target pairing. The Survey Tool includes scales for relevance, likely effectiveness, and appropriateness for a specific intended audience (see Multimedia Appendix 1).
- Step 4 is to recruit experts who were not involved in the development of the eHealth intervention and gather survey data using the Content Validity Survey Tool. Expert reviewers should each have relevant content knowledge; disciplinary and geographic diversity across the set of reviewers can provide useful balance [5,9]. The ideal number of reviewers has been suggested as 8-12 for an initial stage review of content validity, and 3-5 (who may be a subset of the original group) for a secondary or follow-up review [6]. Expert reviewers must be provided with access to the best current version of the eHealth intervention (eg, storyboard, text script, online access to the intervention) and asked to complete an online or emailed copy of the Content Validity Survey Tool created in Step 3.
- Step 5 is to analyze results and refine the intervention as needed. Results should be analyzed quantitatively (eg, via calculation of content validity indices) and qualitatively (eg, via examination of narrative comments from expert raters). Use these findings to identify potentially problematic activities and to hone the intervention as needed. Depending on the stage of development of the intervention, the development team may elect to remove or revise potentially suboptimal intervention activities immediately or in a future iteration of the intervention.

Based on prior literature regarding content validity in instrument development, we propose both item-level and scale-level content validity indices (I-CVI and S-CVI/AV) as quantitative indicators of acceptable content validity [6]. For eHealth interventions, an “item” is an intervention activity-target pairing, and the “scale” is a set of activity-target pairs. The I-CVI is the proportion (0.0 to 1.0) of expert reviewers who rate an item as 3 or 4 on a 4-point scale. The S-CVI/AV is the average of all I-CVIs for a set of items [6]. Polit et al [6] proposed standards for content validity based on a review of the literature and examination of the quantitative properties of alternate content validity indices. We propose to adopt these standards for eHealth, such that a set of eHealth intervention activities can be said to have excellent content validity if all I-CVIs are at least .78 and the S-CVI/AV is at least .90.

Utilizing the results of content validity assessment to hone and improve an eHealth intervention will always involve both quantitative indicators and the considered judgment of the development team. For example, if a quantitative indicator such as the I-CVI indicates problems with a specific activity-target pair, the next steps for the development team depend on the nature of the problem identified. If an activity is rated as not relevant to its intended target, the development team may consider removing it or undertaking a major revision. On the other hand, if an activity is rated as relevant but not likely to be effective, the development team should consider whether there is a way to alter or enhance the activity to increase its likely effectiveness. Narrative comments provided by expert reviewers as part of the Content Validity Survey can be helpful, and follow-up interviews to elicit additional details about specific concerns may be useful. Developers may also need to take into account whether an activity is rated as relevant/likely effective for some, but not all, of its intended targets.

**Application of this Method to the Coping Coach Intervention**

**Description of Coping Coach**

Coping Coach is an eHealth intervention designed to prevent or reduce posttraumatic stress and associated negative impacts on health-related quality of life in young people aged 8-12 years old who have experienced different types of acute, single-incident traumatic events [10]. The Coping Coach intervention is structured as an interactive game with a storyline. Intervention activities include skills practice and interactions with game characters as the child user progresses through three levels of the game. The program theory that underlies our development of the Coping Coach intervention is presented in detail elsewhere [10,11] and described briefly here. Grounded in the empirical literature on posttraumatic stress etiology [12-14], we first identified four proximal goals for users of the Coping Coach intervention: (1) identify emotional reactions after trauma, (2) build cognitive re-appraisal skills, (3) reduce use of avoidance coping strategies, and (4) increase social support seeking. For each of these goals, we drew from the empirical literature on intervention for posttraumatic stress and anxiety in children [15-17] to delineate more specific actionable intervention targets and then worked closely with a Web/game developer team to craft intervention activities to address these targets.
Application of 5-Step Content Validity Process to Coping Coach

Step 1 (specify key intervention targets) was integrated throughout the development process. As described above, we developed the intervention based on a program theory in which we identified 13 specific intervention targets (2-5 targets for each of the four proximal goals) to address key mechanisms for prevention of posttraumatic stress.

In Step 2 (delineate activity-target pairings), we delineated 11 discrete intervention activities; each activity addressed one or more of the 13 intervention targets, resulting in a total of 15 activity-target pairs. Table 1 presents each intervention activity with the target(s) it was intended to address. For the Coping Coach intervention, the process of delineating activity-target pairings was straightforward, as our intervention development process began with a careful definition of intervention targets, and each activity was designed to address one or more of these targets. When an intervention has not been developed explicitly in this manner, Step 2 may require additional effort such as mapping activity-target pairings via a consensus process among key members of the development team and/or evaluating interrater reliability in matching activities to targets.

For Step 3 (populate survey tool), we created a Content Validity Survey Tool with three ratings for each of the 15 activity-target pairs. For each activity-target pairing, experts rated the intervention activity’s relevance, likely effectiveness, and age-appropriateness, using a 5-point Likert-type scale (0-4), as follows: (1) Relevance (the extent to which this specific intervention activity is pertinent to the intended intervention target) with 0 defined as “Irrelevant/Extraneous to this target” and 4 defined as “Central/Key/Essential to this target”; (2) Effectiveness (likelihood that this specific activity will successfully modify the intended intervention target), with 0 defined as “Not likely to be effective” and 4 defined as “Very likely to be effective”; and (3) Appropriateness for intended audience, which, in the case of Coping Coach, was defined as age-appropriateness (extent to which the language, content, and nature of activities was clear, easy to understand, and developmentally appropriate for children age 8-12 years), with 0 defined as “Inappropriate/Unsuitable for 8-12” and 4 defined as “Language/nature of activities appropriate for 8-12”. The survey form included screen shots from the intervention to help orient expert reviewers to the activity they were rating. A copy of the Content Validity Survey Tool template is available in Multimedia Appendix 1.

For Step 4 (recruit experts and gather survey data), an international set of experts was invited to participate in rating the Coping Coach intervention. Experts were selected based on their knowledge and expertise regarding children’s coping and adjustment after potentially traumatic events, traumatic stress prevention, culturally sensitive child interventions, or development of Web-based interventions. We provided each expert with a username and password to access the Coping Coach intervention online and encouraged them to play through the entire game at least once as a child user would. We also provided a full text transcript of all intervention elements and activities. The Content Validity Survey Tool was provided as a Word document and sent to experts via email; experts completed their ratings within this document and returned the document via email. Expert reviewers were asked to complete the Content Validity Survey Tool and to provide additional comments on any specific activity or on the intervention as a whole. Expert review of an intervention does not constitute human subjects research, and thus no Institutional Review Board or ethics board approval process was relevant or required.

For Step 5 (analyze results and hone intervention), we first calculated the I-CVI for each activity-target pair on each dimension; the I-CVI is the proportion of reviewers who gave a rating of 3 or 4 on the 5-point scale (0-1-2-3-4) used in this version of the Survey Tool. We then calculated the S-CVI/AV for each dimension (relevance, likely effectiveness, and age-appropriateness) as the average of all I-CVIs for that dimension. In this case the I-CVI is a slightly more conservative indicator of expert consensus than described by Polit et al., because the survey tool utilized for ratings of Coping Coach used a 5-point scale rather than a 4-point scale. We also examined additional narrative comments from the expert reviewers. These data, in conjunction with feedback from child users and their parents [10] and the results of a pilot randomized trial [11], are now being used to hone and improve the next iteration of the Coping Coach intervention.

Results

Overview

A total of 15 experts (from the United States, Australia, United Kingdom, Netherlands, and Switzerland) were invited to participate via email; all 15 agreed to participate and provided ratings. All experts were independent, that is, not involved in the development of the intervention. Each expert was an active clinical researcher (12 psychologists and 3 psychiatrists) with at least 5 years of experience in this field and relevant content expertise. Thirteen experts provided ratings within approximately 2 months as requested; 2 experts required additional time due to other commitments but eventually provided ratings. There were very few incomplete ratings (only 2 of 225 ratings for relevance, 3 of 225 ratings for effectiveness, and 5 of 225 ratings for age-appropriateness were missing).

Quantitative Indicators of Content Validity

Table 1 shows the I-CVI for each intervention activity/target pairing, based on expert ratings from the Content Validity Survey Tool.
Table 1. Intervention activities and intervention targets for each of four proximal goals of the intervention, with item-level Content Validity Index for each activity-target pairing.

<table>
<thead>
<tr>
<th>Intervention activity</th>
<th>Intended intervention target(s) for this activity</th>
<th>Item-level Content Validity Index</th>
<th>Relevance of activity to target</th>
<th>Likely effectiveness of activity</th>
<th>Age appropriateness of activity</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A. Proximal goal: Identify emotional reactions (EM)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Player creates faces by manipulating the eyebrows and mouth to match specified feelings in Face-O-Matic Machine.</td>
<td>EM1: Child will identify and name basic feelings/ emotions.</td>
<td></td>
<td>.80</td>
<td>.60</td>
<td>.73</td>
</tr>
<tr>
<td>2. Player helps the townspeople identify how they were feeling at the time of a potentially traumatic event, and how they are feeling now.</td>
<td>EM2: Child will identify feelings/ emotions associated with a potentially traumatic experience, and how these feelings may change over time.</td>
<td></td>
<td>.93</td>
<td>.93</td>
<td>.93</td>
</tr>
<tr>
<td>3. Player identifies own feelings with the help of the townspeople.</td>
<td>EM3: Child will identify their own feelings associated with a potentially traumatic experience, and any changes in these feelings over time.</td>
<td></td>
<td>.93</td>
<td>.86</td>
<td>1.0</td>
</tr>
<tr>
<td><strong>B. Proximal goal: Build cognitive re-appraisal skills (CR)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Player watches/ listens to conversation between General Malaise and the Coping Coach about Think→Feel→Act.</td>
<td>CR1: Child will recognize connections between thoughts (appraisals), feelings, and behavior.</td>
<td></td>
<td>1.0</td>
<td>.73</td>
<td>.73</td>
</tr>
<tr>
<td>5. Player helps Jack and Jayla understand their thoughts and feelings and then helps Jack/Jayla change unhelpful thoughts in order help them to feel better.</td>
<td>CR2: Child will recognize helpful/ unhelpful trauma-related thoughts/ appraisals and see appraisals as something that can be modified.</td>
<td></td>
<td>.93</td>
<td>.73</td>
<td>.67</td>
</tr>
<tr>
<td>6. Player identifies own helpful/unhelpful thoughts by selecting whether statements are “like me” or “not like me”, and player’s helpful thoughts guide the airship upwards.</td>
<td>CR3: Child will identify helpful/ unhelpful trauma-related appraisals.</td>
<td></td>
<td>1.0</td>
<td>.87</td>
<td>.87</td>
</tr>
<tr>
<td><strong>C. Proximal goal: Reduce use of avoidance coping strategies (AV)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Coping Coach describes Avoidance and Approach strategies. Player helps townspeople identify pros/cons of avoidance, sees 2 people modeling approach strategies, and helps 2 people replace avoidance with approach strategies.</td>
<td>AV1: Child will identify pros/ cons of avoidance and approach strategies for trauma-related fears/situations.</td>
<td></td>
<td>1.0</td>
<td>.93</td>
<td>.87</td>
</tr>
<tr>
<td>8. Sorting activity – player fixes weather machine by correctly identifying pros/cons and impact of using avoidance or approach strategies for trauma-related fears/ situations.</td>
<td>AV2: Child will approach trauma-related fears situations safely and minimize reliance on avoidant coping strategies.</td>
<td></td>
<td>1.0</td>
<td>.87</td>
<td>.87</td>
</tr>
<tr>
<td><strong>D. Proximal goal: Increase social support seeking (SS)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. Player gives and receives help to/ from the townspeople and General Malaise.</td>
<td>SS1: Child will ask for help and build support network by providing help to others.</td>
<td></td>
<td>1.0</td>
<td>.80</td>
<td>1.0</td>
</tr>
<tr>
<td>10. Player completes logbook pages to identify “People Who Can Help Me” and “Ways That People Can Help Me”.</td>
<td>SS2: Child will identify members of their support network and what type of support network can offer.</td>
<td></td>
<td>1.0</td>
<td>.93</td>
<td>.93</td>
</tr>
</tbody>
</table>
The S-CVI/AV for ratings across all activities was excellent for relevance (.94), although not quite at this standard for likely effectiveness (.82) or age-appropriateness (.85). Examining the quantitative indicators at a more granular level, the I-CVIs for likely effectiveness and age-appropriateness were excellent (≥.78) for nearly all activity-target pairings. However, we identified two activities (encompassing three activity-target pairs) with I-CVIs below .78. Intervention activity 1 (Face-O-Matic Machine activity) and intervention activity 4 (conversation between Coping Coach and General Malaise character), had excellent ratings for relevance but had I-CVIs of .60 to .73 for likely effectiveness or age-appropriateness. Reviewers also provided narrative comments to explain their concerns and/or suggest alternate approaches. Based on these I-CVIs and review comments, these two activities are under review to determine whether they should be retained, removed, or modified in the next iteration of the intervention.

**Narrative Comments From Expert Reviewers**

Beyond quantitative ratings, for many intervention activities the reviewers’ narrative comments were helpful in understanding both strengths and potential gaps in this iteration of the Coping Coach intervention. Reviewers commented on likely mechanisms of action, for example, “One of strongest sections, teaches link between thoughts, feelings, and actions well, and good in identifying concrete thoughts” and “Interactive nature of the exercise and the fact that it doesn’t ‘sugar coat’ that there are some positives to avoidance is useful as it makes it realistic for kids”. Reviewers also highlighted ways to extend or improve current intervention activities to better achieve key targets, for example, “Perhaps also discussing what a child’s behavioral reactions may be when sad, angry, worried, etc (for example, crying, stamping feet, churning stomach) may offer them more of a chance to identify their feelings”.

**Discussion**

**Principal Findings**

This project demonstrated that assessment of content validity was straightforward and feasible to implement and that results of this assessment can provide useful information for ongoing development and iterations of new eHealth interventions. Expert ratings on the Content Validity Survey Tool demonstrated variability, suggesting that response options were appropriately scaled and anchored to capture useful gradations in expert judgment about the content validity of specific intervention activities.

Especially for components believed to be key to intervention outcomes, assessment of content validity could reduce the number of iterations needed to produce an effective eHealth intervention. The clear articulation of a model of change and program theory, and content validity assessment to ensure that intervention activities match their intended targets, may be especially important in the development of eHealth interventions that are created from scratch, that is, that are not Web-based adaptations of an existing well-established face-to-face intervention [10,18]. However, content validity assessment may also be beneficial to ensure that well-established face-to-face interventions are successfully translated for Web-based/digital delivery. The translation of in-person treatment components (eg, exposure to address anxiety symptoms) is not always straightforward.

Expert ratings of content validity can be an important complement to other sources of information. Depending on the point in the development cycle when content validity is assessed, an intervention development team may need to weigh information regarding suboptimal content validity of specific activities in the context of user feedback, effectiveness evaluations, and other contextual considerations to determine appropriate action. One possibility is immediate refinement or removal of potentially problematic activities; another option is ongoing monitoring of these activities in terms of user engagement or effectiveness. In the case of Coping Coach, expert review affirmed the relevance of all rated activities but identified potential gaps in the likely effectiveness and age-appropriateness of two intervention activities. This information will be utilized in conjunction with user feedback and results of a pilot randomized trial to make decisions about optimizing Coping Coach intervention activities.

Implementation of this method revealed a number of lessons regarding the process and timing of assessing content validity. Regarding process, we learned that thoughtful judgment by the development team is required to define intervention activities at an appropriately granular level, that is, with just enough specificity for meaningful evaluation by expert reviewers. Thoughtful judgment is also required to identify which activity-target pairs merit assessment of content validity. In the case of Coping Coach, we chose to structure the survey with each intervention target paired with the one or two activities that addressed that target most directly. However, some intervention targets are addressed at least indirectly by additional activities and a longer survey form could have asked expert raters to assess all such activity-target pairings. One potential outcome of Steps 1 and 2, or of feedback received during expert review (Step 4), is that intervention developers may realize that they have not adequately specified intervention targets or the intended match between intervention activities and intended targets. If this occurs, it can be seen as an important reminder for the development team, aided by expert consultation if necessary, to revisit and clarify the program theory and model of change that underlie the eHealth intervention. Clarity in this
regard is likely to be helpful not only in intervention design, but also in promoting effectiveness of the intervention.

Regarding timing, we sought expert review of content validity at a point in the development process when we had already created a functional online intervention, piloted this intervention with child users, and initiated a pilot randomized trial. The advantage of this timing is that experts saw a fully developed version of the intervention activities and could fully grasp our intended design. There would be different advantages to seeking expert review earlier (with storyboards or functional prototypes) or at multiple points in the development process, namely the ability to iteratively revise an earlier draft of the intervention based on content validity assessment.

Limitations

There are several limitations of this project that suggest future research directions. First, we suggest the application of quantitative indicators (the I-CVI and S-CVI/AV), and threshold levels for those indicators, which are based in content validity research for the development of psychological measures. While we believe this is a reasonable place to start, additional research is needed to document the range of I-CVI and S-CVI/AV results in the development of a variety of types of eHealth intervention activities, and the relationship of these ratings to improved performance of eHealth interventions. Such research would also help to assess the reliability and validity of the proposed Content Validity Survey Tool itself, as this was beyond the scope of the current study. It is important to note that we implemented this content validity approach for an eHealth program with a “tunnel” design, in which all users are required to participate in all activities. Because eHealth interventions vary in the extent to which every user is directed to participate in the same set of activities, assessment of content validity for more complex branching structures, or for interventions that allow free exploration of a set of activities, may require some adaptation of our method. The proposed method for content validity targets three domains: relevance, likely effectiveness, and appropriateness for a specific audience. As the tool becomes more widely used, a need might be recognized for additional domains. Finally, it is essential to remember that content validity as rated by experts is no guarantee of the effectiveness of a set of intervention activities. Researchers and intervention developers should not substitute content validity assessment for rigorous assessment of intervention effectiveness.

Conclusions

Content validity assessment can be a helpful checkpoint in the process of developing or improving an eHealth intervention. Our team created and implemented a straightforward method and Content Validity Survey Tool that provided useful information regarding the match of intervention activities to underlying program theory. This approach could be appropriately utilized at multiple points during the development process to guide ongoing optimization of eHealth interventions.
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Abstract

Background: Immersive patient simulators (IPSs) combine the simulation of virtual patients with a three-dimensional (3D) environment and, thus, allow an illusionary immersion into a synthetic world, similar to computer games. Playful learning in a 3D environment is motivating and allows repetitive training and internalization of medical workflows (ie, procedural knowledge) without compromising real patients. The impact of this innovative educational concept on learning success requires review of feasibility and validity.

Objective: It was the aim of this paper to conduct a survey of all immersive patient simulators currently available. In addition, we address the question of whether the use of these simulators has an impact on knowledge gain by summarizing the existing validation studies.

Methods: A systematic literature search via PubMed was performed using predefined inclusion criteria (ie, virtual worlds, focus on education of medical students, validation testing) to identify all available simulators. Validation testing was defined as the primary end point.

Results: There are currently 13 immersive patient simulators available. Of these, 9 are Web-based simulators and represent feasibility studies. None of these simulators are used routinely for student education. The workstation-based simulators are commercially driven and show a higher quality in terms of graphical quality and/or data content. Out of the studies, 1 showed a positive correlation between simulated content and real content (ie, content validity). There was a positive correlation between the outcome of simulator training and alternative training methods (ie, concordance validity), and a positive coherence between measured outcome and future professional attitude and performance (ie, predictive validity).

Conclusions: IPSs can promote learning and consolidation of procedural knowledge. The use of immersive patient simulators is still marginal, and technical and educational approaches are heterogeneous. Academic-driven IPSs could possibly enhance the content quality, improve the validity level, and make this educational concept accessible to all medical students.

(J Med Internet Res 2015;17(4):e91) doi:10.2196/jmir.3492
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Introduction

One key factor of clinical education is the transfer of declarative knowledge (ie, “what to do”) into procedural knowledge (ie, “how to do”). It is performed most effectively in small groups accompanied by a medical teacher [1]. However, in the daily practice clinical instruction is often based on a traditional apprenticeship process and on the expectation that if a student spends enough time in a clinical environment he or she will eventually “get it”. Although this education is good clinical practice and known to be successful, it is impaired by increasing workload of hospital doctors, restrictive working time directives, and changes of students’ attitudes and expectations in the sense of the Generation Y [2]. Therefore, new educational strategies (eg, skills labs or mannequin simulators) are developed [3,4]. Virtual patient simulators go one step further as they allow case-based learning on personal computers. In a blended learning context they can have a positive impact on knowledge gain [5].

The available simulators vary greatly in realism and interaction grade, however it is questionable whether this factor affects learners’ outcome. Technological advances have allowed virtual patient simulators, such as immersive patient simulators (IPSs), with a high level of realism and interaction grade similar to computer games (ie, serious games). IPSs must not necessarily be installed on the user’s home computer (ie, workstation based). New technologies enable streaming of even complex programs via the Internet directly into the user’s browser (ie, Web-based).

The user can playfully immerse himself/herself into the digital environment and faces the consequences of different decisions (ie, trial and error) without putting real patients at risk. By repetitive and playful training of medical procedures, procedural knowledge can be internalized and consolidated. Therefore, IPSs potentially allow time- and location-independent learning and an effective preparation for bedside teaching. However, evaluation of the impact of IPSs on knowledge gain is a demanding task, as gain in procedural experience can hardly be objectivized and is influenced by many educational factors. For medical teachers, information about validity and usability are essential parameters for a possible implementation of such simulators in the current medical curriculum. Furthermore, development of such a simulation is time- consuming and cost-intensive and only worthwhile when there is a proven effect on knowledge gain.

It was the aim of this paper to give a thematic review of the available immersive patient simulators in virtual worlds (VWs) and to evaluate whether the use of these simulators have an impact on knowledge gain by summarizing the existing validation studies.

Methods

A systematic search of literature via PubMed of articles from 1986 to 2014 on IPSs was performed with a focus on education of medical students. IPSs were defined as digital environments that simulate medical workflows and show the characteristics of real-time simulation with free interaction in a 3D setting. As browser technology is developing fast, not only workstation-based simulators, but also Web-based simulators were included. Simulation of one-step procedures (ie, intubation, puncturing) were excluded. Search terms included a combination of “simulation,” “virtual reality,” or “virtual worlds,” and “education” or “training.” Peer-reviewed publications from 1986 until 2014 were included. Eligibility assessment was performed independently by two reviewers and disagreements between reviewers were resolved by consensus with a third reviewer. Titles and abstracts of all articles were screened with regard to relevance and consequently grouped—relevant articles and articles of unknown relevance were screened in full text.
Furthermore, reference lists of relevant articles were searched for additional articles that were possibly not identified until then. Identified immersive patient simulators were classified by the field of application, technical parameters (ie, Web or workstation based, immersion grade, features), medical content \( \text{low} \leq 3 \text{ cases, medium} = 4 \text{ to } 8 \text{ cases, high} \geq 9 \text{ cases} \), and existing validation studies.

Validation was assessed according to the consensus guidelines for validation of virtual reality surgical simulators [6]: (1) concordance (aka, face) validity refers to the degree of resemblance between simulator training and training in reality, (2) content validity refers to the degree to which simulated content covers the dimension of the construct it aims to educate, (3) construct (aka, contrast) validity describes the impact of existing knowledge on simulator performance, and (4) predictive validity describes the simulator impact on future performance applications [7,8]. Validation studies were further classified in accordance with the Cochrane Handbook for Systematic Reviews of Interventions. Studies were parameterized by methodological aspects (ie, study design, level of content), technical details of the IPS, end points, and study results. Validity of observational studies was assessed by using the methodological index for nonrandomized studies [9]. Literature review and data extraction was performed by two reviewers independently, and compared afterwards.

**Results**

**Overview**

The systematic literature search (Figure 2) identified 16,946 publications that matched the criteria.

A total of 13 publications were identified as relevant in terms of describing the use of virtual worlds in medical education (Table 1). Of these publications, 9 described IPSs that were Web-based and 4 described IPSs that were workstation based.

**Table 1.** List of available virtual patient simulators.

<table>
<thead>
<tr>
<th>Virtual world</th>
<th>Type</th>
<th>Content</th>
<th>Immersion</th>
<th>Content level</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>VNEC</td>
<td>WB(^a)</td>
<td>Neurological disorders</td>
<td>Medium</td>
<td>Medium</td>
<td>[10]</td>
</tr>
<tr>
<td>Play2Train</td>
<td>WB</td>
<td>Emergency medicine</td>
<td>Medium</td>
<td>Medium</td>
<td>[11]</td>
</tr>
<tr>
<td>MeRiTS</td>
<td>WB</td>
<td>Emergency medicine</td>
<td>Medium</td>
<td>Low</td>
<td>[12]</td>
</tr>
<tr>
<td>Second Health London</td>
<td>WB</td>
<td>Emergency medicine</td>
<td>Medium</td>
<td>Medium</td>
<td>[13]</td>
</tr>
<tr>
<td>CliniSpace</td>
<td>WB</td>
<td>Emergency medicine</td>
<td>Very high</td>
<td>High</td>
<td>[14]</td>
</tr>
<tr>
<td>Pulse</td>
<td>WB</td>
<td>Emergency medicine</td>
<td>High</td>
<td>High</td>
<td>[15]</td>
</tr>
<tr>
<td>3D Emergency Department</td>
<td>WB</td>
<td>Emergency medicine</td>
<td>Medium</td>
<td>High</td>
<td>[16]</td>
</tr>
<tr>
<td>Innmedea</td>
<td>WB</td>
<td>Various clinical cases</td>
<td>Low</td>
<td>High</td>
<td>[17]</td>
</tr>
<tr>
<td>Olive</td>
<td>WB</td>
<td>Emergency medicine</td>
<td>Medium</td>
<td>Low</td>
<td>[18]</td>
</tr>
<tr>
<td>Project TOUCH</td>
<td>CB(^b)</td>
<td>Various clinical cases</td>
<td>High</td>
<td>Medium</td>
<td>[19]</td>
</tr>
<tr>
<td>Virtual Emergency Department</td>
<td>CB</td>
<td>Emergency medicine</td>
<td>High</td>
<td>High</td>
<td>[20]</td>
</tr>
<tr>
<td>TriageTrainer</td>
<td>CB</td>
<td>Triage</td>
<td>High</td>
<td>Low</td>
<td>[21]</td>
</tr>
<tr>
<td>Burn Center</td>
<td>CB</td>
<td>Burn wounds</td>
<td>High</td>
<td>Medium</td>
<td>[22]</td>
</tr>
</tbody>
</table>

\(^a\)Web-based (WB).

\(^b\)Computer-based (CB) (aka, workstation based).
Web-Based Simulators

Out of 9 Web-based IPSs, 5 of them use the 3D technology of the widely used social network, Second Life (SL). All of these 5 IPSs were developed by university groups. None of these IPSs are routinely used in the education of medical students or medical staff, as they are technical feasibility projects with general medical content and focus on medical knowledge exchange [11]. However, they show the technical feasibility of providing medical education via virtual worlds [10]. A total of 3 of the Second Life-embedded virtual worlds were designed for team-based training in medical education—Second Health London is provided by the Imperial College London and was used in a pilot feasibility study including a first validation [13]. MeRiTS also offers team-based training in an SL environment, which was summarized in a feasibility study [12] without validation so far. Due to the technical specifications of Second Life, the graphical quality is not state of the art. This limitation potentially influences learners’ immersion, as graphical quality and presentation have an effect on immersion grade [23].

Web-based simulators are comparable to SL simulators, however, the main difference is the technical background. Web-based simulators use a proprietary 3D engine program, which makes development of 3D worlds more resource intensive, but enables more possibilities in graphical quality and custom program design. Of the 4 remaining Web-based IPSs, 1 was already presented in 2003 and uses a custom-made 3D world. Again, the key aspect of the simulator is a feasibility study, in this case particularly with regard to distance learning [19,24]. The 3 remaining Web-based IPSs were built by commercial software companies. Of these, 2 of them show a high 3D graphical quality and, thus, a high immersion grade. They offer team- and case-based training of acute clinical cases, with the main focus on emergency medicine [14]. The high quality is reflected by the elevated pricing of these simulations—more than US $5000 for a 1-year subscription. The medical content is high and custom-made virtual cases can be added for an additional fee. The CliniSpace IPS has already been used by Stanford University for emergency procedure training in the trauma room [16,20]. The remaining IPS.
Inmedea, offers low immersion as it does not use a 3D engine, but consists of freeze-frames with drawn graphics. However, the amount of medical content in this simulator is very high, and custom cases can also be added when necessary. Although it is commercially driven, there are several universities that already use this simulator in a blended learning concept [25,26], and there are already first validation studies [17].

Workstation-Based Simulators

Workstation-based IPSs need to be installed on a computer and offer high immersion with high-fidelity 3D graphics, as they are not limited by the technical handicaps of Internet broadcasting. Out of the 4 simulators, 3 of them are still undergoing feasibility studies, as they were not already validated for their effectiveness [22,27]. Although 1 of the simulators was introduced 10 years ago, it is neither routinely used in student education, nor has it been validated yet [19]. The remaining commercial VW environments by the University of Birmingham offer training in triage casualties in a simulated live exercise [21], which was part of the first validation study.

Validation

The literature search uncovered 5 articles that included validation studies, however, no study assessed all levels of validity. One of the available VW simulators validated the coherence between simulated content and real content (ie, content validity) in training of emergency procedures [13]. The correlation between the outcome of simulator training and alternative training methods was proved in 2 virtual worlds [16,20] (ie, concordance validity)—in all 3 validation studies, simulator training was comparable to alternative training in terms of outcome. The coherence between measured outcome and future performance (ie, predictive validity) was validated in 2 simulators [21,17] and showed a positive correlation. The simulators and corresponding validation studies are summarized in Table 2.

### Table 2. Overview of the validity level of all currently available virtual patient simulators.

<table>
<thead>
<tr>
<th>Validity type and study</th>
<th>Number of participants</th>
<th>Virtual world</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content validity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Concordance validity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LeRoy Heinrichs et al, 2008</td>
<td>30</td>
<td>3D Emergency Department</td>
<td>[16]</td>
</tr>
<tr>
<td>Youngblood et al, 2008</td>
<td>30</td>
<td>Virtual Emergency Department</td>
<td>[20]</td>
</tr>
<tr>
<td>Predictive validity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Funke et al, 2012</td>
<td>116</td>
<td>Inmedea</td>
<td>[17]</td>
</tr>
<tr>
<td>Knight et al, 2010</td>
<td>91</td>
<td>Triage Trainer</td>
<td>[21]</td>
</tr>
</tbody>
</table>

Discussion

**Principal Findings**

This paper gives an overview of the available IPSs and corresponding validation studies and, therefore, summarizes the current situation in learning in virtual worlds. Previous studies revealed that using virtual patient simulators can have a positive impact on learning success [5], whereas the effect of realism grade on knowledge gain is still under discussion. IPSs as a subgroup of virtual patient simulators offer high interaction grade and realism as in computer games (ie, serious games). However, we intentionally separated the group of immersive patient simulators from serious games, as the focus of these simulators lies more on knowledge transfer than on classical game elements. The potential of IPSs lies in the internalization of diagnostic and therapeutic procedures, such as resuscitation or diagnosis patterns. Ideally, the underlying procedures are already predefined to achieve performance uniformity, similarly to standard operating procedures in the clinical daily routine [28]. It is known that immersion plays a fundamental role in virtual reality simulators, as identification with the avatar influences motivation and improves learning success [23]. However, immersion grade is influenced by many factors [29] and, therefore, hard to verify. A study from 1999 revealed that “there were no statistical differences in presence or reality
knowledge level by the participating students. Verification of predictive validity illustrates that there is an impact of learning with IPSs on future performance, and consequently enables successful preparation for hands-on training [17,21]. However, all current IPSs are used in the blended learning context, as postprocedural review of students' performance immediately after training is known to be essential for an adequate knowledge gain [32]. Moreover, there is evidence that preexisting knowledge has a positive impact on simulator performance (ie, construct validity), although the group size of this study was low [13]. None of the articles assessed all forms of validity. As the studies are heterogeneous in medical content, the number of participants, and type of simulators, the initial question of whether the use of IPSs in the daily curriculum is beneficial in terms of learning success cannot be fully answered at this time. However, validation of single parameters revealed that IPSs can potentially support clinical teaching, although teachers must be aware of the limitations. IPSs are limited in terms of teaching declarative and procedural knowledge. Clinical education is not limited to teaching standard operating procedures, but is furthermore characterized by weighing clinical findings, evaluation of different hypotheses, and clinical experience. Therefore, IPSs are not intended to replace clinical teachers, but should support young students without relevant clinical experience. Regarding content, currently available virtual reality patient simulators range from small procedures, such as triage training, to complex procedures, such as emergency room protocols, up to teamwork with user-user interaction. The more complex the simulation, the more resources are needed. Therefore, it is not surprising that the complex simulations are commercially driven. Academic teachers can rent these simulators, making them more cost-effective, but it is questionable whether the development of a teaching method should be delegated. A highly immersive, multiuser, virtual reality simulator developed and supervised by an expert team of academic teachers would potentially allow, not only that the multiple users would train on one case (ie, team play), but also that one student would train on more than one patient at a time (ie, multitasking). These nontechnical skills can hardly be taught in reality, but are recognized as potential risk factors in high-risk environments like the emergency room or operating room [33]. It is the responsibility of universities and teaching hospitals to enable teaching methods that improve patient safety, reduce errors, and to further validate these new teaching methods.

Conclusions

Immersive patient simulators can potentially promote learning and consolidation of procedural knowledge. Web-based simulators allow time- and location-independent learning at an individual pace. The use of immersive patient simulators is still marginal, and technical and educational approaches are heterogeneous. Academic-driven IPSs could possibly enhance the content quality, improve the validity level, and make this educational concept accessible to all medical students. The development and validation of such a simulator will be the subject of our future research.
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Abstract

Background: Training health care professionals is associated with increased capacity to deliver evidence-based smoking cessation interventions and increased quit rates among their patients. Online training programs hold promise to provide training but questions remain regarding the quality and usability of available programs.

Objective: The aim was to assess the quality of English-language online courses in tobacco dependence treatment using a validated instrument.

Methods: An environmental scan was conducted using the Google search engine to identify available online tobacco dependence treatment courses. The identified courses were then evaluated using the Peer Review Rubric for Online Learning, which was selected based on its ability to evaluate instructional design. It also has clear and concise criteria descriptions to ensure uniformity of evaluations by trained experts.

Results: A total of 39 courses were identified, of which 24 unique courses were assessed based on their accessibility and functionality during the period of evaluation. Overall, the course ratings indicated that 17 of 24 courses evaluated failed to meet minimal quality standards and none of the courses evaluated could be ranked as superior. However, many excelled in providing effective navigation, course rationale, and content. Many were weak in the use of instructional design elements, such as teaching effectiveness, learning strategies, instructor’s role, and assessment and evaluation. Evaluation results and suggestions for improvement were shared with course administrators.

Conclusions: Based on the courses evaluated in this review, course developers are encouraged to employ best practices in instructional design, such as cohesiveness of material, linearity of design, practice exercises, problem solving, and ongoing evaluation to improve existing courses and in the design of new online learning opportunities.

(J Med Internet Res 2015;17(4):e97) doi:10.2196/jmir.3284
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**Introduction**

Tobacco use remains a global preventable cause of disease, disability, and death. It is estimated to kill 6 million people worldwide annually, most in the developing world where the prevalence of smoking remains high [1]. The World Health Organization’s Framework Convention on Tobacco Control (FCTC-Article 14) highlights the need for countries to provide widely accessible cessation services to address the high level of global tobacco use. However, in many countries throughout the world, tobacco dependence treatment services are not well developed and the main pathway of accessing treatment for tobacco dependence is through the clinical interactions between a doctor and patient. There is evidence that training health care professionals in smoking cessation interventions is associated with increased quit rates in smokers [2] and that individuals who smoke are more likely to make an attempt to quit when advised to do so by a health care practitioner [3,4]. Despite the global health and financial burden of disease from tobacco use, the desire of most patients to quit, and routine contact between health care practitioners and patients, few practitioners are appropriately trained or feel confident to effectively treat tobacco addiction in their patients [4]. To address the high rates of tobacco prevalence and increase cessation levels among individuals who smoke, appropriate and effective training for health care practitioners in tobacco dependence treatment is pertinent.

Successful cessation outcomes can be directly correlated to training health care practitioners in evidence-based tobacco dependence treatment. A Cochrane Review [2] of studies measuring the effectiveness of tobacco dependence treatment training on successful cessation outcomes found that in nearly all the studies reviewed, smoking cessation activities of health care practitioners (including psychosocial and pharmacological interventions) increased dramatically posttraining. Moreover, a study by Olano-Espinosa and colleagues [5] found that training primary care health care practitioners in tobacco dependence treatment had a statistically significant effect on sustained abstinence after 6 months (2.1% in trained group vs 0.3% in the comparison group). These studies suggest that training health care practitioners in tobacco dependence treatment has a direct impact on increased levels of cessation activities among practitioners and successful quit attempts among patients. Given that health care practitioners in any clinical setting are well-suited to engage their patients in tobacco dependence treatment, training reinforces the notion to go beyond simply inquiring about tobacco use status and to instead offer evidence-based treatment. Online tobacco intervention training courses, similar to other e-learning programs, provide many potential benefits such as reaching greater numbers of practitioners from different disciplines, reducing the time required for practitioners to dedicate to improving skills and knowledge compared to in-class courses, and providing a cost-effective option to learning (less time away from patients, courses can be started and paused at any time, no travel required, smaller fees compared to a classroom-based course). Further evidence suggests that online continuing education courses, through incorporation of interactive components, are at least as effective as traditional classroom-based courses [6,7]. To increase reach and educate health care providers in effective tobacco interventions, there has been an increase in Internet-based instruction as part of continuing professional development. Online learning or e-learning is characterized by the use of telecommunication technology to deliver information for education and training and has emerged as the exemplar of modern education [8]. Studies have shown that offering health care providers online tobacco dependence intervention training that builds on current knowledge and skills improved the participants’ attitudes and increased self-efficacy in delivering tobacco dependence treatment [9]. Not only did participants report significantly higher positive attitudes and improved self-efficacy for delivering tobacco dependence treatment services posttraining, but they also demonstrated increased delivery of these interventions with clients [9].

A common criticism of online courses is that they have inadequate evaluation mechanisms to enhance the learner’s ability to apply the knowledge gained and instead merely provide facts. This is especially true when training health care practitioners who see themselves as problem solvers and want practical information to address problems commonly encountered in their practices. Unfortunately, there is no accreditation standard or similar quality measure that allows potential end users to know whether a course has been designed using the accepted best practices for online course design and educational theory. A thorough curation of available online tobacco cessation courses ensures more rigorous standards for delivery of tobacco cessation knowledge and best practices to health care providers via an online format. Therefore, as a first step in assessing online course quality, we set out to review and rank all available English-language online courses in tobacco addiction treatment training using a validated instrument. Secondary aims were to provide feedback to course developers about recommendations for course improvement.

**Methods**

**Online Tobacco Course Identification (Environmental Scan)**

We conducted a basic search on the Google search engine using variations of “online smoking cessation courses for health care practitioners,” “smoking cessation course,” and “smoking cessation online course/training” keywords and followed links to courses and online resources for practitioners and clients related to smoking cessation embedded in government-funded or -supported websites (eg, Ontario Tobacco Research Unit course) or resource sections of other online course websites. The search to identify online courses available to practitioners seeking an e-learning module was conducted in August 2012. An online course description, estimated time to complete, developer information, the language of instruction, availability of continuing medical education (CME) credits, and course fees were included in the analysis (Multimedia Appendix 1).

**Online Tobacco Course Evaluation**

Once the courses were identified, the course director or contact person listed for the course was sent an email invitation to...
We sent 2 emails as reminders. Evaluation of online-based training courses was then carried out by the evaluation team of the Peer Review Rubric for Online Learning (developed by Towson University Faculty in Maryland) [10]. This rubric was chosen based on its ability to evaluate both instructional design and instructional content of an online course, ability to apply the rubric to a variety of online learning programs, and its clear and concise criteria descriptions to ensure uniformity of evaluations. Moreover, the developers trained raters in the use of the instrument thereby reducing the risk of bias by the investigators and authors. The course evaluations addressed the extent to which each online course adhered to best practices in online teaching/learning, including instructional design enhancements such as the presence of case studies, practice exercises, clinical simulations and demonstrations, video demonstration, and group discussion or consultation, as well as content subject matter relating to the science, policy, and practice of tobacco prevention and smoking cessation. Each of the 16 categories evaluated by the rubric (Textbox 1) allowed for a minimal score of 0 (=not included) and a maximal score of 4 (=superior). The overall rating score allowed for a maximum of 64 points: 54-64=superior, 48-53=above average-good, 41-47=average-OK, 35-40=a start, but needs polish, ≤34=redo entirely. The developers of the rubric opted to use a nonstandardized measure to score the courses because the scale was based on the points within the rubric that were assigned to a percentage range. For example, superior points were based on achieving 85% of the maximum of 64 points (range 54-64 points). The reviewers also established a minimal changes score by highlighting categories where minimal changes could provide maximum points. Detailed examples and comments were then provided on possible changes to enhance the course. Developers of online courses who agreed to participate in this evaluation had the option to receive individualized feedback and information about additional resources/contacts if they wished to engage in quality improvement of their online modules. Those interested in discussing the results of the evaluation in more detail were invited to participate in an in-depth discussion via teleconference.

The external course evaluation/rating team had approximately 15 years of experience in the use of the rubric and established 95% reliability based on few differences in rating scores. The course evaluation/rating team was comprised of senior authors for the rubric who are nationally certified as Peer Reviewers and Master Reviewer. Furthermore, the rating team had no previous knowledge of the content of the courses being considered for review and no prior experience working for or with the authors of this paper.

Textbox 1. Categories of evaluation outlined by the Peer Review Rubric for Online Learning.

1. Navigation
2. Course rationale
3. Learning and teaching theories
4. Instructional design
5. Goals and objectives
6. Learning strategies
7. Content
8. Interactivity
9. Use of mediated resources and Web
10. Assessment and evaluation
11. Internal organization and consistency
12. Responsiveness to learner’s needs
13. Instructor’s role
14. Teaching effectiveness
15. How to get help
16. Esthetics

Results

We identified 39 courses in English that met our initial criteria. Each of the 39 online courses ranged in length from 1 hour to 20 hours to complete. A total of 27 courses were found to be unique, accessible, and functioning by the end of April 2013. Of these, 3 courses had partial issues of accessibility, such as virus interference and inability to continue to the next module or progress with course material. As a result, we completed evaluations for 24 unique courses (Table 1). Overall course ratings revealed that the majority of courses (17 courses) failed to meet minimal quality standards and needed complete revision, 2 courses were below average (“need polish”), 2 courses were “average-OK.” and only 3 courses ranked as “above average-good” with none being “superior” (Figure 1).
Table 1. Course scores as assessed with the Peer Review Rubric for Online Learning.

<table>
<thead>
<tr>
<th>Course</th>
<th>Evaluation category (score range 0-4)</th>
<th>Course score (max=64)</th>
<th>Minimal changes score (max=64)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3 4 4 4 3 3 3 3 2 2 3 3 4 2 3 4</td>
<td>51</td>
<td>61</td>
</tr>
<tr>
<td>2</td>
<td>2 4 4 2 1 3 4 3 3 2 2 3 2 3 2</td>
<td>43</td>
<td>51</td>
</tr>
<tr>
<td>3</td>
<td>4 2 2 1 0 0 2 2 2 2 0 0 1 0 0</td>
<td>21</td>
<td>29</td>
</tr>
<tr>
<td>4</td>
<td>4 4 3 1 2 1 3 1 1 2 2 2 1 0 0</td>
<td>29</td>
<td>43</td>
</tr>
<tr>
<td>5</td>
<td>4 4 3 1 0 1 3 1 1 1 1 2 1 0 0</td>
<td>25</td>
<td>40</td>
</tr>
<tr>
<td>6</td>
<td>2 3 0 1 0 1 1 0 1 2 1 1 1 0 0</td>
<td>15</td>
<td>26</td>
</tr>
<tr>
<td>7</td>
<td>3 2 3 3 2 1 3 1 1 2 2 1 1 1 3</td>
<td>31</td>
<td>49</td>
</tr>
<tr>
<td>8</td>
<td>3 4 3 3 3 3 2 3 2 2 1 3 3 3 0 3 3</td>
<td>41</td>
<td>48</td>
</tr>
<tr>
<td>9</td>
<td>2 3 3 2 1 1 1 3 1 2 1 3 1 1 2 2</td>
<td>29</td>
<td>40</td>
</tr>
<tr>
<td>10</td>
<td>2 3 2 1 1 0 2 1 2 1 2 2 2 2 1 1</td>
<td>24</td>
<td>37</td>
</tr>
<tr>
<td>11</td>
<td>4 4 4 4 4 2 3 3 3 2 3 3 3 1 3 4 4</td>
<td>51</td>
<td>56</td>
</tr>
<tr>
<td>12</td>
<td>2 4 2 3 1 1 1 3 1 1 1 3 1 1 1 2</td>
<td>28</td>
<td>42</td>
</tr>
<tr>
<td>13</td>
<td>3 2 0 2 1 0 1 0 1 1 1 0 1 0 1 1</td>
<td>15</td>
<td>18</td>
</tr>
<tr>
<td>14</td>
<td>3 1 3 1 1 1 3 2 2 1 1 2 1 2 0 3</td>
<td>27</td>
<td>40</td>
</tr>
<tr>
<td>15</td>
<td>2 4 4 3 1 2 3 2 2 1 1 2 1 1 3 1</td>
<td>33</td>
<td>46</td>
</tr>
<tr>
<td>16</td>
<td>4 4 4 4 4 3 4 4 2 2 3 3 3 2 0 3</td>
<td>48</td>
<td>58</td>
</tr>
<tr>
<td>17</td>
<td>2 3 1 1 1 0 1 0 0 1 0 0 1 0 2 1</td>
<td>14</td>
<td>25</td>
</tr>
<tr>
<td>18</td>
<td>3 4 1 1 0 1 3 1 1 1 3 1 1 0 2 2</td>
<td>25</td>
<td>32</td>
</tr>
<tr>
<td>19</td>
<td>3 4 3 2 4 1 3 1 2 3 4 2 1 2 1 2</td>
<td>38</td>
<td>49</td>
</tr>
<tr>
<td>20</td>
<td>3 4 3 1 2 2 3 2 2 2 2 2 1 2 4 3</td>
<td>38</td>
<td>47</td>
</tr>
<tr>
<td>21</td>
<td>2 4 3 1 2 1 3 2 2 0 1 1 1 0 1 3</td>
<td>27</td>
<td>33</td>
</tr>
<tr>
<td>22</td>
<td>3 2 3 2 2 2 2 1 1 0 3 3 1 0 3 2</td>
<td>30</td>
<td>42</td>
</tr>
<tr>
<td>23</td>
<td>2 4 0 2 3 1 2 2 2 1 1 2 0 1 1 2 1</td>
<td>25</td>
<td>47</td>
</tr>
<tr>
<td>24</td>
<td>2 4 2 1 3 0 3 2 0 1 1 0 1 2 4 2</td>
<td>28</td>
<td>34</td>
</tr>
</tbody>
</table>

To facilitate improvement of the online courses without extensive redevelopment, moderate and quickly implementable amendments were suggested for each of the courses evaluated. These minimal changes were determined at the discretion of the rubric experts. An example of a minimal change suggested by the reviewers was to offer more for learner-led opportunities, such as discussion boards or self-reflective questions to maximize transformational learning. The 3 courses that were rated most highly required only minor changes to become “superior” (Figure 2). Furthermore, with minimal changes, most of the 17 courses with unacceptably low scores could improve their quality rating: 4 courses could be improved to “needs polish,” 6 courses could improve to “average-OK,” and 4 courses could achieve a rating of “above average-good.”

Figure 3 presents mean scores for each category assessed by the rubric. On average, most courses scored well in course rationale, navigation, and content, whereas teaching effectiveness, learning strategies, assessment and evaluation, and instructor’s role proved to be challenging and underdeveloped in most courses. Overall, on the scale of 0-4, most courses scored higher than 2 in 5 categories, scored exactly 2 in 2 categories, and received a score less than 2 on the scale in 9 categories.

Online training programs are often defined by 2 types of e-learning: asynchronous and synchronous. Asynchronous e-learning occurs when students begin and end a training program at different times according to their own schedule and personal preferences. Common features of asynchronous learning include online bulletin and discussion boards, group forums, and self-directed learning. Approximately 92% (22/24) of courses reviewed in this evaluation were categorized as asynchronous. Synchronous e-learning occurs when remote students enroll in a course that follows a specific schedule as outlined by the course instructor. Failure to virtually attend the course or complete assignments according to the scheduled deadlines could result in negative course outcomes. Common features of synchronous learning include live facilitated discussion via whiteboards, virtual classrooms that promote instructor-to-learner and learner-to-learner engagement, and scheduled learner evaluation. Approximately 8% (2/24) of the
courses reviewed were categorized as synchronous. Given the number of asynchronous courses reviewed, it is no surprise that 96% (23/24) of the courses evaluated were categorized as self-study. Only 1 course could be categorized as offering collaborative learning because it encouraged learner-to-learner participation in a synchronous virtual classroom in which students were asked to respond to one another’s questions and provide feedback in real time.

Of the 24 courses included in the review, 17 agreed to be evaluated and were provided with individualized feedback and information on additional resources that could improve their course overall. When providing feedback, all courses participating in the review process were offered the opportunity to engage in a more in-depth discussion regarding their evaluation by teleconference. Only 1 of the 17 courses chose the option to further discuss their course review.

Figure 1. Distribution of courses evaluated by course quality without suggested changes.

Figure 2. Distribution of courses evaluated by course quality with suggested changes.
Discussion

Tobacco use and dependence remains the most important cause of preventable death and morbidity worldwide. Despite this fact, many health professionals do not provide effective treatment to tobacco users, in part because of inadequate knowledge and skills in treating the problem. Online education providing instruction in tobacco dependence treatment is one important way to build the necessary capacity to provide evidence-based treatment for tobacco dependence. The online learning environment overcomes many of the barriers found in traditional instruction by expanding the reach and convenience of the instructional material for adult learners. However, adult learners also need to be able to readily access high-quality online learning opportunities to maximize the limited time available for acquiring new knowledge and skills. Unfortunately, the main finding of our review of available online courses for tobacco dependence treatment was not encouraging in this regard. Out of the initial 39 courses identified, a mere 24 courses were able to be accessed for evaluation. The primary obstacle to these courses was inability to access course content due mostly to inadequate course maintenance (ie, ensuring the webpage is virus-free, links are in working condition). Among the 24 courses we evaluated, the majority (17/24) require complete revision to meet minimal quality standards for best practices and optimal instructional design. Fortunately, we also found that there would be a significant positive impact on course quality (an increase of 25% in quality rating scores) with modest revisions. This suggests that there exists a relatively easy way to improve most available courses to meet the average industry standard. A detailed analysis of each of the 16 categories of the assessment rubric makes it clear that most online courses will obtain the greatest benefit by improving in the areas of teaching effectiveness, learning strategies, instructor’s role, and assessment and evaluation. Course developers are encouraged to focus on a wider range of design elements necessary for a successful course (eg, interactivity, aligning learning strategies).

A review of e-learning literature for health care practitioners suggests areas for quality improvement comparable to those found in our study [11]. For example, the review noted that learner testing and assessment is crucial to ensure that information has been absorbed and will be applied, and learners need to receive feedback on their performance. Among the lowest ranking areas found in our study was “assessment and evaluation.” Similarly, low-ranking categories found in our study were instructor’s role, teaching effectiveness, and responsiveness to learner’s needs. The review also found that instructors and developers need to be flexible to adapt to the needs of learners and that learner participation and interaction needs to be supported and encouraged similar to that of traditional classroom environments [11]. Collaboration between content, pedagogy, and technology is needed to keep learners engaged [11]. We found that course interactivity, learning strategies, and instructional design—features that enhance learner engagement—were lacking for most tobacco dependence online training.

As a result of our findings of overall poor quality of online courses, we suggest that course developers raise the quality and educational value of their courses by using the following strategies. First, subject matter experts must engage experts in instructional design to ensure course content is palatable for an online format and aligned with learning objectives. Second, interactive learning exercises need to be incorporated to maintain learner engagement and retention of course content [12]. Third, it is important to assess learners in a way that can facilitate knowledge transfer to real-world scenarios [12]. Simply providing learners with knowledge-based multiple-choice questions can be useful in particular educational settings; however, in CME courses it is crucial that application of knowledge is assessed. Finally, course designers need to remember that online courses require constant oversight and continuous improvement to keep course content and interactive learning activities current and fresh.
The potential to engage in meaningful reflection and optimize the multimedia potential to enhance cognitive, affective, and kinesthetic learning is the promise of e-learning. When developing an online course, it is important to remember that simply uploading text, charts, visuals, or a PowerPoint presentation to an online environment does not create an e-learning module. Unfortunately, this was the primary design approach for many of the courses reviewed. Modern education is characterized by the employment of multiple modalities to engage a wide variety of learners. Thus, effort needs to be made by course developers to utilize different learning approaches beyond didactic text, such as case simulations, quizzes, interactive learning objects, and discussion forums. Moreover, instructional design principles suggest that there needs to be alignment of the learning objectives, the content (including subcontent), the case scenarios, and assessments. Often, we observed misalignment of these essential elements—a design flaw risking disengagement of the learner from the material irrespective of the quality of the content. Additionally, pilot testing the e-learning module to evaluate both content and instructional design prior to implementation and widespread dissemination is imperative. Pilot testing the module in a sample of the target audience is an opportunity to garner valuable feedback and allow course developers to make improvements and enhance the module for future learners.

There are several limitations to our study. Although the rubric we chose was deemed to be the most thorough in assessing best practices and instructional design out of the 10 rubrics reviewed, there are limitations in its use. The rubric was designed for use in higher education online courses based on the assumption of a course management system that allows for learner interaction, such as learner-to-learner, learner-to-content, and learner-to-instructor interaction. Unfortunately, almost none of the courses we evaluated fostered such interaction. Although the rubric was designed to capture both design and content, there seemed to be a stronger focus on the e-learning environment and less on the content. This may prove to be a limitation as diverse delivery needs may be required for different content approaches. Both content and delivery are important to the outcomes, but the rubric assumes a higher weighting on delivery than content. In addition, replicating this evaluation may be challenging because the rubric requires trained, expert reviewers who have had years of experience working in tandem and cannot be generally applied for use by untrained reviewers. This also impacts the minimal changes scoring because the expert reviewer team relies on 15 years of experience in online course design and delivery to determine the minimal changes score. This score was determined by highlighting categories where minimal changes would provide maximum points. These subjective observations may prove to be problematic when attempting to quantify an overall numeric score. We also excluded from our review almost 40% (15/39) of the online courses we identified. Because these courses could not be accessed for meaningful review, we cannot comment on their quality or whether their inclusion in our study would have resulted in different conclusions. Finally, we cannot be certain that we identified all available English-language online learning courses because there is no comprehensive source for all courses on tobacco dependence treatment instruction. However, our search strategy mirrors that of most experienced online learners when seeking instructional content.

Our main conclusion is that there are important quality gaps between available online courses for tobacco dependence treatment instruction and the high quality that all courses should strive to achieve. Our evaluation makes it clear that there is a widespread lack of well-designed online continuing education courses in tobacco dependence treatment based on an analysis of instructional design quality. However, optimizing currently available online learning tools may not require extensive redesign or costly effort. Implementing modest changes will improve the quality of most existing courses to at least an average quality level and courses with average or above average quality may achieve superior-level quality with similar modest revision. The design elements that the majority of the courses lack are cohesiveness between the different module components and the linearity of the design. Because most courses in tobacco dependence treatment will be used by adult learners who are already working in a health care profession, course designers must also provide information succinctly and provide opportunity within the course for practice and problem solving. Simply providing abundant erudite content will not meet the needs of most adult learners. Having identified quality gaps in current online learning in tobacco dependence treatment instruction as well as feedback for developers of existing online courses, we would encourage course developers to employ these best practices and feedback for improvements to existing courses and in the design of new online learning opportunities. We believe there is a great unmet need for quality online education and that using instructional design principles could ensure greater impact of any content made available to online learners.
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Abstract

Background: Journal clubs are an essential tool in promoting clinical evidence-based medical education to all medical and allied health professionals. Twitter represents a public, microblogging forum that can facilitate traditional journal club requirements, while also reaching a global audience, and participation for discussion with study authors and colleagues.

Objective: The aim of the current study was to evaluate the current state of social media–facilitated journal clubs, specifically Twitter, as an example of continuing professional development.

Methods: A systematic review of literature databases (Medline, Embase, CINAHL, Web of Science, ERIC via ProQuest) was performed according to Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines. A systematic search of Twitter, the followers of identified journal clubs, and Symplur was also performed. Demographic and monthly tweet data were extracted from Twitter and Symplur. All manuscripts related to Twitter-based journal clubs were included. Statistical analyses were performed in MS Excel and STATA.

Results: From a total of 469 citations, 11 manuscripts were included and referred to five Twitter-based journal clubs (#ALiEMJC, #BlueJC, #ebnjc, #urojc, #meded). A Twitter-based journal club search yielded 34 potential hashtags/accounts, of which 24 were included in the final analysis. The median duration of activity was 11.75 (interquartile range [IQR] 19.9, SD 10.9) months, with 7 now inactive. The median number of followers and participants was 374 (IQR 574) and 157 (IQR 272), respectively. An overall increasing establishment of active Twitter-based journal clubs was observed, resulting in an exponential increase in total cumulative tweets ($R^2=.98$), and tweets per month ($R^2=.72$). Cumulative tweets for specific journal clubs increased linearly, with @ADC_JC,
Conclusions: Twitter-based journal clubs are free, time-efficient, and publicly accessible means to facilitate international discussions regarding clinically important evidence-based research.

Methods

Overview
A systematic review was undertaken based on guidelines outlined by the Cochrane Collaboration and Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) statement [13].

Published Literature Search
A systematic literature search was performed using literature databases (Medline via OVID, Embase, CINAHL, Web of Science, ERIC via ProQuest) using synonyms relating to “social media” and “journal club” in November 2014 (see Multimedia Appendix 1) [14,15]. Reference lists of the identified articles were also searched. Initially, synonyms relating to medical education were included but were later removed due to overexclusion of potential manuscripts. Included articles were published reports on the use of social media (specifically Twitter in order to investigate a specific platform) as a means of facilitating journal clubs. Following exclusion of duplicates, irrelevant articles, and abstracts of conference proceedings based on citations and full text, remaining articles meeting inclusion criteria were reviewed for methodology and summarized. Article selection was performed by 2 independent evaluators (MR, MP) and any discrepancies resolved.

Twitter Hashtag Search
Following review of published reports, Twitter was by far the most popular and commonly used social media outlet for journal clubs. A systematic search of Twitter was performed to identify all relevant hashtags to be included in the current study, including using the search box and the terms “journal club” and “jc”, as well as reviewing the users who were following all identified journal clubs, initially using those identified in the literature search. Journal club selection was performed by 2 independent evaluators (MR, MP), and any discrepancies were resolved.

Inclusion criteria for hashtag analysis included journal clubs that meet the following criteria: (a) indexed in PubMed prior to journal club session; (b) high attendance rate (compulsory or incentive-based), nominated chairman, literature aligned with the journal club goals and reviewed prior to journal club session, and continuing professional development [2-6]. Unfortunately, many of these prerequisites act as limiting factors in a busy clinical practice.

An unprecedented expansion in the medical use of social media, such as Twitter, Facebook, LinkedIn, and YouTube, has followed the uptake seen with the general public. Twitter is a public, microblogging forum where users (each with a unique handle, eg @username) upload short messages comprising a maximum of 140 characters, with or without attached photos, documents, and links to other media such as videos, presentations, or journal articles. In most cases, these “tweets” are linked to a theme, often centralized using a “#” (hashtag, eg #journalclub) for easy access and discovery by other users. Users are also able to “follow” the tweets of other users. Specific events (eg, medical conferences, public sporting events) often promote an official hashtag to allow users to follow all discussion relating to the event [7]. Dedicated explanation of social media apps in medicine and health care is available, with many falling under the broad banner of Free Open Access Medical education (FOAM) [8,9].

When combined with Twitter, journal clubs are able to function in a similar way to traditional journal clubs, with the advantage of a global audience and participation for discussion. Twitter-based journal clubs are able to be easily linked using a hashtag (eg, #jc), allowing anyone to follow and contribute with a unique identifiable username. A central moderator is able to inform followers of the article to be discussed well ahead of time for perusal. Furthermore, authors of discussed articles are often invited as participants, enabling real-time interaction. Online journal clubs allow for international and increased participation, even when used with less other mainstream platforms [10,11]. Additional benefits of Web-based journal clubs include immediate feedback and discussion with authors and colleagues, as well as enhanced publication dissemination [1,2].

The aim of the current study was to evaluate the current state of journal clubs facilitated by social media, specifically Twitter, as an example of continuing professional development and through a systematic review process.
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Introduction

Journal clubs are a well-established method to facilitate interactive peer review and critical thinking in clinical evidence-based medical education [1,2]. Furthermore, journal clubs provide a forum for academic debate and professional networking. Skills learned in critical analysis and literature appraisal skills are crucial in continuing professional development, in order to exercise best practices by any medical student or senior attending/consultant. Components of an effective journal club include regular and appropriate timing, high attendance rate (compulsory or incentive-based), nominated chairman, literature aligned with the journal club goals and reviewed prior to journal club session, and continuing professional development [3-6]. Unfortunately, many of these prerequisites act as limiting factors in a busy clinical practice.

An unprecedented expansion in the medical use of social media, such as Twitter, Facebook, LinkedIn, and YouTube, has followed the uptake seen with the general public. Twitter is a public, microblogging forum where users (each with a unique handle, eg @username) upload short messages comprising a maximum of 140 characters, with or without attached photos, documents, and links to other media such as videos, presentations, or journal articles. In most cases, these “tweets” are linked to a theme, often centralized using a “#” (hashtag, eg #journalclub) for easy access and discovery by other users. Users are also able to “follow” the tweets of other users. Specific events (eg, medical conferences, public sporting events) often promote an official hashtag to allow users to follow all discussion relating to the event [7]. Dedicated explanation of social media apps in medicine and health care is available, with many falling under the broad banner of Free Open Access Medical education (FOAM) [8,9].

When combined with Twitter, journal clubs are able to function in a similar way to traditional journal clubs, with the advantage of a global audience and participation for discussion. Twitter-based journal clubs are able to be easily linked using a hashtag (eg, #jc), allowing anyone to follow and contribute with a unique identifiable username. A central moderator is able to inform followers of the article to be discussed well ahead of time for perusal. Furthermore, authors of discussed articles are often invited as participants, enabling real-time interaction. Online journal clubs allow for international and increased participation, even when used with less other mainstream platforms [10,11]. Additional benefits of Web-based journal clubs include immediate feedback and discussion with authors and colleagues, as well as enhanced publication dissemination [1,2].

The aim of the current study was to evaluate the current state of journal clubs facilitated by social media, specifically Twitter, as an example of continuing professional development and through a systematic review process.

Methods

Overview
A systematic review was undertaken based on guidelines outlined by the Cochrane Collaboration and Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) statement [13].

Published Literature Search
A systematic literature search was performed using literature databases (Medline via OVID, Embase, CINAHL, Web of Science, ERIC via ProQuest) using synonyms relating to “social media” and “journal club” in November 2014 (see Multimedia Appendix 1) [14,15]. Reference lists of the identified articles were also searched. Initially, synonyms relating to medical education were included but were later removed due to overexclusion of potential manuscripts. Included articles were published reports on the use of social media (specifically Twitter in order to investigate a specific platform) as a means of facilitating journal clubs. Following exclusion of duplicates, irrelevant articles, and abstracts of conference proceedings based on citations and full text, remaining articles meeting inclusion criteria were reviewed for methodology and summarized. Article selection was performed by 2 independent evaluators (MR, MP) and any discrepancies resolved.

Twitter Hashtag Search
Following review of published reports, Twitter was by far the most popular and commonly used social media outlet for journal clubs. A systematic search of Twitter was performed to identify all relevant hashtags to be included in the current study, including using the search box and the terms “journal club” and “jc”, as well as reviewing the users who were following all identified journal clubs, initially using those identified in the literature search. Journal club selection was performed by 2 independent evaluators (MR, MP), and any discrepancies were resolved.

Inclusion criteria for hashtag analysis included journal clubs related to health care. Hashtags were excluded from analysis if
they were not Twitter-based journal clubs, English-speaking, if the hashtag was not used completely for the purpose of a journal club, or if the hashtag represented institutional or private journal clubs. A final search was performed on the Symplur website, which tracks social media related to health care.

**Data Extraction**

Basic Twitter-based data was extracted from the relevant journal club Twitter-based websites. If available, such information included specialty, location, journal club tweets, and Twitter followers. Journal club tweets refer to the number of posts generated by a single journal club account. Data extraction from Symplur was achieved by searching each relevant hashtag (#). Data extracted from Symplur included hashtag commencement date, hashtag inactivation date, total tweet count, tweet count per month, number of tweeters, and total impressions. “Hashtag activation date” was defined as first month with greater than 5 tweets with the relevant hashtag. “Hashtag inactivation date” was defined as the starting point of 3 consecutive months with <6 tweets per month. Tweet count refers to the total number of posts containing the relevant hashtag. Number of tweeters was defined as the number of unique individual Twitter accounts that generated a post containing the relevant hashtag. Impressions, or reach, refer to the number of users exposed to a particular hashtag. Detailed statistics of the top five journal clubs (@NephJC, @igsjc, @EBNursingBMJ, @iurojc, and @ADC_JC), as determined by rate of increase in cumulative tweets, were retrieved for each month from Symplur.

**Statistical Analysis**

Data from published manuscripts were insufficient for compilation, so a descriptive analysis was performed. Twitter hashtag data were collated and analyzed using a Microsoft Excel 2003 database. Figures were created using STATA v.12.0 SE.

**Results**

**Literature Search**

The final search strategy resulted in retrieval of 469 citations, including 47 duplicates, 381 irrelevant citations, 18 conference abstracts, 9 citations unrelated to journal clubs, and 9 based on blogs or other resources (Figure 1). Eleven manuscripts were included and analyzed [1,11,16-24], which included reference to five Twitter-based journal clubs (#ALiEMJC, #BlueJC, #ebnjc, #iurojc, #meded).

Three manuscripts referred to #ALiEMJC/#AnnalsofEM [16-18] (which reported the social media responses to journal club discussions), four to #BlueJC/#bluejchost [1,19-21] (comprising a narrative description [1] with accompanying letter to the editor and author reply [19,20], and inclusion in a narrative review [21]), one to #ebnjc/#EBNursingBMJ in a regional nursing publication raising awareness for #ebnjc [22], two to #iurojc/#iurojc [11,23] (comprising a narrative description and analysis of the first 12 months [11] and letter to the editor regarding a recently discussed manuscript [23]), and one to #meded/#JournalGIM (as an editorial providing a narrative description [24]).

Of the manuscripts reviewed, three journal clubs were officially affiliated with peer-reviewed journals (#ALiEMJC/#AnnalsofEM to Annals of Emergency Medicine, #BlueJC/#bluejchost to BJOG An International Journal of Obstetrics and Gynaecology, #meded/#JournalGIM to Journal of General Internal Medicine), while the remainder have grown out of specialty interest groups and as yet appear to have no official alignment.

**Figure 1.** Flowchart of study selection as per the PRISMA statement.
**Twitter Hashtag Search**

Following the hashtag and Twitter-based journal club search, 34 potential hashtags/accounts were collated. Following review, 10 hashtags and associated journal clubs were excluded: three due to multiple uses for particular hashtag, two hashtags were related to private or institutional journal clubs, four were excluded due to complete inactivity or commenced within 1 month of assessment, and one was excluded due to non-English language. Of the 24 included hashtag accounts, the median months active was 11.75 (interquartile range [IQR] 19.9, SD 10.9; Table 1). Symplur analytic data were unavailable for three hashtag-related journal clubs.

**Table 1.** Demographic information for Twitter-based journal clubs, including specialty, frequency, commencement, inactive status, and associated peer-reviewed publications.

<table>
<thead>
<tr>
<th>Hashtag, citation</th>
<th>Associated Twitter user</th>
<th>Speciality</th>
<th>Frequency</th>
<th>Commencement</th>
<th>Inactive datea</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1carejc</td>
<td>@amcunningham</td>
<td>Primary care</td>
<td>NR</td>
<td>15/04/2013</td>
<td>5/6/2014</td>
</tr>
<tr>
<td>#ACCJournalclub</td>
<td>@ACCinTouch</td>
<td>Cardiology</td>
<td>NR</td>
<td>29/3/2014</td>
<td>29/3/14</td>
</tr>
<tr>
<td>#ADC_JC</td>
<td>@ADC_JC</td>
<td>Pediatrics</td>
<td>NR</td>
<td>28/5/2014</td>
<td>Current</td>
</tr>
<tr>
<td>#ALIEJMJC [16-18]</td>
<td>@AnnalsofEM</td>
<td>Emergency medicine</td>
<td>NR</td>
<td>15/11/2013</td>
<td>Current</td>
</tr>
<tr>
<td>#ambjc</td>
<td>@ambjournalclub</td>
<td>Emergency medicine</td>
<td>Bimonthly</td>
<td>1/7/2011</td>
<td>11/11/13</td>
</tr>
<tr>
<td>#bluejc[1]</td>
<td>@bluejhost</td>
<td>Women’s health</td>
<td>NR</td>
<td>30/3/2013</td>
<td>Current</td>
</tr>
<tr>
<td>#cpjc</td>
<td>@clipsyJC</td>
<td>Psychology</td>
<td>NR</td>
<td>1/7/11</td>
<td>1/10/13</td>
</tr>
<tr>
<td>#ebnjc[22]</td>
<td>@EBNursingBMJ</td>
<td>Nursing</td>
<td>Bimonthly</td>
<td>5/1/2010</td>
<td>Current</td>
</tr>
<tr>
<td>#GeriMedJC</td>
<td>@gerimedJC</td>
<td>Geriatric medicine</td>
<td>Monthly</td>
<td>1/7/2014</td>
<td>Current</td>
</tr>
<tr>
<td>#HEJC</td>
<td>twubs/HEJC</td>
<td>Health economics</td>
<td>NR</td>
<td>1/9/2012</td>
<td>Current</td>
</tr>
<tr>
<td>#hpJC</td>
<td>@hpjc</td>
<td>Hospice, palliative medicine</td>
<td>NR</td>
<td>1/03/14</td>
<td>Current</td>
</tr>
<tr>
<td>#IGSJC</td>
<td>@igsjc</td>
<td>General surgery</td>
<td>Monthly</td>
<td>5/2/2014</td>
<td>Current</td>
</tr>
<tr>
<td>#jameapsjc</td>
<td>@jameapsd</td>
<td>NR</td>
<td>21/10/2014</td>
<td>8/8/14</td>
<td>Current</td>
</tr>
<tr>
<td>#JC,_StE</td>
<td>@JC,_StE</td>
<td>Emergency medicine</td>
<td>Bimonthly</td>
<td>1/10/2012</td>
<td>1/10/13</td>
</tr>
<tr>
<td>#MedEd[24]</td>
<td>@JournalGIM</td>
<td>General medicine</td>
<td>NR</td>
<td>NR</td>
<td>NR</td>
</tr>
<tr>
<td>#microtwjc</td>
<td>@microtwjc</td>
<td>Microbiology</td>
<td>NR</td>
<td>11/9/2013</td>
<td>Current</td>
</tr>
<tr>
<td>#NephJC</td>
<td>@Nephjc</td>
<td>Nephrology</td>
<td>NR</td>
<td>20/4/2014</td>
<td>Current</td>
</tr>
<tr>
<td>#PHGANIC</td>
<td>@BSPGHAN</td>
<td>Pediatric gastroenterology</td>
<td>NR</td>
<td>2/6/2014</td>
<td></td>
</tr>
<tr>
<td>#PHTwitJC</td>
<td>@PHTwitJC</td>
<td>Public health</td>
<td>Monthly</td>
<td>1/7/2011</td>
<td>1/8/13</td>
</tr>
<tr>
<td>#psychjc</td>
<td>@psychiatryjc</td>
<td>Psychiatry</td>
<td>Monthly</td>
<td>28/9/2014</td>
<td>Current</td>
</tr>
<tr>
<td>#rsjc</td>
<td>@respondsleepjc</td>
<td>Respiratory</td>
<td>Monthly</td>
<td>26/6/2014</td>
<td>Current</td>
</tr>
<tr>
<td>#swjcchat</td>
<td>@swjcchat</td>
<td>Social work</td>
<td>Bimonthly</td>
<td>7/7/2013</td>
<td>1/12/13</td>
</tr>
<tr>
<td>#twitjc</td>
<td>@twitjournalclub</td>
<td>General medicine</td>
<td>Bimonthly</td>
<td>1/5/2011</td>
<td>1/12/13</td>
</tr>
<tr>
<td>#urojc[11]</td>
<td>@urojc</td>
<td>Urology</td>
<td>Monthly</td>
<td>1/10/2012</td>
<td>Current</td>
</tr>
</tbody>
</table>

aIf applicable, defined as 3 consecutive months of fewer than 5 tweets per month.
bInactive journal clubs.
c#MedEd is not a unique hashtag for this journal club—it is also used for discussion among other medical educators.

**Online Journal Club Activity**

Of the 24 included journal club–related hashtags, the median number of followers was 374 (IQR 574) with a median number of active participants of 157 (IQR 272). Monthly activity was calculated with a median “tweets per month” of 203 (IQR 317) and median “impressions per month” of 165,538 (IQR 504,654). Following inception, and as of October 30, 2014, seven of the included journal clubs had become inactive (#1carejc, #ambjc, #epjc, #JC,_StE, #PHTwitJC, #swjcchat, #twitjc). Overall, after exclusion of inactive journal clubs, an increasing establishment of Twitter-based journal clubs (Figure 2) was observed. Furthermore, an exponential increase in cumulative tweets was observed ($R^2=.98$) as well as tweets per month ($R^2=.72$).
For specific journal clubs, a continual increase in cumulative tweets in the early (<24 months) stages was observed. Specifically, the linearly modeled (all \( R^2 > .95 \)) increase in tweets was estimated as being greatest for @NephJC (722 tweets/month), @igsjc (613 tweets/month), @EBNursingBMJ (417 tweets/month), @iurojc (345 tweets/month), and @ADC_JC (255 tweets/month). These trends were also observed in the impressions/month rankings (Table 2). The two journal clubs that have previously been the longest running but now inactive, @twitjournalclub and @PHTwitJC, showed an inverse exponential cumulative tweet relationship following very high initial activity. Individually, no definite trends in tweets per month were observed, owing to large fluctuations in monthly activity.

**Table 2.** Twitter-based journal club performance, incorporating standard metrics such as tweets and followers, as well as overall tweets, participants and impressions, with calculated monthly mean tweets and impressions relating to each journal club as defined by Symplur.

<table>
<thead>
<tr>
<th>Hashtag</th>
<th>Associated Twitter user</th>
<th>Tweets</th>
<th>Followers</th>
<th>Total tweets</th>
<th>Mean tweet/mo(^a)</th>
<th>Participants</th>
<th>Impressions/mo(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>#lcarejc(^b)</td>
<td>@amcunningham</td>
<td>NA</td>
<td>NA</td>
<td>564</td>
<td>41</td>
<td>171</td>
<td>191,161</td>
</tr>
<tr>
<td>#ACCCJournalclub(^b)</td>
<td>@ACCinTouch</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>#ADCJC</td>
<td>@ADC_JC</td>
<td>1452</td>
<td>459</td>
<td>2785</td>
<td>546</td>
<td>142</td>
<td>378,763</td>
</tr>
<tr>
<td>#ALiEMJC</td>
<td>@AnnalsofEM</td>
<td>NA</td>
<td>NA</td>
<td>924</td>
<td>80</td>
<td>234</td>
<td>136,145</td>
</tr>
<tr>
<td>#ambjc(^b)</td>
<td>@ambjournalclub</td>
<td>57</td>
<td>87</td>
<td>93</td>
<td>3</td>
<td>42</td>
<td>1380</td>
</tr>
<tr>
<td>#bluejc</td>
<td>@bluejchost</td>
<td>516</td>
<td>202</td>
<td>3705</td>
<td>194</td>
<td>290</td>
<td>126,455</td>
</tr>
<tr>
<td>#epjc(^b)</td>
<td>@clinpsyJC</td>
<td>67</td>
<td>201</td>
<td>216</td>
<td>5.4</td>
<td>61</td>
<td>18,039</td>
</tr>
<tr>
<td>#ebnc</td>
<td>@EBNursingBMJ</td>
<td>2117</td>
<td>1399</td>
<td>3901</td>
<td>395</td>
<td>456</td>
<td>719,241</td>
</tr>
<tr>
<td>#GeriMedJC</td>
<td>@gerimedJC</td>
<td>130</td>
<td>158</td>
<td>318</td>
<td>80</td>
<td>52</td>
<td>36,044</td>
</tr>
<tr>
<td>#HEJC</td>
<td>twubs/HEJC</td>
<td>NR</td>
<td>NR</td>
<td>986</td>
<td>38</td>
<td>103</td>
<td>18,176</td>
</tr>
<tr>
<td>#hpmjc</td>
<td>@hpmjc</td>
<td>588</td>
<td>129</td>
<td>1694</td>
<td>212</td>
<td>176</td>
<td>223,686</td>
</tr>
<tr>
<td>#IGSJC</td>
<td>@igsjc</td>
<td>624</td>
<td>750</td>
<td>5199</td>
<td>586</td>
<td>430</td>
<td>843,358</td>
</tr>
<tr>
<td>#jamaapedsjc</td>
<td>@jamaapedsjc</td>
<td>NR</td>
<td>NR</td>
<td>387</td>
<td>140</td>
<td>76</td>
<td>535,852</td>
</tr>
<tr>
<td>#JC_SIE(^b)</td>
<td>@JC_SIE</td>
<td>615</td>
<td>374</td>
<td>1008</td>
<td>84</td>
<td>73</td>
<td>58,346</td>
</tr>
<tr>
<td>#MedEd(^c)</td>
<td>@JournalGIM</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>#microtwjc</td>
<td>@microtwjc</td>
<td>525</td>
<td>155</td>
<td>5295</td>
<td>832</td>
<td>478</td>
<td>1,184,105</td>
</tr>
<tr>
<td>#NephJC</td>
<td>@Nephjc</td>
<td>1436</td>
<td>584</td>
<td>5295</td>
<td>832</td>
<td>478</td>
<td>1,184,105</td>
</tr>
<tr>
<td>#PHGHANJC</td>
<td>@BSPGHAN</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>#PHTwitJC</td>
<td>@PHTwitJC</td>
<td>1817</td>
<td>1057</td>
<td>4245</td>
<td>170</td>
<td>320</td>
<td>139,916</td>
</tr>
<tr>
<td>#psychjc</td>
<td>@psychiatryjc</td>
<td>92</td>
<td>72</td>
<td>240</td>
<td>218</td>
<td>44</td>
<td>288,109</td>
</tr>
<tr>
<td>#rsjc</td>
<td>@respondsleepjc</td>
<td>929</td>
<td>176</td>
<td>1669</td>
<td>401</td>
<td>115</td>
<td>86,730</td>
</tr>
<tr>
<td>#swjccchat(^b)</td>
<td>@swjccchat</td>
<td>758</td>
<td>481</td>
<td>1199</td>
<td>138</td>
<td>138</td>
<td>6144</td>
</tr>
<tr>
<td>#twitjc(^b)</td>
<td>@twitjournalclub</td>
<td>1498</td>
<td>3446</td>
<td>12,628</td>
<td>407</td>
<td>1,954</td>
<td>883,543</td>
</tr>
<tr>
<td>#urojc</td>
<td>@iurojc</td>
<td>1832</td>
<td>2401</td>
<td>9040</td>
<td>362</td>
<td>1,567</td>
<td>622,139</td>
</tr>
</tbody>
</table>

\(^a\)During active period only.  
\(^b\)Inactive journal clubs.  
\(^c\)#MedEd is not a unique hashtag for this journal club—it is also used for discussion among other medical educators.
Determinants of Journal Club Performance

Tweets and impressions for each of the top five journal clubs as determined by tweets/impressions per month (ie, @ADC_JC, @EBNursingBMJ, @igsjc, @iurojc and @NephJC) were analyzed. Subgroups were created based on the “Top 10” participants for each month (as determined by Symplur) versus the remaining participants. An average of two tweets per month, was estimated for participants outside of the “Top 10” tweet contributors for each month (Figure 3). The contributions of the “Top 10” to overall tweets were significantly lower for #urojc ($P<.005$). Of those appearing in the “Top 10” for each month during journal club discussions, the majority were classified in the “Top 10” for the first or second time.

In an attempt to measure “reach” for each journal club, while considering large tweet traffic from these accounts in moderating and advertising, an impression:tweet ratio was calculated for each journal club user account. This impression:tweet ratio was shown to be linearly increasing for all journal clubs ($R^2>.87$ for all; Figure 4).
Figure 3. Average tweets per participant for the top 5 journal clubs (#ebnjc, #urojc, #Nephjc, #ADC_JC, #igsjc). The overall calculated average for each journal club is represented by solid lines, while the average for participants outside of the Top 10 is represented by dashed lines.

Figure 4. Journal club user account impressions:tweets ratio as a measure of reach, represented as absolute ratio change per month.
Discussion

Principal Findings

There were an estimated 200 million users per month actively tweeting an average of 500 million times per day in 2013, depicting Twitter as a contemporary, ever-changing social media environment. While recent reports in media outlets suggest that the rate of Twitter use overall may be declining, the findings of this systematic review of published literature and Twitter suggest that Twitter-based journal clubs are an expanding method of continuing professional development and a platform for global interaction. Published reports describe positive initial uptake and support from their respective medical communities [11,16-18], while Twitter analytics confirm an increasing trend in journal club establishment, cumulative tweets, and tweets per month.

Overall, we have observed an increasing participation in Twitter by the medical and allied health community, evidenced by an increasing year-to-year establishment of new journal clubs (Figure 2) and exponential increase in cumulative tweets and impressions. While the increase in tweets and impressions may be a function of journal clubs being established, it is more likely reflective of an ever-increasing global audience, reflected by the increasing impressions:tweets ratio for all journal clubs analyzed (Figure 4), and involvement of a wider, global audience viewing and participating in these discussions. Although the benefits of international involvement cannot be overemphasized, the benefits to local and regional formats may also be beneficial in communicating best practice or regional guidelines for countries and health jurisdictions where geographic separation is a significant obstacle. Given the current information explosion in medical research, Twitter also represents a potentially credible alternative to traditional “Commentary” pieces in peer-reviewed journals, allowing input from multiple key opinion leaders not previously available.

Similar increases in Twitter participation have been observed for medical conferences [7] and established peer-reviewed journals [25]. This increasing involvement by the global health audience appears to benefit traditional peer-review establishments. For journals, this increase in audience exposure appears to be beneficial for performance indices, with Twitter profiles associated with a higher mean impact factor for journals [25]. Furthermore, tweets have been reported to be predictive of future citations, with highly tweeted articles 11 times more likely to be highly cited than less tweeted articles in one journal [26].

While this relationship between social media and traditional academic media continues to grow, the use of Twitter for continuing professional development is an attractive venture. However, the freedom of voluntary participation complicates the establishment of an accurate and efficient record of participation for appropriate ethical acknowledgement for continuing professional development requirements by credentialing authorities. To date, no objective evaluation assessing the knowledge uptake and retention resulting from microblogging journal club is available [11]. Some strategies could include a posttest, similar to that provided by peer-reviewed journals, or a survey distributed by Twitter and completed online. These strategies may also be valuable in assessing participation in Free Open Access Medical Education (FOAM), which has also been facilitated by social media (eg, @UrologyQuiz found on Twitter).

FOAM encapsulates a collection of resources and tools for learning in medicine that are transforming medical education [9]. FOAM has continued to expand using social media as different collaborative teaching resources in accordance with popularity of online digital media, including blogs, podcasts, tweets, Google hangouts, online videos, and Facebook groups [27]. Twitter-based journal clubs are another addition to the FOAM sphere, available on Twitter (using hashtag #FOAMed). These resources allow individuals to upload medical content with discussion, collaboration, and dissemination of knowledge among users occurring on the individual site. The FOAM movement is a contemporary approach to improving and adding new collaborative resources to Web-based medical/health education, continuing professional development and research services [28]. Critics of FOAM have suggested that because such resources can be easily published online without quality control mechanisms, unreviewed FOAM resources may be erroneous or biased [29]. Peer-review processes for FOAM publications have been recently implemented in the form of high subject expertise from clinicians as either a pre-publication review and linked blog post for further comments, or post-publication review and facility for the author to amend or respond to the expert comments [29]. The Social Media Index (SM-i) is an emerging comparative index tool for FOAM resources, which combines quantitative online data to provide an overall rank to be calculated for any FOAM site [30], similar to other established peer-reviewed instruments comparing scholars (h-index), journals (Impact Factor), and websites (HONcode, DISCERN).

When individual journal club performance was considered, we observed a clear increase in overall tweets and impressions for established journal clubs, with some increasing at a rate as high as 722 tweets/month. However, month-to-month tweeting was observed to be highly variable. This variability could relate to diversity in interest among followers regarding the topics discussed or reduced participation of influential or high-volume tweeters for various reasons. There may also be limitations in access to articles discussed, particularly for individuals without institutional or individual journal access for those articles that are not open access. Where possible, some journal clubs, such as #urojc, provide open access to the discussed articles in order to remove this limitation [11].

In considering the determinants of journal club performance, subgroup analysis suggested that a large proportion of tweets each month were from those in the “Top 10”, with the remaining participants expected to contribute two tweets per journal club discussion (Figure 3). However, the majority of users appearing in the “Top 10” for each month during journal club discussions were doing so for the first or second time. This observation suggests that the broader audience participation and occasional generation of high traffic by eager participants outweighs the influence of regularly active tweeters or key Twitter-opinion leaders, who promoted the journal clubs to gain an initial
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following. However, in this open environment, there is also potential to overload the discussion or self-promote, creating unnecessary “noise”. This focus on gaining followers and impressions as well as “mentions”, which are similar to citations of a peer-reviewed manuscript may be strategic in improving a user’s Klout score, an overall social media popularity rating [25]. Furthermore, the significantly lower contribution from the “Top 10” for #urojc compared to other journal clubs may be a consequence of longer establishment of #urojc, thus gaining a broader contribution to the discussion. The observed increasing impressions:tweets ratio suggested that the reach of the journal clubs analyzed continues to grow with time, resulting in an ever-expanding audience for these high-level academic discussions.

Limitations

This study is an analysis of social media at a point in time, when social media is known to be ever evolving. Much of the Twitter-based analytics relied on third-party services, such as Symplur, which was intended to focus on social media related to health care. Further, there are inherent limitations with the use of Twitter-based outcome measures, such as impressions, as a surrogate for reach. We were unable to measure the pattern of growth in followers or participants through data acquisition restrictions. There is also no current way to measure the passive value of journal clubs, specifically relating to users who are following the journal club discussion, and thus acquiring educational value, but not actively participating. We acknowledge that the number of included manuscripts is small, reflecting the current state of published literature relating to Twitter-based journal clubs. This review will serve as a check point and reference for the development of enhanced Twitter-based journal clubs by other medical craft groups internationally or loco-regionally.

Conclusions

This systematic review provides an illustration of early trends in the development of journal clubs using Twitter as a communication medium. Twitter-based journal clubs provide access to free, time-efficient, and high-level discussions on clinically important issues and equal participation opportunity for users. Twitter provides an unprecedented method of networking and formation of friendships with colleagues, which can be harnessed to educate, initiate research collaborations, and even canvass opinions with difficult cases in the time between conferences. Hence, the role of social media in continuing professional development will continue to evolve with increasing engagement by journals, conferences, and FOAM sources. Furthermore, in the midst of busy clinical duties, microblogging using Twitter provides a unique pathway to access and engage in discussions with peers and professional leaders.
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Abstract

Background: Although many people with serious diseases participate in online support communities, little research has investigated how participants elicit and provide social support on these sites.

Objective: The first goal was to propose and test a model of the dynamic process through which participants in online support communities elicit and provide emotional and informational support. The second was to demonstrate the value of computer coding of conversational data using machine learning techniques (1) by replicating results derived from human-coded data about how people elicit support and (2) by answering questions that are intractable with small samples of human-coded data, namely how exposure to different types of social support predicts continued participation in online support communities. The third was to provide a detailed description of these machine learning techniques to enable other researchers to perform large-scale data analysis in these communities.

Methods: Communication among approximately 90,000 registered users of an online cancer support community was analyzed. The corpus comprised 1,562,459 messages organized into 68,158 discussion threads. Amazon Mechanical Turk workers coded (1) 1000 thread-starting messages on 5 attributes (positive and negative emotional self-disclosure, positive and negative informational self-disclosure, questions) and (2) 1000 replies on emotional and informational support. Their judgments were used to train machine learning models that automatically estimated the amount of these 7 attributes in the messages. Across attributes, the average Pearson correlation between human-based judgments and computer-based judgments was .65.

Results: Part 1 used human-coded data to investigate relationships between (1) 4 kinds of self-disclosure and question asking in thread-starting posts and (2) the amount of emotional and informational support in the first reply. Self-disclosure about negative emotions (beta=.24, P<.001), negative events (beta=.25, P<.001), and positive events (beta=.10, P=.02) increased emotional support. However, asking questions depressed emotional support (beta=–.21, P<.001). In contrast, asking questions increased informational support (beta=.38, P<.001), whereas positive informational self-disclosure depressed it (beta=−.09, P=.003). Self-disclosure led to the perception of emotional needs, which elicited emotional support, whereas asking questions led to the perception of informational needs, which elicited informational support. Part 2 used machine-coded data to replicate these results. Part 3 analyzed the machine-coded data and showed that exposure to more emotional support predicted staying in the group longer 33% (hazard ratio=0.67, P<.001), whereas exposure to more informational support predicted leaving the group sooner (hazard ratio=1.05, P<.001).
Conclusions: Self-disclosure is effective in eliciting emotional support, whereas question asking is effective in eliciting informational support. Moreover, perceptions that people desire particular kinds of support influence the support they receive. Finally, the type of support people receive affects the likelihood of their staying in or leaving the group. These results demonstrate the utility of machine learning methods for investigating the dynamics of social support exchange in online support communities.

KEYWORDS
social support; health communication; self-disclosure; social media; support groups; emotions; natural language processing

Introduction

Background

A high percentage of people with chronic or life-threatening diseases use online resources to obtain information about their condition and ways to cope with it. Although informational websites are the most popular, many people—especially cancer patients and survivors—participate in online health support communities [1,2]. A recent meta-analysis suggested that online support communities are effective in decreasing depression and increasing self-efficacy and quality of life [3]. Although several clinical trials suggest that participation in Internet-based support communities improves emotional well-being (e.g. [4,5]), conclusions are ambiguous because most interventions have multiple components of which support group participation is only a part [6]. Moreover, research also shows that support interventions often do not provide the benefits they were designed to produce (e.g. [7]). Thus, much remains to be learned about when and why support is effective in online communities.

Of the several categories of social support that have been identified in offline and online communities, emotional and informational support have received the most theoretical and empirical attention. Ridings and Gefen [8] reported that 76% of people who join online health communities do so to exchange emotional and informational support. Emotional support refers to the provision of caring, sympathy, or encouragement, whereas informational support refers to the provision of information or advice. Evidence in offline settings indicates that cancer patients seek out emotional support [9] and claim that it is especially helpful [10]. And research suggests that peer discussion focusing on emotional support enhances cancer patients’ psychological adjustment [11,12]. Participants in cancer support communities also exchange information and advice about diagnoses, treatments, adverse effects, relations with physicians, financial problems, and so on. And research suggests that information exchanged in offline support groups is associated with improvement in psychological well-being [13].

Interestingly, most research on social support, both offline and online, has focused on its physical and psychological effects, rather than on how it is elicited. For this reason, very little is known about the strategies that people use to seek support from others. This is surprising because the exchange of support is a dynamic communication process involving actions by support seekers and support providers [14]. During support elicitation, support seekers use a variety of techniques to indicate their need for support. During support provision, support providers recognize seekers’ behavior as requests for support and decide how to respond.

Strategies for Obtaining Social Support

The Social Support Activation Model [15] categorizes support-seeking behaviors along 2 dimensions: (1) direct versus indirect elicitation and (2) verbal versus nonverbal elicitation. In online environments, where communication is verbal, a direct elicitation strategy might involve asking a question about a medication, whereas an indirect strategy might involve expressing fear about a diagnosis. Moreover, there is suggestive evidence that these 2 kinds of strategies may be used to elicit different kinds of support. For example, prior research suggests that participants in online support communities ask questions to get factual information [16] and that focused questions are more effective in getting useful answers than are open-ended ones [17]. In contrast, to elicit emotional support, participants often tell narratives about their disease and their emotional reactions to it [16,18]. The goal of this research is to further clarify the process by which members of online cancer support communities obtain informational and emotional support from other members of their group.

An important feature of our research is its reliance on automated techniques for analyzing a large number of conversational exchanges between community members. Most studies on communication in support communities are based on hand coding relatively small samples of messages (eg, [16,18-22]). Even Meier and colleagues’ [21] relatively ambitious effort only coded emotional and informational support in approximately 3000 messages. Because online support communities usually generate large numbers of posts, it is impractical to hand code all messages. Previous research has shown that it is feasible to partially automate some text analyses of conversations in online support communities (eg, [23,24]), but there has been little effort to fully automate the analysis of large numbers of messages in these communities.

Utilizing large-scale data and computer-aided content analysis is valuable for 3 reasons. First, because machine learning models can usually be easily replicated, they enable researchers interested in similar research questions to deploy comparable methods to challenge, verify, or extend others’ results. Second, the large-scale data that can be analyzed by machine learning methods allow researchers to answer more subtle research questions, conduct finer-grained analyses, and examine longer-term interaction patterns among participants. For example, using data from almost 60,000 exchanges from more than 30,000 participants in a breast cancer support community over a 9-year period, we have shown that being exposed to emotional and informational support has different effects on members’ subsequent participation in the group [25]. Third, computer-aided content analysis opens up opportunities for
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real-time interventions. For example, an online support community can use an automated model to detect the type of support an author of a particular post is seeking and then direct that person to discussions or other participants most relevant to his or her need.

In this paper, we use archival data to examine the relationships between the conversational moves people make in thread-starting posts and the amount and type of support they receive in response to them. In part 1, we conducted the analysis using a relatively small sample of approximately 1000 hand-coded conversational threads. In part 2, we replicated these results using machine learning algorithms to analyze more than 67,000 conversational threads. These algorithms use statistical procedures analogous to multiple regression to correlate language characteristics of messages with human judgments of them [26]. Specifically, part 2 describes techniques to automatically identify the extent to which messages exchanged in breast cancer discussion forums sought and provided emotional and informational support. Parts 1 and 2 test hypotheses suggested by, but not rigorously tested in, prior studies: (1) self-disclosure of support seekers elicits emotional support, whereas (2) asking questions elicits informational support. Finally, part 3 demonstrates additional benefits of automated coding by briefly reviewing previously published analyses showing that the type of support participants are exposed to predicts their continued participation in the group.

**Conceptual Model**

Figure 1 shows the model underlying our research. The model posits that different elicitation strategies on the part of support seekers (personal self-disclosure vs asking questions) produce different kinds of support from providers (emotional support vs informational support, respectively). Moreover, the model posits that this effect is mediated by the perceived needs of the support seeker. More specifically, the model posits that self-disclosure, irrespective of its content (emotional, informational) or valence (positive, negative), leads to perceived emotional needs, which in turn elicit emotional support. In contrast, asking a question leads to perceived informational needs, which in turn elicit informational support.

In this model, we hypothesize that the effects of elicitation strategies on support are mediated by the perceived needs of the support seeker. This hypothesis is important because, without such a process, a relationship between a seeker’s behavior and others’ responses could be interpreted as behavioral mimicry. Behavioral mimicry is a well-established phenomenon in human communication [27]; it occurs for both language (eg, [28]) and nonverbal behavior (eg, [29]), and it leads to better language understanding and interpersonal rapport. In conversations in support groups, behavioral mimicry could be confused with attempts to meet perceived needs. For example, most types of self-disclosure use first-person singular pronouns in constructions such as, “Well it’s been 2 weeks since my doctor called and gave me the results and I have been up and down since” or “I’m a 35 y/o happily married mother of 2 and completely and utterly shaken to my core.” People who give emotional support by replying with their own cancer experiences (eg, “I remember being in your place. I am only 4 months out from bilateral mastectomy and things have improved tremendously. Life will get better.”) are also likely to use first-person pronouns.

**Figure 1.** Conceptual model of social support elicitation and provision.
Part 1: Using Human-Coded Data to Model How People Elicit Emotional and Informational Support

Overview
Part 1 investigated the language strategies that support group members use to elicit emotional and informational support and the meditational role of their perceived needs. Because each of the constructs in Figure 1 is based on human judgments, this part of the study was limited to an analysis of approximately 1000 exchanges.

Methods

Research Site
We studied support conversations in a large online breast cancer support community with a variety of communication platforms, including discussion boards and chat rooms. The discussion board platform was one of the most popular and active online breast cancer support communities on the Internet. At the time of our research, it had more than 90,000 registered members and 66 forums organized by criteria such as disease stage (eg, metastatic breast cancer), treatment (eg, hormonal therapy), demographic characteristics (eg, women aged 40-60 years), and treatment options (eg, breast reconstruction). In the forums, members ask questions, share stories, and read posts about how to deal with their disease. This discussion board platform is a rich environment for studying the dynamics of online support communities.

We collected all public posts on the discussion boards of the online support community from October 2001 to January 2011. During this period, the boards contained a total of 1,562,459 messages in 68,158 discussion threads. The median length of a discussion thread was 6 messages (mean 22.9, SD 280.5). The median life span of a thread, from the first thread-starting message to the last, was 2 days (mean 29.3, SD 115.6). A total of 81.12% (55,291/68,158) of thread-starting messages received a response within 24 hours, whereas 11.42% (7785/68,158) never received a response.

We employed Amazon Mechanical Turk (MTurk) workers to judge how many messages from a random sample of 1000 thread starters and their first replies contained each of the constructs in Figure 1, such as negative informational self-disclosure or emotional support. MTurk is an online marketplace for crowdsourcing. It allows requesters to post jobs, called Human Intelligence Tasks (HITs), which workers, known as Turkers, can choose to perform. Snow et al [30] have shown that the combined judgments of a small number (between 5 to 7) of naïve judges on MTurk lead to ratings of texts that are very similar to those that experts make on such dimensions as emotions expressed, relative timing of events referred to, word similarity, word sense disambiguation, and linguistic entailment or implication.

We created independent tasks for judging each concept in Figure 1. One group of Turkers rated how many thread starter messages contained self-disclosure about events in the poster’s life or her thoughts and feelings. A second group rated how many thread starters asked questions. A third group rated how many thread starters sought emotional or informational support. Finally, a fourth group was shown the first replies to the thread starters (with the corresponding thread starters for reference) and judged how many provided informational and emotional support. The wording for the 9 judgments Turkers made are listed in Table 1. The Turkers made their judgments using a 7-point Likert scale (1=none; 7=a great deal).
Table 1. The tasks Turkers performed and the resulting intraclass correlation (ICC) for each construct.

<table>
<thead>
<tr>
<th>Construct</th>
<th>ICC</th>
<th>Definition for Turkers</th>
<th>Prompt for Turkers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emotional self-disclosure</td>
<td>0.90</td>
<td>Emotional self-disclosure is concerned with the extent to which the writer has discussed her feelings and emotions with others, such as happiness, fears, sadness, and anger.</td>
<td>To what extent does this message contain positive emotional self-disclosure?</td>
</tr>
<tr>
<td>Positive emotional self-disclosure</td>
<td>0.94</td>
<td>Example of positive emotional self-disclosure: “Now that chemo is done, I find myself waking up in the morning feeling a huge burden has been lifted from my shoulders.”</td>
<td>To what extent does this message contain positive emotional self-disclosure?</td>
</tr>
<tr>
<td>Negative emotional self-disclosure</td>
<td>0.94</td>
<td>Example of negative emotional self-disclosure: “I am freaked out after reading my mammogram report.”</td>
<td>To what extent does this message contain negative emotional self-disclosure?</td>
</tr>
<tr>
<td>Informational self-disclosure</td>
<td>0.85</td>
<td>Informational self-disclosure is concerned with the extent to which the writer has discussed her personal information with others, such as health conditions, diagnosis results, and family status. Informational self-disclosure can be related to the positive, negative, or neutral life events of the writer.</td>
<td>To what extent does this message contain positive informational self-disclosure?</td>
</tr>
<tr>
<td>Positive informational self-disclosure</td>
<td>0.85</td>
<td>Example of positive informational self-disclosure: “Took family to Cleveland Zoo for the first time in years and years.”</td>
<td>To what extent does this message contain positive informational self-disclosure?</td>
</tr>
<tr>
<td>Negative informational self-disclosure</td>
<td>0.91</td>
<td>Example of negative informational self-disclosure: “I found a lump in my armpit about 5 weeks ago. It’s not fixed, but moveable. I have periodic tingling or single sharp pains in my left breast every once in a while.”</td>
<td>To what extent does this message contain negative informational self-disclosure?</td>
</tr>
<tr>
<td>Asking a question</td>
<td>0.91</td>
<td>When asking a question, the writer is requesting a response from the group. Questions can be asked directly and indirectly. Examples of questions:</td>
<td>To what extent is this message asking a question?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“What will you go through for a small chance to live longer?”</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>“So I guess my question is, can a NOT dense breast, just average, have missed tumors on imaging?”</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>“I am wondering if anyone has any advice on what I should do?”</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>“Looking for any insight others may have on this.”</td>
<td></td>
</tr>
<tr>
<td>Eliciting support</td>
<td>0.91</td>
<td>When seeking emotional support, the writer is trying to get understanding, encouragement, affirmation, sympathy, or caring.</td>
<td>To what extent is this message seeking emotional support?</td>
</tr>
<tr>
<td>Emotional support elicitation</td>
<td>0.91</td>
<td>When seeking informational support, the writer is trying to get advice, referrals, or knowledge.</td>
<td>To what extent is this message seeking informational support?</td>
</tr>
<tr>
<td>Informational support elicitation</td>
<td>0.95</td>
<td>When seeking informational support, the writer is trying to get advice, referrals, or knowledge.</td>
<td></td>
</tr>
<tr>
<td>Providing support</td>
<td>0.92</td>
<td>There are 2 kinds of social support: emotional support and informational support.</td>
<td>How much emotional support does this message provide?</td>
</tr>
<tr>
<td>Provide emotional support</td>
<td>0.92</td>
<td>Emotional support messages provide understanding, encouragement, affirmation, sympathy, or caring.</td>
<td>How much informational support does this message provide?</td>
</tr>
<tr>
<td>Provide informational support</td>
<td>0.92</td>
<td>Informational support messages provide advice, referrals, or knowledge.</td>
<td></td>
</tr>
</tbody>
</table>

Ten Turkers made each judgment, with different subsets rating each message. We aggregated workers’ responses for each message by averaging their ratings. Turkers were paid US $0.03 per message for judging question asking and US $0.05 per message for judging emotional self-disclosure, informational self-disclosure, perceived support needs, and support provision. To encourage workers to take the numeric-rating task seriously, they also highlighted words and phrases in the message that provided evidence for their ratings. To further control the annotation quality, we restricted the worker pool to Turkers who indicated a United States location and had at least of 98% their work accepted by their previous Turk employers. Table 2 provides descriptive statistics and correlations among the 7 constructs judged by the Turkers.
Table 2. Descriptive statistics and correlations among constructs coded by Turkers.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean (SD)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Positive emotional disclosure</td>
<td>1.55 (0.96)</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Negative emotional disclosure</td>
<td>2.39 (1.52)</td>
<td>–.06</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Positive informational disclosure</td>
<td>1.89 (1.09)</td>
<td>.76</td>
<td>–.09</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Negative informational disclosure</td>
<td>3.58 (1.72)</td>
<td>–.17</td>
<td>.68</td>
<td>–.24</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Question asking</td>
<td>4.94 (2.17)</td>
<td>–.35</td>
<td>.06</td>
<td>–.34</td>
<td>.31</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Emotional support elicitation</td>
<td>2.75 (1.66)</td>
<td>.13</td>
<td>.79</td>
<td>.09</td>
<td>.58</td>
<td>–.11</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Informational support elicitation</td>
<td>4.21 (2.01)</td>
<td>–.36</td>
<td>–.06</td>
<td>–.37</td>
<td>.26</td>
<td>.88</td>
<td>–.28</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>8. Provide emotional support</td>
<td>2.68 (1.43)</td>
<td>.16</td>
<td>.39</td>
<td>.14</td>
<td>.32</td>
<td>–.17</td>
<td>.49</td>
<td>–.24</td>
<td>1</td>
</tr>
<tr>
<td>9. Provide informational support</td>
<td>2.93 (1.47)</td>
<td>–.23</td>
<td>–.01</td>
<td>–.23</td>
<td>.17</td>
<td>.42</td>
<td>–.13</td>
<td>.49</td>
<td>–.17</td>
</tr>
</tbody>
</table>

Following are 2 examples from our final hand-coded dataset. Example 1 shows a message with high emotional support and low informational support and example 2 shows a message with low emotional support and high informational support. The example messages are lightly disguised using the techniques suggested by Bruckman [31]. Although the examples illustrate cases in which one type of support is high and the other low, across the full hand-coded sample, the two types of support were only weakly negatively correlated (r_{972} = –.17, P<.001).

Example 1 (emotional support=5.7; informational support=1.0):

> Julie-you have had such a difficult road, but yet you still manage to do well in school...I am truly inspired by you. Big cyber hugs and best wishes to you:<>

Example 2 (emotional support=1.2; informational support=4.5):

> Extranodal extension occurs when the tumor extends through the wall of the lymph node. This is noted on pathology reports, but in the main it isn’t very significant, and isn’t used in assessing cancer stage.

We assessed the reliability of raters’ judgments using intraclass correlations (ICC), which indicate the proportion of the variance in judgments that can be attributed to the message being judged. Table 1 shows the ICCs for the social support-related constructs used in this research. We validated Turkers’ judgments by comparing their judgments to expert judgments of the informational and emotional support contained in 50 messages selected from corpora studied by Meier et al [21] and Bambina [16]. The correlations between Turkers’ and experts’ average ratings for emotional support (r=.70) and informational support (r=.76) were both high.

**Results**

**Relationship Between Elicitation Strategies and Support Provision**

We first tested the hypotheses that self-disclosure elicits emotional support whereas questions elicit informational support using the dataset of 1000 Turker-coded messages. We used structural equation modeling to examine the relationships between the amount of self-disclosure and question asking in the thread starters and the amount of emotional and informational support provided in the first reply. Standardized regression coefficients (β) are reported. Figure 2 is the path model showing the results. This model fits the human-coded data well, with the comparative fit index (CFI)=0.98 and the root mean squared error of approximation (RMSEA)=0.062 (see [32] for rules-of-thumb for evaluating the goodness of fit for structural equation models; a CFI>0.97 is generally considered a good fit, whereas a RMSEA between 0.05 and 0.08 is generally considered an acceptable fit). Note that we did not include the relationships between positive/negative emotional self-disclosure and informational support provision in the model because these relationships were not significant and excluding them improved the model fit. This applied to all the models reported in this paper.

The more thread-starting messages contained negative emotional self-disclosure (beta=.24, SE 0.04, P<.001) and negative informational self-disclosure (beta=.25, SE 0.04, P<.001), the more responses to them provided emotional support. Positive informational self-disclosure was also associated with more emotional support in replies, although not as strongly (beta=.10, SE 0.04, P=.02). However, positive emotional self-disclosure was not significantly associated with more emotional support (beta=.07, SE 0.04, P=.10). In contrast to these effects of self-disclosure which generally increased emotional support, asking questions was associated with receiving less emotional support (beta=-.21, SE 0.03, P<.001).

Participants used different strategies to elicit informational support. Thread starters were more likely to get information and advice when they explicitly asked for it, but less likely to receive it when they described positive events in their lives. The more the thread starters asked questions, the more the first reply provided informational support (beta=.38, SE 0.03, P<.001). In contrast, when the thread starter revealed more positive informational self-disclosure, the reply contained less informational support (beta=-.09, SE 0.03, P=.003). Negative informational self-disclosure was not associated with receiving informational support (beta=.03, SE .03, P=.306). These results are consistent with prior research indicating that asking explicit questions and providing a rationale elicited information and advice [33,34]. In contrast, when thread starters described positive events in their lives, they were less likely to receive information and advice, even if they asked questions. Perhaps in these cases, recipients believed that the thread starter did not really need their help, although asking for it.
Figure 2. Path model showing the analysis of the social support communication process based on Turkerg-coded data. Values represent standardized regression coefficients. ε1 and ε2 represent error terms. *P<05; **P<01; ***P<001.

Mediation Effect of Perceived Support Needs

When people started a thread with self-disclosure and especially when they revealed negative thoughts and feelings and negative events in their lives, and when they refrained from asking questions, others were likely to offer them emotional support. However, when they asked questions and refrained from describing positive events in their lives, others offered them information and advice instead. We assumed these language features lead to social support because other participants in the community perceived them as indicators of a need for emotional support and informational support, respectively. That is, other members of the community treated these language features as requests for particular kinds of support. To test this assumption, we conducted mediation analysis to assess whether the language features in thread-starting messages have their effects on the emotional and information support in replies because they signaled a desire for a particular kind of support.

Results are shown in Figure 3, which includes only the direct paths between constructs. Although the CFI index (0.98) indicated that the mediation model was a good fit to the data, the RMSEA criterion (0.119) was problematic. As Schermelleh et al [32] noted, “it is quite difficult to decide on data-model fit or misfit, especially if various measures of model fit point to conflicting conclusions about the extent to which the model actually matches the observed data...[Although rules-of-thumb exist about what constitutes a good fitting SEM model], these rule-of-thumb cutoff criteria are quite arbitrary and should not be taken too seriously.” We interpret our findings as indicating mediation. As Figure 3 illustrates, people received emotional support when they were perceived as seeking it (beta=.30, SE 0.04, P<.001) and informational support when they were perceived as asking that (beta=.36, SE 0.04, P<.001). The effects of the language features that predicted receiving either informational or emotional support in Figure 2 were all at least partially mediated by the perception that the author was seeking this particular kind of support, as shown in Figure 3. The data came from human judgments of each construct. Numbers represent standardized regression coefficients from a structural equation model. Only direct links between constructs significant at P<.05 are shown. Indirect effects can be calculated by multiplying the direct effects (e.g., the indirect effects of asking questions on receiving informational support mediated by seeking informational support is .80*.36=.29).

Focusing on the receipt of emotional support, the effects of all the speech acts were either partially or completely mediated by their influence on judgments that the writer was seeking emotional support. Negative emotional self-disclosure (writing about sadness, fear, anger, and other negative thoughts and feelings) was associated with receiving more emotional support, and this effect was completely mediated by the perception that the writer was seeking emotional support (indirect effect/total effect=.19/.21=90%); the direct effect of negative emotional self-disclosure on getting emotional support became insignificant after controlling for the perception that the writer was seeking emotional support (beta=.02, P=.74). Similarly, the effect of positive informational self-disclosure on receiving emotional support became insignificant after controlling for the perception that the writer was seeking emotional support (0.13=23%), leaving a nonsignificant direct path (beta=.10, P=.07). The effect of negative informational self-disclosure on receiving emotional support was also partially mediated by judgments that the writer...
was seeking emotional support (.08/.23=35%). The direct effect of negative informational self-disclosure on receiving emotional support decreased from .25 (in Figure 2) to .15 ($P<.001$) when controlling for the perception that the writer was seeking emotional support. The negative effect of asking questions on receiving emotional support was also partially mediated by the judgment that the writer was not seeking emotional support ($-.04/-14=29\%$). However, asking questions also had a direct negative effect on receiving emotional support (beta=$-.10$, $P<.001$).

Focusing on the receipt of informational support, the effects of positive and negative informational self-disclosure and asking questions were completely mediated by their direct influence on judgments that the writer was seeking informational support. Although people were likely to receive informational support after asking questions (total effect=.26), the total effect was mediated by the link between asking questions and seeking information and between seeking information and receiving it (.29/.26=112\%). Similarly, 42\% of the total negative association of positive information disclosure on receiving informational support was mediated by its association with the perception the writer was seeking informational support ($-.05/-.12=42\%$).

**Figure 3.** Direct effects of language features in a thread-starting post on the perception that the poster was seeking emotional and informational support and on the receipt of emotional and informational support. Values represent standardized regression coefficients. $\epsilon_1$, $\epsilon_2$, $\epsilon_3$, and $\epsilon_4$ indicate error terms. $^*P<.05$; $^{**}P<.01$; $^{***}P<.001$. 
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Part 2: Using Machine-Coded Data to Model How People Elicit Emotional and Informational Support

Methods

Overview

Part 2 sought to partially replicate the analyses previously described, which were based on human coding of 1000 interactions, by using machine learning techniques to automate the coding of 58,357 interactions. We constructed machine learning models to automatically measure both the language elicitation strategies posters used in their thread-starting posts and the emotional and informational support they received in the first reply to them. Our goal was to use machine learning approaches to correlate characteristics of messages with human judgments made about various elicitation strategies and the presence of emotional and informational support. As described subsequently, the input features included language characteristics of the messages, such as their length, presence of words from general and domain-specific dictionaries, syntax features (eg, the ordering of noun and verb phrases), higher-level semantic features (eg, the presence of advice and questions), and questions. The outputs were numerical values representing the extent to which a message asked questions or provided various types of self-disclosure or support. A model was successful if (1) its assessments of the outcomes of interest matched those produced by human judges and (2) it was parsimonious, using a small number of input features while producing an accurate assessment.

Building, validating, and applying the machine learning models involved 5 steps. First, human judges hand-coded language strategies and support provisions in a sample of messages. Their judgments represented the “ground truth” or “gold standard” to which we compared the machine learning estimates. Second, we represented the messages as a set of language features that could be interpreted by computers and would be the input to the machine learning algorithms. Third, we identified the best machine learning models from a part of the hand-coded data by iteratively testing different configurations of machine learning algorithms and combinations of input features. Fourth, to evaluate the performance of the final models, we applied them to a holdout sample of data. Finally, we tested hypotheses by applying the machine learning models to automatically code the 58,357 thread starter–first reply pairs in the entire dataset.

Building Machine Learning Models for Social Support Concepts

Because most health researchers will not be familiar with the methods used to construct the machine learning models to measure self-disclosure, question asking, and emotional and informational support, we will describe them and their rationale in some detail. For a general treatment of machine learning, we refer the reader to Witten et al [35]. The processes for building models for each construct in our model were similar, so we illustrate the general approach by describing how to measure the presence of emotional and informational support.

Step 1: Creating the Human-Coded Dataset

We used the annotations collected in part 1 as the human-coded dataset for machine learning model training. The details regarding how we obtained the human annotations were described in part 1.

Step 2: Identifying Language Features

In the second step, messages were represented as lower-level, computer-readable language features, which were likely to provide cues that a text was self-disclosing, asking a question, or offering emotional or informational support. We focused our search for language features in domains that we believed would reflect the topics and writing styles people use when they talk about their disease and their relationship to it. We focused on the 6 language domains:

1. Body: one of the most common conversational themes in online health support communities involves patients’ bodies and how disease changes their bodies. Participants might describe their bodily conditions to look for advice or to share their experiences with others. Sometimes they tell others the results of their treatment by mentioning changes in their bodies, such as weight loss or the size of a tumor. The discussion of the body can signal the offering of support and not just self-disclosure.

2. Positive/negative emotions and events: revealing underlying emotions or sharing personal life events and stories is a way to self-disclose and provide support. Online support participants often share personal feelings about themselves and use language that indicates happiness, fear, anger, and other emotional states. People also often describe positive things that happened in their lives, such as successful treatment, to encourage others and provide support to them.

3. Social: social relations are crucial for cancer survivors. Their disease may change how they interact with others. Through interaction with others, they can feel supported and gain the strength to face their disease. In the absence of support, they may feel abandoned.

4. Spiritual: spiritual or religious comments can provide social support, especially for those with strong religious beliefs. Examples of spiritual comments in this online breast cancer community are “God bless” and “I’ll add you to my prayer list.”

5. Time: time-related information is often mentioned in online support discussions. For instance, cancer stages and treatment processes involve references to time.

6. Language structures: language structures, such as sentence structure and punctuation, can be indicators of social support. For example, sentences that start with the pronoun “I” are likely to be self-disclosing. And when a writer is asking direct questions, the sentences often end with question marks or use a verb-subject order (eg, “can you”).

To operationalize the linguistic features in the 6 domains, we measured 3 kinds of low-level language features as summarized in Textbox 1.
Textbox 1. Summary of the 3 kinds of basic language features.

1. Linguistic Inquiry and Word Count (LIWC) dictionaries
   - Pronoun: I, we, you, she/he, they, impersonal pronoun
   - Tense: auxiliary verb, past, present, future
   - Emotion: positive emotion, negative emotion (anxiety, anger, sadness)
   - Other topics: cognitive mechanism, biological processes, time, religion, death

2. Latent Dirichlet allocation (LDA) topical dictionaries
   - Prediagnosis, treatment plan, forum communication, adjusting to diagnosis, financial concerns, lymphedema, diet, family and friends, positive life events, surgery, thoughts and feelings, chemoradiation, family history, emotional reaction, tumor treatment, spiritual, emotional support, routine and schedule, hair loss and appearance, postsurgery problems

3. Syntactic and sentiment features
   - Length: sentence count, word count per sentence
   - Negation: not
   - Part-of-speech: proper nouns, adjectives, cardinal numbers
   - Advice pattern: advice verbs, <Please + VERB>, <If + you>, <You + MODAL>
   - Question pattern: question marks, any, <VERB + SUBJECT>, indirect questions
   - State: be verbs, stative verbs, <SUBJECT_I>, <SUBJECT_I + positive_ADJECTIVE>, <SUBJECT_I + negative_ADJECTIVE>
   - Subjectivity: strong subjectivity, weak subjectivity
   - Drug: FDA drugs

The first type of language feature was derived from generic dictionaries developed by Pennebaker and colleagues [36] in the Linguistic Inquiry and Word Count (LIWC) program, which measures function words (especially various types of pronouns) and topics with psychological relevance (eg, positive emotion words, negative emotion words, cognition words). Second, we created specialized, cancer-related dictionaries using latent Dirichlet allocation (LDA) topic modeling. Third, we included syntactic features of the messages. Finally, because storytelling is itself a complicated language feature, we included a feature that indicates whether a message reveals a story about the writer.

The LIWC program is a word counting program that calculates the frequency with which words in a text match each of 68 predefined dictionaries representing linguistic dimensions (eg, pronouns, tense), psychological constructs (eg, positive emotion), and personal concerns (eg, leisure, death) [36]. Alpers and colleagues [23] analyzed several hundred posts in an online breast cancer community using a human rater and LIWC and demonstrated a moderate correlation between the ratings assigned by the rater and LIWC scores. Motivated by their work, we included LIWC scores in our machine learning models and considered them as baseline features. LIWC dictionaries were selected based on their a priori relevance to social support concepts. For example, for emotional support, words from the we dictionary (eg, “we,” “us,” “ours”) express feeling of companionship and solidarity, whereas those from the positive emotion (eg, “love”) and religion dictionaries (eg, “pray”) express encouragement. For informational support, words form the impersonal pronoun dictionary (eg, “it”) and the present tense dictionaries are often used to describe objective facts. We included 17 LIWC dictionaries listed in Textbox 1.

The first type of language feature was derived from generic dictionaries developed by Pennebaker and colleagues [36] in the Linguistic Inquiry and Word Count (LIWC) program, which measures function words (especially various types of pronouns) and topics with psychological relevance (eg, positive emotion words, negative emotion words, cognition words). Second, we created specialized, cancer-related dictionaries using latent Dirichlet allocation (LDA) topic modeling. Third, we included syntactic features of the messages. Finally, because storytelling is itself a complicated language feature, we included a feature that indicates whether a message reveals a story about the writer.

The LIWC program is a word counting program that calculates the frequency with which words in a text match each of 68 predefined dictionaries representing linguistic dimensions (eg, pronouns, tense), psychological constructs (eg, positive emotion), and personal concerns (eg, leisure, death) [36]. Alpers and colleagues [23] analyzed several hundred posts in an online breast cancer community using a human rater and LIWC and demonstrated a moderate correlation between the ratings assigned by the rater and LIWC scores. Motivated by their work, we included LIWC scores in our machine learning models and considered them as baseline features. LIWC dictionaries were selected based on their a priori relevance to social support concepts. For example, for emotional support, words from the we dictionary (eg, “we,” “us,” “ours”) express feeling of companionship and solidarity, whereas those from the positive emotion (eg, “love”) and religion dictionaries (eg, “pray”) express encouragement. For informational support, words form the impersonal pronoun dictionary (eg, “it”) and the present tense dictionaries are often used to describe objective facts. We included 17 LIWC dictionaries listed in Textbox 1.

The preceding features are generic rather than tailored to the content of cancer-related discussions. Research on analyzing text in support communities suggests that different topics can signal different types of social support interactions [37]. For example, when people use surgery-related terms, such as reconstruction, skin, and surgeon, they are likely to be seeking information, but when people express their fears and other feelings, they are likely to be seeking emotional support. LDA is a statistical generative model that can be used to discover hidden topics in documents and the words associated with each topic [38]. We first trained an LDA model using 30,000 breast cancer messages randomly selected from the entire dataset. The model was set to derive 20 latent topics. For each topic, we chose the 500 words with the highest association with the topic and used them to build a topic dictionary. Two experts familiar with cancer manually assigned a label to each topic (see Table 3). Examples of topics derived from the LDA analysis include emotional reaction (eg, “better,” “lucky,” and “sacred”), diet (“fat,” “weight,” “food,” “exercise,” and “body”), and tumor treatment (eg, “biopsy,” “nodes,” “positive,” and “report”). Textbox 1 lists the 20 topics included in the LDA analysis and Table 3 also shows the words that are most representative of each LDA topic dictionary. Each LDA topical feature calculates the frequency of words in a message matching its corresponding dictionary. When the LDA procedure identified topics that overlapped with preexisting LIWC dictionaries (eg, the LDA family/friends dictionary overlaps the LIWC friends and family dictionaries), we used only one of the dictionaries in the machine learning models for reasons of parsimony.
Table 3. Samples of vocabulary in latent Dirichlet allocation (LDA) topic dictionaries.

<table>
<thead>
<tr>
<th>LDA topic</th>
<th>Sample vocabulary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prediagnosis</td>
<td>Told, appointment, wait, back</td>
</tr>
<tr>
<td>Treatment plan</td>
<td>Clinical, risk, medicine, therapy</td>
</tr>
<tr>
<td>Forum communication</td>
<td>Post, read, help, thread</td>
</tr>
<tr>
<td>Adjusting to diagnosis</td>
<td>Understand, trying, experience</td>
</tr>
<tr>
<td>Financial concerns</td>
<td>Insurance, plan, company, pay</td>
</tr>
<tr>
<td>Lymphedema</td>
<td>Arm, pain, swelling, fluid, area</td>
</tr>
<tr>
<td>Diet</td>
<td>Eat, weight, food, exercise, body</td>
</tr>
<tr>
<td>Family/friends</td>
<td>Daughter, sister, wife</td>
</tr>
<tr>
<td>Positive life events</td>
<td>Love, nice, happy, enjoy, fun</td>
</tr>
<tr>
<td>Surgery</td>
<td>Breast, surgeon, mastectomy</td>
</tr>
<tr>
<td>Thoughts/feelings</td>
<td>Think, remember, believe</td>
</tr>
<tr>
<td>Chemoradiation</td>
<td>Chemo, radiation, treatment</td>
</tr>
<tr>
<td>Family history</td>
<td>Mom, children, age, young</td>
</tr>
<tr>
<td>Emotional reaction</td>
<td>Better, lucky, scared</td>
</tr>
<tr>
<td>Tumor treatment</td>
<td>Biopsy, nodes, positive, report</td>
</tr>
<tr>
<td>Spiritual</td>
<td>Love, god, prayer, bless, peace</td>
</tr>
<tr>
<td>Emotional support</td>
<td>Hope, hug, glad, sorry, best, luck</td>
</tr>
<tr>
<td>Routine/schedule</td>
<td>Today, night, sleep, work</td>
</tr>
<tr>
<td>Hair loss/appearance</td>
<td>Hair, wig, grow, head</td>
</tr>
<tr>
<td>Postsurgery problems</td>
<td>Pain, blood, tamoxifen, symptom</td>
</tr>
</tbody>
</table>

Sentence count and word count per sentence were features designed to represent the length and complexity of messages. The negation feature is the number of sentences in a message containing negation words or phrases, such as “not,” “shouldn’t,” or “did not.” Because some parts of speech (POS) can signal disease-relevant information or emotion, we counted the number of several specific POS tags. For instance, professional labels can be signaled as proper nouns (eg, “Dr. Smith”), emotional states can be signaled by adjectives (eg, “happy” life), and numbers can be used to describe symptoms or treatments (eg, “10 days since the biopsy”). We applied the Stanford POS tagger [39] to assign POS tags for words and extracted relevant POS features. To identify sentences involving requests and advice, we identified several text patterns or verbs in messages. For instance, <Please+VERB> is a pattern that detects sentences beginning with the word “please” followed by a verb (eg, “Please give”). <You+MODAL> is a pattern that counts the number of sentences that start with a pronoun “you” and are immediately followed by a modal verb expressing possibilities (eg, “should,” “might,” “must”). Furthermore, the advice verbs feature considered the occurrence of verbs such as “make,” “suggest,” and “wish.” The question pattern features were designed to count the number of both direct and indirect question sentences in a message. There were 4 question pattern features, including count of question marks, count of indefinite pronouns (eg, “any,” “anyone,” “anybody”), sentences starting with a modal verb (eg, “Does anyone know...”), and indirect questions (eg, “I am wondering if...”). The state features were designed to capture states that last for a while. These features are potentially related to description of emotional states and storytelling. We counted the number of “be” verbs (eg, “My mom is depressed”), stative verbs (eg, “I love my mom”), sentences starting with the subject “I” (ie, <SUBJECT_I>), and sentences starting with the subject “I” followed by positive or negative adjectives (ie, <SUBJECT_I + positive_ADJECTIVE> and <SUBJECT_I + negative_ADJECTIVE>). Sentiment features described the subjectivity of a text segment. We counted the number of strong subjectivity words (eg, “reject,” “nervous”) and weak subjectivity words (eg, “idea,” “suggest”) for every message using the OpinionFinder subjectivity lexicon [40]. Finally, the number of drug terms in each message was counted, based on an exhaustive list of medicine names collected from the Food and Drug Administration website [41].

The binary story feature indicated whether or not the writer was telling a personal story in the message. A linguistic expert categorized 2200 randomly selected messages as a story or not a story. We then built a machine learning model to predict whether the writer of a message was or was not telling a story. The feature set for this model included all the basic language features described previously. The kappa agreement statistic between human coding and computer prediction was .88, which indicates high agreement [42]. We then applied the story model to detect story messages in the 1.5 million messages collected from the support community. In Table 4, the basic language features are mapped onto the language usage domains.
Steps 3 and 4: Construction and Performance of Machine Learning Models

Our task was a machine learning regression problem. We built 7 machine learning regression equations to predict in each message the mean of the Turkers’ judgments of the amount of emotional or informational support, question asking, or self-disclosure (see the judgment dimensions listed in Table 5). The predictor variables were the dictionaries and other features listed in Textbox 1 and the story feature. We used Weka, a machine learning toolkit, to build the support vector machine regression models (SMOreg) [35]. The 1000 thread starters or their first replies coded by MTurk workers were randomly partitioned into a training set (80%), a development set (10%), and a test set (10%). The training set was used to build the models. The development set was used to evaluate the accuracy of different configurations of the models and variations in the features used. Once the models achieved good performance on the development data, we used the test set to evaluate how well the final regression equations performed. We evaluated the predictions using the Pearson product moment correlation between the human-coded ratings and machine measurements for the 100 messages in the test sample. The agreement between the human-coded ratings and machine measurements was .65 averaged across the 7 dimensions and ranged from .85 for informational support provision to .44 for positive emotional self-disclosure. Table 5 shows the evaluation results for each support-related construct.
Table 5. Accuracy and features for 7 machine learning models.

<table>
<thead>
<tr>
<th>Machine learning model and top 10 features</th>
<th>Accuracy (Pearson $r$)</th>
<th>Feature weight of SMOreg</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Positive emotional self-disclosure</strong></td>
<td>.44</td>
<td>0.32</td>
</tr>
<tr>
<td>Positive emotion</td>
<td></td>
<td>0.28</td>
</tr>
<tr>
<td>Word count per sentence</td>
<td></td>
<td>0.25</td>
</tr>
<tr>
<td>Religion</td>
<td></td>
<td>-0.21</td>
</tr>
<tr>
<td>&lt;Please + VERB&gt;</td>
<td></td>
<td>0.16</td>
</tr>
<tr>
<td>Sentence count</td>
<td></td>
<td>0.13</td>
</tr>
<tr>
<td>&lt;SUBJECT_I + positive_ADJECTIVE&gt;</td>
<td></td>
<td>-0.10</td>
</tr>
<tr>
<td>Negation</td>
<td></td>
<td>0.07</td>
</tr>
<tr>
<td>We</td>
<td></td>
<td>0.07</td>
</tr>
<tr>
<td>Financial concerns</td>
<td></td>
<td>-0.07</td>
</tr>
<tr>
<td>Strong subjectivity</td>
<td></td>
<td>0.07</td>
</tr>
<tr>
<td><strong>Negative emotional self-disclosure</strong></td>
<td>.59</td>
<td>1.18</td>
</tr>
<tr>
<td>Anxiety</td>
<td></td>
<td>0.51</td>
</tr>
<tr>
<td>Anger</td>
<td></td>
<td>0.40</td>
</tr>
<tr>
<td>&lt;SUBJECT_I&gt;</td>
<td></td>
<td>0.28</td>
</tr>
<tr>
<td>Sadness</td>
<td></td>
<td>0.27</td>
</tr>
<tr>
<td>&lt;SUBJECT_I + negative_ADJECTIVE&gt;</td>
<td></td>
<td>0.24</td>
</tr>
<tr>
<td>Death</td>
<td></td>
<td>-0.25</td>
</tr>
<tr>
<td>Negation</td>
<td></td>
<td>0.18</td>
</tr>
<tr>
<td>Strong subjectivity</td>
<td></td>
<td>0.17</td>
</tr>
<tr>
<td>Word count per sentence</td>
<td></td>
<td>0.14</td>
</tr>
<tr>
<td>Sentence count</td>
<td></td>
<td>0.14</td>
</tr>
<tr>
<td><strong>Positive informational self-disclosure</strong></td>
<td>.45</td>
<td>0.31</td>
</tr>
<tr>
<td>Positive emotion</td>
<td></td>
<td>0.27</td>
</tr>
<tr>
<td>Religion</td>
<td></td>
<td>-0.25</td>
</tr>
<tr>
<td>Sadness</td>
<td></td>
<td>0.25</td>
</tr>
<tr>
<td>Sentence count</td>
<td></td>
<td>0.23</td>
</tr>
<tr>
<td>Word count per sentence</td>
<td></td>
<td>-0.20</td>
</tr>
<tr>
<td>&lt;Please + VERB&gt;</td>
<td></td>
<td>0.16</td>
</tr>
<tr>
<td>&lt;SUBJECT_I + positive_ADJECTIVE&gt;</td>
<td></td>
<td>0.13</td>
</tr>
<tr>
<td>Routine and schedule</td>
<td></td>
<td>-0.13</td>
</tr>
<tr>
<td>Biological processes</td>
<td></td>
<td>-0.12</td>
</tr>
<tr>
<td>Auxiliary verb</td>
<td></td>
<td>-0.12</td>
</tr>
<tr>
<td><strong>Negative informational self-disclosure</strong></td>
<td>.64</td>
<td>0.42</td>
</tr>
<tr>
<td>Anxiety</td>
<td></td>
<td>0.41</td>
</tr>
<tr>
<td>Sentence count</td>
<td></td>
<td>0.32</td>
</tr>
<tr>
<td>Any</td>
<td></td>
<td>0.28</td>
</tr>
<tr>
<td>Biological processes</td>
<td></td>
<td>0.26</td>
</tr>
<tr>
<td>Tumor treatment</td>
<td></td>
<td>0.26</td>
</tr>
<tr>
<td>&lt;SUBJECT_I&gt;</td>
<td></td>
<td>0.26</td>
</tr>
<tr>
<td>&lt;SUBJECT_I + positive_ADJECTIVE&gt;</td>
<td></td>
<td>-0.25</td>
</tr>
<tr>
<td>Anger</td>
<td></td>
<td>0.24</td>
</tr>
<tr>
<td>Machine learning model and top 10 features</td>
<td>Accuracy (Pearson $r$)</td>
<td>Feature weight of SMOreg</td>
</tr>
<tr>
<td>-------------------------------------------</td>
<td>------------------------</td>
<td>--------------------------</td>
</tr>
<tr>
<td>I</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td>Lymphedema</td>
<td>0.21</td>
<td></td>
</tr>
<tr>
<td><strong>Question asking</strong></td>
<td><strong>.78</strong></td>
<td></td>
</tr>
<tr>
<td>Sentence count</td>
<td>-0.82</td>
<td></td>
</tr>
<tr>
<td>Religion</td>
<td>-0.72</td>
<td></td>
</tr>
<tr>
<td>Word count per sentence</td>
<td>-0.64</td>
<td></td>
</tr>
<tr>
<td>Positive emotion</td>
<td>-0.59</td>
<td></td>
</tr>
<tr>
<td>Question marks</td>
<td>0.52</td>
<td></td>
</tr>
<tr>
<td>Any</td>
<td>0.50</td>
<td></td>
</tr>
<tr>
<td>Proper nouns</td>
<td>-0.40</td>
<td></td>
</tr>
<tr>
<td>&lt;Please + VERB&gt;</td>
<td>0.36</td>
<td></td>
</tr>
<tr>
<td>Spiritual</td>
<td>-0.30</td>
<td></td>
</tr>
<tr>
<td>Negation</td>
<td>0.27</td>
<td></td>
</tr>
<tr>
<td><strong>Emotional support provision</strong></td>
<td><strong>.81</strong></td>
<td></td>
</tr>
<tr>
<td>Sentence count</td>
<td>0.55</td>
<td></td>
</tr>
<tr>
<td>Emotional support</td>
<td>0.46</td>
<td></td>
</tr>
<tr>
<td>We</td>
<td>0.45</td>
<td></td>
</tr>
<tr>
<td>She/He</td>
<td>-0.44</td>
<td></td>
</tr>
<tr>
<td>You</td>
<td>0.37</td>
<td></td>
</tr>
<tr>
<td>Question marks</td>
<td>-0.33</td>
<td></td>
</tr>
<tr>
<td>Strong subjectivity</td>
<td>0.24</td>
<td></td>
</tr>
<tr>
<td>Adjusting to diagnosis</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td>Be verbs</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td>Positive life events</td>
<td>-0.23</td>
<td></td>
</tr>
<tr>
<td><strong>Informational support provision</strong></td>
<td><strong>.85</strong></td>
<td></td>
</tr>
<tr>
<td>Sentence count</td>
<td>1.13</td>
<td></td>
</tr>
<tr>
<td>Word count per sentence</td>
<td>0.38</td>
<td></td>
</tr>
<tr>
<td>Question marks</td>
<td>-0.33</td>
<td></td>
</tr>
<tr>
<td>Spiritual</td>
<td>-0.26</td>
<td></td>
</tr>
<tr>
<td>Postsurgery problems</td>
<td>0.22</td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>-0.20</td>
<td></td>
</tr>
<tr>
<td>&lt;If + you&gt;</td>
<td>0.20</td>
<td></td>
</tr>
<tr>
<td>Strong subjectivity</td>
<td>-0.19</td>
<td></td>
</tr>
<tr>
<td>Forum communication</td>
<td>-0.17</td>
<td></td>
</tr>
<tr>
<td>Tumor treatment</td>
<td>0.16</td>
<td></td>
</tr>
</tbody>
</table>

a The accuracy correlation is the Pearson product moment correlation between the average of 10 human judgments and the output of the machine learning model.
b The output feature weight of the support vector machine regression model shows the strength of the association between the presence of a feature in a message and human judgments of that message.

Table 5 also presents the 10 most important features associated with each model. Each number in the table represents an output weight of the support vector machine regression model showing the strength of the association between human judgments and machine predictions. For example, the occurrence of religion words from LIWC was a positive indicator of positive emotional self-disclosure (weight=.25) but a negative predictor of asking questions (weight=−.72). In Table 5, features listed in angle brackets indicate patterns (eg, SUBJECT_I indicates a pattern with the pronoun “I” in the subject position in the sentence).
whereas other features are names of LIWC or LDA-derived dictionaries.

Given the adequate validity of all these models, we then applied them to measure the amount of emotional and informational support, self-disclosure, and question asking for each of the 1.5 million messages in our dataset (Step 5).

Results

Machine-Coded Versus Human-Coded Data

Using machine-coded data from 58,357 thread starters that received at least 1 reply, we sought to partially replicate the analyses presented in part 1 (Figure 2) which tested the hypotheses that self-disclosure elicits emotional support whereas questions elicted informational support. We did not attempt to replicate the mediation analysis from Figure 3 using machine-coded data because the lower-level language features predicting perceived support needs would be the same as those predicting self-disclosure and question asking, producing problems of common method variance. Table 6 shows the descriptive statistics and correlations among the variables used in the model.

Table 6. Descriptive statistics and correlations among constructs using machine learning (N=58,357 discussion threads).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean (SD)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Positive emotional disclosure</td>
<td>1.27 (0.26)</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Negative emotional disclosure</td>
<td>2.29 (1.08)</td>
<td>.19</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Positive informational disclosure</td>
<td>1.67 (0.41)</td>
<td>.83</td>
<td>.14</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Negative informational disclosure</td>
<td>3.69 (1.26)</td>
<td>-.05</td>
<td>.67</td>
<td>.04</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Question</td>
<td>5.26 (1.29)</td>
<td>-.53</td>
<td>.16</td>
<td>-.48</td>
<td>.50</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>6. Provide emotional support</td>
<td>2.64 (1.06)</td>
<td>.24</td>
<td>.23</td>
<td>.24</td>
<td>.17</td>
<td>-.13</td>
<td>1</td>
</tr>
<tr>
<td>7. Provide informational support</td>
<td>2.95 (1.18)</td>
<td>-.22</td>
<td>.08</td>
<td>-.20</td>
<td>.21</td>
<td>.36</td>
<td>-.16</td>
</tr>
</tbody>
</table>

All variables were estimates from machine learning models predicting the amount a message contained the constructs in the first column, rated on a 7-point Likert scale where 1=not at all and 7=very much. The self-disclosure and question measures were based on the thread-starting message, whereas the measures of emotional and informational support were based on the first reply received in the thread.

Figure 4 is the path model showing the results in which the language features in the thread-starting posts were used to predict the amount of emotional and information support provided in the first reply. The results reported are similar to those obtained if we used the average amount of support provided in the first 5 replies. This model fit the data very well according to both the CFI (CFI=0.998) and the RMSEA (RMSEA=0.016).

Most results from this large sample of machine-coded data replicated those from the small sample of human-coded data. The model showed that the more any of the 4 types of self-disclosure occurred in the thread-starting message, the more the first reply contained emotional support (all $P<.001$), although the effect for positive emotional self-disclosure was not significant ($P=.10$) in the model of human-coded data. Specifically, in eliciting emotional support, the effect of negative informational self-disclosure (beta=.18, SE 0.01) was stronger than the effect of either positive emotional self-disclosure (beta=.09, SE 0.01) or negative emotional self-disclosure (beta=.10, SE 0.01), which in turn were stronger than the effect of positive informational self-disclosure (beta=.06, SE 0.01). However, these comparisons of effect strength should be treated with caution given high correlations among some constructs in Table 6 (eg, the correlation between positive emotional and positive informational self-disclosure was .83). As with the human-coded dataset, when the thread starter asked questions, the reply contained less emotional support (beta=-.17, SE 0.01) but more informational support (beta=.29, SE 0.01). Positive informational self-disclosure seemed to depress informational support (beta=-.06, SE<0.00). Negative informational self-disclosure seemed to elicit informational support (beta=.07, SE<0.00), although this association was not significant in the human-coded dataset, presumably because of the small sample size.
Discussion

Results from both parts 1 and 2 are consistent with the thesis that different conversational strategies lead to receiving different types of social support. People received information and advice when they explicitly requested it, whereas they received emotional support when they disclosed more details about events in their lives and their thoughts and feelings, especially negative ones. Using distinct methods—a small sample of hand-coded data and a large sample of machine-coded data—these parts of the research reached similar conclusions about the relationship between language people used in soliciting support and the kind of support they received. However, conclusions drawn from machine learning models can be more precise because of their larger sample sizes. For example, the sign for the influence of positive emotional self-disclosure on receiving emotional support was the same in the human-coded and machine-coded datasets but only achieved statistical significance in the latter because of the greater statistical power associated with a much larger sample of conversations. These results suggest that machine coding of conversational data can add value beyond what can be learned from human-coded data.

Why is emotional support asked for indirectly, whereas informational support is requested directly? One explanation for the greater use of indirect strategies for soliciting emotional support is that the support may be perceived as less valuable if one needs to ask for it. A major goal of emotional support is to
show that the provider cares for the recipient. Simply noticing that the recipient needs support and providing it may itself evidence of caring. Therefore, relatively spontaneous offers of emotional support may be seen as demonstrating more caring than do responses that were explicitly requested by the recipient. In contrast, the value of information or advice is based on the quality of the information offered and not how it was solicited. The quality of this information is not diminished if it is explicitly asked for.

A related explanation is based on the causal attributions people are likely to make if they fail to receive the support they seek. Our data show that people generally receive the type of support they solicited, with moderate correlations between seeking and receiving informational support ($r=0.37$) and between seeking and receiving emotional support ($r=0.31$). However, people sometimes received support that did not match their intent or received no responses at all. If someone seeks informational support from the community and does not receive it, a plausible attribution is that no one in the community cared enough to offer an expression of concern. Thus, requesters might hedge their emotional requests to maintain the illusion that they are “care worthy” even if they fail to receive support and perhaps also to maintain the illusion that other community members are “caring” even if they fail to provide support [43].

A final reason for why people ask explicit questions to elicit informational support but ask for emotional support more implicitly is that people seeking informational support may have an easier task defining what they are looking for than do those seeking emotional support. Informational support seekers want answers to specific questions about treatments, medications, symptoms, and problems of daily living. For example, in our corpus, they wanted to know if it is dangerous to own a cat when one has breast cancer, how long depression lasts after a diagnosis of breast cancer, who are the good doctors in a location, or whether to get reconstructive surgery after breast removal. These people know what kind of information or advice they are seeking and hence can ask for it directly. However, people seeking emotional support may be uncertain about exactly what responses they want. When seeking emotional support, people use phrases such as “I am frightened about the side effects of the chemo and I’m worrying about how it will affect me” or “My friend has just been diagnosed with breast cancer, she is not even 32 years old” or “Terrified of what I have. I am 8 months past radiation and I have this weird swelling on the side of my ribs.” Although these people may have strong needs for comfort, reassurance, or social comparison, they may not be able to articulate the form of support that would relieve their distress. As a result, they may disclose their inner turmoil or the negative events in their lives but fail to request specific types of support because they do not know what to ask for. Instead, they leave it to other members of the community to diagnose their needs and respond appropriately.

Part 3: Predicting Commitment to a Support Community From Receiving Social Support

Overview

Although part 2 of the research used machine learning methods with a large data sample to replicate and extend findings from part 1 using a small sample, part 3 of the research shows the value of automated coding by addressing a research question that cannot be practically answered with a small sample—namely, how exposure to support predicts group members’ subsequent participation in the group. Here we briefly summarize a previously published study in which the automated measurement of emotional and informational support described in part 2 was used to predict participants’ length of participation (survival) in their breast cancer support community [25].

Length of participation, an index of commitment to a group, is an important topic for study because it affects the outcomes of individual members as well as the success of the group as a whole. People who stay in an online support community longer are more likely to receive whatever benefits it provides. Moreover, members who remain in the group are resources to fellow members. They share information, provide help, and form social ties with others, and shift over time from being seekers of support to being providers [13,44]. The literature on commitment to communities suggests that both informational and emotional support should increase commitment because participants are likely to consider them important benefits of participation and evidence indicates that received and anticipated benefits increase the likelihood that members will remain in the group [45].

Methods

Overview

We applied survival analysis to test the hypothesis that people who were exposed to more support remained in support communities longer, controlling for the nonsupportive communication they received. Survival analysis is a statistical technique for investigating influences on time-related outcomes, such as whether and when an event occurs. In this study, the event of interest was the time until a member left the community (or conversely, the length of time the person continued participating). The analysis predicted length of participation in support communities from exposure to emotional and informational support and other control variables. Because in most online groups the probability of leaving is much higher early in members’ tenure in the group than later on, we used parametric regression survival analysis with time varying independent variables, assuming a Weibull distribution of survival times. The analysis was implemented using the Stata version 13 (StataCorp LP, College Station, TX, USA) streg maximum likelihood estimation for parametric regression survival-time model with multiple records per participant.

Sample

The data we collected did not contain information about which messages people read, but only those they posted. To estimate
the amount of support people were exposed to, we assumed that people read all the messages in the threads to which they posted in the week they posted. Thus, the survival analysis was limited to the 30,301 people who posted at least 1 message because without overt behavior it was impossible to estimate the amount of support that they viewed. With this volume of data—approximately 30,000 members exposed to approximately half a million messages—it would be impractical to manually code all the posts. Therefore, our measures of exposure were based on the machine-coded measures of emotional and information support described in part 2.

Measuring Dropout
We considered the timestamp of the first post by each member as the starting date for participating in the breast cancer discussion forums. Moreover, we assumed that a participant left the community if they failed to post again within 12 weeks of their last post. According to these criteria, a user could drop out from the group and rejoin it multiple times. The results reported subsequently were the same if we assumed that people left the group only once. Because people whose last post was within 12 weeks of the end of data collection could still be participating, we treated them as right censored.

Predictor Variables
Post count exposure was the total number of posts to which a user was exposed, assuming the user read all the messages posted in threads during the week the user posted. It is the number of posts in the same week and thread in which the user had posted a message.

Exposure to emotional and informational support for a user were the mean levels of machine-coded emotional and informational support, respectively, averaged over all messages posted in the same week and thread in which the user had posted a message.

Has a profile was a binary measure that indicated whether a user created a profile page (1) or not (0). A total of 31.19% (9,452/30,301) had done so.

Percent thread starters was the percentage of an individual’s posts in a week that were thread starters (ie, the number of thread starters a user posted in a week divided by the total number of posts for that user in that week). We included this variable because people who start conversations may be different from those who participate in conversations started by others.

Results
Table 7 and Figure 5 show the results of the survival analysis. Effects are reported in terms of the hazard ratio, which is the effect of unit increase in an explanatory variable on the probability of participants’ leaving the community in any particular week. Because all explanatory variables except “has a profile” were standardized, the hazard ratio was the predicted change in the probability of dropout for a unit increase in the predictor (ie, has a profile changing from zero to 1 or the continuous variable increasing by a standard deviation when all the other variables are at their mean levels). A hazard ratio greater than 1 indicates an increased probability of leaving, whereas a ratio less than 1 indicates an increased probability of staying.

Table 7. Results of the survival analysis.

<table>
<thead>
<tr>
<th>Predictor variables</th>
<th>Hazard ratio</th>
<th>SE</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Has a profile</td>
<td>0.511</td>
<td>0.010</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>% Thread starters</td>
<td>0.853</td>
<td>0.010</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Post count exposure</td>
<td>0.343</td>
<td>0.012</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Emotional support exposure</td>
<td>0.665</td>
<td>0.008</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Informational support exposure</td>
<td>1.048</td>
<td>0.012</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Post count exposure × emotional support exposure</td>
<td>0.493</td>
<td>0.011</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Post count exposure × informational support exposure</td>
<td>0.953</td>
<td>0.020</td>
<td>.02</td>
</tr>
</tbody>
</table>

In interpreting the hazard ratio, the comparison consisted of members with no profiles who were exposed to an average number of messages containing average levels of emotional and informational support. The hazard ratio value of .51 for has a profile meant that members with a profile were 49% more likely to continue to participate than those without a profile (100%–[100%*0.51]). Those who started more threads in a week were 15% more likely to continue participating than those who merely responded to others’ posts.

The hazard ratio for post count exposure indicated that survival rates are 66% higher for those who saw a standard deviation more messages than average, when all other variables were at their average levels. Those who were exposed to an average number of messages containing an average of a standard deviation more emotional support were 33% more likely to remain in the group. In contrast, those who were exposed to messages containing an average number of messages with an average of a standard deviation more informational support were 5% more likely to leave the group. The interaction between number of messages and type of support showed that the differential effects of emotional versus informational support were greater when people were exposed to more messages. Those who were exposed to a standard deviation more messages with a standard deviation more emotional support were 50% more likely to remain in the group, whereas those who were exposed to a standard deviation more messages with a standard deviation more informational support were 5% more likely to leave. The effects of being exposed to more messages and to messages with more emotional support were substantively powerful. For example, based on the survival analysis in Table 7, after 90 days only 3% of those exposed to an average number of messages with an average amount of emotional support would be expected to be active in the groups. In contrast, over 10 times
as many (35%) would be expected to be active if they were exposed to a standard deviation more messages at average support levels and over 20 times more (67%) would be expected to be active if they were exposed to a standard deviation more messages containing a standard deviation more than average emotional support.

**Figure 5.** Survival curves for members exposed to different numbers of posts and type of social support. Note: although receiving more informational support was reliably associated with lower longevity on the site, the effect was small and the lines representing high informational support cannot be visually distinguished from the lines representing average informational support.

**Discussion**
There are several plausible explanations for why emotional support was associated with remaining in the group whereas informational support was associated with leaving. It may be that many informational needs are short-term. As a result, people who have informational needs and receive information from others have these immediate needs met and have little reason to return, just as one might not continue perusing a dictionary after looking up a definition. On the other hand, the need for emotional support may be longer term and require multiple interactions to be fulfilled. Another possibility is that people who seek emotional support are themselves more social and predisposed to appreciate the encouragement and social comparison the community offers, whereas seekers of information are not. Finally, factual information exchanged in unmoderated health support communities may lack the accuracy, credibility, and usefulness of information from vetted sources, such as physicians or websites run by the American Cancer Society. For this reason, people exposed to informational support may leave because of their negative evaluation of the information they receive. In contrast, emotional support obtained in a community may be perceived as more valuable because the social comparisons, empathy, and encouragement from similar others on the site cannot be duplicated outside the group.

**Summary and Conclusion**
The exchange of social support in online support communities is a dynamic communication process in which people actively seek out and then receive support. This study shows that different conversational moves are associated with receiving emotional and informational support in a cancer support community. When people self-disclose about their experiences, especially negative ones, and when they report on their negative thoughts and feelings, others provide them with emotional support. In contrast, when people ask questions and talk about negative but not positive events in their lives, others provide them with informational support. In addition, the support people receive is associated with their continued participation in a support community. They are more likely to continue participating after being exposed to more messages and to messages with higher emotional support, but they are more likely to leave after being exposed to messages with higher informational support.

In addition to these substantive results, our research demonstrated the value of automated coding of online conversations. Most studies of communication in support communities are based on hand coding relatively small samples of conversations. Using machine learning techniques in part 2,
we were able to largely replicate findings based on human coding and also to discover relationships that underpowered human-coding studies did not find. In addition, part 3 used automated coding to conduct analyses that would be infeasible with human coding; namely, examining how exposure to more than half a million messages over a 10-year period is associated with over 30,000 participants’ commitment to online support communities.

We also provided an overview of how to use modern machine learning and language analysis techniques to better understand interactions in online health support communities and other online communities. Although previous researchers have shown that it is feasible to automate some text analysis of conversations in online support communities and to produce machine coding results that partially mirror human-coding results, most failed to provide enough details about their methods to allow a skeptical researcher to challenge assumptions they made or to replicate their work. To rectify this shortcoming in the literature, we provided substantial information about machine learning models designed to automatically identify self-disclosure, question asking, and emotional and informational support in breast cancer discussion forums. The performance of our models for predicting social support concepts shows that it is feasible to use computer programs to automatically analyze conversations in online support communities. In particular, we believe that the feature set we used can be fruitfully applied to build predictive models for social support using other health support datasets. LIWC and the linguistic features can be directly applied because they are generic in the sense that they are not tailored to any specific domain. The main work researchers would need to do when applying these methods to another health domain is to recreate the LDA topical dictionaries customized to the data of interest. Many tools now exist for conducting an LDA analysis of a corpus [46,47], and this step can be applied to a new corpus with little effort.

**Limitations and Future Work**

Some limitations of the current research should be noted. Regarding the automated coding, accuracy for some constructs, especially the self-disclosure measures, was lower than desirable, thereby attenuating effect sizes. Although it is possible to adjust effect size estimates for attenuation [48], future efforts should be made to improve the measurements, perhaps by adding additional language features or features reflecting the posters’ past behavior. In addition, the ground truth labels for developing the machine learning models were based onannotations provided by MTurk workers who were not the people requesting or receiving support. A natural next step is to validate the labels provided by the MTurk workers with labels provided by the people actually providing or receiving support.

Furthermore, although our current analysis was based on a large corpus of data from 66 forums, we only examined a single disease (breast cancer) in a single online health support site. Other online health support communities might produce different patterns. For example, the positive effect of self-disclosure on emotional support provision in a prostate cancer support community might be different because men are less likely to talk about their thoughts and feelings and, when they do self-disclose, their behavior might be more notable. Further research studying other online support communities can help us better understand and confirm our findings.

Finally, although our findings suggest that people use different language strategies to get informational and emotional social support and that exposure to informational and emotional social support has different effects on commitment, our analyses are correlational. We know that solicitation attempts precede the provision of support and that exposure to support precedes the decision to leave or stay in the group, but we have not demonstrated either that the messages we labeled as support elicitations are actually requesting support, that the messages we labeled as providing support actually do so, or that language in thread-starting messages or replies actually causes others to act differently. Laboratory or field experiments that manipulate support language are needed to test whether the correlational relationships we observed represent causal relationships.

Although the current research used automated coding of support language to better understand the conversational dynamics in health support communities, these same techniques could be used to improve the way these communities function. Using filtering techniques common in online social networking sites, such as Facebook, it would be possible to increase the likelihood that support-seeking messages are seen by those people who are able to provide it. For example, using the automatic classification procedures we have described, it would be possible to automatically identify messages that are seeking a certain type of support but that do not receive it during the 24-hour window when over 80% of messages receive replies. These messages could then be sent by email to others in the community who have been recently active and have responded to similar messages in the past.
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Abstract

Background: There is increasing recognition that supermarkets are an important environment for health-promoting interventions such as fiscal food policies or front-of-pack nutrition labeling. However, due to the complexities of undertaking such research in the real world, well-designed randomized controlled trials on these kinds of interventions are lacking. The Virtual Supermarket is a 3-dimensional computerized research environment designed to enable experimental studies in a supermarket setting without the complexity or costs normally associated with undertaking such research.

Objective: The primary objective was to validate the Virtual Supermarket by comparing virtual and real-life food purchasing behavior. A secondary objective was to obtain participant feedback on perceived sense of “presence” (the subjective experience of being in one place or environment even if physically located in another) in the Virtual Supermarket.

Methods: Eligible main household shoppers (New Zealand adults aged ≥18 years) were asked to conduct 3 shopping occasions in the Virtual Supermarket over 3 consecutive weeks, complete the validated Presence Questionnaire Items Stems, and collect their real supermarket grocery till receipts for that same period. Proportional expenditure (NZ$) and the proportion of products purchased over 18 major food groups were compared between the virtual and real supermarkets. Data were analyzed using repeated measures mixed models.

Results: A total of 123 participants consented to take part in the study. In total, 69.9% (86/123) completed 1 shop in the Virtual Supermarket, 64.2% (79/123) completed 2 shops, 60.2% (74/123) completed 3 shops, and 48.8% (60/123) returned their real supermarket till receipts. The 4 food groups with the highest relative expenditures were the same for the virtual and real supermarkets: fresh fruit and vegetables (virtual estimate: 14.3%; real: 17.4%), bread and bakery (virtual: 10.0%; real: 8.2%), dairy (virtual: 19.1%; real: 12.6%), and meat and fish (virtual: 16.5%; real: 16.8%). Significant differences in proportional expenditures were observed for 6 food groups, with largest differences (virtual – real) for dairy (in expenditure 6.5%, $P<.001; in items 2.2%, $P=.04) and fresh fruit and vegetables (in expenditure: –3.1%, $P=.04; in items: 5.9%, $P=.002). There was no trend of overspending in the Virtual Supermarket and participants experienced a medium-to-high presence (88%, 73/83 scored medium; 8%, 7/83 scored high).

Conclusions: Shopping patterns in the Virtual Supermarket were comparable to those in real life. Overall, the Virtual Supermarket is a valid tool to measure food purchasing behavior. Nevertheless, it is important to improve the functionality of some food categories, in particular fruit and vegetables and dairy. The results of this validation will assist in making further improvements to the software and with optimization of the internal and external validity of this innovative methodology.
Introduction

Supportive environments are essential for people to make healthier food choices and there is a growing call to implement structural interventions such as fiscal policies and front-of-pack labeling to create a healthier food environment [1-3]. Supermarkets form a key setting for health-promoting interventions [4,5] because they have a central position within the food chain [6,7] and they are where people buy most of their food (87% of households in New Zealand buy foods from supermarkets weekly or more often [8]). Although structural interventions in the retail setting have clear potential, high-quality evidence on their effectiveness is limited [9,10]. Evidence from randomized controlled trials (RCTs) is particularly lacking. Although examples of high-quality supermarket trials exist [10-12], experimental studies have mostly been conducted in settings with a limited number of food choices and most lacked objective outcome measures [13].

The main reason for the dearth of high-quality supermarket trials is that they are complex and costly to conduct. This is especially true for RCTs (eg, it would be problematic to raise prices on soft drinks [simulating a tax] in some supermarkets but not in others). Furthermore, opposition and extensive lobbying from the food industry against several proposed intervention strategies is another important reason for the lack of experimental studies [14].

In order to find a solution to the complexities of undertaking supermarket intervention research, we developed a research tool that can be used to study the effects of interventions in a virtual reality setting: the Virtual Supermarket (see Figure 1). Virtual environments are computer-generated models, which participants can experience and interact with intuitively in real time [15]. Gaming technology is used to simulate a real supermarket shopping experience where study participants purchase virtual food items. Photographs of real foods are used to compose virtual food products and prices are displayed on virtual shelf labels. Currently, 2 versions of this Virtual Supermarket exist: the original Dutch version [16] and a New Zealand version (developed using a similar methodology) that is the subject of this study. Other examples of virtual supermarkets can be found in the scientific literature; however, to our best knowledge, these have different functionalities [17], are developed for other purposes (eg, rehabilitation) [18], or have not published study results yet [19].

To obtain valid study results, it is important that the Virtual Supermarket simulates a real supermarket as closely as possible. Here, one of the most important traits is the level of presence people experience [15]. Presence is defined as “a psychological state of ‘being there’ mediated by an environment that engages our senses, captures our attention, and fosters our active involvement” [20] and reflects “the subjective experience of being in one place or environment, even if one is physically located in another” [21]. Factors that are hypothesized to contribute to a sense of presence are (1) involvement, (2) sensory fidelity, (3) adaptation/immersion, and (4) interface quality factors. Second, a key question is whether peoples’ virtual behavior reflects their real-life behavior accurately. Studies using the Dutch Virtual Supermarket have already shown some promising results [22,23]. However, to date, validation of the software has been solely based on self-report (questionnaire) data. Therefore, the aim of this study was to validate the NZ Virtual Supermarket by comparing virtual and real-life food purchasing behavior using objective outcome measures and also to evaluate the level of presence that people experience. Results will inform further development of the software and guide the development of future experiments using the Virtual Supermarket.
Methods

The New Zealand Virtual Supermarket

The Virtual Supermarket was developed in Unity (a game development system) and represents a 3-dimensional (3D) computer simulation of a real shopping experience (Figure 1). More details about the software can be found elsewhere [16, 24]. The Dutch Virtual Supermarket is available online [25] (the NZ version is currently undergoing modification).

The NZ Virtual Supermarket was designed using the Auckland branch of a market leader as a model. NZ food prices and product range were obtained from a 2011 field survey of packaged foods available for sale in Auckland supermarkets [26] and online supermarkets. Foods were categorized into 18 food groups and further divided into 91 categories, 141 subcategories, and 31 sub-subcategories (e.g., dairy—cheese—hard cheese—high salt cheese). The Virtual Supermarket includes a representative number of products in each food category, with at least 1 product in each subcategory, adding up to a total of 1445 unique products (Table 1) (an average NZ supermarket offers approximately 9000 nutritionally unique food products). Within each category, we selected the top-selling products using the Australian Grocery Guide annual report 2010 sales data [27]. In addition, we ensured sufficient variety of special food items such as organic, diet, or gluten-free varieties and included home or discount brands where possible.
In the Virtual Supermarket, participants can navigate around the store with a shopping trolley using their computer cursor keys and select (or remove) groceries with a mouse click. There is an option to view a list of selected groceries, including the price and total amount of money spent. Cash registers are located at the end of the supermarket where participants can check out and complete the study. The software underwent some testing by our study team prior to this validation study, but no formal usability testing was performed.
Table 1. Food groups and food categories within the New Zealand Virtual Supermarket.

<table>
<thead>
<tr>
<th>Food group and category</th>
<th>Products, n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Alcoholic beverages</strong></td>
<td></td>
</tr>
<tr>
<td>Wine (including cask wine, champagne, dessert wine, red, rose wine, sparkling, special releases, white wine, other liquor)</td>
<td>57</td>
</tr>
<tr>
<td>Beer and cider</td>
<td>15</td>
</tr>
<tr>
<td><strong>Baby care</strong></td>
<td></td>
</tr>
<tr>
<td>Baby food</td>
<td>13</td>
</tr>
<tr>
<td>Baby formula</td>
<td>4</td>
</tr>
<tr>
<td><strong>Bread and bakery</strong></td>
<td></td>
</tr>
<tr>
<td>Rolls, bagels, and flat breads</td>
<td>21</td>
</tr>
<tr>
<td>Fresh bread (in-store bakery)</td>
<td>4</td>
</tr>
<tr>
<td>Sweet treats and cakes</td>
<td>28</td>
</tr>
<tr>
<td>Biscuits</td>
<td>73</td>
</tr>
<tr>
<td>Bread (packaged)</td>
<td>43</td>
</tr>
<tr>
<td>Cakes, muffins, and pastry</td>
<td>26</td>
</tr>
<tr>
<td><strong>Baking and cooking</strong></td>
<td></td>
</tr>
<tr>
<td>Herbs and spices</td>
<td>40</td>
</tr>
<tr>
<td>Baking additives</td>
<td>12</td>
</tr>
<tr>
<td>Bread crumbs and coating</td>
<td>4</td>
</tr>
<tr>
<td><strong>Beverages</strong> (including coffee, plain; cordial bases; electrolyte drink; energy drink; fruit and vegetable juices; hot drink mixes; ice tea drinks; soft and flavored drinks; tea, plain; water)</td>
<td>115</td>
</tr>
<tr>
<td><strong>Cereal and cereal products</strong></td>
<td></td>
</tr>
<tr>
<td>Bran and breakfast cereals</td>
<td>27</td>
</tr>
<tr>
<td>Cereal bars</td>
<td>23</td>
</tr>
<tr>
<td>Flour</td>
<td>4</td>
</tr>
<tr>
<td>Grains</td>
<td>4</td>
</tr>
<tr>
<td>Noodles</td>
<td>5</td>
</tr>
<tr>
<td>Pasta</td>
<td>31</td>
</tr>
<tr>
<td>Rice</td>
<td>15</td>
</tr>
<tr>
<td>Sugar</td>
<td>4</td>
</tr>
<tr>
<td><strong>Convenience foods</strong></td>
<td></td>
</tr>
<tr>
<td>Pizza</td>
<td>5</td>
</tr>
<tr>
<td>Ready meals</td>
<td>23</td>
</tr>
<tr>
<td>Ready snacks</td>
<td>10</td>
</tr>
<tr>
<td>Soup</td>
<td>18</td>
</tr>
<tr>
<td><strong>Dairy</strong></td>
<td></td>
</tr>
<tr>
<td>Cheese</td>
<td>62</td>
</tr>
<tr>
<td>Cream</td>
<td>5</td>
</tr>
<tr>
<td>Desserts</td>
<td>7</td>
</tr>
<tr>
<td>Ice cream</td>
<td>20</td>
</tr>
<tr>
<td>Milk</td>
<td>22</td>
</tr>
<tr>
<td>Yogurt/ yogurt drinks</td>
<td>20</td>
</tr>
<tr>
<td><strong>Deli and chilled foods</strong></td>
<td></td>
</tr>
<tr>
<td>Fresh pasta, sauces, soups, and pesto</td>
<td>4</td>
</tr>
<tr>
<td>Food group and category</td>
<td>Products, n</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>-------------</td>
</tr>
<tr>
<td>Antipasto and continental meats</td>
<td>12</td>
</tr>
<tr>
<td>Fresh meals and sandwiches</td>
<td>3</td>
</tr>
<tr>
<td>Chilled salads</td>
<td>3</td>
</tr>
<tr>
<td>Sliced meats</td>
<td>9</td>
</tr>
<tr>
<td><strong>Edible oils and oil emulsions</strong></td>
<td></td>
</tr>
<tr>
<td>Butter and margarine</td>
<td>11</td>
</tr>
<tr>
<td>Cooking oil/spray</td>
<td>9</td>
</tr>
<tr>
<td><strong>Eggs</strong></td>
<td></td>
</tr>
<tr>
<td>Free range</td>
<td>2</td>
</tr>
<tr>
<td>Cage eggs</td>
<td>2</td>
</tr>
<tr>
<td>Barn laid</td>
<td>1</td>
</tr>
<tr>
<td><strong>Fish and fish products</strong></td>
<td></td>
</tr>
<tr>
<td>Canned fish</td>
<td>19</td>
</tr>
<tr>
<td>Frozen fish</td>
<td>14</td>
</tr>
<tr>
<td>Chilled fish</td>
<td>5</td>
</tr>
<tr>
<td>Fish with pastry</td>
<td>1</td>
</tr>
<tr>
<td><strong>Fresh fruit and vegetables</strong></td>
<td></td>
</tr>
<tr>
<td>Fruit</td>
<td>27</td>
</tr>
<tr>
<td>Fresh herbs</td>
<td>7</td>
</tr>
<tr>
<td>Green vegetables</td>
<td>7</td>
</tr>
<tr>
<td>Prepared salads</td>
<td>5</td>
</tr>
<tr>
<td>Other vegetables</td>
<td>22</td>
</tr>
<tr>
<td><strong>Fruit and vegetables other</strong></td>
<td></td>
</tr>
<tr>
<td>Fruit (including dried, dried fruit and nut mixes, frozen fruit, fruit bars, fruit in juice/syrup, other)</td>
<td>40</td>
</tr>
<tr>
<td>Vegetables (including baked beans, corn [can], legumes [can], tomatoes [can], canned [other], dried legumes, frozen potato products, frozen vegetables)</td>
<td>61</td>
</tr>
<tr>
<td>Jam and spreads</td>
<td>11</td>
</tr>
<tr>
<td>Nuts and seeds</td>
<td>22</td>
</tr>
<tr>
<td>Pickled vegetables</td>
<td>11</td>
</tr>
<tr>
<td><strong>Fresh meat and seafood, meat products</strong></td>
<td></td>
</tr>
<tr>
<td>Fresh fish</td>
<td>5</td>
</tr>
<tr>
<td>Shell fish</td>
<td>3</td>
</tr>
<tr>
<td>Smoked fish</td>
<td>1</td>
</tr>
<tr>
<td>Beef and veal (unprocessed)</td>
<td>5</td>
</tr>
<tr>
<td>Lamb (unprocessed)</td>
<td>4</td>
</tr>
<tr>
<td>Pork (unprocessed)</td>
<td>4</td>
</tr>
<tr>
<td>Poultry (unprocessed)</td>
<td>2</td>
</tr>
<tr>
<td>Sausages and small good</td>
<td>5</td>
</tr>
<tr>
<td>Meat alternatives</td>
<td>6</td>
</tr>
<tr>
<td>Processed meat</td>
<td>63</td>
</tr>
<tr>
<td><strong>Other miscellaneous</strong></td>
<td></td>
</tr>
<tr>
<td>Other desserts (including frozen juice and ice blocks, fruit crumbles, sponges/pudding, fruit pies, jelly, pavlova/meringues, sorbets, other desserts)</td>
<td>21</td>
</tr>
<tr>
<td>Food group and category</td>
<td>Products, n</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>-------------</td>
</tr>
<tr>
<td><strong>Sauces, spreads and seasonings</strong></td>
<td></td>
</tr>
<tr>
<td>15 Mayonnaise/dressings</td>
<td></td>
</tr>
<tr>
<td>1 Meal accompaniments</td>
<td></td>
</tr>
<tr>
<td>95 Sauces/seasonings</td>
<td></td>
</tr>
<tr>
<td>23 Spreads</td>
<td></td>
</tr>
<tr>
<td>1 Other savory</td>
<td></td>
</tr>
<tr>
<td>6 Pate</td>
<td></td>
</tr>
<tr>
<td>9 Peanut butter and sweet spreads</td>
<td></td>
</tr>
<tr>
<td>12 Relished and pickles</td>
<td></td>
</tr>
<tr>
<td>2 Yeast extract</td>
<td></td>
</tr>
<tr>
<td><strong>Snack foods</strong></td>
<td></td>
</tr>
<tr>
<td>32 Crisps and snacks</td>
<td></td>
</tr>
<tr>
<td>54 Sweet snacks</td>
<td></td>
</tr>
<tr>
<td>7 Chewing gum</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>1445</td>
</tr>
</tbody>
</table>

**Study Design**

Study participants were asked to shop on 3 occasions in the Virtual Supermarket over 3 consecutive weeks and to collect their real supermarket grocery till receipts for that same period. Virtual and real shops were conducted in the same weeks. Three shopping occasions were included to provide a representative picture of usual food purchases and to test learning effects. Participants were instructed to conduct their weekly virtual shop prior to their real-life shopping trips. This order was chosen because it is unlikely that people adapt their real-life purchases to their choices made in the Virtual Supermarket; however, when real shops are conducted first, it is possible that people could use their real till receipts as a basis for their food purchases in the Virtual Supermarket. The study design and procedures were approved by the University of Auckland Human Participants Ethics Committee (Nov 7, 2012; ID8691).

**Participants**

Participants were recruited from the general NZ population using advertisements placed in supermarkets, a research participant recruitment website (researchstudies.co.nz), local newspapers, mailing lists and via Māori (indigenous New Zealanders) and Pacific networks within the University. Inclusion criteria were adult (≥18 years), main household shopper, able to communicate in English, access to a computer and Internet, and have an email address. Exclusion criteria included another person in the household already participating in the study.

**Study Procedure**

Participants completed the study at home or on any computer with an Internet connection. Following registration and consent, an email was sent with study instructions and a URL (link to Web address) to download the Virtual Supermarket. In addition to a hard copy illustrated manual, we recorded an instructional video on the Virtual Supermarket. For all 3 virtual shopping occasions, participants were instructed to purchase food for their household for the coming week as they planned to do in real life. It was emphasized that they should buy all food groceries they would need for their household in the coming week, including food they were planning to buy for a special occasion (eg, for a birthday). Likewise, participants were instructed not to buy foods in the Virtual Supermarket if they were not planning to buy these in real life (ie, because they had a sufficient stock). The shopping budget in the Virtual Supermarket was set to the same level as participants’ real-life household food shopping budget for that week. After completion of each virtual shop, participants were asked to collect their real supermarket till receipts for that week (a reminder message appeared on their computer screen). Participants were instructed to collect all real-life food shop till receipts, including from supermarkets, speciality stores, convenience stores, and markets, but not from fast food, restaurants, or takeaways. Along with the till receipts, participants completed a questionnaire about their shopping habits that week (eg, “In the past week, did you make any special food purchases that you would not have normally; for example, because there was a sale/promotion or because of a special occasion?”) and asking how many till receipts were missing. Participants received email and short message service (SMS) text message reminders throughout the study to remind them to complete their virtual shops and collect their till receipts. Participants who completed all 3 virtual shops and returned their grocery till receipts received a NZ $20 supermarket voucher.

**Outcome Measures**

**Primary Outcome**

The primary outcome of this study was the proportional expenditures (NZS) on each food group (18 food groups, see Table 1) for both the Virtual Supermarket and real supermarket (eg, percentage of total expenditures on vegetables). We measured proportional expenditure instead of absolute
expenditures because we were interested in shopping patterns (eg, did participants buy similar quantities of milk and bread) which are better reflected by proportional expenditures (absolute supermarket prices tend to vary substantially over time). Secondly, we also looked at the number of products purchased in each food category and compared the Virtual Supermarket and real supermarket proportions (eg, percentage of all purchased products that are vegetables). Product purchases in the Virtual Supermarket were measured by till receipts automatically generated at the end of each shop. Real-life food purchases were measured by grocery till receipts.

Secondary Outcomes

Secondary outcomes included self-reported level of presence measured by the Presence Questionnaire Items Stems (version 4.0) [20]. This questionnaire includes a total of 29 items that are scored on a 7-point Likert scale. Examples of questions include “How responsive was the Virtual Supermarket to actions that you initiated (or performed)?” and “How much did your experiences in the Virtual Supermarket seem consistent with your real world experiences?” In addition, we measured potential effect modifiers and background variables including:

1. Capability or tendency to be involved or immersed. People can experience different levels of involvement both in virtual tasks and in common activities (focus). This concept was measured with the items that relate to the factor “focus” (7 questions) from the Immersive Tendency Questionnaire Item Stems [21] (ie, “how mentally alert do you feel at the present time?”)
2. Participant characteristics including age, gender, household size, ethnicity, responsibility for household grocery shopping, highest educational qualification, work status, household income, supermarket shopping habits, computer use, and Internet access.

Statistical Analyses

Sample Size

We aimed to recruit 96 participants. This sample size was estimated to provide 85% power at 5% level of significance (2-sided) to detect a minimal absolute difference of 1% in percentage of food products or expenditure on each food category between weekly virtual and real supermarket purchases. This assumed a standard deviation of 3% based on data from previous research [23] and an estimated 20% loss to follow-up.

Comparing Virtual and Real Supermarkets

Data from the virtual and real-life grocery till receipts were entered into SPSS version 20 (IBM Corp, Armonk, NY, USA) and coded within the matching 18 food groups. Data were then imported into SAS version 9.2 (SAS Institute Inc, Cary, NC, USA) for further analysis. For each weekly shopping visit, proportional expenditure (NZ$) and the proportion of products purchased were calculated for each food group. First, alignment of the virtual and the real purchases was described using line graphs displaying mean purchases for all food groups for all participants with a least 1 valid virtual shop (raw data). Second, the resemblance between the virtual and real supermarket was tested using repeated measures mixed models. Both supermarket type and shopping visit were fitted as fixed effects. Their interaction was tested and dropped if it was not statistically significant. A random effect at participant level was also fitted to account for correlation between repeated visits on the same participant, and attrition over time assuming the data were missing at random. Model-adjusted means were estimated for the virtual and real supermarkets, and mean differences were tested. Analyses were conducted on the total sample (ie, including all participants who completed at least 1 virtual shop, N=86), followed by complete-case analysis. This second phase included participants who completed all 3 virtual shops and returned grocery till receipts for all 3 weeks. Also, the till receipts had to be valid and we excluded those who reported having failed to return the majority of their receipts (n=8). To determine missing till receipts, we asked about the number of shops participants conducted during the week, whether these were small or bigger shopping episodes, and how many till receipts they collected. If participants reported having conducted a large shop, this till receipt had to be available for the participant’s data to be included in analysis. If participants did multiple smaller shops, at least 60% of receipts had to be available. This resulted in a total of 52 participants (60%, 52/86 for the complete-case analysis).

Questionnaire Data

After each virtual shopping occasion, participants were asked to complete the presence and focus questionnaires. Because there was no difference in these scores over time, the mean total presence and focus score over all completed shops was derived for each participant (typical value). These mean values were divided into 3 groups (low/medium/high) for descriptive analysis. Linear mixed models were used to test the predicted effect of focus on presence (continuous score). Sensitivity analysis was conducted to test whether participants with a higher presence score performed better in the Virtual Supermarket within the complete cases by selecting a subset of participants with a high sense of presence using the median score (median 100) as a cut-off point.

Results

Participant Characteristics

A total of 309 participants registered for this study via phone or email. The first 135 participants were phoned to check their eligibility, 4 were not eligible because they were unavailable during the study period. The remainder were sent the baseline questionnaire and consent forms, with 123 participants enrolled in the study. Of these, 86 (69.9%, 86/123) participants completed shop 1, 79 (64.2%, 79/123) completed shop 2, 74 (60.2%, 74/123) completed shop 3, and 60 (48.8%, 60/123) returned their till receipts (see Figure 2).

Table 2 shows the characteristics of the participants who completed at least 1 virtual shop (N=86), completed all 3 virtual shops and returned valid till receipts (N=52), and completed all 3 virtual shops and returned valid till receipts plus had a high presence score (N=25). Results show that there were no clear differences in these sets of participants, except that participants...
in group 3 (high presence) were somewhat younger (mean 34.0, SD 8.5 years compared to mean 38.7, SD 12.3 years for all 86 participants), and included fewer retired persons and more students.

**Figure 2.** Study flow diagram.
Table 2. Participant characteristics (N=86).

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>All participants</th>
<th>Complete cases</th>
<th>High presence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>38.7 (12.3)</td>
<td>38.0 (11.2)</td>
<td>34.0 (8.5)</td>
</tr>
<tr>
<td>Gender (female), n (%)</td>
<td>66 (76.7)</td>
<td>41 (79)</td>
<td>20 (80)</td>
</tr>
<tr>
<td><strong>Household size, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 person</td>
<td>9 (10.5)</td>
<td>7 (14)</td>
<td>3 (12)</td>
</tr>
<tr>
<td>2 persons</td>
<td>32 (37.2)</td>
<td>19 (37)</td>
<td>10 (40)</td>
</tr>
<tr>
<td>3 persons</td>
<td>15 (17.4)</td>
<td>9 (17)</td>
<td>6 (24)</td>
</tr>
<tr>
<td>≥4 persons</td>
<td>28 (32.6)</td>
<td>16 (31)</td>
<td>6 (16)</td>
</tr>
<tr>
<td>Missing</td>
<td>2 (2.3)</td>
<td>1 (2)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NZ European</td>
<td>45 (52.3)</td>
<td>25 (48)</td>
<td>12 (48)</td>
</tr>
<tr>
<td>Māori</td>
<td>3 (3.5)</td>
<td>2 (4)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Pacific Islander</td>
<td>3 (3.5)</td>
<td>1 (2)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Chinese</td>
<td>6 (7.0)</td>
<td>4 (8)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Other (Australian, English)</td>
<td>29 (33.7)</td>
<td>20 (38)</td>
<td>10 (36)</td>
</tr>
<tr>
<td><strong>Responsibility for household grocery shopping, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mainly responsible</td>
<td>51 (59.3)</td>
<td>32 (62)</td>
<td>14 (56)</td>
</tr>
<tr>
<td>Mostly responsible</td>
<td>17 (19.8)</td>
<td>7 (14)</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Shared responsibility</td>
<td>17 (19.8)</td>
<td>13 (25)</td>
<td>8 (32)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (1.2)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Highest educational qualification, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>4 (4.7)</td>
<td>2 (4)</td>
<td>—</td>
</tr>
<tr>
<td>Secondary school</td>
<td>11 (12.8)</td>
<td>5 (10)</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Undergraduate</td>
<td>26 (30.2)</td>
<td>19 (37)</td>
<td>9 (36)</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>34 (39.5)</td>
<td>20 (39)</td>
<td>11 (44)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (4.7)</td>
<td>3 (6)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Declined answer</td>
<td>7 (8.2)</td>
<td>3 (6)</td>
<td>1 (4)</td>
</tr>
<tr>
<td><strong>Work status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full time paid work</td>
<td>34 (39.5)</td>
<td>22 (42)</td>
<td>12 (48)</td>
</tr>
<tr>
<td>Part time paid work</td>
<td>14 (16.3)</td>
<td>9 (17)</td>
<td>4 (16)</td>
</tr>
<tr>
<td>Retired</td>
<td>6 (7.0)</td>
<td>3 (6)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Student</td>
<td>11 (12.8)</td>
<td>6 (12)</td>
<td>4 (16)</td>
</tr>
<tr>
<td>Homemaker</td>
<td>11 (12.8)</td>
<td>7 (14)</td>
<td>4 (16)</td>
</tr>
<tr>
<td>Beneficiary</td>
<td>2 (2.3)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Other</td>
<td>7 (8.2)</td>
<td>5 (10)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (1.2)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Total household income before tax</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;$20,000</td>
<td>5 (5.8)</td>
<td>4 (8)</td>
<td>2 (8)</td>
</tr>
<tr>
<td>$20,001-$40,000</td>
<td>11 (12.8)</td>
<td>7 (13)</td>
<td>3 (12)</td>
</tr>
<tr>
<td>$40,001-$60,000</td>
<td>11 (12.8)</td>
<td>5 (10)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>$60,001-$80,000</td>
<td>16 (18.6)</td>
<td>9 (17)</td>
<td>7 (28)</td>
</tr>
<tr>
<td>≥$80,001</td>
<td>39 (45.4)</td>
<td>20 (39)</td>
<td>11 (44)</td>
</tr>
</tbody>
</table>
### Participant characteristics

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>All participants&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Complete cases&lt;sup&gt;b&lt;/sup&gt;</th>
<th>High presence&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N=86</td>
<td>n=52</td>
<td>n=25</td>
</tr>
<tr>
<td>Don’t know/declined answer</td>
<td>4 (4.7)</td>
<td>2 (4)</td>
<td>1 (4)</td>
</tr>
<tr>
<td><strong>Food purchases at supermarket, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All food</td>
<td>9 (10.5)</td>
<td>6 (12)</td>
<td>4 (16)</td>
</tr>
<tr>
<td>Most food</td>
<td>62 (72.1)</td>
<td>36 (70)</td>
<td>17 (68)</td>
</tr>
<tr>
<td>Half of food</td>
<td>12 (14.0)</td>
<td>9 (17)</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Some food</td>
<td>2 (2.4)</td>
<td>1 (2)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (1.2)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Grocery shopping frequency, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; Once a week</td>
<td>10 (11.6)</td>
<td>5 (10)</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Once a week</td>
<td>31 (36.0)</td>
<td>16 (31)</td>
<td>8 (32)</td>
</tr>
<tr>
<td>Twice a week</td>
<td>29 (33.7)</td>
<td>22 (42)</td>
<td>10 (40)</td>
</tr>
<tr>
<td>≥3 times a week</td>
<td>15 (17.5)</td>
<td>9 (17)</td>
<td>5 (20)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (1.2)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Frequency of using a computer, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily</td>
<td>83 (96.5)</td>
<td>51 (98)</td>
<td>24 (96)</td>
</tr>
<tr>
<td>Several days per week</td>
<td>2 (2.3)</td>
<td>1 (2)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (1.2)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Internet at home (yes), n (%)</td>
<td>85 (98.8)</td>
<td>51 (98)</td>
<td>24 (96)</td>
</tr>
<tr>
<td><strong>Type of operating system used for this study, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Windows XP</td>
<td>11 (12.8)</td>
<td>6 (12)</td>
<td>4 (16)</td>
</tr>
<tr>
<td>Windows 7</td>
<td>41 (47.7)</td>
<td>26 (50)</td>
<td>11 (44)</td>
</tr>
<tr>
<td>Windows (don’t know version)</td>
<td>20 (23.3)</td>
<td>11 (21)</td>
<td>7 (28)</td>
</tr>
<tr>
<td>MacOS X 10.5/10.6</td>
<td>5 (5.8)</td>
<td>3 (6)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>MacOS X 10.7/10.8</td>
<td>6 (7.0)</td>
<td>5 (10)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>MacOS X (don’t know version)</td>
<td>2 (2.3)</td>
<td>1 (2)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (1.2)</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup> Includes all participants who completed at least 1 shop in the Virtual Supermarket.

<sup>b</sup> Includes all participants who completed all 3 shops in the Virtual Supermarket and returned valid till receipts.

<sup>c</sup> Includes participants who completed all 3 shops in the Virtual Supermarket and returned valid till receipts and had a high presence score.

<sup>d</sup> Median annual income in New Zealand from wages and salaries was NZ $43,888 in June 2013 (per person)

### Descriptive Analysis

Figures 3 and 4 show the proportion of money spent / proportion of items purchased for each of the 18 food groups, respectively, for both the virtual and the real supermarket and for each of the 3 shopping occasions (n=86). Results suggest that the purchasing patterns across the food groups were comparable. The 4 food groups with the highest relative expenditures were the same for the virtual and real supermarkets (all 3 shops): fruit and vegetables (14.3% Virtual Supermarket and 17.4% real supermarket), bread and bakery (10.0% Virtual Supermarket and 8.2% real supermarket), dairy (19.1% Virtual Supermarket and 12.6% real supermarket), and meat and fish (16.5% Virtual Supermarket and 16.8% real supermarket) (Table 3). Overall, total mean expenditures in the Virtual Supermarket were NZ $84.96 (SD 46.88 compared to NZ $125.15 (SD 74.15) in the real supermarket. On average, participants set their budget in the Virtual Supermarket at NZ $121.19 (SD 65.01) and spent 71.4% (SD 25.6) of this budget.
<table>
<thead>
<tr>
<th>Food category</th>
<th>% Total expenditures</th>
<th>Difference estimate</th>
<th>P</th>
<th>% Total number of items</th>
<th>Difference estimate</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Virtual estimate</td>
<td>Real estimate</td>
<td></td>
<td>Virtual estimate</td>
<td>Real estimate</td>
<td></td>
</tr>
<tr>
<td>Alcoholic beverages</td>
<td>5.15</td>
<td>3.47</td>
<td>1.68</td>
<td>.13</td>
<td>1.96</td>
<td>1.46</td>
</tr>
<tr>
<td>Baby care</td>
<td>0.83</td>
<td>0.53</td>
<td>0.30</td>
<td>.43</td>
<td>1.21</td>
<td>0.96</td>
</tr>
<tr>
<td>Bread and bakery</td>
<td>10.0</td>
<td>8.15</td>
<td>1.89</td>
<td>.02</td>
<td>11.7</td>
<td>10.3</td>
</tr>
<tr>
<td>Baking and cooking</td>
<td>1.10</td>
<td>0.56</td>
<td>0.54</td>
<td>.16</td>
<td>0.98</td>
<td>0.85</td>
</tr>
<tr>
<td>Beverages</td>
<td>5.03</td>
<td>5.92</td>
<td>−0.89</td>
<td>.30</td>
<td>4.63</td>
<td>5.32</td>
</tr>
<tr>
<td>Cereal and cereal products</td>
<td>5.64</td>
<td>7.14</td>
<td>−1.50</td>
<td>.06</td>
<td>5.46</td>
<td>7.58</td>
</tr>
<tr>
<td>Convenience foods</td>
<td>1.70</td>
<td>3.07</td>
<td>−1.38</td>
<td>.10</td>
<td>1.68</td>
<td>3.35</td>
</tr>
<tr>
<td>Dairy</td>
<td>19.1</td>
<td>12.6</td>
<td>6.49</td>
<td>&lt;.001</td>
<td>13.6</td>
<td>11.4</td>
</tr>
<tr>
<td>Deli and chilled foods</td>
<td>0.31</td>
<td>0.07</td>
<td>0.25</td>
<td>.15</td>
<td>0.28</td>
<td>0.07</td>
</tr>
<tr>
<td>Edible oils and emulsions</td>
<td>3.28</td>
<td>3.16</td>
<td>0.12</td>
<td>.84</td>
<td>2.46</td>
<td>2.35</td>
</tr>
<tr>
<td>Eggs</td>
<td>3.78</td>
<td>2.15</td>
<td>1.63</td>
<td>.01</td>
<td>2.94</td>
<td>1.50</td>
</tr>
<tr>
<td>Fish and fish products</td>
<td>2.82</td>
<td>2.44</td>
<td>0.38</td>
<td>.42</td>
<td>2.88</td>
<td>2.65</td>
</tr>
<tr>
<td>Fruit and vegetables fresh</td>
<td>14.3</td>
<td>17.4</td>
<td>−3.12</td>
<td>.04</td>
<td>28.9</td>
<td>22.9</td>
</tr>
<tr>
<td>Fruit and vegetables other</td>
<td>5.46</td>
<td>7.36</td>
<td>−1.90</td>
<td>.009</td>
<td>6.57</td>
<td>8.64</td>
</tr>
<tr>
<td>Fresh meat, meat products, fresh fish</td>
<td>16.5</td>
<td>16.8</td>
<td>−0.31</td>
<td>.85</td>
<td>9.64</td>
<td>9.77</td>
</tr>
<tr>
<td>Other miscellaneous</td>
<td>0.05</td>
<td>0.42</td>
<td>−0.36</td>
<td>.07</td>
<td>0.07</td>
<td>0.35</td>
</tr>
<tr>
<td>Sauces, spreads, and seasonings</td>
<td>3.38</td>
<td>4.56</td>
<td>−1.18</td>
<td>.05</td>
<td>3.29</td>
<td>4.79</td>
</tr>
<tr>
<td>Snack foods</td>
<td>1.58</td>
<td>4.17</td>
<td>−2.59</td>
<td>&lt;.001</td>
<td>1.83</td>
<td>5.88</td>
</tr>
</tbody>
</table>

*a* Results from repeated measures mixed models fitted to evaluate the percentage of price (outcome 1) and percentage of items (outcome 2), respectively, with supermarket type (virtual or real) and shop (1, 2, or 3) as fixed effects, registration number as random effect, and shop as repeated effect.
Figure 3. Proportion (%) expenditures for the 18 foods groups for the virtual and real shopping occasions (raw data) (n=86).
Difference Between Virtual and Real Purchases

Table 3 shows the estimated means and difference for the virtual and real purchases for all 18 food categories and separately as a proportion of total expenditures (outcome 1) and proportion of total items (outcome 2) for the complete cases (n=52). Results for the total sample (N=86) are shown in Multimedia Appendix 1 and show comparable outcomes to the results presented subsequently. Mixed models revealed that the effect of shopping occasion (shop 1, 2, or 3) was only significant for the...
convenience foods category. This means that the similarity between virtual and real purchases was stable over time and, therefore, the results are presented at an aggregate level. Six food categories showed significant differences in purchases between the virtual and real shop, including bread and bakery (difference estimate 1.9%, \(P=0.02\)); dairy (6.5%, \(P<0.01\)); fruit and vegetables, fresh (3.1%, \(P=0.04\)); fruit and vegetables, other (1.9%, \(P=0.009\)); snack foods (2.6%, \(P<0.001\)); and eggs (1.6%, \(P=0.01\)). Similar results were observed for difference in proportion of items purchased.

Focus and Presence

Previous research indicated that people with a higher focus might perceive stronger feelings of presence in virtual environments. Outcomes of the linear mixed models confirmed that focus was strongly positively associated with perceived presence in the Virtual Supermarket (estimate 1.05, \(P<0.001\)). With regard to presence, results showed that a large majority of participants (295% across the 3 shops) reported a medium-to-high feeling of presence in the Virtual Supermarket (Table 4). Participants scored particularly high for the subscales adaptation/immersion (ie, perceiving oneself to be enveloped by, included in, and interacting with an environment) and interface quality. According to theory, we would expect that people with a higher presence would perform better in the Virtual Supermarket compared to people with a lower perception of presence. Sensitivity analysis on a subset of participants with a high presence score (n=25) revealed greater similarity in proportional expenditures between virtual and real purchasing behavior. The total number of categories with significant differences between virtual and real purchases reduced from 6 to 4 in this subset of participants (the categories “fruit and vegetables” and “eggs” showed no longer significant differences).

<table>
<thead>
<tr>
<th>Presence score and subscales for 3 groups</th>
<th>Mean (SD)</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total presence (range 29-203)</strong></td>
<td>104 (22.0)</td>
<td>3 (4)</td>
</tr>
<tr>
<td>Low (0-67)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medium (68-134)</td>
<td>73 (88)</td>
<td></td>
</tr>
<tr>
<td>High (≥134)</td>
<td>7 (8)</td>
<td></td>
</tr>
<tr>
<td><strong>Subscale 1: involvement (range 12-84)</strong></td>
<td>40.0 (11.1)</td>
<td></td>
</tr>
<tr>
<td>Low (0-28)</td>
<td>12 (15)</td>
<td></td>
</tr>
<tr>
<td>Medium (29-56)</td>
<td>67 (81)</td>
<td></td>
</tr>
<tr>
<td>High (≥57)</td>
<td>4 (5)</td>
<td></td>
</tr>
<tr>
<td><strong>Subscale 2: sensory fidelity (range 6-42)</strong></td>
<td>18.0 (4.8)</td>
<td></td>
</tr>
<tr>
<td>Low (0-14)</td>
<td>19 (23)</td>
<td></td>
</tr>
<tr>
<td>Medium (15-28)</td>
<td>62 (75)</td>
<td></td>
</tr>
<tr>
<td>High (≥29)</td>
<td>2 (2)</td>
<td></td>
</tr>
<tr>
<td><strong>Subscale 3: adaptation/immersion (range 8-56)</strong></td>
<td>31.2 (6.9)</td>
<td></td>
</tr>
<tr>
<td>Low (0-18)</td>
<td>1 (1)</td>
<td></td>
</tr>
<tr>
<td>Medium (19-37)</td>
<td>64 (77)</td>
<td></td>
</tr>
<tr>
<td>High (≥38)</td>
<td>18 (22)</td>
<td></td>
</tr>
<tr>
<td><strong>Subscale 4: interface quality (range 3-21)</strong></td>
<td>14.9 (3.2)</td>
<td></td>
</tr>
<tr>
<td>Low (0-7)</td>
<td>1 (1)</td>
<td></td>
</tr>
<tr>
<td>Medium (8-14)</td>
<td>33 (40)</td>
<td></td>
</tr>
<tr>
<td>High (≥15)</td>
<td>49 (59)</td>
<td></td>
</tr>
<tr>
<td><strong>Focus (range 7-49)</strong></td>
<td>29.7 (5.7)</td>
<td></td>
</tr>
<tr>
<td>Low (0-16)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medium (17-32)</td>
<td>51 (61)</td>
<td></td>
</tr>
<tr>
<td>High (≥33)</td>
<td>32 (39)</td>
<td></td>
</tr>
</tbody>
</table>

\(a\) Mean represents the typical value for each participant over all recorded virtual shops.

\(b\) Questionnaire data for 3 participants were missing due to technical issues.
Discussion

This study shows that consumer purchasing patterns in the Virtual Supermarket were comparable to those in real supermarkets and confirms that the Virtual Supermarket is a valid tool to measure food purchasing behavior in a supermarket setting. Furthermore, a large majority of participants experienced a medium-to-high sense of presence in the Virtual Supermarket. The categories “fruits and vegetables” and “dairy” showed the strongest difference between virtual and real purchases. Results will be useful to guide further improvement of the software.

This validation study examined differences in purchasing patterns between virtual and real shopping occasions across a total of 18 different food categories. Results demonstrate that the 4 food groups with the highest relative expenditures were the same for the virtual and real shopping occasions (eg, fresh fruit and vegetables, bread and bakery, dairy, and meat and fish). Likewise, the 4 food groups with the lowest proportional expenditures were the same (eg, other miscellaneous, deli and chilled foods, baking and cooking goods, and baby care products). These results indicate that the overall purchasing patterns were similar in the virtual and real supermarket and that proportional purchases within food groups were comparable.

One key limitation of the Virtual Supermarket is that participants did not use real money and, therefore, could spend more than they would in real life. For this reason, participants were asked to set a realistic shopping budget and the software did not allow them to overspend. Results showed no patterns of overspending in the Virtual Supermarket compared to the real supermarket; for some food categories, people did spend more in the Virtual Supermarket (dairy, bread and bakery, and eggs) but for others they spent less (fruit and vegetables, and snack foods). Unexpectedly, total absolute expenditures were substantially lower in the Virtual Supermarket compared to the real supermarket. On average, participants spent approximately 70% of their shopping budget in the Virtual Supermarket (which is reasonable); however, in approximately 10% of the shopping occasions, participants spent less than 30% of their budget. One plausible explanation for the relatively low expenditures is that the Virtual Supermarket holds no sales promotions. A 2002 study by Aguirregabiria [28] revealed that typical sales promotions (which are approximately a 20% discount) increase weekly sales rates by 500%. In addition, choices are often influenced by other in-store promotions, such as end-of-aisle and merchandising displays [29], none of which are available in our Virtual Supermarket.

We could include promotions in future versions of the Virtual Supermarket; however, when designing RCTs it is important to realize that these features might influence the outcome of interest. One key advantage of the Virtual Supermarket compared to real supermarkets is that it enables creation of a “neutral” shopping environment with completely controllable experimental and control conditions enabling effective testing of the effects of changing only one element (eg, price) without interference of other effects (eg, sales signs). Also, it can be used nationwide because it does not require participants to come to a specific research location. Depending on the specific study aims, it is important to consider the balance between making the Virtual Supermarket as realistic as possible (external validity) and designing it to deliver a valid study outcome (internal validity). A major advantage of the Virtual Supermarket is that it is modifiable and researchers can design the Virtual Supermarket in accordance with specific study needs.

In addition to overall shopping patterns, this study compared proportional purchases within 18 food categories. Results demonstrated that 6 of the food categories differed significantly in proportion of total expenditures between the virtual and real shops. These categories were bread and bakery; dairy; fruit and vegetables; fresh; fruit and vegetables, other; snack foods; and eggs. Although this finding is important, it needs to be interpreted with some caution. Most importantly, we made multiple comparisons between groups, which increased the likelihood of finding significant results. A more conservative level of significance of P=.01 might be appropriate, in which case only 3 categories (dairy, processed fruit and vegetables, and snack foods) would have shown relevant significant differences. Furthermore, our focus was on proportional purchases, meaning that if one food category showed clear differences, other food categories would be affected as well (eg, if participants spent 17% on meat in the Virtual Supermarket there was only 83% left for other categories). The reason why we focused on relative purchases and not absolute purchases is that the prices in the Virtual Supermarket and the real supermarket were expected to be different due to promotional and seasonality effects in the real supermarket. Finally, it is important to consider that our findings are quite conservative. Our conclusions are based on comparing shopping behavior in 2 different environments. However, it also can be expected that 2 shops in the same environment can be slightly different (eg, people do not buy exactly the same each time). Our analysis did not account for this “natural” variation in shopping behavior, which further strengthens our finding that the differences between the Virtual Supermarket and the real supermarket were relatively minor.

Keeping this in mind, food categories that showed the most important differences between the virtual and real shopping occasions were fresh fruit and vegetables, dairy, and snack foods. For fresh fruit and vegetables, participants spent significantly more in real life compared to the virtual shops. One important explanation for this finding is that many participants misunderstood the interface in the Virtual Supermarket for purchasing loose items. After clicking on a fruit or vegetable product, participants were asked to enter the number of grams they wanted to buy (eg, 100 grams of apples). However, we observed that a large number of participants (n=29) misinterpreted this question and entered the number of items they wanted to buy (eg, 2 apples). The software registered this automatically as grams, meaning that the till receipt would show 2 grams of apples. This error caused a significant underrepresentation of fruit and vegetable expenditures in the Virtual Supermarket and if these participants were excluded from analysis the proportional expenditures on fruit and vegetables increased from mean of approximately 14% (SD 14) to a mean of approximately 15% (SD 15). This effect might also partly explain the observed underspending in the Virtual...
Supermarket as mentioned previously. Therefore, improving
the interface for loose items will be a key priority when updating
the Virtual Supermarket. Looking at snack foods, the relative
underspending within this category in the Virtual Supermarket
could be due to a number of reasons. First, snack foods are
normally heavily promoted which leads to increased sales
[29-31]. This effect was not captured in the Virtual Supermarket.
Also, supermarkets tend to provide more shelf space for snacks
foods, which is expected to increase sales [32]. The Virtual
Supermarket used a representative product selection based on
the number of different types of products/brands available for
sale in each food category in NZ (eg, different types of soft
drinks), not accounting for the exact number of individual
products that is normally displayed on the shelves (eg,
supermarkets often display a large number of the same
Coca-Cola bottles covering a whole aisle; the Virtual
Supermarket did not account for this). To improve the
resemblance with real supermarkets, it might be important to
measure shelf space for all products in real supermarkets and
design the Virtual Supermarket accordingly. However, there is
a large variation in design between different supermarkets
making it hard to determine the best representation; also, this
requires cooperation from supermarkets which might be difficult
to achieve.

Another limitation of this study was the relatively large number
of participants that dropped out due to software problems. In
particular, a large number of participants reported that the
software could not be run on their (mostly older) computers.
Since completion of this validation study, we have found a
solution to this by improving the way the software processes
the individual product images. Therefore, for future studies, the
NZ Virtual Supermarket will be more compatible with older
computers and laptops. Nevertheless, the high dropout could
bias our results and participants that completed the study might
have been better using the software than an average user.
Another problem was that we were not able to recruit an
ethnically diverse sample and, therefore, are not able to draw
conclusions on the acceptability and usability of the Virtual
Supermarket among Māori (indigenous) and Pacific people. To
ensure diversity in future studies, it would be important to use
targeted recruitment strategies for these populations.
Nevertheless, our sample was relatively diverse with regard to
other characteristics, including education level, age, work status,
and income, and there were no signs of differential dropout.

To our knowledge, this is one of the first studies making a direct
comparison between virtual and real shopping behavior. One
other example is a 2004 study by Grewe et al [33] who validated
a virtual reality (VR) shopping task to assess real-life memory
and spatial navigation in patients with epilepsy. The authors
found that the VR tool was valid and generalizable compared
to a real-life shopping task. Furthermore, Sharpe et al [34]
validated fast food and soft drink purchases made in an online
simulated road trip against actual purchasing and consumption
of a lunch meal from McDonalds 1 week later. This study found
strong evidence that virtual and real purchases were similar
and that participants were consistent in the type of foods they
chose in the virtual task [34]. In other health-related domains, there
is more evidence for the realism and performance of virtual
environments. For example, VR is frequently used to improve
surgical technical skills [35], as a therapeutic instrument in
clinical psychology [36,37], and in the treatment of several
phobias [38]. Also, in the field of computer sciences, there is a
wealth of research into human computer interaction [39].
Linking this evidence to the Virtual Supermarket, there is good
reason to assume that people experience a high presence because
of the high realism (eg, it requires very little imagination to
recognize the software as a supermarket), the realistic movement
(pushing a shopping trolley, 3D features), and the fact that it is
easy to locate oneself due to clear landmarks (eg, aisles) [39].
Another way to further improve presence is through the use of
avatars. People tend to feel a higher feeling of presence when
there is a virtual representation of oneself in the virtual world
and when other users recognize them (other avatars) [39].
It would be interesting to explore the use of avatars further and
to test the impact of social interactions in the Virtual
Supermarket.

Another way to improve the feeling of presence is by improving
software graphics and functionality. With improving technology,
virtual environments are becoming increasingly realistic and
we aim to improve the Virtual Supermarket alongside improving
technology. Although we realize that virtual worlds will never
be the same as real life, they do provide a clear opportunity to
conduct research that would otherwise be nearly impossible.
In addition, the Virtual Supermarket offers the opportunity to
provide much needed independent rigorous experimental
evidence to inform (controversial) food policy [40].
This study shows that the Virtual Supermarket is a valid and
useful tool to study food-purchasing behavior. The results of
this validation will provide valuable guidance regarding further
improvements to the software and to the optimization of the
internal and external validity of this innovative methodology.
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Means and difference for Virtual Supermarket and real supermarket purchases for the 18 food categories (total sample, n=86).
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Abstract

Background: The volume of health-related user-created content, especially hospital-related questions and answers in online health communities, has rapidly increased. Patients and caregivers participate in online community activities to share their experiences, exchange information, and ask about recommended or discredited hospitals. However, there is little research on how to identify hospital service quality automatically from the online communities. In the past, in-depth analysis of hospitals has used random sampling surveys. However, such surveys are becoming impractical owing to the rapidly increasing volume of online data and the diverse analysis requirements of related stakeholders.

Objective: As a solution for utilizing large-scale health-related information, we propose a novel approach to identify hospital service quality factors and overtime trends automatically from online health communities, especially hospital-related questions and answers.

Methods: We defined social media–based key quality factors for hospitals. In addition, we developed text mining techniques to detect such factors that frequently occur in online health communities. After detecting these factors that represent qualitative aspects of hospitals, we applied a sentiment analysis to recognize the types of recommendations in messages posted within online health communities. Korea’s two biggest online portals were used to test the effectiveness of detection of social media–based key quality factors for hospitals.

Results: To evaluate the proposed text mining techniques, we performed manual evaluations on the extraction and classification results, such as hospital name, service quality factors, and recommendation types using a random sample of messages (ie, 5.44% (9450/173,748) of the total messages). Service quality factor detection and hospital name extraction achieved average F1 scores of 91% and 78%, respectively. In terms of recommendation classification, performance (ie, precision) is 78% on average. Extraction and classification performance still has room for improvement, but the extraction results are applicable to more detailed analysis. Further analysis of the extracted information reveals that there are differences in the details of social media–based key quality factors for hospitals according to the regions in Korea, and the patterns of change seem to accurately reflect social events (eg, influenza epidemics).

Conclusions: These findings could be used to provide timely information to caregivers, hospital officials, and medical officials for health care policies.

(J Med Internet Res 2015;17(4):e90) doi:10.2196/jmir.3646)
Introduction

Patients and their caregivers increasingly use the Internet for health care information sharing and support [1]. In particular, they tend to obtain health information and share health experiences through social media services, such as Wikipedia, Facebook, online forums, and message boards [2]. Overall, social media apps have the potential to enhance health equity: interaction through social media can increase social support and feelings of connectedness and lead to a sense of empowerment in patients. Such interaction also increases information sharing, which in turn leads to a more patient-centric experience. For this reason, researchers studying health communication among patients have also focused on online user-generated data on health, for instance physician rating websites [3], blogs with health-related keywords [4], free-text comments about hospitals on websites [5], and message boards in online health communities [6].

Hospital quality is among the most interesting health information to patients, and many studies conducting hospital quality analysis have relied heavily on random sampling surveys [7,8]. However, the practicality of random sampling approaches is limited because they require significant human effort and are thus labor intensive and time consuming. An Internet-based survey is one alternative, but specially designed questionnaires are often limited to paid users. In addition, it becomes more difficult to apply traditional statistical approaches to health-related information owing to the tremendous volume of health-related information generated daily. Surveys regarding hospitals reflect users’ opinions on the hospital’s service quality and patient satisfaction, but social media can deliver the same results more readily.

Social media is a valuable resource when deciding which hospital to choose. For instance, messaging systems like Twitter and Facebook allow words and phrases to be searched using algorithms to find positive or negative sentiments [9]. Recently, a study [10] showed that a hospital’s Facebook page could be a quality indicator. They found that the number of “likes” on a hospital page was an important indicator not only of patient satisfaction, but also of quality of patient care. In particular, based on observation of 40 hospitals in New York, a correlation was found between Facebook “likes” and patient recommendations as well as declines in 30-day mortality rates (ie, for every percentage point drop in the 30-day mortality rate, there were nearly 100 more Facebook “likes”). Although it can be difficult to generalize much from correlations, the more important point is that widely accessible social media can be a meaningful indicator of hospital quality.

To obtain useful information from online communities, several automatic approaches have recently been reported. Investigations on various social media such as blogs, bookmarks, communities, and forums have applied topic modeling [11]. Different topic modeling strategies were considered depending on the type of social media because each social media has different document types and metadata. For example, to find an online community expert, not only authorship but also the volume of social feedback, such as comments, likes, and shares are key factors for estimating expertise. Recent studies [12-14] have used quantitative summaries of user-generated content such as overall valence and volume of user review ratings to represent user opinions. In contrast, very few recent studies formally incorporate and test the influence of the textual content of user-generated reviews [15,16]. Researchers [11] have analyzed online user-generated reviews for the hotel industry (eg, TripAdvisor) to better measure hotel service quality and performance. They have attempted to create a more comprehensive view of online user-created content by considering both quantitative aspects and textual context from multidimensional perspectives by applying text classification and sentiment analysis techniques. Further, there is a hospital service quality version of sentiment analysis that uses Twitter data. For instance, Chou et al [17] found that the “Mayo Clinic” was rated as negative, but an examination of tweets mentioning the clinic showed a mix of sentiments. Some that were rated negative (78%) were associated with concern about someone in surgery or with having an illness rather than with care or quality.

Although various types of social media can be used to obtain health-related information, online health communities are the most pertinent for several reasons:

1. We can focus on social interaction between those who question and those who answer. In online health communities, patients and their caregivers can share their experiences and exchange hospital and medical information. In particular, emotional impressions and qualitative evaluations of hospitals offered by community members are crucial points for patients and caregivers when deciding which hospital to choose.

2. Convenience and anonymity are important reasons why mothers use the Internet [18]. They expect to find health-related and hospital-related information easily and quickly, and they are typically not embarrassed to ask questions of online health professionals or communicate with online members about their personal conditions and experiences [19].

3. Online health communities enable patients to take a more active role when choosing an appropriate hospital through the use of social support. They can consider multiple aspects such as “service”, “professionalism”, “process”, “environment”, “impression”, and “popularity”.

Therefore, we selected user-generated messages from online health communities for our experimental data.

We aimed to reveal the details of hospital reputation by not only conducting sentiment analysis but also analyzing multidimensional service quality factors inside users’ written messages. Our proposed approach does not only rely on the
number of “likes” or “recommendations” but finds out which hospital service quality factors are really associated with the recommendations of online health communities. In summary, our contributions are threefold:

1. We define the social media–based hospital service quality factors model consisting of six service quality factors: “service”, “professionalism”, “process”, “environment”, “impression”, and “popularity”, based on observation of the content in online health communities.

2. We propose a novel approach to detect social media–based hospital service quality factors using text mining techniques. Our key aim in this task was to automatically identify these factors in online health communities effectively. To this end, we implemented a set of text mining modules to extract potential clues to those service quality factors and to classify them into two recommendation types. Detailed steps include focused crawling, preprocessing, dictionary-based hospital name extraction, filtering, detecting quality factors for hospitals, and recommendation classification.

3. We provide the analysis results that can be visualized as patterns of major behavior change factors (for hospitals that were negatively assessed by the general public) by analyzing the six main cities in Korea. The analysis shows the effectiveness of our proposed methods to reveal the potential of collective intelligence based on social media–based hospital service quality factors.

Methods

Data

To investigate the opinions about the quality factors of hospitals in South Korea, particularly the quality of pediatric hospitals, we collected user-generated content from online communities hosted by Korean Web portals. Preliminary examination showed that online communities specializing in pediatrics served as places for parents to actively discuss (through questions and answers) the quality of pediatric hospitals, sharing their thoughts, ideas, and experiences. Considering that Naver [20] and Daum [21] operate the dominant local online communities for parents and caregivers, we decided to analyze the content of these two portals.

Our aim was to collect user-generated content that could contain users’ experiences with and opinions about pediatric hospitals from online health communities. The structure of the content can be divided into three levels: threads, messages, and sentences. Threads often contain several messages, whereas messages are short and often comprise only a few sentences or sentence fragments. Figure 1 is a snapshot of the hospital recommendation content of online communities, where (2) is the thread title, (4) indicates the details of the thread, and (5) contains the messages of the thread.

Table 1. Data statistics (from Naver and Daum Web portals).

<table>
<thead>
<tr>
<th>District</th>
<th>Threads, n</th>
<th>Messages, n</th>
<th>Messages per thread, n</th>
<th>Messages containing quality factors, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seoul</td>
<td>10,832</td>
<td>54,392</td>
<td>5.02</td>
<td>12,421</td>
</tr>
<tr>
<td>Daegu</td>
<td>8072</td>
<td>47,419</td>
<td>5.87</td>
<td>4240</td>
</tr>
<tr>
<td>Busan</td>
<td>5965</td>
<td>28,910</td>
<td>4.85</td>
<td>9509</td>
</tr>
<tr>
<td>Daejeon</td>
<td>3952</td>
<td>22,475</td>
<td>5.69</td>
<td>2358</td>
</tr>
<tr>
<td>Incheon</td>
<td>775</td>
<td>5184</td>
<td>6.69</td>
<td>1525</td>
</tr>
<tr>
<td>Gwangju</td>
<td>2826</td>
<td>15,368</td>
<td>5.44</td>
<td>2012</td>
</tr>
<tr>
<td>Total</td>
<td>32,422</td>
<td>173,748</td>
<td></td>
<td>32,065 (18.45%)</td>
</tr>
<tr>
<td>Average</td>
<td>5403.66</td>
<td>28,958</td>
<td>5.59</td>
<td></td>
</tr>
</tbody>
</table>

Table 1 shows statistics on the content from the selected parents/caregiver online communities from Naver and Daum between April 2007 and May 2013. We obtained 32,422 threads and 173,748 messages. On an average, there were 5.59 pediatric hospital-related discussions per thread among the selected regions’ community members. More specifically, 18.45% out of the total messages contain clue expressions for hospital quality factors.

It is worth noting that over the sample period, there were increases in both Internet usage rate in South Korea and the content in online health communities on the two portal sites. As of 2013, the number of Internet users in South Korea was 40,080,000, (ie, 82.09% of the population) [22]. About 50% of Internet users accessed social media for personal use, and more than 70% of users have used an online community between 2010 and 2012. In the case of user-related content in online health communities, the number of threads has rapidly increased since its launch in 2003 but the number seems to have stabilized since 2010. In Figure 2, we present both these trends; our proposed method will properly address such changes in volume (the number of threads for 2013 was extrapolated using data available up to May 2013).
Figure 1. An example of online community and extracted quality factors for hospitals.
Derivation of Social Media–Based Key Quality Factors for Hospitals

To efficiently manage social media data in terms of hospital service quality measurement, we defined social media-based hospital service quality factors by referring to previous quality models. However, it is also worth noting that there exist several important research studies [23-29] on service quality models for hospitals. In terms of measuring patient satisfaction, the SERVQUAL model [23], which consists of five dimensions: (1) responsiveness, (2) reliability, (3) assurance, (4) tangibles, and (5) empathy, is the most widely used tool [24]. The SERVQUAL model helps obtain customer ratings of perception and expectation on an ordinal scale. Due to its innate incompleteness, several approaches employ a modified SERVQUAL approach. For example, [25] added two quality dimensions, “caring” and “patient outcomes”, to SERVQUAL, and [26] added “core medical outcomes” and “professionalism/skill/competence”.

In terms of consumer perspectives, five quality factors for health care providers can be defined: (1) warmth, caring, and concern, (2) medical staff, (3) technology and equipment, (4) specialization and scope of services available, and (5) outcome [27].

For use in the hospital accreditation process, the Joint Commission [28] defined nine quality dimensions for hospitals: (1) efficacy, (2) appropriateness, (3) efficiency, (4) respect and
Caring, safety, continuity, effectiveness, timeliness, and availability. The Joint Commission model is more comprehensive because it encompasses SERVQUAL and the five quality factors for health care providers.

In an effort to develop a valid and reliable instrument for hospital management’s strategic and operational decision-making, the Key Quality Characteristics Assessment for Hospitals model was developed [29], which consists of eight factors: (1) respect and caring, (2) effectiveness and continuity, (3) appropriateness, (4) information, (5) efficiency, (6) meals, (7) first impressions, and (8) staff diversity. The model used inputs from both health care providers and consumers. However, the existing service quality measurement models are not appropriate for interpreting social media data in terms of a hospital’s service quality because users write their experiences without predefined formats or principles.

To this end, we manually listed all the keywords that appeared more than five times in our corpus. Then we selected only terms related to services quality, for example terms regarding the status, impression, and treatments of hospitals. We finally resolved the model for social media-based hospital service quality factors to consist of six quality factors (i.e., “service”, “professionalism”, “process”, “environment”, “impression”, and “popularity”), as shown in Figure 3. Each service quality factor has an average of 1000 keywords as features that can be used for analyzing the content of user-written messages. The six service quality factors have their own subcategories and subordinating items, as listed in Table 2. Each quality factor has more than one subcategory, numbered from f1–f29 and e1–e10, according to their functional or emotional characteristic, respectively.

**Figure 3.** Social media-based key quality factors for hospitals.
Table 2. Detailed categorizations and subordinate items of social media–based hospital service quality factors.

<table>
<thead>
<tr>
<th>Quality factor</th>
<th>Detailed quality factor</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Service</strong></td>
<td>Kindness (f1/f2)</td>
<td>Kindness, courtesy related to doctor/nurse/hospital staff manners</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Diagnose and explain in easy words/rough detail</td>
</tr>
<tr>
<td></td>
<td>Faithfulness (f3/f4)</td>
<td>Response to a request faithfully/carefully</td>
</tr>
<tr>
<td><strong>Professionalism</strong></td>
<td>Professionalism (f5/f6/f7)</td>
<td>Technical knowledge, skills</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Special medical courses, professional</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Professor, director (rank)</td>
</tr>
<tr>
<td></td>
<td>Skill (f8/f9/f10)</td>
<td>Medical procedures/skills, experience</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Side effects, complications, medical malpractice, safety</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Treatment effects, speed</td>
</tr>
<tr>
<td><strong>Treatment</strong></td>
<td>(f11/f12/f13/f14)</td>
<td>Hospitalization, outpatient, inpatient</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Accuracy</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Antibiotics, injections, prescription drugs (powder, liquid medicine, cold medicine)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Diagnosis, treatment, prescription, cure, appropriate (or over-) treatment</td>
</tr>
<tr>
<td><strong>Process</strong></td>
<td>Speed (f15/f16)</td>
<td>(Short/long) waiting time, dose standby, receiving the relevant treatment</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Responding immediately to changes, ability to cope with emergencies</td>
</tr>
<tr>
<td></td>
<td>Cost (f17)</td>
<td>Low (or reasonable)/expensive medical costs</td>
</tr>
<tr>
<td></td>
<td>System (f18/f19)</td>
<td>Efficient business processes (reception and express services), questionnaires, (basic/optional) medical care</td>
</tr>
<tr>
<td><strong>Environment</strong></td>
<td>Convenience (f20/f21/f22/f23)</td>
<td>Transportation, distance (from residence), parking facilities</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Reservations</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Waiting room, convenient facilities</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Office hours, dates, evening hours (weekends, Sundays, and late hours), closed hours</td>
</tr>
<tr>
<td></td>
<td>Sanitation (f24/f25)</td>
<td>Cleaning, management</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Disposable products, sanitary ware</td>
</tr>
<tr>
<td></td>
<td>Facility/Equipment (f26/f27/f28/f29)</td>
<td>Hospitalization</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CT, MRI, equipment, tools, operating room, doctor’s office</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Surgery, physical therapy, various tests, therapies, health screenings, hospital rounds</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hospital size</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Types of hospital (public health center, university hospital, hospitals, clinics, and private hospitals)</td>
</tr>
<tr>
<td><strong>Impression</strong></td>
<td>(e1/e2/e3/e4/e5)</td>
<td>Image of the hospital, atmosphere</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Reliability, favorite hospitals, physician</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Signs, new doctors, or hospital encountered for the first time</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tired of existing hospital</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Impression of the doctor, doctor’s information (ie, mood, personality, gender, age)</td>
</tr>
<tr>
<td><strong>Popularity</strong></td>
<td>(e6/e7/e8/e9/e10)</td>
<td>Rumor, tradition, reputation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hospital name</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Media, advertising</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Well-known doctor (doctor’s name)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Anyone who knows the hospital</td>
</tr>
</tbody>
</table>
Text Mining for Hospital Quality Factors Extraction and Recommendation Classification

Overview

We implemented a set of text mining modules for our social media–based hospital service quality factors model-based extraction and classification. The process consists of six steps as shown in Figure 4: data preparation through crawling, data preprocessing, hospital name extraction, message filtering, quality factor detection, and recommendation type classification.

Figure 4. Steps for detecting quality factors and recommendation classification.

Step 1. Focused Crawling

The two Web portals, Naver and Daum, operate various kinds of online communities arranged by region and subject. For example, the Naver portal has approximately two million regional communities. We note that each region includes at least one parent community with active members, high popularity, and vigorous online activity. We opted for these local online communities as our text mining information sources. Each online community provides a search function that allows us to identify particular webpages with “pediatric” and “recommendation” keywords. The webpages from the selected online parent communities were crawled and stored in HTML format.

Step 2. Preprocessing

HTML tags and non-textual information such as images, JavaScript codes, and advertisements were deleted from the extracted files. For effective handling of hypertext markup language (HTML) content, we used the Beautiful Soup library, designed in the Python programming language [30].

Step 3. Dictionary-Based Hospital Name Extraction

Often, when people mention hospitals in a social context in Korean, they use a range of hospital names, mostly expressed through acronyms or abbreviations. To counter this problem, we built a hospital name dictionary covering the pediatric hospitals in the six big cities (ie, Seoul, Daegu, Busan, Daejeon, Gwangju, and Incheon) in South Korea. The hospital names were extracted from the Health Insurance Review and Assessment Service website [31]. This dictionary is a value (expression) mapping table that adds acronyms or abbreviations for every hospital name observed in user-written sentences in the online communities. Using this dictionary, our text mining module performs a specially designed stepwise expression normalization procedure, based on the textual edit-distance similarity [32] between the synonyms in the dictionary and the expressions in the sentences. This was used to find canonical hospital names for use in raw hospital representations.

Step 4. Filtering Out Messages

Once the canonical hospital names were extracted from the messages, we filtered out messages in which hospital names were not mentioned or which were ambiguous, so as to consider

After data aggregation via focused crawling, the HTML elements are removed. For every message, the next four natural language processing steps are applied to detect quality factors in the messages and to compute the hospitals’ recommendation type based on them. Although our approach can be applied to various types of domains in online health communities, we targeted messages for analysis that explicitly mentioned pediatric hospitals/clinics and discussed the quality factors related to those hospitals/clinics.

Districts | # of Hospitals
--- | ---
Seoul | 657
Daegu | 153
Busan | 225
Daejeon | 85
Incheon | 165
Gwangju | 93
only messages that mentioned hospital names clearly. In addition, we selected candidate messages that recommended or in some other way mentioned hospitals.

**Step 5. Detecting Quality Factors**

This is the main step for identifying textual representations of quality factors for hospitals. By utilizing the keyword lists (ie, a dictionary of quality factors), we detected and extracted the service quality factors from each message. The techniques used in this task are derived from dictionary-based named entity recognition [33]. If service quality factors are identified, we count the number of occurrences for further analysis. In addition, to deal with known difficulties of Korean language processing, we used an equivalent term list derived from high frequency terms observed in our data collection.

**Step 6. Classifying Recommendation Types**

Based on the expressions of identified quality factors, this step classifies the recommendation type of each message, that is, whether a hospital is recommended or not. As a simple implementation of keyword-based sentiment analysis, it counts the number of sentimental keywords for and against recommendation [9]. To consider possible changes of type within sentences in a single message, we use a modified version of mood flow analysis [34]. As results, the classified types are positive (ie, recommended), neutral, bilateral, and negative (ie, not recommended). If we simply summarize the classification results, 35.86% (47,046/131,191) are hospital recommendations where 131,191 is the total number of quality factors considered as one of four classified types, and 47,046 is the number of quality factors showing positiveness. It is to be noted that a single message can have more than one qualify factor. However, we reduced the classification categories to two types (ie, positive or negative) by viewing it as a binary classification problem; misclassification of outcome type is a serious concern, particularly when two different polarities coexist in the same message.

**Manual Evaluations**

Before analyzing in depth the results of Steps 5 and 6 in various ways, we performed manual evaluations on the extraction and classification results for things such as hospital names, quality factors, and recommendation types. For the evaluation of hospital name extraction, we performed human tagging of a random sample of 9450 messages, which amounted to 5.4% of the total messages. In addition, for the evaluation of quality factor detection and recommendation type classification, we selected the five most frequently occurring hospitals/clinics from the six regions and manually checked their subordinating quality factors and recommendation type to check if their extractions/classifications were correct. The evaluation results are summarized in Table 3.

<table>
<thead>
<tr>
<th>Region</th>
<th>Hospital name extraction</th>
<th>Quality factors detection</th>
<th>Recommendation type classification</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
<td>F1</td>
</tr>
<tr>
<td>Seoul</td>
<td>68</td>
<td>83</td>
<td>75</td>
</tr>
<tr>
<td>Daejeon</td>
<td>91</td>
<td>72</td>
<td>80</td>
</tr>
<tr>
<td>Daegu</td>
<td>86</td>
<td>65</td>
<td>74</td>
</tr>
<tr>
<td>Gwangju</td>
<td>91</td>
<td>66</td>
<td>77</td>
</tr>
<tr>
<td>Incheon</td>
<td>79</td>
<td>77</td>
<td>78</td>
</tr>
<tr>
<td>Busan</td>
<td>87</td>
<td>73</td>
<td>79</td>
</tr>
<tr>
<td>Average</td>
<td>84</td>
<td>73</td>
<td>78</td>
</tr>
</tbody>
</table>

**Hospital Name Extraction**

We achieved a recall (the proportion of hospital names in the original text that were extracted correctly) of 73% and precision (the proportion of extracted hospital names that were correct) of 84%, giving $F_1 = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}} = 77.7\%$. The measure $F_1$ is the harmonic mean of precision and recall. Although accuracy measures of $80\%$-$90\%$ have often been achieved in named entity extraction in English, there are very few cases of such high accuracy in informal texts written in Korean due to various types of acronyms, misspellings, and frequently incorrect spacing between words. These factors are currently performance bottlenecks together with the fact that Korean is an agglutinative language.

**Detecting Quality Factors**

Quality factor detection is a kind of keyword matching that checks if a given word exists in one of the categories of the six quality factors. Its performance is slightly over $90\%$ due to errors in word spacing and homonym problems of the Korean language. The currently achieved $F_1$ score is considerably satisfactory. However, the detection performance could be enhanced further by considering compound nouns and more sophisticated processing of erroneously written sentences for clearer word spacing.

**Recommendation Classification Using Sentiment Analysis**

Our recommendation classification, a type of sentiment analysis, is a challenging task in that it should track polarity transitions within a message. In spite of handling polarity transitions within...
a message by referring to [34], the verified classification performance is 77.8% on average. This indicates that sentiment analysis in Korean still has room for further improvement. Nevertheless, our quality factor detection and sentiment analysis provides the option to facilitate the in-depth analysis of messages by region.

Results

Overview

By applying the text mining techniques introduced earlier to online health community messages, we obtained a collective intelligence driven by our social media–based hospital service quality factors model. As a first step to investigate the potential of this knowledge, we analyze the occurrence patterns of preferred quality factors among different big cities in South Korea.

Overall Social Media–Based Hospital Service Quality Factors Distributions by Region and Time

Previously, labor-intensive surveys have been used for hospital service quality evaluation. In contrast with such costly manual surveys, we can easily access multidimensional analysis results from the occurrence ratios of keywords included in one of the six quality factor categories. The occurrence ratios of each quality factor signify caregivers’ preferences when they select pediatric hospitals/clinics.

Panel (a) of Figure 5 gives a high-level view of the six key quality factor distributions for the six largest cities (ie, Seoul, Daegu, Busan, Daejeon, Incheon, and Gwangju) in South Korea. The plots in panel (a) of Figure 5 indicate the occupying ratios of each quality factor for each region. Although there are small variations among the different six quality factors, two distinctive factors (popularity and professionalism) occur most frequently.

Such trends are maintained every month, as shown in panel (b) of Figure 5, where the raw frequencies of quality factors are averaged over all regions. In contrast, when we observe regional data, the mean relative frequency ratios of their constituting factors differ somewhat by region and season. Panels (c) and (d) of Figure 5 show the mean relative frequency ratios per month during 2006-2013 for two selected cities, Daejeon and Gwangju, respectively. The numbers in panels (b)-(d) of Figure 5 are given as percentages of occurrence.

We assume that the analysis results driven by social media–based hospital service quality factors form a kind of collective intelligence that represents caregiver beliefs regarding the quality of local hospitals and can be effectively used to discover hospital recommendations within online health communities. Our analysis provides insight into regional and seasonal trends in quality factors that can be obtained from observing pertinent keywords/terms.
Case Study of Negative Attitudes

Overview

Based on the firm belief that there exist clear differences in the distributions of social media–based hospital service quality factors according to recommendation types, we disaggregated the negative parts from the previous results to reveal hidden regional relationships between the factors. For this, we used sentiment analysis that decomposes user-written messages into two types (ie, recommended and not recommended).

A large number of users may have positive or neutral attitudes about their hospital experiences, even though one certain user had a negative attitude. Based on our observations, on average, 8% of the samples were identified as negative cases if we include conflicting cases (where positive and negative sentiment coexist in a single message) as negative ones. Figure 6 shows the percentages of negative comments on social media–based hospital service quality factors per year during 2006-2013 for the six major cities of South Korea. We could say that it shows the domestic characteristics of a negative attitude towards pediatric hospitals.

Figure 6. Negative attitude trends by year (for six cities).
**Influenza Pandemic in 2009**

We draw this conclusion from the influenza pandemic in 2009. Not only South Korea but the world suffered from a new influenza A in 2009 [35]. The most severe period for South Korea was approximately from October to November of that year; the effect of the pandemic slowly reduced after December 2009. We verified 78% of influenza-related posts collected from online health communities that appeared in 2009. The details of posts mostly consisted of questions and answers, about which hospital had vaccines to spare, or how long it would take to see a doctor and get medicine prescribed. In reality, the supply of influenza vaccine was considerably insufficient, and it is clear that most patients had trouble finding hospitals to immunize their children. As people streamed into local hospitals, they posted complaints about long waiting times. In other words, health care quality received a poor grade for that period.

Figure 6 shows caregivers’ strong negative responses in 2009. Since there was also an increase in the volume of user-generated content in 2009 as seen in Figure 2, we used the percentage of quality factors instead of the mere frequency. In fact, although the occurrence of negative content regarding all six quality factors increased, we observed that the relative shares of “popularity” and “professionalism”, the top and second major factors, significantly decreased in 2009. Interestingly, we observed increases in the relative shares of “process” and “environment” in 2009, the sum of which also accounts for a significant proportion of frequencies. This implies that the experience of parents and caregivers in pediatric hospitals was often poor and their dissatisfaction increased, especially with regard to inefficient treatment process such as long waiting times or poor experience with reservation. To observe social media–based hospital service quality factors more closely, we looked at the interrelated quality factors in terms of the long waiting times at hospitals, such as process and environment, as shown in Table 4.

For the “process” factor, the top three most frequently occurring items were “long term”, “right now”, and “hospitalized” at 73%, 11%, and 10%, respectively. For the “environment” factor, the different types of keywords that characterized each corresponding factor revealed the public’s discontent and complaints about hospital services.

**Table 4. In-depth analysis of negative attitude in 2009.**

<table>
<thead>
<tr>
<th>Process</th>
<th>Environment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Items</td>
<td>Share, %</td>
</tr>
<tr>
<td>Long term</td>
<td>73</td>
</tr>
<tr>
<td>Right now</td>
<td>11</td>
</tr>
<tr>
<td>Hospitalized</td>
<td>10</td>
</tr>
<tr>
<td>Basic</td>
<td>5</td>
</tr>
<tr>
<td>Other</td>
<td>1</td>
</tr>
</tbody>
</table>

**Emergency Management in Local Cities**

Patients and caregivers occasionally visit general hospitals for emergency care. As can be seen in Figure 7, we observe that the “emergency”-related threads in the Daegu region increased steadily and continuously over several years until 2010. Presuming that they represent an emergent event posted in online communities, we note that approximately 5% of the threads talk about whether particular hospitals provide prompt and satisfactory emergency medical services.

In many cases, general hospitals are expected to have sufficient capacity to deal with an emergency. For example, a person who has an injured child desperately seeks hospitals open at midnight. Such people may think that the first general hospital able to provide care has competent medical staff and the necessary emergency care equipment. However, the reality in local cities is often not satisfactory. Table 5 shows that emergency-related terms often co-occur with five local general hospital names in many negatively opinionated threads (and are classified as not recommended). In this regard, we become familiar with which quality factors need to improve by analyzing social media–based hospital service quality factors. For example, “process” and “environment” factors are often detected in threads related to emergency.

**Table 5. Co-occurrence ratios in negatively opinionated threads (Daegu region).**

<table>
<thead>
<tr>
<th>Co-occurrence pair</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emergency &amp; Hospital D1</td>
<td>22</td>
</tr>
<tr>
<td>Emergency &amp; Hospital D2</td>
<td>16</td>
</tr>
<tr>
<td>Emergency &amp; Hospital D3</td>
<td>7</td>
</tr>
<tr>
<td>Emergency &amp; Hospital D4</td>
<td>31</td>
</tr>
<tr>
<td>Emergency &amp; Hospital D5</td>
<td>8</td>
</tr>
</tbody>
</table>

One of the key reasons for this phenomenon is the small number of pediatric registrars in local general hospitals. The problem is endemic: applicants to the pediatric residency programs of local general hospitals in Daegu are lacking. Only the top two
general hospitals met the required enrollment numbers in 2011. The problem can lead to poor quality of medical services, including first aid and emergency treatment. Some journalists have pointed out the need to improve hospital capacity, capability, and preparedness in the event of an emergency. The other reason is that hospital information in the local area is not well circulated. People often could not find adequate hospitals in an emergency, so they posted questions about which hospitals were available.

If the key quality factors for hospitals are detected and analyzed automatically and periodically, we can determine what kind of medical services are necessary to contain a highly contagious epidemic. Health authorities can implement a policy that could help patients based on immediate and tangible qualitative observations. From the point of view of a patient, they could discover which negative quality factors were prevalent among nearby hospitals, and hence find better medical services in other areas. Moreover, the analyzed patterns are meaningful advisory information for government policy makers because they explain the claims of caregivers who go to pediatric hospitals. Such information is helpful for both national and local health policy makers.

Figure 7. Percentage of threads that mention “Emergency” in the Daegu region.

Discussion

Principal Findings

With the growing popularity of Web 2.0, a number of caregivers who have children are participating in reviewing, recommending, and exchanging opinions about pediatric hospitals. In this regard, a thorough understanding of the qualitative measures of a hospital could be important for selecting an appropriate pediatric hospital/clinic. Therefore, our contributions are threefold: (1) we define six types of quality factors feasible for social media–based hospital service quality analysis, (2) we propose a text mining approach to extract several hospital quality factors and to classify the messages into recommendation types (recommended or not recommended), and (3) we provide an in-depth analysis that can be used for many shareholders including caregivers, hospital staff, and government officials of health care policy.

Limitations

Despite the value of the new analysis generated by this work, this study has several limitations in terms of data coverage. Social media, like other tools that assess public opinion, lends itself to selection bias, and it is difficult to assess whether this study population represents a fair sample of the general population [36]. In addition, owing to the limited information (accounting for regional tendencies), more in-depth analysis as to why different fluctuation patterns occur is required. However, it goes beyond the scope of this study, as the reasons are highly correlated with demographic characteristics.

Problems such as the inherent anonymity of users and the inability to authenticate content can be slightly mitigated because, in contrast to Twitter, messages from online health communities contain more detailed information originating from real personal experiences at hospitals. As the coverage of recommendation of pediatric hospitals/clinics in social media is not without its pitfalls, the findings highlight the potential for social media to perpetuate and perhaps even promote sources of information of unknown quality.

This study is based on our firm belief that social media can be used to gauge how patients and caregivers respond to a particular hospital. However, it has been previously found that social media also has risks. Broader scope and easily accessible platforms can lead to the wide dissemination of misinformation. We may overestimate the effect of our quality factor metrics because of the misinterpretation or over-simplification of findings from other socio-scientific studies. Nevertheless, our
experimental analysis shows the great potential for social media–based key quality factor analysis for hospitals.

Next Steps
A natural next step would be to validate the results of our analysis by comparing hospital service quality as measured through the Internet user-related data with traditional quality measures as well as patient satisfaction surveys. Previously in the literature, Greaves et al [5] did sentiment analysis on online free-text comments about hospitals and compared the results with the paper-based national inpatient survey results for all 161 acute hospitals with adult services in the United Kingdom. They found that the online comments are moderately associated with the survey and thus online comments can be used to assess patients’ opinion about hospital performance. While they compared hospital ranks, they did not look into the detailed categories of hospital service quality factors that we attempted in this study. In fact, to the best of our knowledge, a patient survey on hospital service quality factors has never been conducted at the national level. Currently in Korea, there exist several government-run websites that provide information on hospitals, for example the Ministry of Health and Welfare [37], Statistical Information Service of Health and Welfare [38], and Health Insurance Review and Assessment Service [31]. However, none of these accreditation bodies provide hospital evaluation information at the patient’s satisfaction level, especially in terms of the six service quality factors used in this study. We searched and found academic studies detailing sentiment analysis of social network service mentioning about hospitals in Korea utilizing the SERVEQUAL model [39,40]. However, Song [39] analyzed social media comments about three hospitals only for 3 months. Although Kang and Song [40] compared their sentiment analysis results with survey data and verified that social media results corresponded with survey results, their analysis was confined to the top five hospitals in Korea. In fact, there have been few studies verifying social media content about hospital quality to date, mainly due to the lack of hospital quality surveys conducted at the national level. If a survey of hospital service quality will be conducted at the national level, it would be important and interesting to validate how well our social media-based analysis reflects the actual quality of hospitals.

Although we leave such validation work to be conducted in future studies, real-time information extracted from online sites via our proposed methodology can be still helpful to government authorities as well as information-seeking patients at both local and national levels. Recently, information from social media has been analyzed and used at the national level in the United Kingdom. In particular, the UK government recommends the use of social media and sentiment analysis for rapidly measuring hospital performance and poor care [41] and also runs the website National Health Service (NHS) Choices [42], where people can rate the quality of care received by their family practice.

Conclusions
This work and future studies in this field are critical to inform both research and health care communities about the current status of hospital service quality and to highlight the need for careful, evidence-based analysis of user-preferable quality factors and recommendations based on them. To further explain the possible causes of hospital selection patterns, we plan to analyze the results in conjunction with demographic data.
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Abstract

Background: Physician-rating websites combine public reporting with social networking and offer an attractive means by which users can provide feedback on their physician and obtain information about other patients’ satisfaction and experiences. However, research on how users evaluate information on these portals is still scarce and only little knowledge is available about the potential influence of physician reviews on a patient’s choice.

Objective: Starting from the perspective of prospective patients, this paper sets out to explore how certain characteristics of physician reviews affect the evaluation of the review and users’ attitudes toward the rated physician. We propose a model that relates review style and review number to constructs of review acceptance and check it with a Web-based experiment.

Methods: We employed a randomized 2x2 between-subject, factorial experiment manipulating the style of a physician review (factual vs emotional) and the number of reviews for a certain physician (low vs high) to test our hypotheses. A total of 168 participants were presented with a Web-based questionnaire containing a short description of a dentist search scenario and the manipulated reviews for a fictitious dental physician. To investigate the proposed hypotheses, we carried out moderated regression analyses and a moderated mediation analysis using the PROCESS macro 2.11 for SPSS version 22.

Results: Our analyses indicated that a higher number of reviews resulted in a more positive attitude toward the rated physician. The results of the regression model for attitude toward the physician suggest a positive main effect of the number of reviews (mean [low] 3.73, standard error [SE] 0.13, mean [high] 4.15, SE 0.13). We also observed an interaction effect with the style of the review—if the physician received only a few reviews, fact-oriented reviews (mean 4.09, SE 0.19) induced a more favorable attitude toward the physician compared to emotional reviews (mean 3.44, SE 0.19), but there was no such effect when the physician received many reviews. Furthermore, we found that review style also affected the perceived expertise of the reviewer. Fact-oriented reviews (mean 3.90, SE 0.13) lead to a higher perception of reviewer expertise compared to emotional reviews (mean 3.19, SE 0.13). However, this did not transfer to the attitude toward the physician. A similar effect of review style and number on the perceived credibility of the review was observed. While no differences between emotional and factual style were found if the physician received many reviews, a low number of reviews received lead to a significant difference in the perceived credibility, indicating that emotional reviews were rated less positively (mean 3.52, SE 0.18) compared to fact-oriented reviews (mean 4.15, SE 0.17). Our analyses also showed that perceived credibility of the review fully mediated the observed interaction effect on attitude toward the physician.

Conclusions: Physician-rating websites are an interesting new source of information about the quality of health care from the patient’s perspective. This paper makes a unique contribution to an understudied area of research by providing some insights into how people evaluate online reviews of individual doctors. Information attributes, such as review style and review number, have an impact on the evaluation of the review and on the patient’s attitude toward the rated doctor. Further research is necessary to improve our understanding of the influence of such rating sites on the patient's choice of a physician.
physician reviews; physician-rating website; physician choice making; patient experiences; word of mouth

Introduction

Background

Online reviews are increasingly important sources of information for making different types of decisions. Recent industrial survey reports show that 90% of online shoppers read online reviews, and more than 80% of Internet users believe that these reviews affect their purchase behavior [1]. A growing number of people also share health care experiences online or rate the quality of their health care provider on physician-rating websites (PRWs) [2]. Thus, online resources, including advice from peers, are becoming a reliable source of health information, although the numbers still lag behind the numbers for commercial information searches [3]. The structure and content of PRWs are similar to other online rating websites in categories such as travel, hotels, or restaurants. PRWs typically provide information about a physician’s address, phone number, office hours, and certifications. However, the most important feature of PRWs is their focus on the expression of patient opinion about, and satisfaction with, a physician’s performance, which is online and visible to everyone. PRWs discuss the physician’s standards by using user-generated data and reflect the physician’s quality from the patient’s point of view [4,5].

Although a growing number of Internet users are consulting online ratings or reviews of doctors or other health providers, we still know little about public physician-quality reporting and its impact on patient choice behavior [3,6]. Recent research in this field has investigated the number, distribution, and trend of evaluations on physician-rating websites [4,7]. In previously published studies, the percentages of rated physicians in the US varied from 16%—estimation for all physicians in the US in the period of 2005 to 2010 [3]—to 27%—analysis of 300 randomly selected Boston physicians on 33 US PRWs in 2009 [8]. A more recent analysis of physician ratings on the German PRW, jameda, found that 37% of all physicians in the German outpatient sector were rated on jameda in 2012 [9]. Findings regarding evaluation valence are quite consistent among different studies, showing that the vast majority of reviews are positive. For example, Lagu et al [8] reported that 88% of quantitative, and 89% of narrative, patient reviews were positive. Similarly, for the German PRW, jameda, it was shown that about 80% of all evaluations could be assigned to the two best rating categories (ie, very good or good) [9]. All in all, it seems that not only the number of PRW users have increased during the last years, but also the relevance of physician reviews for patients’ decision processes.

Physician-Rating Websites and Patients’ Evaluations of the Physicians

One topic which remains underresearched is the influence of PRWs when evaluating options and choosing a physician. More specifically, there are no studies that investigate the perception and effectiveness of online physician ratings and assess the impact of PRWs under experimental conditions [7]. We are aware of only one very recent study that examined the effect of the complexity of a choice set on consumers’ choices of physicians in an experimental context and found that the quality of choice deteriorates as choice sets incorporate more options and more performance metrics [10]. Experiments allow researchers to estimate the causal effect of manipulable treatments to which experimental subjects are randomly allocated on a given outcome [11]—in the context of PRWs, for example, the effect of certain review characteristics on the patient’s attitude toward the rated physician. There is also a research gap related to the content and nature of narrative reviews because most research in PRWs has focused on numerical ratings [12]. Recent investigations found that people not only evaluate ratings, but also scrutinize the written comments in online reviews [13]. Compared to simple numerical ratings (ie, star ratings or percentages), narrative reviews provide more detailed information and, thus, might add additional value to the decision-making process. Indeed, patients can write narrative commentaries in free text form on the vast majority of English-language and German-language PRWs [4,12,14]. However, the impact of narrative reviews depends on review characteristics such as review style and argument quality [15]. Consequently, this paper addresses this research gap and reports on an experimental study of the effects of review and context characteristics on patients’ perceptions of the review, the reviewer, and the reviewed physician. In doing so, this paper contributes to a better understanding of the role of review and context characteristics in the evaluation of online physician reviews. More precisely, this study investigates how a more or less factually written online physician review, in conjunction with a low or high number of reviews for the rated physician, affects the attitude toward the rated physician, the perceived expertise and trustworthiness of the reviewer, and the perceived credibility of the review.

Determinants of Information Evaluation on Physician-Rating Websites

In recent years, considerable research has been directed at a better understanding of the effects of online rating sites on different aspects of choice behavior [16-20]. In these studies, different measures to investigate the effectiveness of online reviews have been used. In a comprehensive literature analysis of the impact of electronic word-of-mouth communication on consumer behavior [21], attitude, purchase intention, and product choice were identified as the most commonly investigated outcomes, followed by perceived usefulness, trust, and credibility constructs. Aspects of trust and credibility also have been shown to play a crucial role in the evaluation of online health information [22-24], and it can be assumed that they are at least equally relevant in the evaluation of physician ratings and reviews. Therefore, in this study we have chosen attitude toward the rated physician, and components of the message and source credibility as process and outcome variables.
Building on this line of work, information evaluation is considered a crucial determinant of the adoption of PRWs. According to traditional communication theories, a recipient’s information evaluation results from an interaction of message characteristics—related to message content, comprising factors such as valence or information quality—source or context characteristics (eg, expertise, trustworthiness), and receiver characteristics (eg, previous experiences) [25]. From this range of factors that potentially determine the influence of peer reviews on people’s decision making, in this study we have selected review style and number of reviews. As the effects of review valence have been extensively investigated by other researchers—with equivocal findings, though (eg, the review and synthesis of online word-of-mouth studies [26])—and as the majority of physician reviews on PRWs are positive [7,8,27], for this study we concentrate on the effects of positive reviews.

**Review Style**

A number of communication and persuasion researchers have investigated how various elements of messages, such as language intensity, style, and quality, influence message perceptions—see the overview by Eastin [23]. However, only a few studies have investigated the relevance of textual content and linguistic style in online reviews [15,17,26,28]. Using a dataset from the Amazon.com website and combining text mining with econometric techniques, researchers have demonstrated that the writing styles and language used in reviews determine both consumers’ perceptions of those messages and their product choices [29]. It can be assumed that the style and the way reviews build up arguments for or against the rated physician also have an impact on how individuals evaluate the credibility of a review and the rated physician [30].

Consumer behavior literature offers contradictory findings about the influence of review style on review acceptance [18]. A qualitative study found that people prefer thematically structured, precise reviews that focus on simply describing the facts and refrain from extensively narrating the feelings of the reviewer [31]. That study defined perceived factuality as the conciseness, standardization, and specificity of an online review. In a similar vein, high-quality reviews are often operationalized as the ones that include relevant, comprehensive, and accurate product-related information [21,32]. In this respect, narrative and emotional expressions might be seen as a sign of subjectivity and, thus, reduce the perceived value of a review [33]. On the other hand, electronic peer-to-peer communication can be very influential because much of the information is presented in a narrative form and the emotional aspects of these narratives can be particularly persuasive [34]. A recent study found that reviews with emotional-laden elements, such as expressive slang and humor, were perceived as more valuable, at least up to a point [28]. Looking in the area of physician ratings, a recent context analysis found that narrative reviews for physicians sampled on the Yelp website, and in four English-speaking countries, lead to more usefulness ratings compared to pure fact-based reviews about the physician [35]. These heterogeneous arguments and prior findings prompt the consideration of some moderating variables when researching the influence of review style on review effectiveness. We assume that the influence of review style might interact with context factors, as further discussed, which might change if a more factually written review is more effective than a more emotionally written one.

**Number of Reviews**

We expect the volume of online reviews to be an indicator of the intensity of the underlying effect of peer-to-peer recommendations [36]. Previous theoretical and empirical research has found a positive relationship between the volume of word-of-mouth communication and product sales [37,38]. People tend to put more trust in the recommendations from large numbers of reviewers [39]. With a larger number of reviews, the reader might arrive at the conclusion that she/he can learn from, and more easily rely on, the positive experiences other people have made comments about [40]. In a very recent study on credibility assessment in online health forums, Lederman et al found crowd consensus to be a highly relevant criterion for the evaluation of experiential health information, as it provides a group opinion regarding the validity of an experiential statement [41]. Given the volume and dispersion of online information, recipients frequently use certain heuristics to evaluate messages [10,26]. In this vein, another basis for understanding the influence of review number and its interaction with review style on the evaluation of online reviews can be derived from dual-process theories [42,43]. From a dual-process perspective suggesting the co-occurrence of effortless and effortful processing modes in certain situations, the number of reviews for a physician can serve as a mental shortcut or heuristic cue that reduces the amount of time and cognitive effort needed to process the message [21,44]. A large number of reviews might act as a cue for crowd consensus that simplifies the decision process and leads to a less critical processing of the information content of a single review. In this way, a larger number of reviews for an individual doctor can enhance the value of narrative and emotional expressions. These reviews might otherwise be seen as a sign of subjectivity that can reduce the effectiveness of a review. Thus, we expect that with a growing number of reviews, the positive impact of factually written reviews on a recipient’s information evaluation and the attitude toward the reviewed physician will become less salient.

**Hypotheses**

**Hypothesis 1**

The number of reviews for a physician moderates the impact of a factual review style on the attitude toward the reviewed physician. Specifically, the effect of a factual style on attitude toward the reviewed physician will be weaker if the number of reviews is high.

In addition to attitude toward the reviewed physician, we assume that the effects are processed via selected measures of source and message credibility as other relevant outcomes of review and context characteristics. Persuasion research outlines that evaluations of source and message credibility are dominant process variables that lead to attitude changes [45].

Receivers of eHealth information in general, and readers of online physician reviews in particular, ought to be able to assess the credibility of the source and the message as important steps to information processing [46]. Credibility is the believability
of a source or message [47] and has emerged as a critical indicator of eHealth information quality [48]. The components of source credibility that have been commonly identified are trustworthiness and expertise [49]. Trustworthiness refers to an information provider’s intention to tell the truth or give unbiased information, and expertise refers to the extent to which an information provider is perceived capable of making correct assertions. Message credibility typically examines how message or information characteristics influence perceptions of believability. Major factors influencing message credibility include message structure, content and language, and plausibility of arguments [25,47].

Usually, writers of reviews stay anonymous and it is difficult for readers to assess source credibility and to determine if the information they receive is trustworthy [50]. Credibility research on media suggests that limited knowledge of source competence causes respondents to seek message-inherent heuristic cues (eg, language style and review number) to evaluate the information [23,51]. Cues embedded in the review and its presentation become characteristics with which to evaluate the message validity. In the context of this study, we examine the impact of review style and review number on both perceived credibility of the source (ie, expertise and trustworthiness of the reviewer) and the message. It is expected that more factually written physician reviews will induce higher levels of perceived expertise and trustworthiness of the reviewer and will lead to higher review credibility, and these effects will be moderated by the number of reviews.

Hypothesis 2
The number of reviews for a physician moderates the impact of a factual review style on the perceived expertise of the reviewer. Specifically, the effect of a factual style on perceived trustworthiness of the reviewer will be weaker if the number of reviews is high.

Hypothesis 3
The number of reviews for a physician moderates the impact of a factual review style on the perceived trustworthiness of the reviewer. Specifically, the effect of a factual style on perceived trustworthiness of the reviewer will be weaker if the number of reviews is high.

Hypothesis 4
The number of reviews for a physician moderates the impact of a factual review style on the perceived credibility of the review. Specifically, the effect of a factual style on perceived credibility of the review will be weaker if the number of reviews is high.

Hypothesis 5
Perceived expertise and trustworthiness of the reviewer, as well as perceived credibility of the review, will moderate the interaction effect of style and review number on ratings of attitude toward the rated physician.

Figure 1 summarizes the proposed model of how the style of the review and the number of reviews received influence attitude formation toward a physician.

Figure 1. Influence of style and the number of reviews on attitude toward the reviewed physician.

Methods
Overview
To investigate the proposed hypotheses, we conducted a 2x2 online experiment—two review styles (emotional vs factual) by two numbers of reviews (low vs high)—between subjects, with 168 participants.

Design
With careful isolation of the variables under consideration, the aim was to obtain an experimental design that allows for estimating the effects of review style and number. A search
scenario for a dentist was chosen as a medium-to-high-involvement health service setting that seemed appropriate for a doctor choice that, in reality, could be primarily based on online reviews and would not allow for seeking personal word-of-mouth recommendations. Therefore, the scenario for an urgent need to consult a dentist because of a toothache shortly after relocation to a new city was created (see the description below). The choice of a general practitioner, for example, in the case of a flu, presumably could be based rather on practical decision criteria such as a short distance from the place of residence to the doctor’s office. On the other hand, in a situation where surgery is required it can be assumed that patients would not exclusively rely upon information provided on anonymous PRWs, but look for additional information from someone they personally know. Moreover, as both male and female participants were addressed, gynecologists and obstetricians were ruled out. On a final note, a search scenario for a dentist was considered more relevant for more people compared to, for instance, a search scenario for other specialists, such as orthopedists, internists, or pediatricians.

The doctor search scenario in the questionnaire was described as follows (in Austria, the term physician is used for dentists as well):

Please place yourself in the situation and imagine what this would be like for you:

You recently have moved to another city. As you suddenly have a racking toothache you start searching for a new dentist. Unfortunately, you do not know yet any dentist in this city and also cannot draw on recommendations from friends or acquaintances. Therefore, you decide to look for a dentist in your surroundings on the Web and read through online physician evaluations on this occasion.

You enter your search criteria on the Austrian physician rating website www.docfinder.at. On the next webpage, you are shown the profile of a dentist and the corresponding physician evaluation. Please read both descriptions carefully and then respond to the questions below.

The style of the reviews was manipulated by showing two versions of an online review for a fictitious dental practitioner on docfinder, the most popular PRW in Austria. The two review versions for the fictitious dentist, Dr Frank Weber, were created after a thorough and comprehensive analysis of the content, scope, and style of different reviews for dentists and other physicians on docfinder and other PRWs in Austria and Germany to keep them as realistic as possible. The reviews showcased a fictitious dentist visit and addressed the same order of topics in both versions. Moreover, care was taken to make sure the topics addressed in the two review versions could be assigned to some of the most relevant categories of patient concerns that have been identified in previous literature on narrative comments on PRWs, for example, as in Emmert et al [12]. One review was written in a more emotional way (eg, with the heading “fantastic doctor” and the use of emoticons such as a smiley, capital letters, and exclamation marks to strengthen the intensity of the positive message), while the other headline and the content were centered around facts about the physician’s service and the practice (eg, with the heading “modern technology and competent advice” and with only positive and concrete comments, no emoticons, no capital letters, and no exclamation marks). Both the fact-oriented and the emotional reviews included comments related to the professional competence, the efforts of the physician and the office staff, the practice equipment, and the waiting time to get an appointment. Friendliness of the physician and staff was not explicitly included in the fact-oriented review because it was considered to be more of an emotional attribute.

To check whether our manipulations worked, we asked how emotional or factual the review was perceived on a 7-point semantic differential, ranging from 1 (emotional) to 7 (factual). A t test for mean comparison showed a significant difference ($t_{164}=7.470$, $P<.001$). Emotional reviews were rated as 2.79 (SD 1.32) while the factual reviews were rated as 4.47 (SD 1.55).

The number-of-reviews-received factor was manipulated by presenting two different versions of the physician profile for Dr. Frank Weber. Both versions of the profile included the physician’s address, telephone number, and the average overall rating of the physician—3 doctor’s cases out of 5 (good [73%])—in both versions. On docfinder, the average overall physician rating is shown with doctor’s case symbols (ie, icons that look like doctor’s medical bags). Ratings range from 0 doctor’s cases, meaning insufficient, to 5 doctor’s cases, meaning excellent. The manipulated review itself was rated as positive with 5 doctor’s cases out of 5. All this basic information was equal in both profile versions. Only the provided statistical information (ie, number of ratings and number of reviews received) was different in the two number-of-reviews-received conditions. The low number was 3 for both ratings and reviews received, while the high number was 30 for ratings and 27 for reviews received. Again, these numbers resulted from searching different physicians and noting how many reviews they received. On docfinder, in terms of review numbers, dentists considered the “top physicians” received about 10 times more reviews compared to the bottom-10%-rated physicians, who received the lowest number of reviews.

A 7-point scale assessing the perceived number of reviews, ranging from 1 (few) to 7 (many), served as a manipulation check. It showed that, generally, the 3 ratings and 3 reviews (low number) as well as the 30 ratings and 27 reviews (high number) were perceived as few to average number of reviews, but with a clear and significant difference between them ($t_{164}=8.889$, $P<.001$). In the low number conditions, the mean perceived number of reviews was rated as 1.98 (SD 1.12), while the high number was rated as 3.87 (SD 1.64).

In the following figures, the four experimental conditions are illustrated. The experimental report card of the physician profile above is for the manipulation of the number of received ratings (low vs high), while the review text below is for either the fact-oriented or emotional style manipulation. English translations of two report cards are provided in Figure 2 and Figure 3—the originals were in German.
Figure 2. Manipulated rating card for the high-number/emotional review condition.

You come across the profile of dentist Dr. Frank Weber:

![Rating Card](image1)

You thoroughly read through the following review of Dr. Weber:

Fantastic doctor!
03-04-2014: Three days ago I finished my dental root treatment with Dr. Weber. TERRIFIC DOCTOR and TERRIFIC PRACTICE! Everybody is very friendly and makes every effort to ensure the well-being of the patients! The doctor always discusses everything with you before he starts and explains what he does during the treatment. I never ever had to wait longer than a week to get an appointment 😊. I did not have any mentionable pain during the treatments, not during the dental root treatment and not during check-ups. Dr. Weber is very empathetic and competent, therefore my heartfelt THANKYOU-SO-MUCH! Highly recommended!!!

A DocFinder User

Figure 3. Manipulated rating card for the low-number/factual review condition.

You come across the profile of dentist Dr. Frank Weber:

![Rating Card](image2)

You thoroughly read through the following review of Dr. Weber:

Latest technology and competent treatment
03-04-2014: Three days ago I finished my dental root treatment with Dr. Weber. The practice equipment is very modern and the whole practice staff makes every effort to ensure the well-being of the patients. In the detailed initial interview Dr. Weber explained to me the process of the dental root treatment. He informed me that he applies a minimally invasive procedure which is largely painless and gentle to teeth and gum. The waiting time to get an appointment always was very short. My conclusion: I got a competent treatment during all my appointments and was well cared for by Dr. Weber and his team. Highly recommended.

A DocFinder User
Measures
Established scales were used and adapted to a patient-doctor context, where needed, to measure each of the investigated constructs. The questionnaire was pretested on two experts and 10 other people in order to identify possible problems in terms of clarity and accuracy, and also to check to see if the created versions of the review and profile for the dentist were perceived as realistic. Thereafter, a few changes were made in order to improve the presentation order of the items, based on comments and feedback. Three items adapted from Hwang et al [55] gauged the attitude toward the physician using a 7-point scale (mean 3.94, SD 1.31, alpha=.942). Five items each, taken from Ohanian et al [56] assessed perceived expertise of the reviewer (mean 3.55, SD 1.26, alpha=.931) and perceived trustworthiness of the reviewer (mean 4.09, SD 1.29, alpha=.959), all of which were measured on 7-point agreement scales. Three items—the review is trustworthy and the review portrays a realistic picture of the physician—using a 7-point agreement scale [57], measured the perceived credibility of the review (mean 3.85, SD 1.25, alpha=.853). It can be assumed that any of the review-related perceptions of online reviews are influenced by how often people use reviews in general, and what attitude they have toward using them. Thus, we measured the general attitude toward online reviews (mean 4.37, SD 1.56, alpha=.934) with three items [58] and tested whether the slope direction was different between the groups. This check yielded no significant difference and, therefore, general attitude toward reviews was included as a covariate in the analyses to control for this influence. A PDF version of the questionnaire—German original, plus English translation—is provided in Multimedia Appendix 1.

Sample
A total of 168 individuals clicked on the link to the online experiment and filled in the survey. Out of all the surveys, 2 cases were incomplete and could not be integrated in the analyses. Out of 166 participants, 50 (30.1%) were male. The average age was 27.7 years (SD 7.8), with a range from 16 to 58 years. Of 166 participants, 61 (36.7%) were full-time students, 60 (36.1%) were professionals, 35 (21.1%) reported that they were both studying and working, and 10 (6.0%) reported some other employment status. We checked whether age, gender, or occupation showed any significant differences among the randomized groups. Analysis of variance (ANOVA) and chi-square tests yielded no significant differences. Table 1 summarizes the distribution of occupation and gender among the randomized groups, as well as the average age of participants per experimental condition.

Table 1. Characteristics of the sample (n=166).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total, n (%) or mean (SD)</th>
<th>Experimental group, n (%) or mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Low-number/ factual review (n=42)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Low-number/ emotional review (n=41)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>High-number/ factual review (n=44)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>High-number/ emotional review (n=39)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td>Low-number/ factual review (n=42)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Low-number/ emotional review (n=41)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>High-number/ factual review (n=44)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>High-number/ emotional review (n=39)</td>
</tr>
<tr>
<td>Male</td>
<td>50 (30.1)</td>
<td>18 (43)</td>
</tr>
<tr>
<td>Female</td>
<td>116 (69.9)</td>
<td>24 (57)</td>
</tr>
<tr>
<td>Occupation, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>61 (36.7)</td>
<td>17 (40)</td>
</tr>
<tr>
<td>Professional</td>
<td>60 (36.1)</td>
<td>18 (43)</td>
</tr>
<tr>
<td>Working and studying</td>
<td>35 (21.1)</td>
<td>5 (12)</td>
</tr>
<tr>
<td>Other</td>
<td>10 (6.0)</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>27.7 (7.8)</td>
<td>27.1 (6.3)</td>
</tr>
</tbody>
</table>

Table 1. Characteristics of the sample (n=166).

Procedure
The experiment was conducted online, using EFS Survey from Questback. The participants were recruited via email and social media. Undergraduate and graduate students at a mid-sized European university were invited to participate via an email message sent to their university email accounts. In addition, the link to the online survey was posted on the Facebook pages of the Department of Marketing and International Management and those of some of the research team members. Participants were also encouraged to actively forward the link to their friends.

The questionnaire was available online from June 30 to July 11, 2014. In total, 264 participants opened the link to the experiment, 168 (63.6%) participants finished the survey, and 166 (62.9%) of all the surveys contained complete data on all measures (Figure 4).
First, respondents were asked some basic demographic questions. They were also asked about their use of online reviews in general, and online physician reviews in particular. They were then shown one of the four review conditions, which were randomly assigned by the software. Out of the 166 participants, 41 (24.7%) were exposed to the low-number-of-reviews/emotional condition, 42 (25.3%) to the low-number-of-reviews/factual condition, 39 (23.5%) to the high-number-of-reviews/emotional condition, and 44 (26.5%) to the high-number-of-reviews/factual condition. Right after participants read the review reports, we assessed the perceived credibility, followed by manipulation checks for review style, review number, and the attitude toward the dentist. Finally, attitudes toward review reports in general were recorded. After finishing the survey, if participants wanted, they could have their names entered into a raffle to win one of three €20 gift certificates.

To investigate the proposed hypotheses 1 to 4, we computed moderated regression analyses using the PROCESS macro 2.11 from Hayes for SPSS version 22 [59]. For testing the effects on the dependent variables, we applied the following settings: Model 1 (5000 bootstraps, confidence level of 95%), with the review style as the independent variable and the number of reviews as moderator, was estimated. The attitude toward online reviews in general was entered as a covariate to control for its influence in all of the analyses. Bootstrapping provides upper and lower level confidence intervals (ULCI and LLCI, respectively). If the range of these two does not include zero, the analysis shows significance. To investigate hypothesis 5, we calculated a moderated mediation model in PROCESS—Model 8: 2x2 design with two main effect variables and one interaction term—with perceived credibility of the review, perceived trustworthiness of the reviewer, and perceived expertise of the reviewer as mediators, and the two manipulated factors style and number as independent variables. Attitude toward the physician served as the outcome variable, with 5000 bootstraps and the three process variables—perceived expertise and trustworthiness of the reviewer, and perceived credibility of the review—as mediators. The number of reviews received, as well as the review style, were entered as independent variables, and general attitude toward reviews was entered as a covariate.

Results

Hypothesis 1 proposed a positive effect of factual review style, which should be more prevalent if the physician received only a few reviews. The results of our regression model for attitude toward the physician suggest a positive main effect of the number of reviews (unstandardized regression coefficient [R]=0.398, \( t_{161} =2.111 \), 95% CI 0.026-0.768, \( P=0.04 \)). Thus, when the dentist had more reviews, the attitude toward him was more positive (mean 4.15, standard error [SE] 0.13), compared to the condition where the dentist only had a few reviews (mean 3.73, SE 0.13). Besides this interesting main effect, the interaction effect of review style and number of reviews received was also significant (R=-0.798, \( t_{161} =2.111 \), 95% CI -1.541 to -0.054, \( P=0.04 \)). As the effect was negative, this implies that the positive effect of a factual review style is mitigated when a high number of reviews is present.

We conducted single comparisons with conditional effect analyses, which revealed that the emotional review style lead to a less positive attitude (mean 3.44, SE 0.19) compared to the factual review style (mean 4.09, SE 0.19), if only a small number of reviews were received (95% CI 0.132-1.179, \( P=.01 \)). If the physician received many reviews, factual and emotional review style did not result in different attitude ratings of the dentist. Furthermore, an emotional review style in the low-number-of-reviews-received condition also lead to a significantly less favorable attitude rating (mean 3.44, SE 0.19) compared to emotional reviews in the
high-number-of-reviews-received condition (mean 4.23, SE 0.19) (95% CI 0.263-1.329, \(P=0.004\)). The impact of the factual review style was not different in the two number-of-reviews-received groups. Figure 5 shows the interaction effect. In summary, factually written reviews performed better compared to emotional ones if the number of reviews received was low. However, if the physician had already received many reviews, the emotionally written review resulted in a more positive attitude. The covariate, general attitude toward online reviews, positively influenced the attitude toward the dentist (\(R=0.288, t_{161}=4.861, 95\% \text{ CI } 0.179-0.423, P<0.001\)). Thus, hypothesis 1 was confirmed.

In hypotheses 2 to 4, we predicted a positive effect of a factual review style on dimensions of source and message credibility. We also predicted that this effect would be moderated by the number of reviews received, as we expected that if only a few ratings and reviews were received, fact-oriented information would be more important. For each of the three variables, we calculated a separate moderated regression as we did for the test of hypothesis 1. The summaries of all these single regression models are displayed in Tables 2-4.

When testing hypothesis 2, we found a main effect of review style on perceived expertise of the reviewer. More factually written reviews (mean 3.90, SE 0.13) lead to a stronger perception that the reviewer had some expertise compared to the emotionally written ones (mean 3.19, SE 0.13) (\(R=0.710, t_{161}=3.882, 95\% \text{ CI } 0.263-1.329, P=0.045\)). Thus, hypothesis 4 is confirmed by our data. Figure 6 displays the interaction effect.

Hypothesis 5 proposes that the effects of review style and review number are mediated via the process variables perceived trustworthiness and expertise of the reviewer, as well as the perceived credibility of the review. Since we found significant main and interaction effects in the single analyses, we carried out a moderated mediation analysis as proposed by Hayes [59]. According to this analysis, it is essential that the effects from the independent variables on the mediators are established first. Furthermore, a relationship between the mediator and the dependent variable needs to be established—that is, a mediated indirect effect. Yet, nonmediated direct effects of the independent variables on the dependent variable are also possible. Thus, a mediation analysis must check to see if direct and indirect effects are observable [60]. To check this, the modeling tool PROCESS calculates a set of regression analyses. In the first two steps, the mediators and the dependent variables are regressed on the independent variables. Then, in a total model all independent variables (and possible covariates), as well as the mediator variables, are entered as predictors for the ultimate dependent variable. At the end, bootstrapping determines if the direct and indirect effects are significant. If both yield significance, we have partial mediation. If only indirect effects are significant, full mediation is observed, and if only direct effects are observed, no mediation occurs. To test the moderated mediation, bootstrapping is also applied. If the indirect effect of the highest order interaction bootstrapping results of LLCI and ULCI does not include zero in its range, a significant mediation effect is present.

Tables 2-5 summarize the results for the mediated regression analyses. The results for the regressions for the three mediators—hypotheses 2 to 4—showed a positive main effect of style on the perceived expertise of the reviewer, indicating that more factual reviews lead to higher expertise ratings. Furthermore, for credibility of the review, we found a significant interaction effect of review style and number of reviews received. The final total model includes all independent and mediation variables. The total effects of the independent variables, both indirect via the mediators and direct on the dependent variable, were calculated and displayed in Table 5. We followed the steps proposed by Zhao et al [59] to determine full or partial mediation and calculated the total regression model.

The total regression model showed a good predictive power (\(R^2=0.62\)). When the mediators were entered into the model, attitude toward the physician was significantly influenced by the perceived trustworthiness of the reviewer (\(R=0.539, t_{161}=5.101, 95\% \text{ CI } 0.220-0.498, P<0.001\)), as well as by the perceived credibility of the review (\(R=0.430, t_{161}=5.592, 95\% \text{ CI } 0.278-0.582, P<0.001\)). Furthermore, the main effect of review number was also significant in the total model (\(R=0.281, \text{ SE } 0.18, 95\% \text{ CI } 0.139-1.117, P=0.045\)). Thus, hypothesis 4 is confirmed by our data. Figure 6 displays the interaction effect.
The analyses confirmed that the influence of review style and number of reviews received was fully mediated via credibility of the review. This is seen as the direct effect becomes insignificant, and an indirect effect of the interaction term on the dependent variable, solely mediated via credibility of the review, is found ($t_{161} = 2.153$, $95\% \text{ CI} 0.023-0.538$, $P = .03$). Although we found a significant effect for the review style on the perceived expertise of the reviewer, the regression analyses showed that perceived expertise of the reviewer was not related to the attitude toward the physician, therefore, the main effect was not mediated. Thus, the proposed mediation effect in hypothesis 5 was only established for perceived credibility of the review, which fully mediated the interaction effect. General attitude toward reviews had a positive significant effect on all mediators, as well as on the dependent variable attitude toward the physician, indicating that people who are more positive toward reviews in general, show higher ratings in all outcomes.

In summary, the mediation analysis showed that perceived trustworthiness of the reviewer and credibility of the review influenced the attitude toward the doctor, as did the number of reviews received. However, the review style also had an influence. Our analysis suggests that factual reviews lead to a more positive credibility evaluation of the review, but only in the low-number-of-reviews-received condition. Due to the positive effect of review credibility on attitude toward the physician, the effect of style also transfers to the attitude toward the physician. The data partially support the hypothesis of a positive main effect of a fact-oriented review style. A more fact-oriented review style has a positive effect on the perceived expertise of the reviewer. However, perceived expertise of the reviewer was not a significant predictor for attitude toward the reviewed doctor. See Tables 2-5 for summaries of the above analyses.

### Table 2. Results of the moderated mediation analyses for the outcome variable, perceived expertise of the reviewer.

<table>
<thead>
<tr>
<th>Source</th>
<th>$R^b$</th>
<th>SE$^c$</th>
<th>$t$</th>
<th>$P$</th>
<th>$95% \text{ CI}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>2.798</td>
<td>0.278</td>
<td>10.070</td>
<td>&lt;.001</td>
<td>2.249 to 3.347</td>
</tr>
<tr>
<td>Review style</td>
<td>0.710</td>
<td>0.183</td>
<td>3.882</td>
<td>&lt;.001</td>
<td>0.349 to 1.071</td>
</tr>
<tr>
<td>Review number</td>
<td>0.289</td>
<td>0.182</td>
<td>1.586</td>
<td>.115</td>
<td>-0.071 to 0.648</td>
</tr>
<tr>
<td>Review style x review number</td>
<td>-0.293</td>
<td>0.365</td>
<td>-0.804</td>
<td>.422</td>
<td>-1.013 to 0.427</td>
</tr>
<tr>
<td>Attitude toward online reviews</td>
<td>0.169</td>
<td>0.060</td>
<td>2.826</td>
<td>.005</td>
<td>0.051 to 0.287</td>
</tr>
</tbody>
</table>

$^a$Model summary: $R=0.396$, $R^2=0.157$, $F_{4,161}=7.486$, $P<.001$.

$^b$Unstandardized regression coefficient ($R$).

$^c$Standard error (SE).

### Table 3. Results of the moderated mediation analyses for the outcome variable, perceived trustworthiness of the reviewer.

<table>
<thead>
<tr>
<th>Source</th>
<th>$R^b$</th>
<th>SE$^c$</th>
<th>$t$</th>
<th>$P$</th>
<th>$95% \text{ CI}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>3.181</td>
<td>0.297</td>
<td>10.705</td>
<td>&lt;.001</td>
<td>2.595 to 3.768</td>
</tr>
<tr>
<td>Review style</td>
<td>0.199</td>
<td>0.196</td>
<td>1.015</td>
<td>.312</td>
<td>-0.188 to 0.585</td>
</tr>
<tr>
<td>Review number</td>
<td>0.158</td>
<td>0.195</td>
<td>0.813</td>
<td>.417</td>
<td>-0.226 to 0.542</td>
</tr>
<tr>
<td>Review style x review number</td>
<td>-0.615</td>
<td>0.390</td>
<td>-1.577</td>
<td>.117</td>
<td>-1.385 to 0.155</td>
</tr>
<tr>
<td>Attitude toward online reviews</td>
<td>0.207</td>
<td>0.064</td>
<td>3.237</td>
<td>.002</td>
<td>0.081 to 0.333</td>
</tr>
</tbody>
</table>

$^a$Model summary: $R=0.294$, $R^2=0.086$, $F_{4,161}=3.800$, $P=.006$.

$^b$Unstandardized regression coefficient ($R$).

$^c$Standard error (SE).
Table 4. Results of the moderated mediation analyses for the outcome variable, perceived credibility of the review.

<table>
<thead>
<tr>
<th>Source</th>
<th>R^b</th>
<th>SE^c</th>
<th>t</th>
<th>P</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>2.520</td>
<td>0.268</td>
<td>9.390</td>
<td>&lt;.001</td>
<td>1.990 to 3.050</td>
</tr>
<tr>
<td>Review style</td>
<td>0.202</td>
<td>0.177</td>
<td>1.144</td>
<td>.255</td>
<td>-0.147 to 0.551</td>
</tr>
<tr>
<td>Review number</td>
<td>0.085</td>
<td>0.176</td>
<td>0.484</td>
<td>.629</td>
<td>-0.262 to 0.432</td>
</tr>
<tr>
<td>Review style x review</td>
<td>-0.852</td>
<td>0.352</td>
<td>-2.419</td>
<td>.017</td>
<td>-1.547 to -0.156</td>
</tr>
<tr>
<td>number</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.195 to 0.422</td>
</tr>
<tr>
<td>Attitude toward online</td>
<td>0.309</td>
<td>0.058</td>
<td>5.353</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>reviews</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.195 to 0.422</td>
</tr>
</tbody>
</table>

^aModel summary: R=0.429, R^2=0.184, F_{4,161}=9.085, P<.001.
^bUnstandardized regression coefficient (R).
^cStandard error (SE).

Table 5. Results of the moderated mediation analyses for the outcome variable, attitude toward the physician.

<table>
<thead>
<tr>
<th>Source</th>
<th>R^b</th>
<th>SE^c</th>
<th>t</th>
<th>P</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>0.246</td>
<td>0.283</td>
<td>0.869</td>
<td>.386</td>
<td>-0.314 to 0.806</td>
</tr>
<tr>
<td>Expertise of the reviewer</td>
<td>0.079</td>
<td>0.059</td>
<td>1.329</td>
<td>.186</td>
<td>-0.038 to 0.196</td>
</tr>
<tr>
<td>Trustworthiness of the reviewer</td>
<td>0.359</td>
<td>0.070</td>
<td>5.101</td>
<td>&lt;.001</td>
<td>0.220 to 0.498</td>
</tr>
<tr>
<td>Credibility of the review</td>
<td>0.430</td>
<td>0.077</td>
<td>5.592</td>
<td>&lt;.001</td>
<td>0.278 to 0.582</td>
</tr>
<tr>
<td>Review style</td>
<td>0.043</td>
<td>0.136</td>
<td>0.314</td>
<td>.754</td>
<td>-0.226 to 0.311</td>
</tr>
<tr>
<td>Review number</td>
<td>0.281</td>
<td>0.130</td>
<td>2.153</td>
<td>.033</td>
<td>0.023 to 0.538</td>
</tr>
<tr>
<td>Review style x review</td>
<td>-0.187</td>
<td>0.264</td>
<td>-0.710</td>
<td>.479</td>
<td>-0.708 to 0.334</td>
</tr>
<tr>
<td>number</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.024 to 0.159</td>
</tr>
</tbody>
</table>

^aModel summary: R=0.786, R^2=0.617, F_{7,158}=36.392, P<.001.
^bUnstandardized regression coefficient (R).
^cStandard error (SE).
Figure 5. Attitude toward the physician as a function of review style and number of reviews.
Discussion

Principal Findings

The Internet has become an indispensable information medium for health services during the last years. Just as on other newly ubiquitous rating sites, an increasing number of people comment on their health care experiences online and rate the quality of their health care provider on physician-rating sites [2]. PRWs provide insight into the quality of care from the patient’s perspective and are a quick and easily accessible information source for patients who are seeking a physician. However, little is known about how physician reviews and ratings might affect physician choice making. As Schlesinger et al pointed out in a recent paper, consumer choice of doctors remains a “black box” that research has scarcely illuminated [10]. In their exploratory experimental study they investigate the impact of the complexity of information provided on PRWs on the quality of patients’ choice of doctors. Beyond that, with the growing use of PRWs, it is essential to identify which factors are most relevant for decision-making processes in this context [10]. One step in this direction is to improve our understanding of how patients develop attitudes toward doctors based on online reviews. Drawing on research from services as experience goods, we proposed a mediating impact of the expertise and trustworthiness of the reviewer, as well as the credibility of the review, on the attitude formation toward the physician. Furthermore, we expected that these relationships would depend on how the review is written and how many reviews the physician received.

We found that a more factual review style was positively related to the perceived expertise of the reviewer. This finding is in agreement with the findings of Lee and Koo [18] who showed that the credibility of online reviews with objective information was higher than that of online reviews with more emotional, subjective statements. The present findings also seem to be consistent with other research in the context of consumer products, which found that a more factual style is beneficial for the evaluation of the reviewer's expertise and important for the generation of trust in the review [61]. Yet, in the current study the positive effect on perceived expertise as a dimension of source credibility did not translate into a more positive attitude toward the physician. And while trustworthiness of the reviewer positively influenced the attitude toward the physician, this effect was not dependent on the proposed independent factors investigated in our experiment. However, this study found that factual reviews lead to a more favorable attitude toward the physician only if a low number of reviews were received. We also found that the emotional reviews had greater impact when the physician received a high number of reviews. This interaction effect on attitude toward the physician was fully mediated by credibility of the review. Furthermore, we found a direct effect of the number of reviews received, which suggests that physicians were evaluated more favorably when they received more reviews. These findings corroborate previous research that found that physicians who received a higher number of ratings were shown to have better ratings [9].

Implications

This leads to some important implications from the practitioner’s point of view. Firstly, it could be beneficial for physicians to obtain more reviews on their services. Similar suggestions from services marketing how to encourage patients to write reviews could be applied, like invitations or signage in the waiting area. Another approach to engage patients in writing reviews might work through the PRW itself. Similar to hotel booking services, if, for example, the contact to the physician is established via a PRW contacting option, the PRW could follow up with a reminder email to review the visit to the doctor.

Secondly, if only a few reviews are present and those are mainly emotional, even if they're not negative, this leads to a less favorable attitude toward the physician and possibly reduces the probability of choosing this doctor. Yet, a physician could add some value here by responding to the reviews in a fact-oriented manner. This can easily be done if a feedback loop
on PRWs is provided that allows physicians to respond to patients’ comments [12].

On the other hand, if a doctor received many reviews, a mix of emotional and factual reviews could be even more beneficial. This could be achieved by engaging different types of patients to write reviews. Also, these different types of reviews might attract further users of the PWR as the reviews might be perceived as more helpful if they contain different style elements. A recent content analysis on reviews for doctors on Yelp found that narrative reviews seemed to generate more usefulness ratings compared to short, pure fact-based ones [35].

Another minor finding from this study is the relatively low usage of health-related reviews compared to other product and service categories. While about 46% of our respondents reported that they had already consulted online reviews when searching for a physician, only 6% actually have written and posted a physician review themselves. These numbers are different from those reported by Emmert et al [7], who consulted a German online panel in January 2013 and found that only about 25% of all respondents had used a website when searching for a physician, but 11% had already posted a rating on a PWR. The differences could either be related to regional differences in the diffusion of PRWs between Germany and Austria or be a sampling effect because our experimental study relied on a convenience sample, as most experimental research does.

Taken together, the results of this research support the idea that more reviews are beneficial for a physician, as a high number of reviews might indicate her/his reputation as a sought-after practitioner. Our research also shows that people rate physicians more favorably as a result of both factual and emotional reviews if they have a wide array of reviews to choose from. However, in a situation of scarce information, more fact-oriented reviews lead to more favorable attitudes toward the reviewed physician.

**Limitations**

There are some limitations to our study. First, we exposed the participants to only one physician review to see the effect of a more emotional or more fact-oriented review style, yet that did not necessarily reflect a real-world setting where comparisons and long lists of reviews are present. Moreover, in order to focus on the effect of review style and review number on attitude toward the rated physician and review and reviewer credibility, other characteristics of physician reviews, such as valence, length, review themes, and overall ratings, were controlled for. Future research could explore whether changes in these dimensions alter the effect of review style and number on review acceptance. Besides, as an online experiment was employed we could not control for distraction during the experiment. Another limitation is the exclusive focus on dentists. An investigation of the relevance of online reviews for the choice of other specialists or general physicians would not have to consider exactly the same topics or patients’ concerns, which also might have an effect on the influence of these reviews—future studies should address this point. Another limitation of our study is that we included only positive reviews. Therefore, testing the effect of review valence might be a valuable extension of the work. Finally, important limitations concern the nonprobability sampling technique and the narrowly focused online sample, which limited our ability to generalize the study’s findings to a broader population of patients. As the average age of our sample was only 27.7 years, the findings in particular provide some insights into how this younger age group evaluates online reviews of individual doctors. Further research might address the impact of age differences on the usage behavior of PRWs.
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The eHealth Enhanced Chronic Care Model: A Theory Derivation Approach

Abstract

Background: Chronic illnesses are significant to individuals and costly to society. When systematically implemented, the well-established and tested Chronic Care Model (CCM) is shown to improve health outcomes for people with chronic conditions. Since the development of the original CCM, tremendous information management, communication, and technology advancements have been established. An opportunity exists to improve the time-honored CCM with clinically efficacious eHealth tools.

Objective: The first goal of this paper was to review research on eHealth tools that support self-management of chronic disease using the CCM. The second goal was to present a revised model, the eHealth Enhanced Chronic Care Model (eCCM), to show how eHealth tools can be used to increase efficiency of how patients manage their own chronic illnesses.

Methods: Using Theory Derivation processes, we identified a “parent theory”, the Chronic Care Model, and conducted a thorough review of the literature using CINAHL, Medline, OVID, EMBASE PsychINFO, Science Direct, as well as government reports, industry reports, legislation using search terms “CCM or Chronic Care Model” AND “eHealth” or the specific identified components of eHealth. Additionally, “Chronic Illness Self-management support” AND “Technology” AND several identified eHealth tools were also used as search terms. We then used a review of the literature and specific components of the CCM to create the eCCM.

Results: We identified 260 papers at the intersection of technology, chronic disease self-management support, the CCM, and eHealth and organized a high-quality subset (n=95) using the components of CCM, self-management support, delivery system design, clinical decision support, and clinical information systems. In general, results showed that eHealth tools make important contributions to chronic care and the CCM but that the model requires modification in several key areas. Specifically, (1) eHealth education is critical for self-care, (2) eHealth support needs to be placed within the context of community and enhanced with the benefits of the eCommunity or virtual communities, and (3) a complete feedback loop is needed to assure productive technology-based interactions between the patient and provider.

Conclusions: The revised model, eCCM, offers insight into the role of eHealth tools in self-management support for people with chronic conditions. Additional research and testing of the eCCM are the logical next steps.
KEYWORDS
chronic disease; mobile health; eHealth; telemedicine; personal health records; social networks; education of patients

Introduction

Background
Chronic illness is a burden on individuals and society; nearly half of Americans have at least one chronic illness accounting for more than three-fourths of America’s health care spending [1,2]. The Chronic Care Model (CCM) is a well-established and validated framework that illustrates a comprehensive approach to caring for the chronically ill that supports increased functional and clinical outcomes. The model includes six key interdependent components: (1) community resources, (2) health system support, (3) self-management support, (4) delivery system design, (5) decision support, and (6) clinical information systems (Figure 1).

The CCM places chronic care in the context of the community where the person will receive health care services and with the health systems involved in that care. The CCM highlights the importance of “Self-Management Support”—giving patients the knowledge, confidence, and skills for self-management of their condition. “Delivery System Design” is also important to promote a patient-centered interdisciplinary team approach to care. “Decision Support” is needed to assure providers and patients have access to the most current and relevant evidenced-based guidelines for care. Finally, the model emphasizes the role of “Clinical Information Systems” to provide access to data, information, and knowledge needed to improve health. Effective and productive patient and provider interactions are the heart of the CCM and the key to improving outcomes [3].

Over the last decade, the CCM has been implemented and evaluated in a variety of settings in both domestic and international studies. The CCM has proven to be a useful framework for patient empowerment, self-management support, and improving clinical and behavioral outcomes [4-9]. The purpose of this review is to update the CCM with emerging eHealth technologies. This goal is consistent with the self-management support for chronic disease using technology tools suggested in both the Affordable Care Act (ACA) and the Health Information Technology for Economic and Clinical Health Act (HITECH Act) [10-12].

Figure 1. The Chronic Care Model. Developed by the MacColl Institute, ©ACP-JSIM Journals and Books, reprinted with permission from ACP-ASIM Journals and Books.

eHealth for Chronic Illness
Leaders and policy makers on a global scale are strongly encouraging the use of eHealth technologies. Australia, Europe, South Korea, and the United States all have strong eHealth initiatives that are developing policy for using information technology to improve health and health care systems. The Washington think tank “eHealth Initiative” (promoting policy
focused on research and education in eHealth), the Institute of Medicine (IOM), and the Agency for Healthcare Research and Quality (AHRQ) also recommend the use of eHealth as a tool to support self-management in chronic illness [13-15]. Large systematic reviews conducted by the AHRQ determined that eHealth tools can improve patient engagement and health outcomes, however, more research is needed [14,15]. Jimison et al [14] also identified that eHealth technology interventions must contain a closed or complete feedback loop (CFL) to have an impact on chronic illness outcomes. A complete feedback loop contains five stages: (1) transmission of data and information regarding the health status of the consumer, (2) interpretation of data and information using previously established knowledge and/or wisdom and use of evidence-based standards, (3) address the specific need of the individual consumer, (4) timely feedback to the consumer addressing their requirements, and (5) regular repetition of the feedback loop [14].

Despite the strong push for eHealth, there is no standard definition, which hinders research and implementation. Comprehensive systematic reviews have identified as many as 51 different definitions for eHealth in the literature [13,16-18]. Overall, the literature describes the definition of eHealth to be very broad and encompassing, ranging from the very business-oriented to more clinically focused. The authors of this paper have developed a definition of eHealth for chronic illness self-management: To promote positive health outcomes by using a new frame of mind that incorporates information and communication technologies in the presence of a complete feedback loop and enables the use of data and information, to generate health management knowledge and wisdom. Previous eHealth definitions by Eysenbach and Eng, and the Informatics language from Staggers and Thompson [19-21] influenced the definition. In the literature, the components of eHealth typically consist of use of the Internet, telemedicine, and communication [16]. In the IOM report Health Literacy, eHealth, and Communication: Putting the Consumer First, the round table members noted that the eHealth Initiative was guided by Wagner’s vision of the CCM and used as the “blueprint” for eHealth to support chronic illness [13]. For enhanced use with the CCM, the authors suggest specific components highlighted in the information technology and communication literature including use of the Internet for health information, social networking, telehealth, mHealth (including wearable devices), electronic health records (EHRs), and electronic personal health records/patient portals (PHRs).

**Use of the Internet for Self-Management Support**

The Internet serves as a conduit for self-management support, connecting providers and consumers to secure portals, health applications, social networks, and large databases. Roughly 80% of adults have sought health information on the Internet, including 62% of adults with a chronic illness; of those, 75% of the chronically ill surveyed stated their most recent Internet encounter affected decisions about the self-management of their condition [22-24]. The Internet is also the vehicle used by many adults for access to social networking sites.

**Social Networking or eHealth Communities**

Social networking or virtual communities are newer components of eHealth. A recent study reported in JAMA regarding the diabetes online community (DOC), “TuDiabetes”, found that the use of the social network augmented hypoglycemia surveillance among the members of that virtual community [25]. To date, most research on the impact of social networks has been descriptive but there are a few studies that have shown improved health outcomes; no studies to date have shown adverse effects on consumers/patients [26]. One randomized controlled trial (RCT) followed overweight and sedentary adults and found that the use of an online community helped maintain adherence to the program and that the participants had lower attrition from the study [27]. In recent descriptive studies, virtual community members with diabetes and heart disease found that the environment was useful for asking questions, reporting personal experiences, and even supported eHealth literacy [28,29]. Social networking may be an effective tool to encourage consumer empowerment and promote patient-centered care [30,31].

**Telehealth**

One well-researched component of eHealth is in the area of telehealth, sometimes called telemedicine, which has been used extensively as an intervention across many aspects of health care. Telehealth (telecommunication, videoconferencing, remote monitoring, etc) can range from performing a detailed physical examination either synchronously or asynchronously, to using videoconferencing (audio/video technology) for the delivery of a class or training to individuals or groups in a remote setting [32,33].

The telehealth field is challenged with a clear definition. A recent study by Doarn et al [34] found there are seven United States government definitions for telemedicine. A standard definition of telehealth to facilitate the use and research eHealth tools is essential. To add strength to this movement, a federal telemedicine group was commissioned, FedTel, and legislation has recently been introduced to Congress to establish federal telehealth standards [34,35].

Telehealth has been especially effective in the management of diabetes. A recent systematic review evaluating 15 RCTs described that hemoglobin A1c (A1C), a laboratory examination that measures average blood glucose over the past 2-3 months, improved when telehealth interventions incorporated more elements of structured self-monitoring of blood glucose [33]. Telehealth also lends itself to use by all members of the health care team. In a recent RCT, Tang et al [36] found that nurse-led, multi-disciplinary telehealth interventions were effective in improving A1C outcomes. In another nurse-led telehealth intervention designed for high-risk dialysis patients, the participants reported being more empowered and better able to provide needed self-management of illness [37]. In a recent RCT, Young et al found that a telehealth nurse coaching model for people with diabetes produced higher self-efficacy scores in the control group than for those who received the usual care [38]. Health care leaders, clinicians, and policymakers view telehealth as a powerful resource for improving health outcomes,
health care quality, and to promote patient engagement [15,39,40].

Mobile Health
Mobile health (mHealth) components of eHealth span a broad spectrum of technologies. mHealth includes technology that is wireless, mobile [41], or wearable (eg, sensors, medication pumps, or wristbands that monitor physical activity). mHealth also includes thousands of health apps designed for mobile devices. The market for mHealth apps is anticipated to grow 25% per year with no foreseeable end in sight [42]. mHealth is a “disruptive innovation” providing entrée to Internet-based health resources to groups who previously had barriers to these tools; 60% of Americans gain access to the Internet using a laptop, tablet computer, or mobile phone [43]. Older adults, Hispanics, and African-Americans are adopting mobile technologies at a faster rate than the general population [43]. Progress in the area of mobile phone text messaging has created a surge in using the tool for health self-management. Several recent studies and systematic reviews have reported modest health outcome improvement using text messaging as a targeted intervention [44-46].

Electronic Health Records/Personal Health Records (EHR/PHR)
The EHR is an electronic longitudinal record of care and patient information that may be shared across multiple health care settings [47]. The tethered PHR, or patient portal, is a component of the EHR that communicates with the provider’s EHR or is integrated within the provider’s EHR and provides access to health records for patients/consumers and/or caregivers. The Markle Foundation [48] defined the PHR as “an electronic application through which individuals can access, manage and share their health information, and that of others for whom they are authorized in a private, secure and confidential environment” (p. 14)(Markle Foundation, 2008)(Markle Foundation, 2008).

Health care leaders and policy makers highly recommend PHR use as a management tool for chronic illness [49-52]. However, the PHR literature including systematic reviews related to use and health outcomes were inconclusive and the few RTCs conducted on PHR interventions failed to make the case for efficacy [53]. While the scientific evidence does not demonstrate that using PHRs can improve health outcomes, the literature does support the impact on secondary outcomes related to self-management support [36]. In an observational cohort study of 8705 subjects, Sarkar et al [54] found that patients with diabetes who use the PHR to refill their prescriptions had better medication adherence. In spite of some demonstration for the efficacy of PHRs in optimizing care, the PHR literature, including systematic reviews related to use and health outcomes, has been inconclusive [53,55].

With the national and international push to implement eHealth technologies into the current care environment, there is an opportunity to augment the established CCM with integration of eHealth technology components. The remainder of this paper will describe how adding eHealth components to the CCM may provide more self-management tools for the person with chronic illness.

Methods

Theory Derivation
The Theory Derivation process was used to bring together the related eHealth concepts and to grasp the relatively new phenomenon of using eHealth tools for the self-management of chronic illness [56]. Theory derivation is a structured set of procedures where one chooses a parent theory or model that is used to guide the development of a new model or theory supported by a comprehensive understanding of the current literature [56]. In this paper, the CCM was carefully examined and supporting components were extrapolated for the development of a new model. Additionally, a methodical review of a wide range of literature was conducted. A draft framework was then developed and expanded by a continued review of new literature and evaluation of the established and new components of the revised model.

A thorough review of the published literature since 2000 was conducted using CINAHL, Medline, OVID, EMBASE, PsychINFO, Science Direct, and selected “grey” literature including government reports, industry reports, legislation, etc. The review involved using the search terms “CCM or Chronic Care Model” AND “eHealth” and then we searched the specific identified components of eHealth and Chronic disease self-management support (Virtual communities”, “Virtual health communities”, “e-Communities”, “on-line communities”, social networking”, “Telemedicine”, Telehealth”, “Internet use for health”, “mHealth”, “Electronic health records”, “Personal health records”, “Patient portals”, “User training”, “Technology”, “Chronic Illness”, “Chronic disease”, and “Self-management support”). Selection criteria included review papers, randomized controlled trials, cohort studies, cross-sectional studies, and qualitative studies. The researchers independently identified papers based on framework, design, sample, measures, and fit with self-management support and chronic illness. The CCM was carefully studied in the literature and then key components of the current CCM were used to provide a framework for new model construction.

Results

Summary
We identified 260 papers, but excluded 63.5% (165/260) due to concerns about study design, sample size, and/or methods. Overall, with the exception of telehealth interventions, there was a noted heterogeneity of methods and approaches used. We organized the literature into the components of the CCM, highlighting the role that eHealth tools and concepts can play in each component, modifying and adding components where needed to capture the emerging eHealth literature.

Adding the eCommunity and an Informatics Framework
The CCM has two major components: Community and Health Systems (Figure 1). The role of the community in the CCM is to provide support for patient engagement or activation and for self-management [57]. Based on the literature, the notion of community should be expanded to include online community
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and health-related social networks, or eCommunity (Figure 2). A total of 72% of American adults who use the Internet are already using social networks [58]. In a recent PEW poll, 26% of respondents stated they went online to observe the health postings about someone else’s medical condition and 16% search the Internet to find another person with the same health ailment [59,60]. Hu, Bell, Kravitz and Orrange [61] found that in a survey of 505 participants in an online support group the adult members accessed the group to prepare for upcoming medical appointments. Virtual communities including “TuDiabetes” or “PatientsLikeMe” are already supporting thousands of chronically ill adults; both groups have vigorous research activities [25,62]. Health care technology leaders and policy makers are touting a new PHR 2.0 with expected growth of 221% over the next 3 years [63]. The concept of PHR 2.0 will contain the typical components of the current PHR/patient portal systems but add social networking, gaming, and e-visits [63].

Chronically ill adults who are activated, educated, engaged, and empowered, or e-patients, are already using eHealth tools [64,65]. E-patients, together with their providers, community, and social networks, have the ability to generate a collective knowledge and wisdom about their health care self-management needs greater than any of them working alone [65,66]. Figure 2, the eHealth enhanced CCM, contains the terms data, information, knowledge, and wisdom (DIKW). These words illustrate that the DIKW framework is underpinning the process of data and information used to create new knowledge and ultimately the collective wisdom to improve health outcomes [65,66].

**Figure 2.** The eHealth Enhanced Chronic Care Model. Created by Gee, P M; Greenwood, D A; Paterniti, D A; Ward, D; and Miller, L M S (JMIR, 2015). Adapted from The Chronic Care Model (see Figure 1).

**Health Systems Enhancements**

In the literature, it was noted that the health system must be designed to support organizations and providers and enable them to be prepared and proactive and to foster productive interactions with consumers; this is essential to improve health outcomes [67]. Kaiser Permanente and the Veterans Health Administration have made strategic efforts to implement eHealth technologies (PHRs, mHealth, telehealth, and Internet use) to improve access to care, reduce costs, and empower patients [68-71]. Between 2003 and 2010, Kaiser Permanente designed a system where patients could better manage their own health using a PHR [69,72]. Research at Kaiser showed a 25.3% reduction in the number of face-to-face office visits in primary care due to PHR use [73]. These findings suggest that health systems who consciously implement and encourage the use of eHealth technologies may achieve a higher level of patient engagement, satisfaction, and self-management support.

**Delivery System Design Enhancements**

“Meaningful Use” requires redesign of health care delivery systems to meet the emerging eHealth technologies to be implemented nation-wide. Meaningful Use Requirements state that providers are eligible for up to a US $44,000 payment from...
the centers of Medicare and Medicaid Services to implement provider electronic health record systems [10,74]. Stage II Meaningful Use further requires that providers and health care organizations implement a patient/provider communication portal system by 2014.

Access to and control over personal health data is a theme described by some health care consumers. This is an instance where the literature identified policy change and interoperability—the exchanging of data and information electronically between health care systems—as needed to provide the consumer more autonomy over their health data and information [75-77]. Access and control over personal health data are concepts similar to the “environmental factors” described by Tang and colleagues in their influential foundational PHR article [50]. Interoperability, lack of resources at the provider level, and PHR design and policy issues are factors outside the control of the individual participant and currently under the control of the provider or health care system. First, the decision makers in health systems or delivery systems should create policies to facilitate the correction of incorrect or missing data in the PHR. These policies would empower patients to work with their providers to assure the patient record is correct and current. Some health care organizations have had positive experiences with open access for consumers to the entire EHR/PHR including the provider notes [78]. Again, this is a policy issue that may promote productive interactions, engagement, and mutual trust.

Health system leaders can improve access issues for consumers by promoting policies that will encourage providers to release results sooner. Meaningful Use policy is currently encouraging more implementation of EHR/PHRs. Health care leaders are working on integration and interoperability of these records across health care systems and among individual providers [79].

Self-Management Support Enhancements

A review of the literature helped the authors to identify the core ideas of patient engagement and health self-management, empowered individuals, and the tools and knowledge to impact their own health. Research on PHRs shows improved patient engagement essential for self-management support [80]. The PHR encouraged engagement by facilitating preparation for appointments, tracking of laboratory results and diagnostic studies, encouraging involvement in preventive care and screening, and encouraging consumers to suggest a course of treatment with their providers [81,82].

The informed, “activated” patient is a key component of the CCM. Patient activation is the level of skills, knowledge, and confidence a person has in managing one’s own chronic illness [83]. The highly activated patient therefore is engaged, informed, and confident in their ability to self-manage their own condition [84]. Hibbard, Stockard, Mahoney, Tusler [85] developed a Patient Activation Measure (PAM) to determine the levels of patient activation. The use of a PHR can increase patient activation. An RCT of patients assigned a PHR as an intervention resulted in higher PAM scores compared to the control group, especially with those who started with lower scores [86]. Additional eHealth components such as telehealth and mHealth applications may also be useful in self-management support and to promote patient engagement [33,87]. The findings suggest that the use of a PHR can promote an informed, activated patient and augment the CCM in the areas of self-management support and productive interactions.

Clinical Decision Support Enhancements

Originally, the CCM identified clinical decision support (CDS) as a method to assure providers had access to the most current evidence-based clinical guidelines, protocols, and standard of care [67]. A study of the literature suggests the eCCM component of CDS should incorporate patient/consumer specific needs as follows: (1) visual access to data, (2) access to protocols, (3) care standards and evidence for self-management, (4) info buttons that access clinical guidelines, and (5) reminders for both the patients and providers. An RCT by Holbrook et al [88] found that people with type 2 diabetes had better outcomes when their intervention included a Web-based clinical decision support system shared by the patient and provider. Fox [22,23] found that chronically ill adults frequently go online to health sites to help make decisions about self-management of their condition. The Institute of Medicine [13,89,90] in three separate reports recommends incorporating eHealth tools for the promotion of CDS for both patients and providers to improve safety and self-management support.

Clinical Information Systems Enhancements

Originally, the clinical information systems (CIS) element of the CCM primarily focused on registries, databases, and systems in place to support the access to protocols and current standards of care. With rapid expansion of the eHealth components of the EHR/PHR, partially due to Meaningful Use implementations, the opportunity exists to engage with and evaluate these tools as part of the CCM. In 2001, 18% of provider offices had implemented EHRs; that number is up to 78% as of 2013 and about half of those implementations are meeting the Meaningful Use criteria [91]. Tethered patient portals/PHRs are part of the Meaningful Use stage II requirements and are dependent on EHR implementations to be a useful part of the enhanced CCM [50]. Other eHealth components such as telehealth and mobile devices are also on the rise. The inclusion of such tools in the CCM as part of the CIS element is a logical next step and one that has been proven to improve health outcomes [14]. Like the growth of PHRs, mHealth apps and mobile phones are expected to grow at a rate of 47.6% over the next six years [92].

Addition of eHealth Education to the CCM

Based on findings in the literature, an additional suggested major enhancement to the CCM is the addition of the support element “eHealth Education” (Figure 2). With health systems offering eHealth tools and consumers seeking eHealth solutions, providing the chronically ill adult with eHealth skills is needed [13]. Health literacy is essential for eHealth. Low health literacy is a long-standing problem in the current health care system [13]; 90 million Americans have poor health literacy—trouble understanding and managing their own health [93]. In a systematic review of eHealth interventions, Jacobs et al (2014) found that it is feasible to use eHealth tools to improve overall health literacy. Older adults make up the vast majority of those with chronic illness. And, while older adults are increasing their...
use of the Internet, social networking, and mobile phones, there is a gap in the literature in the evaluation of eHealth literacy for the older adult [94]. Choi and DiNitto studied older adults who are home-bound or poor and found opportunities for providing equipment and training that may improve eHealth literacy [95].

One component of health literacy that is problematic for many is health numeracy—people’s ability to understand numbers and mathematical principles in the management of their health care [96]. Findings by Lipkus, Samsa, and Rimer [97] also noted that highly educated individuals had numeracy problems. To compound this issue, eHealth tools give patients even more access to data, information, and knowledge that may be confusing. eHealth is changing so rapidly that researchers are recommending we re-assess how we should measure eHealth literacy including its numeracy component [98].

Training for both consumers and providers in how to construct and send Web-based and text messages that promote productive interactions may prove useful. Training on the selection and use of health-related websites may also prove useful. Adults are already using the Web to look for health information on the Internet and were not informed on how to identify who is providing the information and how to assess the quality of the information [99,100]. With the rapid expansion of mHealth apps for mobile phones, training on how to choose apps that can promote health outcomes may be needed for both patients and providers [101,102].

Training in eHealth is proven to increase confidence and self-efficacy in using the tools but training lags behind in the roll-out of new technologies to the general public [15,103]. In fact in telehealth applications, the lack of training was reported frequently as a barrier to use [15]. In a mixed-methods study, low-income patients with human immunodeficiency virus (HIV) who were trained to use the PHR had better self-efficacy, patient activation, and disease knowledge at follow-up [104]. To promote productive interactions between the informed, activated patient and the prepared, proactive practice team, the authors of this paper would also recommend provider team training in the use of eHealth tools. In a study involving randomly assigned group practices, the providers trained to use the eHealth tools had measurable changes in the effectiveness of their information management skills [105]. Training for both consumers and providers may improve the efficacy of the use of eHealth tools and should be considered in future research.

**Communication and the Addition of the Complete Feedback Loop (CFL)**

Findings in the literature show that interventions that include the complete feedback loop are required for technology to promote improved health status in the chronically ill [14]. A key factor in the CCM is productive interactions between patients and providers. The activated patient is best suited to participate in the cooperative effort. In a qualitative study among chronically ill patients with a variety of levels of patient activation, it was found that being in control and working in a cooperative partnership with the provider was consistent with those patients who had the highest PAM scores [84]. This finding is similar with Yellowlees’ [106] definition of “mutual participation” where patients work in an equal, trusting, and cooperative manner using the Internet to facilitate communication (p. 117). The secure patient-provider email messaging portal in a PHR is an area where this mutual participation and cooperation will occur. A cross-sectional study found that patients who were working cooperatively with their providers and setting very specific and concrete goals and focusing on self-monitoring had much higher PAM scores [107]. The PHR, mobile devices, and text messaging are eHealth tools that can give consumers control over the timing and content of their messages.

Provider response times to messaging are very important to patients [108,109] and can negatively affect CFL communication cycle. Patient satisfaction with provider response times to patient messages and requests have been studied. One study noted that patient satisfaction using a patient portal email system is positively affected by shorter message response times [108]. Reti et al found that response times varied across health care organizations and that usual patient portal email messaging response times varied from 24 to 72 hours [110]. With the importance of the CFL for self-management support and productive interactions, we recommend enhancing the CFL with the formal insertion of the CFL into the model. Perhaps the visual representation of the CFL in the model surrounding the productive interactions will remind researchers and developers of eHealth tools they need to include this element into their interventions and research (see Figure 2).

**Discussion**

**Principal Findings**

The purpose of this paper was to use Theory Derivation process to review the chronic care and eHealth literature and to articulate how the CCM could be expanded to include eHealth tools. The research is clear in showing that eHealth technologies related to a variety chronic conditions can be used to enhance self-management and revise the CCM [87,111]. The evidence also suggests that eHealth tools can support productive patient-provider interactions and improve health outcomes [112,113].

This review and model development highlights several gaps in the literature. First, clear definitions for eHealth, telehealth, and PHRs are needed to move forward in formulating appropriate research questions. Second, a gap in the literature exists in the efficacy of using online health communities for self-management support. While social support itself is shown to improve engagement and health outcomes with adults who have chronic illness [114,115], little is known about whether social support offered in online health communities has the same effect. A review of the literature and research in this area are needed. Third, research findings where elements of the CCM were used in conjunction with the CFL need to be identified and evaluated. Jimison et al (2008) identified that eHealth interventions that included the CFL improved outcomes [14]. Greenwood, Young, and Quinn found that telehealth interventions for people with diabetes is the kind of eHealth intervention that can foster a CFL [33]. The CFL as it relates to eHealth interventions is an important component to assure the success of eHealth interventions and will require future research [14]. Last, health
education and technology experts are needed to develop a curriculum to train patients/consumers to use the eHealth tools that have been shown to improve health outcomes for the chronically ill person. Additionally, health care providers will need training on how to implement eHealth interventions and how to educate their chronically ill patients to use these tools.

Limitations
Limitations of this Theory Derivation process started with the fact that an exhaustive literature review was not completed for each of the eHealth components or the new elements added to the eCCM. Additionally, new and important literature is being added daily and with the scope of this project being so large, focused attention to the new knowledge was difficult to track. The opportunity exists for researchers to now concentrate on systematic reviews of the literature and conduct research specifically focusing on the individual components of the new eCCM model.

Conclusion
In conclusion, there is strong evidence demonstrating that eHealth tools can strengthen and enhance the already successful CCM. Research to explicitly test the new eCCM and its components is the logical next step.
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Related Article:
Correction of: http://www.jmir.org/2014/2/e42/

(J Med Internet Res 2015;17(4):e69) doi:10.2196/jmir.4412

The authors of “Designing Messaging to Engage Patients in an Online Suicide Prevention Intervention: Survey Results From Patients With Current Suicidal Ideation” (http://www.jmir.org/2014/2/e42/) have, during the final proofreading process, inadvertently added the same image file for Figures 1 and 2. Figure 1 has now been updated with the correct image, with the caption “I would like to open a message with Subject Line...”. This error has been corrected in the online version of the paper on the JMIR website on April 13, 2015, together with publishing this correction notice. A correction notice has been sent to PubMed and the correct full-text has been resubmitted to Pubmed Central and other full-text repositories.
Figure 1. “I would like to open a message with Subject Line...”.
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