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Abstract

Background: Mental illnesses affect many people around the world, either directly or indirectly. Families of persons suffering from mental illness or addiction suffer too, especially their children. In the Netherlands, 864,000 parents meet the diagnostic criteria for a mental illness or addiction. Evidence shows that offspring of mentally ill or addicted parents are at risk for developing mental disorders or illnesses themselves. The Kopstoring course is an online 8-week group course with supervision by 2 trained psychologists or social workers, aimed to prevent behavioral and psychological problems for children (aged 16 to 25 years) of parents with mental health problems or addictions. The course addresses themes such as roles in the family and mastery skills. An online randomized controlled trial (RCT) was conducted to assess the effectiveness of the Kopstoring course.

Objective: The aim was to gain knowledge about expectations, experiences, and perspectives of participants and providers of the online Kopstoring course.

Methods: A process evaluation was performed to evaluate the online delivery of Kopstoring and the experiences and perspectives of participants and providers of Kopstoring. Interviews were performed with members from both groups. Participants were drawn from a sample from the Kopstoring RCT.

Results: Thirteen participants and 4 providers were interviewed. Five main themes emerged from these interviews: background, the requirements for the intervention, experience with the intervention, technical aspects, and research aspects. Overall, participants and providers found the intervention to be valuable because it was online; therefore, protecting their anonymity was considered a key component. Most barriers existed in the technical sphere. Additional barriers existed with conducting the RCT, namely gathering informed consent and gathering parental consent in the case of minors.

Conclusions: This study provides valuable insight into participants’ and providers’ experiences and expectations with the online preventive intervention Kopstoring. It also sheds light on the process of the online provision of Kopstoring and the accompanying RCT. The findings of this study may partly explain dropout rates when delivering online interventions. The change in the (financial) structure of the youth mental health care system in the Netherlands has financial implications for the delivery of prevention programs for youth. Lastly, there are few RCTs that assess the effectiveness and cost-effectiveness of online prevention programs.
in the field of (youth) mental health care and not many process evaluations of these programs exist. This hampers a good comparison between online interventions and the expectations and experiences of the participants and providers.

**Trial Registration:** Nederlands Trial Register: NTR1982; http://www.trialregister.nl/trialreg/admin/rctview.asp?TC=1982 (Archived by WebCite® at http://www.webcitation.org/6d8xYDQbB)

*(J Med Internet Res 2015;17(12):e274)  doi:10.2196/jmir.4817*
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### Introduction

Mental illnesses affect many people around the world, either directly or through another person. The prevalence of mental illnesses, such as depression, is high [1] and many among those who suffer from mental illness or addiction are parents. The families of persons suffering from mental illness experience a degree of burden too [2,3]. Results of a Canadian survey show that 1 in every 10 children lives with a parent with a psychiatric disorder and 1 in every 6 children lives in a household with at least 1 person affected by a psychiatric disorder [4]. In these situations, mental illness is not only a problem for the patients, but also for their family and their children in particular. Various studies report that offspring of mentally ill/addicted parents are regarded at risk for developing mental illness (eg, depression and anxiety disorders) themselves [5-8].

Although preventive interventions for children of parents with mental illness or addiction are scarce, some interventions have been developed for this vulnerable group [9,10]. Most of these interventions are intended to be performed face-to-face and only a few are developed for online use. However, given the nature of the target group (eg, including minors, being at risk) and the problem being addressed, a face-to-face intervention is associated with numerous challenges regarding recruitment and inclusion. National Dutch data show that with current face-to-face interventions, the target population was not reached sufficiently and information did not find its way to the population [11]. The youth that were reached valued their anonymity and privacy, which makes face-to-face interventions less appealing. Therefore, online interventions seem to be a worthy alternative.

In the Netherlands, 864,000 parents meet the diagnostic criteria of a mental illness or addiction [12,13]. An online preventive course (Kopstoring) for children of these parents was developed. Kopstoring is one of the few online interventions for children of parents with mental illness or addiction disorders. The course is based on evidence-based theories and a face-to-face course developed for the same population. The Dutch Kopstoring course is designed for adolescents from ages 16 to 25 years. A pilot study assessing the effects of the course showed Kopstoring to be effective in improving participants’ coping and mastery mechanisms [14].

The objective of this study is to gain knowledge about expectations, experiences, and perspectives of participants and providers of the online Kopstoring course. The research questions were how was the process of the delivery of the online Kopstoring course perceived by Kopstoring participants and providers and what were their expectations and experiences with this course?

### Methods

A process evaluation was performed to evaluate the online delivery of Kopstoring and the experiences and perspectives of Kopstoring participants and Kopstoring providers. Interviews were performed with both groups. This section first describes the Kopstoring course and the accompanying randomized controlled trial (RCT; trial registration: NTR1982) [15] and subsequently the methods used in this process evaluation.

#### Intervention

The Kopstoring course aimed to prevent behavioral and psychological problems in offspring at risk and was offered to adolescents from ages 16 to 25 years. The Kopstoring course was an online 8-week group course with supervision by 2 trained psychologists or social workers from a participating mental health institution in the Netherlands. Every week a different theme was discussed and participants were expected to prepare for the weekly meetings by doing homework. The course had a preventive nature; therefore, adolescents were screened to ensure that they were not diagnosed with an illness as classified by the *Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition* (*DSM-IV*) diagnoses. Screening was executed by the mental health institutions. In addition, participants needed to have access to a computer with an Internet connection and be able to participate weekly.

Alongside the process evaluation described in this paper, a RCT was conducted. The aim of the RCT was to examine the effectiveness and cost-effectiveness of the Kopstoring course. Participants were randomly allocated either to immediate enrollment in the Kopstoring course (intervention group) or enrollment after a 6-month waiting list (control group). Because the course was completely digitalized, the recruitment was done mainly, but not exclusively, through online recruitment, including banners, Facebook advertisements, links to the website, etc. In addition, articles were published in national and regional magazines and newspapers, school visits were performed, and an interview was broadcasted on a radio station.

#### Sample

In this process evaluation, 2 groups were included: participants (n=13) and providers (n=4) of the Kopstoring course.

The Kopstoring participants were selected from both the intervention and the control group of the RCT. Participants received an email in which they were invited to be interviewed.
To select participants for the interviews from the trial pool, a maximum variation strategy was used to gather information from a sample with as much variation as possible to collect as many different perspectives [16]. This was done by looking at several characteristics (e.g., trial arm, age, sex, online and written consent for the trial, dropout). See Table 1 for the characteristics of the Kopstoring participants who were interviewed. The interview sample is fairly comparable to the RCT sample.

Table 1. Characteristics of interview participants versus trial participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Interview participants, n (%)</th>
<th>Trial sample, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n=13</td>
<td>n=104</td>
</tr>
<tr>
<td><strong>Age</strong> a (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16-17</td>
<td>3 (23)</td>
<td>20 (19.2)</td>
</tr>
<tr>
<td>&gt;18</td>
<td>10 (77)</td>
<td>84 (80.7)</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>12 (92)</td>
<td>93 (89.4)</td>
</tr>
<tr>
<td>Male</td>
<td>1 (8)</td>
<td>11 (10.6)</td>
</tr>
<tr>
<td><strong>Treatment group</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>8 (62)</td>
<td>55 (52.9)</td>
</tr>
<tr>
<td>Waiting list control</td>
<td>5 (38)</td>
<td>49 (47.1)</td>
</tr>
<tr>
<td><strong>Adherence to Kopstoring course</strong> b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completed</td>
<td>11 (85)</td>
<td>97 (93.3)</td>
</tr>
<tr>
<td>Started but did not finish</td>
<td>2 (15)</td>
<td>7 (6.7)</td>
</tr>
</tbody>
</table>

a Age at time of registration for the course.

b To this point, data were checked up until 6 months after registration due to the pending follow-up assessments.

At the start of the project, 9 Dutch mental health institutions participated and each institution trained 2 professionals for the provision of the Kopstoring course. All planned Kopstoring courses provided during this study were provided by 7 professionals from 4 different mental health institutions. These providers were invited to participate in interviews. In total, 4 providers agreed to participate in an interview.

The providers of the Kopstoring course were all female and approximately 30 years of age; all had a Master’s degree and had experience working in this field for 5 to 7 years.

**Data Collection**

Data were collected through semistructured individual interviews with a list of topics to be discussed (Textbox 1). Interviews were held between November 2014 and February 2015. The topic list was made by the research team in collaboration with the national coordinator of Kopstoring and the team of course providers.
Anonymity was very important for offspring of parents with mental illness or addiction problems. Therefore, interviews were conducted over the phone. Participants decided the time of the interview so they could be sure they were able to talk freely. Interviews with the providers were also conducted over the phone, but due to time constraints not because of anonymity. Interviews were held in Dutch. Textbox 2 displays the topic list for the providers.

Analysis

The interviews were audiotaped and transcribed and identifiable information was removed to ensure anonymity. The interviews were analyzed by using inductive qualitative content analysis, specifically conventional content analyses [17]. This method helped provide an in-depth understanding about underlying perspectives and qualitative methods are inductive and reflexive and it allowed the use of quotes [18]. As a first step, the interviews were read by 2 researchers separately to identify emerging themes and subthemes and then labels were attached to the parts related to these themes. Secondly, new themes were added to existing themes and labeled accordingly. After the 2 researchers reached consensus, the interview data were clustered into themes and subthemes. Finally, citations of the interviewees were identified per theme and visualized in a data matrix. After approximately 13 interviews, no new information emerged from the interviews with the participants.

Results

Five main themes emerged from the interviews: (1) background, (2) the requirements for the intervention, (3) experience with the intervention, (4) technical aspects, and (5) research aspects. In this section, each theme and its subthemes will be discussed from the participants’ and the providers’ perspectives.

Background

For the participants, the background mainly related to the motivation and reason for participation, the route to registration, and expectations of the online course. The providers’ background related to their experiences with the provision of similar face-to-face courses and online interventions.
### Interview topic list for providers.

**Contextual information**
- Mental health institution
- Personal background
- General impression Kopstoring
- Financial situation and implications (Mental health institution)

**Website Kopstoring**
- Views about website
- Information delivery
- Logistics website

**Provision, process, and content of the course**
- Views about the content of course
- Advantages and disadvantages of online delivery
- Experiences with provision of Kopstoring
- Process from registration to allocation in group
- Barriers and success factors for provision of the course
- Technical aspects of delivery online

**Research**
- Motivation to participate
- Experience with the study

### Participants

Participants from the Kopstoring course generally had 2 routes to arrive at the point of registration. Analyses showed that it was either a slow, lingering process in which the person already had the intention to change the situation for some time and was looking for a suitable way to address their needs or there was an acute situation which forced them to seek help right away. The following is an example of an acute situation that led to an immediate online registration:

> There was a real occasion leading to why I registered. It was September last year and my mother had a psychosis...and she attacked me that night. [Participant 12]

A respondent for whom the situation was ongoing long before registration explained:

> I had a difficult time dealing with the situation and with the fact that my brother was placed into care (out of house placement). Well, I really could not handle it well, so they advised me to register for the course. [Participant 4]

There was no difference in results reported by participants who registered under pressure of an acute event or those who took their time to register for the course.

For both situations, there appeared to be several facilitators, for example, a psychologist, school mental health worker, or a family member pointing out the online course or participants who found the course through an Internet search. Despite the different problems and family situations of participants (eg, one person had an addicted mom, another had a mentally ill father, and both parents were mentally ill for a third person), the consequences, questions, and problems they were confronted with were very similar.

Motivations to participate could be divided into 4 categories: (1) sharing experiences with persons in the same situation, (2) learning how to cope with ill parents, (3) learning how to cope with their own problems, and (4) learning about mental illness or addiction:

> I hope it will be comforting for me to talk about my experiences with peers who went through the same experience. [Participant 11]

Most of the time, problems were not discussed with family members and friends. This explained their need for sharing with others who had been through the same experience. One participant explained this as:

> In a certain way, it provoked a sense of relief learning that other people were actually going through the exact same experience. [Participant 4]

All participants had easy access to the website and experienced no problems with the registration process. During this process, all prospective participants were asked about their expectations of the online course. The answers were concise for the most part and participants had clear expectations regarding the content and the anticipated effect of the course.
When asked about their goals, participants reported they expected to learn and understand more about their parent’s illness or addiction, to learn how to cope with the illness or addiction, and to learn how to improve the situation at home and decrease problems themselves.

One respondent explained that she hoped to find out how the situation got this “extreme” and to learn to deal with her mom so that they could improve their relationship and the situation. In accordance, other participants explained:

> I expect this to be very helpful, mainly that I have more understanding about the cause of the symptoms and how to deal better with my mother. I hope to learn ways and also to detach myself from my mother.

[Participant 10]

Prospective participants, aged 16 to 25 years, had well-defined expectations of the online delivery and effects of the Kopstoring course.

Providers

Providers’ general impression of the online delivery of Kopstoring was positive:

> It is just a very good program that does not require any change. That is, of course, very important.

[Provider 1]

In some cases, the Kopstoring manual was considered theoretically so well written that providers used the same manual for face-to-face groups for children of mentally ill or addicted parents:

> Yes, I find that very good [the course manual/protocol]. I even use it as the manual in the face-to-face Kop-groups. This is because I consider it to be a very pleasant way how subjects are being discussed, which themes will be covered, like cognitive behavior therapy.

[Provider 3]

Requirements

There are some requirements when providing online interventions. Firstly, participants and providers needed a computer connected to the Internet, log-in codes, and some privacy. For the providers, a budget was necessary to provide the Kopstoring course. Some barriers were encountered at the organizational level and regarding the financial structure.

Participants

In general, there were no barriers encountered to meet the requirements; however, one of the participants mentioned that when moving house she did not have access to the Internet, which made it impossible to log on to that session.

A second person explained that it was not always easy to find enough privacy in the house because there were always people around who did not know he was participating in the course:

> The only thing that was difficult was finding a place to separate myself from others, and just having a moment for myself. That was difficult.

[Participant 12]

Providers

Providers needed support from their managers within the mental health institution and adequate finances to provide the online course because online mental health interventions are not paid from public funds. In addition, providers of online anonymous interventions face the situation that costs will not be reimbursed by insurers due to the fact they cannot provide social security numbers or other personalized details. It is up to the management of a mental health institution to decide whether or not it is feasible to add Kopstoring in their portfolio. In addition, the financial situation and structure of mental health care divisions for minors (up to age 18 years) changed during the course of the RCT. In short, municipalities became responsible for the policy and execution of budgeting of prevention interventions in youth mental health care. This shift had tremendous consequences for the delivery of mental health care interventions for youth up to age 18 years. In some institutions, prevention and youth departments were declared redundant and, consequently, the institutions withdrew their consent to provide the Kopstoring course. There were many problems encountered with finding funding to provide the Kopstoring course. One provider explained:

> Health insurers are not paying for delivery of Kopstoring because it is provided anonymously and a health insurer only wants to reimburse when they have all details from the client. So that means you have to provide them with a health insurer registration number and social security number, everything, and we do not ask these details when providing Kopstoring because we want it to be anonymous. So the only remaining source is the municipality and...naturally the municipality actually only wants to pay for inhabitants of that municipality.

[Provider 1]

Initially, the costs of the courses were reimbursed by additional funding obtained by the research team. This meant that when the study period ended, reimbursement of the courses also came to an end. One provider explained that once the research team did not fund provision of the courses anymore, their mental health institution stopped providing the Kopstoring course.

Experiences with the Course

Participants

Participants described many different effects on their daily life and their problems. The first and most emphasized effect of the course was peer contact. Speaking with youth in the same situation made participants feel less alone, relieved, and less guilty in some cases. The recognition of situations, problems, and decisions became something they could share with peers:

> My friends did not understand me. I have tried to explain, but then they would just say “awhhh it will be fine” and that was so nice to...with peers who might have a slightly different situation maybe, but that they also felt lonely and that you...share the same and have compassion for one another.

[Participant 5]

A second component that was considered very effective was the psychoeducative part of the course. Learning about the
illness or addiction of the parent gave insight into the behavior of the parent:

I noticed that I experienced more peace with the fact that she has a drinking problem. It is the way it is and that will not change anymore. [Participant 3]

Furthermore, the participants learned tips and tricks on how to cope with the behavior and problem of the parent, which led to accepting the parent’s problem and more peace in the family in some cases:

Yes, I argued with my father pretty often if he had something going on. They said I should actually try to reduce these moments and I am able to do that now. [Participant 1]

Participants also reflected on the content of the Kopstoring course and all themes were deemed important for the course to be effective. Almost all interviewees pointed out that the “rate your week” component, which kicked off every session, was extremely valuable to them. “Rate your week” was a simple but effective way to share experiences about the past week and a platform for questions and peer contact. A respondent explained the working mechanism of “rate your week”:

Rate your week was very interesting for me. For your self-reflection on whether or not the week went well and that you were able to look back later to see how it was in the beginning of the course and how am I doing now? I really liked that; what are the positive things that make you also feel very positive instead of focusing on the negative things. [Participant 9]

However, one of the sessions in which the educational component was key was mentioned to be a bit repetitive.

Experiences with the online program also translated into barriers. Barriers that existed were lack of time to discuss the homework assignments, some participants mentioned the course focused too much on the younger participants (students), and a couple of participants mentioned the homework was complicated.

Facilitating factors to adhere to the intervention and study were also mentioned. The online delivery of the intervention was mentioned as a major facilitating factor to start and finish the course. Firstly, online delivery was found to be convenient and ideal for participation in a safe and self-chosen environment. Secondly, online delivery protected the anonymity and privacy of the participant, which encouraged the participants to be more open:

Openness, yes...because it is online you do not have the feeling that everyone was looking at you. Then you can just write and maybe if you had to cry or so...no one was able to see that. [Participant 8]

An often-mentioned stimulating factor was the attitude of the provider. Most of them were easy to access and always available (by email) to answer questions and monitor the participant:

I noticed that whenever the trainer tells us that she is still available to answer questions after the end of the course, or emails or these kind of things, that felt incredibly nice, that someone is still there who takes time, yeah where you can lean on. So that I consider to be very pleasant. [Participant 6]

Only one participant mentioned that the attitude of the provider was not meeting her expectations. This participant stopped participating in the course after session 3 and was not included in the RCT.

Providers

All providers were satisfied with the content and agreed that all the important concepts were covered. The most important aspect was considered to be the online delivery, which ensured anonymity for the participant:

Within the Kopstoring course, they [participants] can, of course, tell their story very anonymously. Nobody knows that you participate in the group and what is bothering you. That is a huge advantage; that it becomes easily accessible for youngsters, but that they nevertheless can benefit and become more aware of what is going on and get answers to their questions. [Provider 2]

For the content, the most important part was considered to be the exchange of experiences during “rate your week” at the beginning of each session.

All providers were asked several questions to check adherence to the protocol. They indicated they followed protocol except for one rule: the protocol described delivery of the course should be done by 2 professionals together. In practice, all providers delivered the course individually due to cost reductions. This was, however, not considered to be a barrier because providing the course for a group of up to 6 participants was highly manageable for one provider. There were some (technical) barriers experienced for the online delivery, but for providers the main barriers were experienced in the financial administrative field.

Positive factors were described as the feasibility of the online delivery and the possibility to deliver the course from home, the interactive group process, and the growing number of participants:

That every time again I am so surprised how close a group can become online and that as quick as in the first session they are already so open. And that is due to the anonymity that participants are just so open and what they think or experience...Yes, I think that this is very special and that stimulates me to provide the course over and over again and just getting back from them that they appreciate being heard. [Provider 1]

Technical Aspects

The technical component was found to be extremely important by both the participants and providers of the Kopstoring course. Not only were the technical aspects (e.g., the website or the chat box) considered positive factors, the same technical aspects were mentioned as barriers for participating in or providing the course. Almost every interviewee mentioned technical problems of some degree (from having a slow system to being thrown out of the chat box) and providers also mentioned these
disturbances interrupting the courses. However, there were no major incidents mentioned that fully hindered participation in the long run.

**Participants and Providers**

The delivery of Kopstoring online was considered very positive; however, it seemed to also cause problems. Online delivery can be a double-edged sword; the convenience of the online aspect can be a pitfall at the same time.

Technical aspects were the design of the website and the chat box. Both were considered well designed and suitable for the target population. The website was described as complete, clear, colorful, and cheerful, which for participants is important. Providers shared this opinion about the website:

*Just by clicking on the website, I consider it quite clear...I think it is convenient when registering for the course that the data when courses are starting is visible.* [Provider 2]

*I considered it [chat box] very well done that different persons were indicated with different colors, so you were able to see who...to increase visibility.* [Participant 3]

**Barriers**

The technical problems described by both groups ranged from technical hiccups to some more prominent problems, such as not being able to log on to group sessions or being locked out by the system.

Minor technical problems involved a slow system, not being able to see when someone was typing, unable to see homework assignments on the screen, and double messaging occurring. These problems were mentioned, but were interpreted as minor problems and a consequence of an online working environment:

*SOMETIMES IT TOOK LIKE A MINUTE OR SO BEFORE THE TEXT WOULD BE DISPLAYED OR THEN IT GOT STUCK OR WE WERE REMOVED FROM THE CHAT BOX. YES EVERY NOW AND THEN WE WOULD STRUGGLE A BIT.* [Participant 12]

Providers also described experiencing the same minor problems. The technical platform and responsibility related to the technical aspects were more numerous for the providers. They were responsible for all requirements to be met even before groups started online sessions.

**Research Aspects**

Participants were confronted with aspects such as a 6-month waiting list, randomization, extended follow-up, and questionnaires. It appeared that most participants understood there was a study linked to the Kopstoring course, but none of them could describe what the consequences were for them; regardless, patient information sheets were given to them by email, mail, and online:

*I did know there were more groups where you could be allocated to, but I did not know that there was a chance you would have to wait half a year.* [Participant 12]

Participants who were allocated to the waiting list believed they had to wait because the group was full. This explained why most participants expressed no strong negative experiences toward the research components. In some cases, the waiting list was experienced as problematic, although most participants accepted the waiting period:

*YES, THERE WAS ONE GROUP AND I WAS Hoping I could start right away, but unfortunately no. I had to wait half a year. That was really annoying. I needed help at that particular moment.* [Participant 8]

Most of the participants indicated altruism as the main reason for participating in the study, although others participated because “It is part of the course”:

*I JUST HOPE THAT THERE ARE MORE Young adults who get this opportunity to participate in this kind of course...that here is research, because yeah I feel that there is too little for Kopp? (children of mentally ill or addicted parents, for those groups).* [Participant 9]

Participants provided feedback on the length of the questionnaires and some technical problems related to not being able to open links or links expiring due to waiting too long to fill out the questionnaire. From the interviewed Kopstoring participants, 2 persons had incomplete data; when asked why, there was no specific reason, but they said they forgot. In addition, some of the respondents mentioned the phrasing of some of the questions. They disliked the questions because they were too focused on the younger participants (students) living with their parent(s).

During the interviews, a couple reasons for the poor response rates were mentioned: laziness or forgetfulness and problems with parental informed consent in case of a minor.

Participants were asked to give online consent and written consent sent by post. Only one participant did not send back the informed consent papers and, therefore, was not a participant in the RCT. She explained that she forgot to send the forms back, whereas the other participants had clear motivations for participation in the study. Some minors sent back their informed consent papers, but not those of their parents, stating they did not wish their parents to know let alone sign a consent paper for participation in the study. Some minors found a way to let their parents sign.

**Providers**

For providers, the research aspects were proper barriers. The back office and technical interface changed so much with the migration to the study environment that the coordinator was forced to invest time into teaching herself the new system. Providers also pointed out that the inclusion of participants in the study would have been smoother if the research team had been more informed or had invested more time into the research aspects. It was forced to invest time into teaching herself the new system.

Providers also pointed out that the inclusion of participants in the study would have been smoother if the research team had invested more time into the research aspects. Providers also pointed out that the inclusion of participants in the study would have been smoother if the research team had listened to their advice concerning some of the requirements for study inclusion:

*WHAT I CONSIDER TO BE A REAL PITY IS THAT NOT ENOUGH weight is given to the advice of the professionals from the mental health institutions. *...Yeah, youngsters score incredibly high...if you are shocked by that as
a researcher...It doesn’t surprise or shock me anymore because I know that they score high, and I think it is very important to just reach out to these youngsters for participation in Kopstoring and motivate them to seek help. [Provider 1]

One other barrier mentioned was the frustration they had to deal with when a person was allocated to the waiting list control group. Providers explained, “It is the way it is when doing research but it remained sad you had to disappoint a person who needs help right there and right then.”

Every 3 weeks, a new group was started. In addition, due to the allocation of participants to the waiting list, the number of people in the groups was reduced. Starting with smaller groups was considered a disadvantage because it was difficult to reach the full potential of the course.

Regardless of these barriers, providers were determined to reach the target number of participants for inclusion in the RCT. Their motivation was based on several stimulating factors. One provider explained that her opinion about the value of the product made her enthusiastic to provide the course and help with inclusion in the study:

I think you are enthusiastic if you see the value of research. That will lead to results and, surely, I hope the results are good. You also notice that participants have very positive experiences and so you feel you are working/providing a good product, so I think it matters a lot and the fact that it is studied, I only cheer for that. [Provider 4]

Also, the interest and engagement of the researcher played a role in the delivery of the Kopstoring course and the willingness to help:

I enjoyed that you (researcher) were present at all meetings and gave an update on how the situation was and, yes, then we had an idea of what the situation was and that is what you are working towards. [Provider 2]

Providers explained there were barriers; despite these, they were able to work within the study parameters.

Discussion

Principal Results

To our knowledge, this study is the first evaluation of the experience of providers and participants with an online-delivered prevention course for offspring at risk. Therefore, this study differentiates itself from existing international literature and provides new information. The few process evaluations performed to assess experiences with online programs focus on online treatment, programs for somatic diseases, or and/or an adult patient population. The findings of this study give insight into the experiences of participants and providers of an online prevention course called Kopstoring. It sheds some light on experience with as well as barriers and facilitating factors of online delivery. It elaborates on the expectations and experiences of both participants and providers. Analyses showed similar experiences for the 2 groups despite their different perspectives.

The main lesson learned from participants lies in their assessment of the course content and the barriers and facilitating factors for participating and adhering to an online course. The online aspect and anonymity proved to be important as well as their autonomy to decide to participate without interference from anyone else. In the Netherlands and some other countries, minors (participants younger than 18 years) need to provide the research team with written consent and their parent’s consent for participating in a scientific study. This ignores the fact that minors can receive treatment (which is being assessed) of any kind from the age of 16 years without parental consent. Youth are considered capable of making an informed decision about treatment; however, for a scientific study we doubt their ability to make an independent and informed choice [19]. This subject was brought up even by participants older than 18 years who said that if they had to provide parental consent, they would probably not have participated. They explained that we cannot expect them to ask their parents for consent when they are the root of their problems. There is a strong need to rethink the policy concerning consent in the case of interventions for vulnerable populations and interventions with a high level of anonymity (mostly online interventions). This statement endorses the debate in the literature questioning when a minor should be considered capable to give informed consent and therefore protect his/her anonymity [20,21]. Despite the differences in consent procedure for minors, no substantial differences between minors and participants older than 18 years are reported in this study.

The lesson learned from the providers of the Kopstoring course lies partly in their professional assessment of the content of the course, but mainly in the experience with providing online courses and the barriers and facilitating factors to provide the Kopstoring course. Analyses showed that providers of online interventions in RCTs might feel ignored and may experience a gap between the research team and providers, even though the provider has many years of experience with providing online interventions in this target population. This implies that there is a need for closer collaboration with providers, and perhaps even with the target population, when designing such interventions and accompanying studies [22,23]. Collaborating with stakeholders could have led to other research questions, methods, and the use of other questionnaires more suitable for the target population.

The current situation in the Netherlands for children in need of mental health care is unsettling. This study could not have taken place in a more inconvenient time and political setting than it actually did. In the same period the RCT was running, political decisions forced youth mental health care out of the hands of mental health institutions and made it subsequently a part of the local municipalities. Even if the results of cost-effectiveness studies, such as the Kopstoring RCT, show positive results, online interventions may not be provided due to the complex financial structure and lack of responsible bodies to finance online interventions. This also shows that implementation and implementation research in the Netherlands, but very likely in other similar countries, is nearly impossible for these types of intervention.
Limitations of the Study

There are several factors that could be considered to influence the findings of this study. The first is the number of interviews performed. One can question whether the small number of providers interviewed is sufficient to provide a complete overview of the ongoing issues. However, we do believe that providers who cooperated gave a lot of information about the Kopstoring course and the delivery of the course. We remained with only 9 providers who provided more than one course and were totally informed about every research detail. Therefore, we believe 4 providers were a good reflection of the 9 remaining providers and the group appeared to be homogeneous.

For the participants, there is a different reason for the low response rate (42 people were invited, 17 responded, and 13 were eventually interviewed; response rate: 13/42, 31%) for participating in this study. The target population appears to be extremely difficult to reach. As shown in the analyses, they wish their anonymity to be respected and feel “safe” in an online environment and not face-to-face or on the phone. In addition, a feeling of shame and guilt regarding their problems blocks them from sharing their experiences with a researcher. Despite this, the majority of the participants were enthusiastic about the online prevention course and potential bias might occur with this. It is possible that youth with negative experiences with the course or research were not willing to be interviewed. Additionally, due to the sensitivity of this problem and the fact that the parents are involved, youth might find it difficult to speak about this with a third party (ie, might feel like “airing their dirty laundry” in public). However, for both participants and providers, repetition in the interviews showed a level of saturation.

A second limitation relates to the generalizability of the findings. It is noticeable that an overwhelming majority of Kopstoring participants, participating in the underlying RCT and this process evaluation, were female. This is probably not a good reflection of an open population, assuming there are an almost equal number of boys who have a mentally ill parent as there are girls. This leaves questions about generalizability unanswered. In addition, questions have been raised such as “are the findings useful in a similar online context, but with a different underlying intervention?” and “are the findings the same when comparing the online course to a similar face-to-face group?” It appeared that several factors added up; the online aspect, age, anonymity, and sensitive problems and anonymity lead to barriers doing research within this vulnerable group. The results of this study focus on youth with parents with mental illness or addiction problems. Despite these factors, some general elements can be identified that are useful in other online settings, such as the aspect of anonymity, consent, and practical issues.

Conclusions

Online support for offspring of parents with mental illness or addiction problems is considered effective by the participants. There are not many RCTs performed to assess the effectiveness and cost-effectiveness of online prevention programs in the field of mental health care [24]. Consequently, there are not many process evaluations of these online prevention programs performed. This hampers comparison between online programs and process of delivery and expectations. In addition, a face-to-face group is set up differently in structure and has fewer participants; therefore, it is difficult to use it in comparison to an online program. In this respect, this study is unique and sheds some light on experiences and barriers for online provision of a prevention course in the field of mental health care.

The barriers for online provision of this health intervention are minimal, but the ones that exist lie in the technical sphere. Barriers for online research are multiple and touch on different aspects, such as informed consent, anonymity, lack of time, or just lack of interest. The findings of this study may explain partly why there are substantial dropout rates when delivering online interventions. The experiences of participants and providers of the Kopstoring course give valuable insights into the process of the online provision and study of Kopstoring.
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Abstract

Background: Young adult smokers are a challenging group to engage in smoking cessation interventions. With wide reach and engagement among users, Facebook offers opportunity to engage young people in socially supportive communities for quitting smoking and sustaining abstinence.

Objective: We developed and tested initial efficacy, engagement, and acceptability of the Tobacco Status Project, a smoking cessation intervention for young adults delivered within Facebook.

Methods: The intervention was based on the US Public Health Service Clinical Practice Guidelines and the Transtheoretical Model and enrolled participants into study-run 3-month secret Facebook groups matched on readiness to quit smoking. Cigarette smokers (N=79) aged 18-25, who used Facebook on most days, were recruited via Facebook. All participants received the intervention and were randomized to one of three monetary incentive groups tied to engagement (commenting in groups). Assessments were completed at baseline, 3-, 6-, and 12-months follow-up. Analyses examined retention, smoking outcomes over 12 months (7-day point prevalence abstinence, ≥50% reduction in cigarettes smoked, quit attempts and strategies used, readiness to quit), engagement, and satisfaction with the intervention.

Results: Retention was 82% (65/79) at 6 months and 72% (57/79) at 12 months. From baseline to 12-months follow-up, there was a significant increase in the proportion prepared to quit (10/79, 13%; 36/79, 46%, P<.001). Over a third (28/79, 35%) reduced their cigarette consumption by 50% or greater, and 66% (52/79) made at least one 24-hour quit attempt during the study. In an intent-to-treat analysis, 13% (10/79) self-reported 7-day abstinence (6/79, 8% verified biochemically) at 12-months follow-up. In their quit attempts, 11% (9/79) used a nicotine replacement therapy approved by the Food and Drug Administration, while 18% (14/79) used an electronic nicotine delivery system to quit (eg, electronic cigarette). A majority (48/79, 61%) commented on at least one Facebook post, with more commenting among those with biochemically verified abstinence at 3 months (P=.036) and those randomized to receive a personal monetary incentive (P=.015). Over a third of participants (28/79, 35%) reported reading most or all of the Facebook posts. Highest acceptability ratings of the intervention were for post ease (57/79, 72%) and thinking about what they read (52/79, 66%); 71% (56/79) recommended the program to others. Only 5 participants attended the optional cognitive-behavioral counseling sessions, though their attendance was high (6/7 sessions overall) and the sessions were rated as easy to understand, useful, and helpful (all 90-100% agreed).

Conclusions: A Facebook quit smoking intervention is attractive and feasible to deliver, and early efficacy data are encouraging. However, the 1.5-fold greater use of electronic cigarettes over nicotine replacement products for quitting is concerning.
KEYWORDS
smoking cessation; Facebook; social media; young adults

Introduction

Although the prevalence of cigarette smoking has declined among US adults since 1983, the smoking prevalence among young adults aged 18-25 years has remained stable, with past month cigarette use rates as high as 31% in 2013 [1]. Compared to other age groups, young adults are less likely to use behavioral or pharmacotherapy interventions for smoking cessation [2], and studies of tobacco use have reported great challenges in recruiting young adults [3,4]. Reaching the US public health goal to reduce smoking prevalence to no higher than 12% by 2050 will require novel intervention approaches, enhancement of the effectiveness of existing treatments, and maximized reach and utilization of both.

Web-based social networks may serve as a solution to the problems of reach and engagement in smoking cessation interventions for young adults. Social networks, including those developed through online social media, play a role in onset and perpetuation of smoking behavior [5,6]. Patterns of social interactions through online smoking cessation forums have characterized ways that social networks can influence smoking cessation through social support, including by offering encouragement and emotional support, stories, congratulations, “thank you” messages, giving practical advice and tips, and discussing nicotine replacement therapy [7,8]. With wide reach and engagement among users, social media tools offer phenomenal opportunity to use social interactions to engage young people in behavior change interventions and to foster socially supportive communities for quitting smoking and sustaining abstinence.

With use continuing to increase annually, Facebook remains the most widely used social media tool and the second most popular website in the United States [9] with over 156 million US users as of January 2015 [10]. With 87% of US online young adults having a Facebook account and 70% of those accessing it daily [11], there is promise to use this platform to deliver public health intervention programs to young people.

Previous evaluations using Facebook to change health risk behavior have shown feasibility as measured by participant engagement and satisfaction [12-20]. However, trials examining social media interventions have shown limited or no effects on health behavior change (eg, physical activity) [21]. As applied to smoking, the BIO smoking cessation campaign for young adults in Canada, incorporating a website, smartphone app, and Facebook features, resulted in greater 7-day and 30-day reported quit rates than referral to a smokers’ helpline at 3-month follow-up [22]. Research is needed to determine whether Facebook alone can be used as an intervention tool for smoking cessation, whether abstinence can be biochemically verified, and whether abstinence rates can be maintained over 1 year.

In a mixed-methods study, we previously [23] examined 570 young adults’ receptivity to using Facebook to quit smoking, and 31% reported they would want to get help to quit smoking using Facebook. Interest in using Facebook to quit was greater among those more motivated to quit, who had made a quit attempt in the past year, and had previously used the Internet for assistance with a quit attempt. In qualitative interviews, social support and convenience were identified as strengths of a Facebook intervention, while privacy was the main issue of concern. It was determined that an intervention delivered through Facebook should be tailored to readiness to quit smoking and should deliver evidence-based content to groups of smokers who can support one another, while maintaining privacy from larger Facebook social networks.

While retention in social media intervention studies is promising, engagement may not be high enough to promote and sustain behavior change. Given that engagement in Web interventions influences efficacy [24], and social media is fraught with some of the same engagement concerns as online interventions with large drop-offs in participation among users [25], engagement is of utmost importance in designing this type of intervention. The use of monetary incentives is successful in recruiting participants to randomized clinical trials [26] and in yielding short-term abstinence to substance use [27]; however, the use of incentives to increase engagement in social media behavior change intervention has yet to be evaluated. What type of incentive intervention works best with young adults in a Facebook intervention is an empirical question. Monetary incentives have been effective in other settings, but it is also possible that donation would be a motivator for engagement in a health behavior intervention, especially for those with high amounts of trait altruism, an intrinsic motivator [28].

Herein, we describe feasibility of the Tobacco Status Project, a Facebook smoking cessation intervention for young adults in the United States. The intervention was tailored to readiness to quit smoking; therefore, participants did not have to want to quit smoking to participate. Goals of this trial were to examine feasibility and initial efficacy of the intervention, including participant characteristics, retention, intervention characteristics (eg, number of groups formed, size of groups), smoking outcomes over 12 months (7-day point prevalence abstinence, ≥50% reduction in cigarettes smoked, quit attempts and strategies used, readiness to quit), engagement, and satisfaction with the intervention. To inform best practices for engagement in a larger trial, we also compared incentive conditions contingent upon daily commenting to the study. Participants could either receive a personal incentive or an incentive for a possible that donation would be a motivator for engagement in a health behavior intervention, especially for those with high amounts of trait altruism.

Methods

Participants and Recruitment

Participants were aged 18-25, English literate, and had smoked ≥100 cigarettes in their lifetime, currently smoked at least 3
days per week (consistent with the definition of smoking used in the National Health Interview Survey) [29], and used Facebook at least 4 days per week. Participants had to have access to technology that could take and send an online picture for verification of tobacco abstinence with a study mailed saliva cotinine test.

Recruitment efforts included a paid Facebook ad campaign conducted between June and August 2013 with details reported previously [30]. Advertisements invited participants to a secure, confidential online survey to evaluate eligibility and, for those eligible, informed consent to participate in the intervention. Online consent questions were used to confirm understanding of study procedures. Consented participants were asked to send proof of identity either by emailing a copy of a photo ID with birth date or by “friending” the study on Facebook to determine age.

Study Design
After completing an online baseline assessment, all participants were assigned to “secret” Facebook groups tailored to their stage of change for quitting smoking (precontemplation, contemplation, preparation) [31,32]. As per Facebook privacy options for groups, only study administrators and group members knew the existence of “secret” groups, members of the group, or any member activity. This was distinct from a “public” group, in which anyone could join and actions were public, or a “closed” group, in which anyone could ask to join or be invited and existenceMEMBERSHIP was not private. More information about the differences between group types on Facebook is described in Facebook’s Help Center [33]. Secret groups were chosen based on mixed-methods formative work with young adults suggesting that privacy was an important consideration that would likely affect participation in a Facebook smoking cessation intervention [23]. A stage-matched group began 2 weeks after the first participant was assigned so that no group member was kept waiting longer than 2 weeks to start the intervention; thus, group sizes varied. The intervention was delivered daily for 90 days. During the intervention, participants’ stage of change was assessed monthly and if they had advanced, they were invited to join a later stage group. As this was a feasibility evaluation, participants could join the later stage group, remain in their original group, or add a second group and participate in two. We assessed program use and acceptance at intervention end (3-month follow-up), and smoking outcomes at 3, 6, and 12 months. Participants were contacted by email and Facebook to complete online follow-up assessments and compensated for each assessment with US $20 gift cards to their choice of national retailer (eg, Amazon, Best Buy) and an additional US $20 gift card if all four assessments were completed for a total possible compensation of US $100.

Intervention Description
Secret Groups
All participants received access to a secret Facebook group tailored to their stage of change: Precontemplation: “Not Ready to Quit”; Contemplation: “Thinking About Quitting”; or Preparation: “Getting Ready to Quit.” Participants were invited to participate in the secret group on Facebook. All groups received daily Facebook postings for 90 days tailored to their stage of change and consistent with US Clinical Practice Guidelines for Treating Tobacco Use and Dependence [34]. Those in the “Not Ready to Quit” groups received messages incorporating the 5Rs (relevance, risks, rewards, roadblocks, repetition) [35,36]; core Motivational Interviewing techniques of expressing empathy, rolling with resistance, supporting self-efficacy, and developing discrepancy [35,37-41]; and Transtheoretical Model strategies of increasing the pros of quitting, raising consciousness about quitting smoking, and environmental opportunities to quit smoking (eg, clean indoor air laws) [42]. “Thinking About Quitting” group posts emphasized decreasing the cons of smoking, and environmental re-evaluation (identifying negative effects of smoking on others and positive effects of change). “Getting ready to quit” posts focused on self-liberation (eg, making a commitment to quit), stimulus control (eg, removing smoking paraphernalia from the home), and counter conditioning (eg, engaging in alternative behaviors). The posts used a mix of imagery, text, and Facebook poll formats.

Ask the Doctor Sessions
In all groups, regardless of stage of change, weekly interactive sessions were conducted with the first author, during which participants could ask any questions related to smoking or quitting. All sessions included a post introducing the live, hour-long interactive session, and invited participants to share any questions or issues that they wanted to discuss regarding smoking or quitting. These sessions were not formally scripted to allow for participant-guided content. Responses to posts incorporated motivational interviewing in all groups, especially useful for younger smokers and those with low motivation to quit smoking [40,43] and cognitive behavioral counseling techniques for those ready to quit, recommended by US Clinical Practice Guidelines [34]. Initially, sessions were conducted at the same time each week based on participants’ reports of when they were most likely to use Facebook. As the intervention progressed, session times varied. Sessions were scheduled and run through the secret groups.

Cognitive Behavioral Therapy Cessation Sessions
At any time during the intervention through the 12-month follow-up, participants could opt to participate in 7 sessions of group cognitive behavioral therapy (CBT) counseling delivered through Facebook chat with the first author. Interest was assessed through secret groups, and interested participants were scheduled for an initial session with the first author. The initial session was designed to help participants set a quit date and make a specific quit plan. Participants were then assigned to a CBT group based on availability of other interested participants (not necessarily in the same secret group) and asked to attend weekly sessions through Facebook chat. At the weekly time, the counselor invited all group members to a private chat session through Facebook’s group chat feature. Content for sessions was scripted and adapted for social media delivery from a manual developed by Brown et al [40]. Sessions included text and images designed to be pasted into chat sessions by the counselor along with ad hoc responses to session-specific content. Topics in the six group sessions included (1) Preparing
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for Quitting; (2) Celebrating Cessation, Addressing Withdrawal & High-Risk Situations; (3) Getting Support and Asserting One’s Needs; (4) Managing Mood and Stress; (5) Living Healthy: Exercise, Food, and Substance Use; and (6) Maintaining Motivation, Graduation, and Looking Forward.

Although not directly available through the study, information was given about nicotine replacement therapy and medication for smoking cessation to all groups through posts, Ask the Doctor sessions, and CBT counseling sessions.

**Intervention Engagement Incentives**

Participants were able to interact with the intervention by “liking” or commenting on intervention posts, in Ask the Doctor sessions, or to make original posts or comment on other members’ posts. In a three-group design, we tested the utility of using incentives (none, personal, altruistic) to encourage intervention engagement. All participants were randomized to one of three incentive conditions: (1) Personal incentive: Participants were told that a US $50 gift card would be emailed if they commented on all 90 posts to their Facebook secret group by the end of the 90-day intervention period; (2) Altruistic incentive: A US $50 gift card to be donated to a charitable organization of their choice through the “justgive” website if they commented on all 90 posts; or (3) No incentive. This design was used to balance maximizing engagement (commenting on all 90 posts) with staff burden of counting all comments to Facebook group only once (at the end of the intervention period). Incentive condition was evaluated in relation to “likes” and comments, as well as 3-month abstinence. Incentive group was not hypothesized to have an effect on longer-term abstinence.

Upon completion of the intervention, data from secret groups (all likes and comments) were extracted from Facebook through the Facebook application programming interface.

**Measures**

All measures were administered online using Qualtrics. Qualtrics is a secure, online, Health Insurance Portability and Accountability Act (HIPAA) compliant survey software that transmits data to and from secure, firewalled data centers using Transport Layer Security encryption, the successor to Secure Sockets Layer encryption. Secure access is available to all faculty and staff at the University of California, San Francisco.

**Demographics**

At baseline, we assessed age, gender, race/ethnicity, household income, years of education, college enrollment, and employment.

**Smoking**

A Smoking Questionnaire [44] assessed average number of cigarettes smoked per day, and days smoking per week, total cigarettes smoked in the past week, age of initiation of smoking, years of smoking, and presence of past year quit attempt (y/n). Participants’ future smoking goals were assessed using one item with 7 response options, categorized into 3 categories: (1) no goal, (2) controlled or reduced smoking, and (3) abstinence [45]. Time to first cigarette upon waking (<30 min or >30 min) measured dependence [46]. The Smoking Stages of Change Questionnaire [31] was administered at baseline, 3, 6, and 12 months.

The primary outcome was tobacco abstinence, assessed and verified at 3, 6, and 12 months as the number of cigarettes smoked in the past week (even a puff; 7-day abstinence) or use of any form of tobacco. Consensus guidelines recommend use of 7-day point prevalence abstinence in cessation induction studies with smokers unmotivated to quit, who will be quitting at different time points in a trial (ie, cessation induction trials) [47]. Those reporting “no smoking in the past 7 days” were sent by mail a semiquantitative NicAlert saliva cotinine test kit with instructions to send two photos to research staff: one showing the participant putting saliva into a single collection tube and a second of the results. Cotinine levels of 30 ng/mL or less verified abstinence.

Secondary outcomes of interest were proportion of respondents reporting 50% or greater reduction in the number of cigarettes smoked in the past 7 days between baseline and 3 months, 6 months, and 12 months, and percentage of participants reporting a 24-hour smoking quit attempt during the study as well as the number of quit attempts reported. We also assessed strategies participants used to aid cessation attempts at 3, 6, and 12 months, including cessation medication or counseling (other than our intervention), or electronic nicotine delivery systems (ENDS). Any use over the 12-month study was determined (y/n) for each strategy.

**Engagement**

Engagement was examined by quantifying the number of “likes” and comments made during the intervention period. Engagement in the CBT counseling was assessed as the number of participants who opted for CBT sessions and the mean number of sessions they attended.

**Program Acceptance/Likability**

At intervention end (3 months), an 8-item questionnaire assessed participant reaction to the Facebook group (postings and “The Dr. Is In” sessions) and each CBT session, measured on a 4-point scale from “strongly disagree” to “strongly agree.” Proportions of those reporting “agree” or “strongly agree” were computed for each item.

**Altruism**

Altruism was measured using a hypothetical version of the Dictator Game, often used in economics experiments, in which participants are given an endowment and must choose the amount to allocate to themselves and how much to another person. In our version, participants were granted US $10 and asked to consider keeping it or sending any portion of it in $1 increments, to another anonymous person [48,49]. The amount sent was regarded as a measure of other-regarding or altruism (scored between 0 [least altruistic] and 10 [most altruistic]). See **Multimedia Appendix 1** for the measure used.

**Analyses**

Descriptive statistics characterized the sample at baseline, evaluated the number of completed assessments at 3, 6, and 12 months, and characterized the intervention (number and size of groups, number of participants changing or leaving groups, proportion of those reporting “agree” or “strongly agree” were computed for each item.)
number of participants opting to attend CBT sessions). Primary and secondary outcomes were assessed at 3, 6, and 12 months. Primary outcomes were 7-day point prevalence abstinence and biochemically verified abstinence. Secondary outcomes of interest were the proportion that made at least one 24-hour quit attempt, calculated for each time period, and for the entire 12-month follow-up period. Use of strategies to quit smoking between baseline and 12-month follow-up was summarized and predictors of strategy use were analyzed with logistic regression analyses. Wilcoxon signed rank tests compared past 7-day cigarettes smoked between baseline and each follow-up. Bowker’s test for change in a repeated categorical measures evaluated stage of change transitions between baseline and 3 months, 3 and 6 months, and 6 and 12 months (3 models). To evaluate engagement, total number of “likes” and comments to Facebook groups over 3 months were tallied. Due to skew, the non-parametric Kruskal-Wallace analysis of variance (ANOVA) evaluated comments to the Facebook groups by baseline stage of change. Mann-Whitney U tests compared comments for those with biochemical-verification of abstinence at 3 months to those non-abstinent. Kruskal-Wallace tests evaluated the effect of incentive condition (personal, altruistic, no incentive) on comments to the Facebook group, in both the full sample and only those who made at least one comment to the group to address highly skewed data. Within the altruism incentive group, Kendall’s tau test indexed trait altruism by comments. Kendall’s tau test also indexed incentive condition by 3-month reported abstinence and biochemically verified abstinence. Usability and satisfaction with the intervention were evaluated by tallying the proportion of users answering “agree” or “disagree” to each item on the usability measure.

**Results**

Of the 586 respondents who met criteria to participate, 39.2% (230/586) signed online consent, 19.3% (113/586) verified identify online, and 13.5% (79/586) completed a baseline assessment and were assigned to a Facebook group (Figure 1).

**Baseline Demographic and Smoking Characteristics**

The 79 enrolled participants who completed a baseline assessment, on average, were 20.8 years old (SD 2.1) and primarily male (63/79, 80%) and non-Hispanic white (63/79, 80%). Seventeen percent (13/79) identified as sexual minority (lesbian, gay, or bisexual). About one quarter (22/79, 28%) had a household income >US $60,000. Average years of education was 12.4 (SD 2.0); 38% (30/79) were currently enrolled in school and 56% (44/79) were currently employed; and 43% (34/79) lived with their parents. Three quarters (59/79, 75%) were daily smokers, smoking 11.5 cigarettes per day on average (SD 8.3). Only a minority (8/79, 10%) of participants reported an abstinence smoking goal, 60% (47/79) reported a reduction goal, and 30% (24/79) reported no goal. More than half (41/79, 52%) of participants smoked within 30 minutes of waking. Participants smoked their first cigarette at age 14.2 years (SD 3.4), started smoking regularly at age 16.3 (SD 2.8), and had smoked for 2.7 years (SD 0.7) on average. Over half (45/79, 57%) had made at least one smoking quit attempt in the past year.

**Retention**

Follow-up completion was 76% (60/79) at 3 months, 82% (65/79) at 6 months, and 72% (57/79) at 12 months with no difference in 3-month retention by incentive condition ($\chi^2_{2,79}=.31, P=.855$).

**Intervention Characteristics**

Seven Facebook secret groups were created of varying sizes (two “Not Ready to Quit,” three “Thinking About Quitting,” and two “Getting Ready to Quit”; group size range 6-22). During the 90-day intervention period, 5% (4/79) of participants opted to change to a later stage group; 8% (6/79) of participants left their Facebook group completely at some point during the 3-month intervention period (3 precontemplation, 3 contemplation). Several participants (5/79, 6%) entered into CBT treatment, with one group made up of 3 participants, and 2 participants with individual treatments due to lack of other participants for groups. Participants attended 6 of 7 CBT chat sessions on average.

**Primary Smoking Outcome**

Assuming missing=missing (ie, complete case analysis), reported 7-day point prevalence abstinence was 12% (9/79), 22% (17/79), and 18% (14/79) at 3-, 6-, and 12-months follow-up (see Figure 2). Assuming those lost to follow-up were smoking (ie, missing=smoking), 7-day point prevalence abstinence was 9% (7/79), 18% (14/79), and 13% (10/79) at 3-, 6-, and 12-months follow-up. At each time point, cotinine-verified abstinence was confirmed with approximately half of those reporting abstinence.
Figure 1. Participant flow chart through a Facebook smoking cessation intervention. Those assessed for eligibility who were not counted as “excluded” left the survey too early to determine why they were ineligible (participants were randomized to incentive groups as follows: 24% Personal; 28% Altruistic; 48% None).
Secondary Smoking Outcomes

Quit Attempts, Cessation Aids, and Smoking Reduction
Between baseline and 12-month follow-up, 66% (52/79) of the sample reported at least one purposeful quit attempt lasting at least 24 hours: 46% (36/79) at 3 months, 40% (32/79) at 6 months, 39% (31/79) at 12 months. During the 12 months, in addition to support through the Tobacco Status Project, 11% (9/79) of participants used a nicotine replacement therapy approved by the Food and Drug Administration (5% nicotine gum, 5% nicotine patch, 1% nicotine inhaler), and 18% (14/79) reported using an electronic nicotine delivery system (ENDS) to help them quit smoking. Almost half (38/79, 48%) reported reducing the number of cigarettes smoked by 50% or greater from baseline to 3 and 6 months, and 35% (28/79) reduced at least 50% from baseline to 12 months.

Transitions in Stage of Change
More participants were in preparation or action at intervention-end (3-month follow-up; 32/79, 40%) than at baseline (10/79, 13%; Bowker’s $X^2_{1}=66.7, P<.001$). At 6 months, more participants were quit or ready to quit (37/79, 47%) than at 3 months (32/79, 40%; Bowker’s $X^2_{1}=66.7, P<.001$). Transitions from 6-12 months (36/79, 46% ready to quit) were not significant (Bowker’s $X^2_{1}=5.03, P=.754$).

Engagement
Number of Likes and Comments
Half of participants (40/79, 51%) “liked” at least one study-related post on the Facebook group. The median number of “likes” per person among those 40 participants was 4.0: interquartile range (IQR) 5.5; range 1-73. Almost two-thirds of participants (48/79, 61%) commented on at least one post. Two participants commented on all 90 daily postings. The median number of comments per person among those who posted or commented was 12.0 (IQR 19.5; range 1-78). Volume of commenting did not significantly differ by group, showing Precontemplation: median 0 (IQR 11); Contemplation: median 4.5 (IQR 10.8); Preparation: median 9.5 (IQR 30.5); $U=5.06, P=.080$. With the full sample, comment volume was not significantly related to biochemically verified abstinence status at 3 months ($U=417.5, P=.103$). Yet among those who commented at least once (n=48), volume of commenting was significantly greater among those who quit (median 49) compared to those who did not: median 8.0 (IQR 15.0); $U=115.50, P=.036$. Comment count was not significantly related to reduction of cigarettes smoked by 50% or greater, having made a quit attempt during the study period, or readiness to quit smoking at the 12-month follow-up.

Incentive Effects
For the full sample (N=79), there was no significant difference among incentive conditions on number of comments made to Facebook groups: personal median 8 (IQR 19); altruistic median 2 (IQR 6); no incentive median 2.5 (IQR 11.8); $X^2_{2,79}=0.35, P=.749$. Among those who commented at least once (48/79, 61%), those in the personal incentive condition made more comments than those in the other two conditions: personal median 16 (IQR 24); altruistic median 5.5 (IQR 12.3); no incentive median 7 (IQR 12); $X^2_{2,79}=8.44, P=.015$. There was no significant relationship between altruism and comments within the altruistic incentive group ($P=.99$). There were no difference by incentive condition on reported 3-month abstinence rates ($X^2_{2,60}=3.17, P=.205$) or biochemically verified 3-month abstinence ($X^2_{2,60}=1.80, P=.406$).

Usability and Satisfaction With Intervention
More than a third of participants (62/79, 35%) reported reading most or all of the Facebook posts, and 24% (19/79) read most or all of “The Dr. Is In” sessions (Figure 3). Highest ratings...
were for post ease (57/79, 72%), thinking about what they read (52/79, 66%), and would recommend the program to others (56/79, 71%). Among the 22 CBT counseling sessions rated by 5 participants, all were rated as easy to understand, providing sound advice, and would recommend the program to others; 90% (20/22) of sessions were rated helpful; 90% (20/22) referred to material after the session; and 82% (18/22) of sessions had information that participants later used to make a behavior change (Figure 4).

Figure 3. Proportion of respondents reporting they “agree” or “strongly agree” with statements about their Facebook group for a Facebook smoking cessation intervention (N=62).
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Figure 4. Proportion of “agree” or “strongly agree” reports about 7 cognitive-behavioral counseling sessions for a Facebook smoking cessation intervention (22 session reports).

![Usability Ratings: Counseling Sessions](image2)

Discussion

Principal Findings

In our pilot investigation, a novel Facebook-integrated smoking cessation intervention was found to be likable and feasible to deliver to young adults who smoke cigarettes. Early efficacy data are encouraging and support further investigation. Retention also was good, especially for a digital health intervention, though it dropped off for those in preparation at 12 months. Unknown is whether the loss to follow-up was related to quitting or relapsing. This was the smallest group, hence, the values are less stable and more subject to variability. The low sample size in this group could have led to less engagement with the intervention, subsequently leading to a lower desire to participate in follow-up surveys. However, usability data did not differ across readiness to quit groups. A trial with a sample size to support larger groups of those ready to quit is warranted.

Reported and biochemically verified abstinence increased from 3 months to 6 months and then declined slightly at 12 months, while biochemically verified abstinence was flat between 6 and 12 months. Previous trials testing the efficacy of stage-tailored interventions for smoking cessation and other health risk behaviors have found increased abstinence rates over 24 months with repeated exposure to treatment across 1 year (eg, [50]). Participants had access to Facebook groups and all associated materials over the 12-month trial; however, extending the active intervention phase (daily postings) past 3 months, or having “booster” postings over time, may enhance the efficacy of the intervention at 12 months.

Monetary incentives increased intervention uptake, but only for those who had some level of engagement (ie, commented at least once during the 3-month intervention). Further, engagement was related to abstinence only among those who commented at least once. For those motivated to engage, monetary incentives...
appear to be an important adjunct to a health behavior change intervention and could translate to behavior change. Monetary incentives have been identified as a main motivator for participation in online mental health interventions [51]. For smoking cessation interventions with young people, incentives have been associated with lower retention [52]. In our study, we tied a single monetary incentive (US $50) to commenting on all daily posts for 90 days. Findings suggest that a personal incentive was more effective than one in which participants provided it to others regardless of trait altruism. A more frequent incentive (eg, weekly) may further increase participation. Future studies should test various incentive schemes for engagement, balance incentives across participants and stages of change, and be powered to test the effects of groups to better determine the strategies most effective to increase engagement and for whom.

Participation in CBT counseling was relatively low, yet attendance among those who elected to receive CBT was high (6 of 7 sessions were attended on average). Conducting counseling sessions through Facebook chat was thought to provide a more personal connection. To maximize engagement, however, these sessions could be offered in a more open format than invited chat sessions, perhaps through the stage tailored groups to which all intervention participants were assigned. This would allow for those motivated to engage to do so and allow others to still view session material (eg, handouts, tip sheets, interactions between other participants and study counselors). Additionally, allowing participants to move between groups in response to an increasing stage of change was not used by many and potentially may undermine the social support generated from participating in a single group; thus, this strategy should likely not be used in the future.

Our feasibility study found that two-thirds of all Facebook intervention participants and one third of participants in the Precontemplation stage of change undertook one or more quit attempts, with each participant making at least one attempt reporting more than four on average. These findings are in line with results from daily assessments [53] and speak to the dynamic nature of the smoking cessation process and to the fact that many smokers need multiple quit attempts in order to attain smoking abstinence. However, although we used a standard definition of quit attempts (24 hours of purposeful abstinence), our inclusion of non-daily smokers could have led to overreporting of non-smoking days as quit attempts, although the assessment made clear that the definition included only purposeful attempts to quit smoking. Trying to quit without assistance other than the Tobacco Status Project intervention was much more popular than using a cessation aid such as medication among young adults. This is congruent with previous studies among young adults [54] and adolescents [55] and highlights the need to incorporate evidence-based treatment into media that are widely accessed by young people such as Facebook. Electronic cigarettes were used more frequently as a cessation aid than nicotine replacement therapy, even though clear evidence for their effectiveness is still lacking [56,57] and their use was not recommended in the intervention. Young adults may have strong expectations for the effectiveness of electronic cigarettes as a smoking cessation strategy [58]. Given the widespread marketing of these products online to young adults [59], the high use in our sample is not surprising.

We tested a novel method of collecting biochemical verification of tobacco abstinence by mailing participants saliva cotinine test strips and asking them to send back pictures of test results. Incentives for assessment completion were not given until proof was sent. This strategy was successful for about half of those reporting abstinence at 3-, 6-, and 12-month assessments. Of the 13 cases for which we were unable to obtain biochemical verification of abstinence at any time point, 6 were unreachable, 1 had technical difficulties preventing transmission of verification data (photos), 1 had difficulty completing the test at home and results were seen as inconclusive, and 5 were not sent test kits due to errors in survey programming on the study end. This piloting of methods was valuable for informing quality control in our future efforts. Overall success with completing the biochemical procedure at home once test kits were sent was promising, and our strategy shows that validation measures are possible in an environment where information is increasingly easy to send as data (eg, through a smartphone). Notably, we did not have trouble recruiting young people into the study despite knowledge that the trial would ask for biochemical verification of abstinence, as has been a concern of others [60,61].

Limitations

With a goal of determining feasibility and initial efficacy, this study was not adequately powered to fully test many of the relationships examined here. A larger, 2-group randomized trial powered to detect effects on primary outcomes and differences among incentive or motivation groups is warranted. Further, Facebook is a dynamic environment where design issues become out-of-date quickly. Potential changes to user agreements mean that researchers must be vigilant about privacy and confidentiality when working in this medium. Formative work with our target population indicated that young adult smokers were ashamed of smoking in many cases and wanted to keep the study involvement private from their larger Facebook social network [23]. This suggested the intervention should be conducted within the context of Facebook secret groups where only study administrators and group members have knowledge of their existence. Investigators then watched Facebook’s privacy practices to ensure that this did not change; if so, we would have considered a different context in which to run groups.

Another limitation is the general lack of sample diversity. In contrast to other online interventions in the United States or Canada that show a majority of female participants [62,63], our sample was primarily male. This was a surprise, given that a larger proportion of American women online use Facebook than men (77% vs 66%) [64]. There was no direct targeting of participants by gender in the Facebook advertising campaign, as one goal of this feasibility study was to determine the characteristics of participants who would enroll. Strategies are needed to recruit more female and ethnic minority participants. Facebook targeting can be used to place ads in locations...
including states and cities where more ethnic minority smokers reside. Advertising images can be used to target women and non-white smokers. Bull et al [65] recruited a large proportion of non-white participants into a Facebook sexual health intervention using respondent-driven sampling. Using a strategy to recruit “seed” participants and friends in their (real-world) social networks could generate samples that are diverse with respect to gender, ethnicity, and sexual orientation.

Conclusions
Harnessing the popularity of social media to treat tobacco use in young adults holds great potential considering the overwhelming numbers using this medium daily. Focused on young adult smokers, a challenging group to engage, our study’s high retention and usability ratings suggest the Facebook quit smoking intervention is attractive and feasible to deliver. Early efficacy data are encouraging and support further investigation in a larger sample with a randomized design.
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Abstract

Background: The prevalence of physical chronic or long-term conditions in adolescents aged 10-24 years is rising. Mobile phone and tablet mobile technologies featuring software program apps are widely used by these adolescents and their healthy peers for social networking or gaming. Apps are also used in health care to support personal condition management and they have considerable potential in this context. There is a growing body of literature on app use in health contexts, thereby making a systematic review of their effectiveness very timely.

Objective: To systematically review the literature on the effectiveness of mobile apps designed to support adolescents’ management of their chronic or long-term conditions.

Methods: We conducted a review of the English-language literature published since 2003 in five relevant bibliographical databases using key search terms. Two independent reviewers screened titles and abstracts using data extraction and quality assessment tools.

Results: The search returned 1120 hits. Of the 19 eligible full-text papers, four met our review criteria, reporting one pilot randomized controlled trial and three pretest/post-test studies. Samples ranged from 4 to 18 participants, with a combined sample of 46 participants. The apps reported were targeted at type 1 diabetes, asthma, and cancer. Two papers provided data for calculating effect size. Heterogeneity in terms of study design, reported outcomes, follow-up times, participants’ ages, and health conditions prevented meta-analyses. There was variation in whether adolescents received guidance in using the app or were solely responsible for navigating the app. Three studies reported some level of patient involvement in app design, development, and/or evaluation. Health professional involvement in the modelling stages of apps was reported in all studies, although it was not always clear whether specific clinical (as opposed to academic) expertise in working with adolescents was represented. The dearth of studies...
and the small overall sample size emphasizes the need for future studies of the development, evaluation, use, and effectiveness of mobile apps to support adolescents’ personal management of their conditions.

**Conclusions:** A key finding of the review is the paucity of evidence-based apps that exist, in contrast to the thousands of apps available on the app market that are not evidence-based or user or professional informed. Although we aimed to assess the effectiveness of apps, the dearth of studies meeting our criteria meant that we were unable to be conclusive in this regard. Based on the available evidence, apps may be considered feasible health interventions, but more studies involving larger sample sizes, and with patient and health professional input at all stages, are needed to determine apps’ acceptability and effectiveness. This review provides valuable findings and paves the way for future rigorous development and evaluation of health apps for adolescents with chronic or long-term conditions.

(J Med Internet Res 2015;17(12):e287) doi:10.2196/jmir.5043
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adolescents; asthma; mobile or tablet apps; arthritis; cancer; chronic disease or condition; diabetes; long-term condition; personal or self-management; review; young people

**Introduction**

**Adolescents With Physical Long-Term or Chronic Conditions**

Globally, the pattern of illness in young people or adolescents aged 10-24 years (hereafter referred to as adolescents) has shifted from acute to long-term or chronic conditions (hereafter referred to as chronic). A chronic condition in this age group is a health condition that at the time of diagnosis is predicted to last longer than 3 months [1]. At least 15% of adolescents aged 11-15 years report having been diagnosed with a chronic medical illness or disability [2]. Survival rates for this group have improved due to better screening, earlier detection, and improvements in the delivery of specialized care [1,3,4]. However, there is growing evidence to suggest that young people with chronic conditions have distinct health needs when compared to other groups [4,5].

Effective support from the health sector is therefore paramount, especially during the transition from pediatric to adult health services, and particularly if adult services are not young-person friendly [6]. This process of health transition as young people grow up requires them to develop clinical skills and knowledge in order to ultimately take responsibility for, and competently manage, their personal health care where appropriate [4,7-9]. Delivering safe and timely health care that is accessible and responsive, confidential, and targeted channels of communication and alerts.

Contemporaneous reports indicate that utilizing modern mobile electronic technologies in health interventions for young people [11-13] may be a suitable way to address self, shared, or joint care in a manner that is resource efficient.

Significant declines in treatment adherence have been observed during adolescence and the transition from pediatric to adult-centered health services [14]. Education interventions alone are insufficient to promote adherence, but outcomes could be enhanced by adding the following behavioral interventions: monitoring and goal setting, reinforcing medication taking with rewards, contingency contracting, problem solving, and linking medication taking with established routines [15,16]. However, the reported treatment effects are small and reflect the methodological limitations of the included studies and the need to re-examine the delivery and mechanisms of adherence-promoting interventions.

In a recent commentary, Wu and Hommel [17] describe current and potential technologies, such as short message service (SMS) text messaging, mobile phone apps, electronic monitors of adherence, and illness-specific medical devices, to promote pediatric adherence to prescribed medical regimens. The uses reported include the following: delivering and collecting information, facilitating communication between patients and professionals, social networking, capturing real-time data, monitoring bodily functions, automated feedback, guidance and clinical alerts, and smart decision-making tools. However, despite the significant potential and increased use of mobile technologies, to our knowledge there has not been a synthesis of studies reporting on their effectiveness in the management of physical chronic health conditions in adolescents.

**Mobile Phone and Tablet Apps to Support Chronic Condition Management**

Personal management of chronic physical conditions involves five core skills: problem solving, decision making, resource utilization, forming patient-health professional relationships, and taking action [18]. Apps can support these skills through knowledge development and by providing and collecting information in an accessible, convenient, and interactive way. Mobile phones and tablets form the new generation of mobile electronic devices, different to previous generations in that they are a consumer product as opposed to primarily a business product [19]. Mobile phones and tablets can function with custom software programs called apps, which technologically allow the development of condition-specific and patient-tailored software. These are personal devices, adapted by the user to reflect their specific needs, thus allowing for adaptive, responsive, confidential, and targeted channels of communication and alerts.

A review of the effectiveness of mobile health technology-based health behavior change or disease management interventions...
for adults found that only six of the 49 interventions used apps and none of these involved adolescents [12]. Another review of mobile phone interventions for management of chronic disease in 18-73-year-olds [20] found few mobile apps and recommended that more be developed. In the Italian health care Android market the majority of apps were designed for health care professionals [21]. Since the potential of mobile technologies in personal health care is significant, a growing body of literature on the use of apps to support patients’ management of chronic conditions is emerging.

Mobile apps are widely accepted by adolescents living in today’s technology-rich environment. In the United Kingdom for instance, children and adolescents aged 5-15 years are frequent users of mobile technologies. Indeed, 62% of 12-15-year-olds own a mobile phone, and the use of tablet computers by 5-15-year-olds tripled between 2012 and 2013 with 42% using tablets in 2013 [19]; these upward trends are expected to continue. Mobile technologies offer new opportunities to engage adolescents in personal health care [4] but are not without their challenges.

In 2013, the UK National Health Service (NHS) Commissioning Board unveiled a library of NHS-reviewed health apps [22]. Although the review focused on clinical safety rather than clinical effectiveness, it acknowledged that the computing capability contained within mobile technologies offers a legitimate platform for medical and public health practice. However, the Institute of Medical Science (IMS) Institute of Healthcare Informatics (IMS Health) [23] reported that the lack of evidence regarding the effectiveness of mobile apps acts as a barrier to physicians prescribing them. The IMS identified a pressing need for credible evidence of the value of health apps, which in many cases are being used without a thorough understanding of their associated risks and benefits, or a rigorous, evidence-based approach to their development and evaluation [24].

Yet despite increased use and the significant potential of these technologies for adolescents with chronic conditions, to our knowledge a synthesis of studies of their effectiveness in this population has not been undertaken. This systematic review of the evidence is, therefore, timely as it aimed to assess the effectiveness of mobile phone and tablet apps for adolescents’ personal management of chronic conditions. In this review, young people are defined as those aged 10-24 years (as defined by the World Health Organization [WHO] [25]) who are undergoing key elements of development, particularly brain development, which continues until the early 20s [5,25,26]. This is arguably a crucial time for the introduction of interventions that promote shared and self-management skills and knowledge, and for the development of both health-promoting as well as health-risk behaviors. The review protocol was published previously in JMIR Research Protocols [27], but key details are reiterated here for new readers.

**Methods**

**The Systematic Review**

This systematic review aimed to synthesize the evidence on mobile phone and tablet apps. The methodology adhered to that described in the Cochrane Handbook for Systematic Reviews of Intervention [28] and complies with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines [29]. This review was registered with the international prospective register of systematic reviews (PROSPERO) (CRD42014015418) [30].

**Search Strategy**

Eligible studies were identified through a comprehensive literature search of the following five bibliographical databases: MEDLINE, the Cumulative Index to Nursing and Allied Health Literature (CINAHL), Embase, PsycINFO, and the Web of Science. The search strategy, which was developed in consultation with an information scientist, used standardized indexed search terms and free-text terms that relate to the following three key concepts: (1) adolescents, (2) physical chronic conditions, and (3) mobile technology. The search included British and North American terms and spellings. The search strategy was initially devised in MEDLINE and then adapted to the other databases. The Web of Science did not employ any indexed search terms and the other databases did not employ them in a standardized fashion. Free-text terms were used consistently throughout. In addition to testing search sensitivity, journals associated with the most retrieved citations were hand searched from 2009 to 2014, thus decreasing the likelihood of missing relevant studies. The identification of any studies additional to those we had identified from hand searching allowed us to comment on the rigor of the search strategy and the quality of indexing in the bibliographic databases mentioned above. This is a particularly useful strategy in this relatively new domain of mobile technology. Also, due to the emerging nature of mobile technology, the search included conference abstracts published in peer-reviewed journals, and authors were contacted requesting additional related published or unpublished work.

**Screening and Selection Criteria**

**Overview**

Initially, all papers were independently scrutinized by two reviewers (MR, AH) using a screening tool that outlined the study inclusion criteria (see Textbox 1). The 782 articles that met this criteria were then divided between two teams of two reviewers—Team 1: MR, VS and Team 2: AH, DF—who further scrutinized the abstracts using the same screening tool. Whenever disagreement in interpretation arose within one team, the other team was asked to consult the relevant materials to enable a discussion until a consensus between both teams was reached, thereby minimizing bias in the interpretation of findings. Team meetings were held regularly to discuss any complications or challenges.

**Inclusion Criteria**

Criteria for included studies are shown in Textbox 1.

---

---
The Cochrane Collaboration excludes nonrandomized controlled trials due to their greater bias, but because this is a relatively new area, we included studies of various designs to systematically collect an overview of the current evidence.

**Exclusion Criteria**

While international literature was included, non-English-language publications and studies that focused on adolescents with mental health problems, learning disabilities, and/or cognitive impairment were excluded due to resource limitations. Interventions using mobile phone technology only in the context of delivering/receiving text messages or phone calls were also excluded. Given the review focus, the technology context was considered key so we applied a publication start date of 2003. This is the year when 3G networks, which provided the bandwidth required to support advanced mobile Internet apps, were launched in the United Kingdom [31]. By January 2007, 147 wideband code-division multiple access (WCDMA)—the standard found in 3G mobile telecommunications—network operators were delivering commercial services to over 100 million subscribers in 67 countries on all continents [32].

**Data Extraction**

For every included study, two reviewers extracted relevant data independently. A tool based on the data extraction template for Cochrane reviews [33] was developed to facilitate consistent data extraction and prevent important information from being overlooked. Any discrepancies between reviewers were resolved by discussion with the wider research team. Where required, authors were contacted for clarification or additional information. Completed electronic extraction sheets were kept as part of the audit trail, should they be required at a later stage to enable data checking.

**Quality Assessment**

The evidence and quality of the papers included in the systematic review were assessed using the Effective Public Health Practice Project (EPHPP) quality assessment tool [34,35]. This method requires a review team with at least one member having methodological expertise, and two members with subject expertise; the team for this review met these criteria. The tool involves six component rating domains: selection bias, study design, confounders, blinding, data collection methods, and withdrawals and dropouts. As with the data extraction stage, each study was scored independently by two reviewers, and any disagreements were resolved through discussion with the wider team.

**Data Synthesis and Inter-rater Reliability**

Except where indicated, extracted data from the papers were analyzed using IBM SPSS Statistics version 22.0 (IBM Corp). For each paper, inter-rater reliability was estimated for each of the domains, the total score, and the final grade of the EPHPP. Following Armijo-Olivo et al [35], agreement for each domain and the final grade before consensus was estimated using Cohen’s unweighted kappa statistic (κ) [36]. Values were interpreted using the criteria of Altman [36]: κ>0.80 was interpreted as very good, 0.61-0.80 good, 0.41-0.60 moderate, 0.21-0.40 fair, and ≤0.20 poor agreement. Because the scores for each domain and the final grade were ordinal (1=strong, 2=moderate, 3=weak), Cohen’s weighted kappa was also estimated [36].

Data extraction disagreements were also used to interpret weighted kappa. Values of the ICC were interpreted using the criteria of Altman: ICC≥0.75 was interpreted as excellent, 0.60-0.74 good, 0.40-0.59 fair-to-moderate, and ≤0.40 poor agreement. Fleiss and Cohen [38] demonstrated the equivalence of weighted kappa and the ICC, so these criteria were also used to interpret weighted kappa.

**Results**

**Study Selection**

The combined electronic searches identified 1120 records. Of these, 338 records were removed after accounting for duplicates, leaving 782 records for further consideration. Out of the 782 titles and abstracts that were then screened to test eligibility using the PICOS screening tool (population or participant, intervention or indicator, comparator or control, outcome, and study design), 19 full-text papers were potentially eligible for inclusion. Many of the excluded papers reported observational, noncontrolled studies that did not focus on the population or intervention of interest.

Seven of the 19 studies included from the title and abstract screen were abstracts from conference presentations; a search...
was undertaken to find the full paper of each abstract, failing which the corresponding author was contacted. For two of the seven conference papers, we found subsequent publications [39,40]. We contacted the remaining five authors; three responded with information that meant we were able to exclude their work from the review, and two did not respond meaning their abstracts were also excluded as the full paper was unavailable for consideration in the review. Of the 19 full-text papers considered for eligibility, four papers were assessed as suitable for the full review. Multimedia Appendix 1 lists the respective reasons for excluding the remaining 15 papers [40-54]. Figure 1 illustrates the PRISMA flowchart representing the study selection process. Further hand searching of the Journal of Medical Internet Research from 2009 to 2014 did not identify any additional studies.

**Characteristics of Included Studies**

**Overview**

The four included studies described four different apps addressing the needs of adolescents with different chronic conditions: type 1 diabetes [55,56], asthma [39], and cancer [57]. The commonality among all apps studied was that they aimed to support the adolescent in the medical management of their physical condition. Table 1 provides an overview of the four studies. Three of the studies were pretest/post-test designs with no control group [39,55,56] and one was a pilot RCT [57], which used a variety of measurements [58-60]. Two of the studies were conducted in North America [39,55] and two in Western Europe [56,57]. All of the studies recruited adolescents from secondary health care, and follow-up times ranged from 2 to 12 weeks. Based on the data provided, it is not possible to comment on mean age, gender, or ethnicity of the overall sample. The sample sizes ranged from 4 to 18 participants, with a combined total sample of 46 participants. Since the included
papers were reporting on feasibility studies with small sample sizes, generalizability of the findings cannot be commented on.

Aldiss et al evaluated the Advanced Symptom Management System (ASyMS) which utilizes mobile phone technology to monitor chemotherapy-related symptoms and promote self-care [57]. This system was first developed with an adult cancer population but Aldiss et al are using a three-phased approach to adapt it for use by adolescents (or young people) with cancer (ASyMS-YG). Phase 1 had involved adolescents identifying the symptoms to be assessed; in Phase 2 adolescents tested the symptom report system, and adolescents’, parents’, and professionals’ perceptions of ASyMS-YG were ascertained [61,62]. The paper included in this review reports on Phase 3 in which the system was developed further in preparation for an RCT. Aldiss et al evaluated it with a group of adolescents with cancer, asking them to complete the ASyMS questionnaire once a day for 14 days during a cycle of chemotherapy.

### Table 1. Characteristics of the included studies.

<table>
<thead>
<tr>
<th>Study</th>
<th>Country</th>
<th>SS(^a), n</th>
<th>Measurements</th>
<th>ID(^b), weeks</th>
<th>Age (years), mean (range)</th>
<th>Study design</th>
<th>Cond.(^d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aldiss et al [57]</td>
<td>UK</td>
<td>4</td>
<td>Pediatric Quality of Life Inventory Cancer Module Teen Report Form [58] The Life Situation Scale for Adolescents (LSS-A) [59]</td>
<td>N/A(^e)</td>
<td>(13-15)</td>
<td>Pilot RCT(^f)</td>
<td>Cancer</td>
</tr>
<tr>
<td>Burbank et al [39]</td>
<td>USA</td>
<td>18</td>
<td>Perceptions of Technology Questionnaire Self-efficacy questionnaire Asthma Control Test</td>
<td>2 0</td>
<td>13.5 (12-17)</td>
<td>Feasibility pretest/post-test</td>
<td>Asthma</td>
</tr>
<tr>
<td>Cafazzo et al [55]</td>
<td>Canada</td>
<td>12</td>
<td>Self-care inventory Diabetes Family Responsibility Questionnaire Diabetes QOL Instrument for Youth</td>
<td>14.9</td>
<td>(12-16)</td>
<td>Pretest/post-test (mixed method)</td>
<td>Type 1 diabetes</td>
</tr>
<tr>
<td>Frøisland et al [56]</td>
<td>Norway</td>
<td>12</td>
<td>HbA1c(^h) Knowledge test score, before and after the intervention System Usability Scale after the intervention</td>
<td>16.2</td>
<td>(13-19)</td>
<td>Pretest/post-test (mixed method)</td>
<td>Type 1 diabetes</td>
</tr>
</tbody>
</table>

\(^a\)SS: sample size.
\(^b\)ID: intervention duration.
\(^c\)F: female.
\(^d\)Cond.: condition.
\(^e\)N/A: not applicable (information not reported or stated).
\(^f\)RCT: randomized controlled trial.
\(^g\)QOL: quality of life.
\(^h\)HbA1c: hemoglobin A1c (glycated hemoglobin).

In light of the national asthma education program recommendation for a written asthma action plan (AAP) for all patients with asthma, and in recognition that few studies demonstrating acceptance of phone-based self-monitoring have taken place in rural and medically underserved US regions, Burbank et al tested a mobile AAP mobile phone app for adolescents with persistent asthma in Arkansas [39]. The app was designed to help self-monitoring by recording behaviors as well as prompting positive behaviors by providing immediate feedback on data entered.

Cafazzo et al [55] designed an mHealth intervention for the management of type 1 diabetes in adolescents that aimed to increase the frequency of daily blood glucose readings and to assist with self-care behaviors, establishing the use of technology to improve glycemic control among adolescents as a long-term objective [55]. Addressing the adolescent’s need for fast, discrete transfer of blood glucose data, this team developed the bluglu adapter to facilitate automated data transfers (via Bluetooth) from a glucometer to an iPhone or iPad touch device running the bant app; the app then analyzes the data to facilitate feedback to the adolescents in real time. Actions were rewarded with iTunes and apps, which introduced the notion of gamification to this intervention. During a 12-week evaluation, 20 diabetic adolescents aged 12-16 years were supplied with the bant app, glucometer, and bluglu. The outcome measure was the average daily frequency of blood glucose measurement during the pilot compared with the preceding 12 weeks. Finally, Frøisland et al [56] tested adolescents’ experiences with a diabetes diary known as Diamob, which recorded data before a mandatory consultation.
with a health professional to discuss the app and reflect on its recordings.

**Effect Sizes**

Where possible, Cohen’s $d$ statistic [63] was calculated as an intention-to-treat effect size for outcome measures in each paper following Donker et al [64]. The one study that was a randomized controlled trial [57] did not report any quantitative results as only 3 of the 4 participants completed the trial. The only papers where estimation of effect sizes was possible were pretest/post-test designs, so Cohen’s $d$ was calculated for each measure as mean post-test score minus mean pretest score divided by the pooled standard deviation [65]. While this approach does not take into account the repeated nature of the data, the alternative approach to divide the mean difference by the standard deviation of the difference score [65] requires statistical information that is not routinely published. The analysis in one paper [39] was nonparametric, but the authors did not explain why; descriptive statistics for outcomes were reported as medians and interquartile ranges, which were insufficient for reliable estimation of Cohen’s $d$. Cohen’s $d$ was estimated for the remaining two papers using a Microsoft Excel spreadsheet from Missouri State University [66]. Cohen’s $d$ was interpreted using Cohen’s own criteria [63]: 0.80 was interpreted as large, 0.50 as medium, and 0.20 as small.

Cafazzo et al recruited adolescents aged 12-16 years who were diagnosed with type 1 diabetes for more than 1 year, were receiving care at one clinic for at least 6 months, had a hemoglobin A1c (HbA1c) level between 8 and 10%, and were able to communicate in English [55]. Frøisland et al recruited 13-19-year-olds who were diagnosed with type 1 diabetes for more than 1 year, were receiving care at one of two pediatric clinics, and had an HbA1c level of less than 10% [56]. Aldiss et al [57] and Burbank et al [39] did not provide information regarding participant selection and inclusion criteria other than their selection of adolescents with the named chronic condition.

**The Interventions**

All four apps focused on management of a chronic condition. Cafazzo et al’s [55] and Frøisland et al’s [56] apps for type 1 diabetes management focused on increasing the number of blood glucose readings. Burbank et al developed an app outlining an AAP to improve asthma management [39]. These three apps can be seen as aids to prevent deterioration of the respective conditions, and in this sense are different from the app delivered by Aldiss et al, which was oriented toward recovery and improved chemotherapy experience [57]. As this difference in delivery time in terms of the different stages in the care pathway demonstrates, the apps described in the included papers address the needs of adolescents with various conditions. These conditions have similarities as well as notable differences. Moreover, there is heterogeneity in the content and delivery of these apps.

There was variation in whether apps were delivered as a stand-alone resource or whether they were used alongside other components of a medical intervention. Burbank et al [39] and Cafazzo et al [55] delivered the app as a stand-alone resource. In the case of the app developed by Aldiss et al, hospital-based nurses were alerted if there was cause for concern; adolescents could also make phone calls to the hospital if they wished [57]. The Frøisland et al study involved a consultation with a health professional midway through the intervention period to give the adolescent an opportunity to discuss and reflect on their use of the app [56].

There was also variation in whether adolescents received guidance in using the app or whether they were solely responsible for navigating the app. Aldiss et al [57] and Burbank et al [39] delivered their apps so that adolescents had sole responsibility in their navigation. Cafazzo et al [55] and Frøisland et al [56] spoke of the adolescents receiving initial training in using the app and the model of mobile phone that would be used in the intervention. The studies also differed in regard to reporting a primary outcome measure; Aldiss et al included six psychometric measures, although they did not identify a primary outcome measure [57]. Cafazzo et al described their primary outcome as an increased frequency of daily blood glucose readings [55]. Frøisland et al simply listed outcomes in the following order: HbA1c, system usability, and asthma knowledge [56]. Burbank et al listed the following outcomes: usage and satisfaction rates, asthma control test, and asthma self-efficacy [39]. One app—developed by Cafazzo et al [55]—was underpinned by the concept of ecological momentary interventions [67], while the other apps were not theoretically driven.

**Quality Assessment**

Table 2 reports the score on the six individual quality assessment items as scored by the EPHPP tool [34].

<table>
<thead>
<tr>
<th>Quality assessment items</th>
<th>Study and quality assessment score$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Aldiss [57]</td>
</tr>
<tr>
<td></td>
<td>Burbank [39]</td>
</tr>
<tr>
<td></td>
<td>Cafazzo [55]</td>
</tr>
<tr>
<td></td>
<td>Frøisland [56]</td>
</tr>
<tr>
<td>Selection bias</td>
<td>Weak</td>
</tr>
<tr>
<td>Study design</td>
<td>Moderate</td>
</tr>
<tr>
<td>Confounders</td>
<td>Weak</td>
</tr>
<tr>
<td>Blinding</td>
<td>Moderate</td>
</tr>
<tr>
<td>Data collection method</td>
<td>Moderate</td>
</tr>
<tr>
<td>Withdrawals and dropouts</td>
<td>Moderate</td>
</tr>
</tbody>
</table>

$^a$Items were scored using the Effective Public Health Practice Project (EPHPP) quality assessment tool.
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Inter-rater Reliability

Across the four papers, there was moderate-to-good agreement between the raters on the domains of the EPHPP quality assessment tool, with agreement on 17 of the 24 domains (71% agreement; unweighted \( \kappa = .60 \), 95% CI .33-.87; weighted \( \kappa = .71 \), 95% CI .49-.93). There was excellent agreement on the total domain scores for the four papers (ICC = .83, 95% CI .17 to .99). The wide confidence intervals reflected the small number of papers assessed.

Effect Sizes

Only two papers provided data for calculating effect sizes and both featured mobile phone apps to help adolescents with type 1 diabetes. Both papers reported small sample sizes; Cafazzo et al [55] reported outcome data for 14-20 participants while Froisland et al [56] reported data for 11-12 participants, and as these were feasibility studies, they would not have been powered to detect statistical significance. Cafazzo et al reported means and standard deviations before and after their intervention for a wide range of outcome measures [55], but did not report standard deviations for their primary outcome of frequency of blood glucose measurement that showed a significant improvement (\( P = .006 \)), so it was not possible to estimate Cohen’s \( d \). The change in HbA1c level was numerically small—from 8.8 to 9.2—and nonsignificant, but the effect size was good (\( d = 0.46 \), \( P = .11 \)). They found no significant changes in dimensions of the Diabetes Self-Care Inventory and the effect sizes varied (adherence \( d = 0.11 \), blood glucose regulation \( d = 0.00 \), insulin and food regulation \( d = 0.12 \), and emergency preparedness \( d = 0.00 \)). For the only dimension where there was a near significant but sizeable improvement (exercise \( d = 0.56 \), \( P = .07 \)), Cafazzo et al attributed the improvement to a seasonal change from winter to spring as their intervention did not target exercise [55]. While they found no significant improvements in dimensions of the Diabetes Family Responsibility Questionnaire, the effect sizes were medium to large (caregiver’s perspective \( d = 0.69 \) and adolescent’s perspective \( d = 0.72 \)); however, the mean scores only changed by 0.1 point on a 3-point scale. They also found no significant changes in dimensions of the Diabetes Quality-of-Life Instrument for Youth, where the effect sizes were small or small to medium (impact of symptoms \( d = 0.36 \), impact of treatment \( d = 0.07 \), impact of activities \( d = 0.26 \), parent issues \( d = 0.16 \), worries about diabetes \( d = 0.30 \), and health perception \( d = 0.15 \)). Froisland et al reported means and standard deviations before and after their intervention for HbA1c levels and a knowledge test score [56]. Neither outcome showed a significant difference nor an effect size better than small (HbA1c mean before 8.3 [SD 0.9], mean after 8.1 [SD 0.9], \( d = 0.23 \), \( P = .38 \); knowledge test \( d = 0.04 \), \( P = .82 \)).

Patient and Public Involvement in the Included Studies

Since mobile phones and tablets as the new generation of mobile electronic devices are a consumer product with custom software programs called apps, it is perhaps especially important to take into account adolescents’ attitudes toward using apps developed to help manage their chronic conditions. While we know mobile apps in general are widely accepted by adolescents living in today’s technology-rich environment, we were interested to know whether adolescents had been involved in the development of apps included in this review that were aimed at them and their peers. Three of the four studies we reviewed reported some level of patient involvement in the design, development, and/or evaluation of the app (see Table 3). These three papers reported using qualitative research methods for informing the development of mobile apps for adolescents with cancer [57] and adolescents with type 1 diabetes mellitus [55,56].

Table 3. Involvement of adolescents and their families at different stages of mobile app design, development, and evaluation.

<table>
<thead>
<tr>
<th>Study</th>
<th>Involvement of adolescents and families at each stage</th>
<th>Development</th>
<th>Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aldiss et al [57]</td>
<td>Identified the symptoms to be assessed and addressed self-care advice</td>
<td>Tested the symptom report system</td>
<td>Reported perceptions of intervention and reviewed the self-care advice Procedures and technical systems were assessed</td>
</tr>
<tr>
<td>Burbank et al [39]</td>
<td>Not reported</td>
<td>Not reported</td>
<td>Not reported</td>
</tr>
<tr>
<td>Cafazzo et al [55]</td>
<td>Requirements were obtained through qualitative interviews and focus group sessions</td>
<td>Not reported</td>
<td>Not reported</td>
</tr>
<tr>
<td>Froisland et al [56]</td>
<td>Adolescents suggested improvements for a future app</td>
<td>Technical problems were reported, along with improvements of the existing app</td>
<td></td>
</tr>
</tbody>
</table>

Adolescents were important contributors in the development of ASyMS, an advanced symptom management system utilizing mobile phone technology for adolescents with cancer [57]. The authors reported that during Phase 1 development, adolescents’ contributions were essential in identifying which symptoms should be assessed via the ASyMS questionnaire. In Phase 2, adolescents tested the symptom report system. As the software progressed into Phase 3 development, adolescents aged 13-18 years who were receiving chemotherapy were involved in addressing and reviewing the self-care advice. Interestingly, these adolescents suggested improvements to the questionnaire by adding descriptive indicators to clarify specific aspects of the intervention; these had not been identified as areas for improvement by researchers.

Similarly, in Cafazzo et al’s pilot study [55], 6 adolescents and their parents informed the design and development of a mobile app to support adolescent self-management of type 1 diabetes.
Focus groups with adolescents and their parents revealed specific requirements that were expressed as four themes: the need for fast, discrete transactions; the role of data collection rather than decision making; overcoming decision-making inertia; and ad hoc information sharing. These opinions were incorporated into the prototype version of the app for testing.

Froisland et al. [56] also involved adolescents in the redesign and evaluation of a mobile visual learning intervention for adolescents with type 1 diabetes, whereby they provided guidance for further development of the mobile app. In addition, adolescents also suggested improvements for the existing app, with requests for additional functionality. The authors reported their intention to implement the adolescents’ suggestions when designing the next version of the app.

**Clinician Expert Involvement in the Included Studies**

Appropriate clinical expertise in the specific condition was evident in all four of the research teams, although it was not always clear whether specific clinical (as opposed to academic) expertise in working with adolescents was represented. Health professional involvement in the modelling stages was reported in three of the four studies [39,55,57]. The study by Aldiss et al. was exemplary in view of the meaningful involvement of both adolescents and professionals in the study; in particular, adolescents with specific expertise were involved in the modelling stages of development [57]. Although Cafazzo et al. conducted focus groups with health professionals in the modelling stages, no results were presented [55]. In the one study which reported theoretical underpinning [55], involvement of health professionals in translating this into the modelling stage was not reported. In the Froisland et al. paper, it is not clear whether the health professionals had any specific input into the app development [56]. However, the finding that the adolescents’ theoretical clinical knowledge was not altered after use of the app demonstrates that the intentions of the app use needs to be linked to a system of assessing its efficacy.

**Discussion**

**Principal Findings**

This review clearly demonstrates that despite the large number of health care apps in existence, the evidence base for their benefits for adolescents in personal management of their chronic physical health conditions is limited. The additional contextual challenge is that manufacturers are readily developing apps which are not based on empirical evidence [68]. Studies included in this review were all in the early proof-of-concept phase with few participants, meaning that assumptions about generalizability of the findings to the target population cannot be made. The findings reported are therefore preliminary and would need to be validated by larger-scale research. Comparisons between studies are also difficult as a result of the variability including the short and different follow-up times. While these studies alone do not provide high levels of evidence, they do provide valuable information that paves the way for other studies to inform future development and evaluation of complex app interventions [69].

**Adolescent-Specific Issues**

As increasing numbers of adolescents with chronic conditions have transferred to adult-centered care, significant declines in treatment adherence have been observed during adolescence and the transition period [70]. Using educational interventions alone to enhance medication adherence is insufficient, but the addition of behavioral elements, such as monitoring and goal setting, rewards, contingency contracting, problem solving, and linking medication taking with established routines, may enhance outcomes [15,71]. That said, the small treatment effects of recent adherence-promoting interventions reflect the need to re-examine their delivery, and the mechanisms of emotional, social, and family processes [72]. Adolescence is arguably a crucial time for the rigorous development, evaluation, and implementation of interventions that promote shared and self-management skills and knowledge, and for the promotion of healthy behaviors [73]. While it is widely recognized that communication technologies are important drivers in adolescent health [4], there are barriers to the use of mobile technologies by adolescents. These include the disparity of access to mobile devices and the potential for habituation, suggesting that the use of information technology (IT) to address health issues may be limited or even harmful to adolescents [74,75].

**Participatory Design**

Although these studies [39,55-57] support the view that engaging adolescents with chronic conditions has contributed to changes in mobile intervention design, the effects of involvement on accessibility and acceptability (ie, retention and use of mobile apps) was not examined. A consistent finding in this systematic review suggests that adolescents are engaged in helping to design mobile interventions; however, they may not have been actively involved as equal contributing partners in the entire research development and implementation process, as recommended by INVOLVE, the public involvement body funded by the UK National Institute for Health Research. INVOLVE suggests that involvement, engagement, and participation are often linked, and although they are distinct roles, they can indeed complement each other [76]. Examples of patient and public involvement in research include coapplicant responsibility on grants and research projects, involvement in identifying research priorities, membership of project steering groups, and undertaking interviews with research participants [77]. The meaningful involvement, engagement, and participation of adolescents and their families in the entire planning, development, and intervention of mobile apps is likely to contribute to more widely accepted and understood interventions by individuals living with chronic conditions in the future.

**Impact of Intervention on Parents, Carers, and Health Care Professionals**

Parents and carers also play a significant part in promoting the development of adolescents’ personal management skills in chronic conditions [78], but parents may be less confident than adolescents in using technology [79]. Furthermore, given that this is a relatively underdeveloped area of adolescent health services, it can be difficult for those health professionals who are themselves unfamiliar with mobile phone and tablet apps.
to engage effectively with adolescents via these media [80,81]; future research may consider alternative ways of engaging busy clinicians in research, such as telephone interviews [82].

None of the studies reviewed specifically considered the impact of the technology on parents and their role in the development of adolescents’ self-management skills. Similarly, although the mutual benefits of participatory design for both end users and developers were highlighted in the papers, there was little discussion about the implications of app usage on care delivery for health professionals. In one study, there was a mandatory consultation with a health professional to discuss the app [56]. Aldiss et al noted that involvement of professionals during the development process was “the first step in embedding the system into practice” [57] and without this, collaborative and focused clinical care is unlikely to improve despite technical advances and innovations. Expertise in working with adolescents in this area is essential because of the need to consider adolescents’ development in the context of chronic conditions, both in terms of clinical care and involvement in research. Training in adolescent health care is not yet universal so it may be difficult for those professionals who have unmet training needs in this area to engage effectively with adolescents via these media [83]. Addressing professional concerns will be important to ensure efficacy of such interventions, for example, Freisland et al [56] reported that before their study, the participating professionals expressed a fear that SMS text messaging would be overused, but these assumptions proved unfounded.

**Limitations**

Due to resource limitations, this review excluded mental health conditions and learning disabilities and was only able to consider the three common chronic physical conditions reported in the included studies—asthma, cancer, and diabetes. There is, however, emerging data in the area of mental health care, albeit not specifically targeting adolescents, reporting that the majority of existing apps for mental health care lack scientific evidence about their efficacy [64,84]. In future, therefore, it will be important to reflect on the use of apps for adolescents with other chronic physical, as well as mental health, conditions, as many of the issues facing these adolescents may be similar.

While we used a recognized tool to assess the quality of the four studies, it did not consider factors such as user and health professional involvement in intervention, yet these factors are recognized as being increasingly important in the development and evaluation of complex interventions.

The small evidence base identified by our review emphasizes the need for future high-quality, sophisticated trials in the area of app development for adolescents with chronic conditions, and the total sample size of 46 participants limits generalizability of the findings. The dearth of existing evidence prevented us from commenting on the effectiveness of mobile apps designed to support adolescents’ management of their physical conditions, as had been the objective at the outset. This in itself was an important finding and generated stimulating discussion around what the next step should be, from a multi-professional expert audience at an international conference where preliminary findings from this review were reported [85]. A clear recommendation from this work is the need for high-quality RCTs in this field. Given the paucity of papers meeting the criteria for this review, it will be valuable to repeat the review and refine its original objectives in 2-3 years when more evidence is likely to exist.

Our rationale for using the WHO definition of young people aged 10-24 years was based on the specific developmental implications of this age group, which differ considerably from those of younger children and older adults; this meant that papers which were otherwise potentially relevant needed to be excluded. For example, of the 19 full-text papers considered for eligibility, the age range of reported populations for some studies fell outside our predetermined definition. Where we were unable to extract specific data that related to 10-24-year-old participants, either from the papers themselves or by communication with the original authors, we excluded those studies from our analysis. While it is outside the scope of this review to return to the search stage and revise the inclusion and exclusion criteria, it is a consideration for a future review.

Information on adolescents who decline to take part in studies is of major importance in research with this age group, particularly as research nonrespondents have been reported to have poorer health outcomes than those who do respond. In addition, identified barriers to the use of mobile technologies by adolescents, including the disparity of access to mobile devices and the potential for habituation, suggest that the use of IT to address health issues may be limited or even harmful to adolescents [27,28]. None of the studies reviewed specifically considered these issues and it will be important for future studies to consider these factors, particularly in studies involving adults where habituation has already been highlighted as a potential limitation of individual apps [75]. Moreover, due to the lack of demographic details in the studies reviewed, comments regarding any gender differences in the use of apps are not possible. This is of interest in light of reports that adolescent females are more likely to access the Internet for health matters than adolescent males [74].

Recommendations from our systematic review emphasize the value of a multidisciplinary team enabling expert clinical and patient involvement in the app design, development, and evaluation stages, as well as the involvement of technological and research personnel. It is also recommended that future trials are based on sound theory and are tested across age groups (where appropriate, and while recognizing the different developmental stages of adolescence), gender, and ethnicity. Future work should also carefully consider which primary and secondary outcomes are important to assess, and the best medium- to long-term follow-up times in context of the longevity and persistence of any behavior change observed. Furthermore, it is anticipated that initially developing a robust, adolescent-friendly app in one condition may have the additional advantage of subsequent adaptability and/or transferability across other conditions.

**Conclusions**

In conclusion, a key finding of the review is the paucity of evidence-based apps that exist in contrast to the thousands of apps available on the app market that are not evidence-based or user and professional informed. Although we aimed to assess
the effectiveness of apps, the dearth of studies meeting our criteria meant that we were unable to be conclusive in this regard. This review provides valuable findings and paves the way for future rigorous development and evaluation of health apps for adolescents with chronic conditions. There remains a need for a phased approach to well-designed trials of mobile phone and tablet apps which resonate with the lives of adolescents, that can be feasibly transferred into real-life settings and which involve adolescents, parents, and health professionals in their design, development, and evaluation. Based on the available evidence, apps may be considered feasible health interventions, but more studies involving larger sample sizes, and with patient and health professional input at all stages, are needed to determine apps’ acceptability and effectiveness.
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Abstract

Background: High-quality, Web-based dietary assessment tools for children are needed to reduce cost and improve user-friendliness when studying children’s dietary practices.

Objective: To evaluate the first Web-based dietary assessment tool for children in Norway, the Web-based Food Record (WebFR), by comparing children’s true school lunch intake with recordings in the WebFR, using direct unobtrusive observation as the reference method.

Methods: A total of 117 children, 8-9 years, from Bærum, Norway, were recruited from September to December 2013. Children completed 4 days of recordings in the WebFR, with parental assistance, and were observed during school lunch in the same period by 3 observers. Interobserver reliability assessments were satisfactory. Match, omission, and intrusion rates were calculated to assess the quality of the recordings in the WebFR for different food categories, and for all foods combined. Logistic regression analyses were used to investigate whether body mass index (BMI), parental educational level, parental ethnicity or family structure were associated with having a “low match rate” (≤70%).

Results: Bread and milk were recorded with less bias than spreads, fruits, and vegetables. Mean (SD) for match, omission, and intrusion rates for all foods combined were 73% (27%), 27% (27%), and 19% (26%), respectively. Match rates were statistically significantly associated with parental educational level (low education 52% [32%] versus high 77% [24%], P=.008) and parental ethnicity (non-Norwegian 57% [28%] versus others 75% [26%], P=.04). Only parental ethnicity remained statistically significant in the logistic regression model, showing an adjusted odds ratio of 6.9 and a 95% confidence interval between 1.3 and 36.4.

Conclusions: Compared with other similar studies, our results indicate that the WebFR is in line with, or better than most of other similar tools, yet enhancements could further improve the WebFR.
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Introduction

High-quality dietary assessment tools are essential when studying children’s dietary practices. Traditional tools, such as food frequency questionnaires, 24-hour recalls, and food records, can be used to assess dietary intake [1-3]. In recent years, there has been a shift toward the use of Web-based dietary assessment tools among both adults and the younger age groups [4-6]; those aimed at children are mostly 24-hour recalls, or mixed methods combining food records and 24-hour recalls [7-12]. These new
types of digital dietary assessment methods are highly needed [3].

In comparison with paper-based dietary assessment tools, Web-based tools facilitate data handling and improve user-friendliness; they reduce the burden for both the participant and researcher and can enhance motivation [3,6]. Therefore, we have recently adapted the Danish Web-based Dietary Assessment Software for Children (WebDASC) [7] to Norwegian conditions and food culture to develop the Web-based Food Record (WebFR) for children and adolescents.

It is well established that assessment of dietary intake is associated with errors [13]. Furthermore, assessing children’s intake is especially challenging due to their limited cognitive abilities [14], and because they often need assistance from a caretaker [13]. Consequently, validating dietary assessment tools that target children is important [1].

Direct observation is considered to be an appropriate high-quality method for validation studies of dietary assessment tools, because it provides direct unbiased information regarding what is eaten [15,16]. Hence, we aimed to evaluate the accuracy of children’s school lunch entries in the first Web-based dietary assessment tool for children in Norway, the WebFR, using direct unobtrusive observation as the reference method.

Methods

Participants
All the 4th graders (8-9 years old) from 4 elementary schools in Bærum, the fifth most populated municipality in Norway and a suburb of the capital city, were invited through the schools from September to December 2013. Convenience sampling was used; selected schools were in a short travel distance for the observers and had a highly cooperative school administration. Verbal and written information was given at plenary school meetings and in school classes to parents/guardians and children, respectively. To be included in the study, children needed an Internet access at their home, and their parents/guardians needed access to email. The final sample consisted of 117 of the 196 invited children (59.7%). The study was conducted in accordance with the Declaration of Helsinki. The Regional Ethical Committee in the South East of Norway found the study to fall outside their remit. Approval from the Norwegian Social Science Data Services was obtained, in addition to child assent and written parental consent from all participants.

Design
The participants were instructed to record everything they ate and drank in the WebFR, for 4 consecutive days, including a weekend day. They were instructed to complete the recordings in the WebFR at home, with parental assistance, at the end of each recording day, after all meals were consumed. A practical demonstration was given at school in addition to written instructions on how to use the WebFR. During the days they recorded their diet, each child was observed once during school lunch. The children's weights and heights were also measured using standard procedures. After completing the study, the participants received a personal gift card with 2 cinema tickets.

The Web-Based Food Record
The WebFR is designed as a food record, yet including elements of a dietary recall, as recordings are completed by the end of each recording day. It is structured by meals with photos for portion-size assessments. It was adapted from the WebDASC by replacing its food lists with approximately 550 of the most commonly eaten foods and beverages in Norway, based on data from the latest Norwegian National Dietary Survey [17]. In addition, distinctive products designed for children (e.g., children’s yoghurt) were also included based on Norwegian sales statistics. The photo series included both new photos taken specifically for the purpose of the development of the WebFR and selected photo series from the WebDASC, which were found appropriate to exemplify foods in the WebFR food list. Experienced dietitians considered the appropriateness of all the portion sizes included in the WebFR. All text and audio files were translated and slightly altered. The design of the interface was also changed to some extent; yet, the basic structure and functions of the WebDASC remained untouched. When recording, the participant selects the items consumed for each meal from drop down lists, or by using a free text search field. For each item, the participant chooses the most appropriate picture from a photo series with 2-4 photos illustrating different portion sizes, and then selects the number of portions eaten (Figure 1). Some of the photo series serve as proxies for other food items (e.g., a glass of milk is illustrated by a glass of apple juice). When a food item is not found in the WebFR, it is possible to record it in an open field. A voice-assisted cartoon character guides the participant through the recordings. Prompts and pop-ups have been designed to ease recording in the WebFR and counter recall bias. Visuals of the WebFR are shown in Figure 1 and Multimedia Appendix 1.
Observations

The observer team included 1 registered dietician and 2 master’s students in nutrition. The observations were performed in classrooms in which the children ate their home-packed lunches during regular school days. Each child was observed one time, during the same period as when they were instructed to record data in the WebFR. Each observer monitored a maximum of 3 children at the same time in an unobtrusive manner (ie, avoiding interaction with the participants and blinding the observations for participants). The children were already familiar with the presence of the observers prior to the observations, through instructional sessions.

The observers used a standardized form to take notes during their observations. To ensure complete recordings, observers were present in the classroom from before the children started eating to until they all had stopped eating. Immediately after each observation session, the observers categorized all observed food items into categories and portion sizes that corresponded to the information in the WebFR, with the aid of tablets containing the lists of categories, items, and all photos found in the WebFR. When the observed foods were not found in the WebFR, the observers described the food item in detail in text and chose the food category and portion size they considered most appropriate for the specific food item. After completion of the data collection, the observer team determined what constituted matches, omissions, and intrusions, using a strict definition; that is, a match was considered a match only when the child and observer clearly described the same item.

Observer training prior to data collection was conducted over a period of 3 weeks, based on the training protocol by Richter et al [18]. Interobserver reliability (IOR), which was expressed as the proportion of agreeing observations between observer pairs, was assessed during the training period and continuously during data collection. The overall agreement of observed food items was 92%, ranging from 88% to 96% between the 3 observer pairs. Lower agreement was found for observed portion sizes, with an overall agreement of 81% and a range from 77% to 88% between observer pairs.
Variables

Variables for “matches,” “omissions,” and “intrusions” were created by comparing the observational data with the participants’ school lunch recordings in the WebFR. Matches are items that are both observed as eaten and recorded as eaten by the child; omissions are items that are observed as eaten but not recorded as eaten; and intrusions are items not observed as eaten, but recorded as eaten by the child.

Participants’ height and weight were measured according to standard procedures, without shoes and in light clothing, to the nearest millimeter and 0.1 kg, respectively, by trained personnel. A digital scale was used (TANITA TBF-300, Tanita Corporation, Tokyo, Japan), in the privacy of a separate room, for each participant. Age and sex-specific body mass index (ISO-BMI) cutoffs defining overweight and obesity among the study participants were applied [19].

Parents/guardians provided information in the written consent form regarding each participant’s sex and age, parental education level (low, intermediate, or high), parental ethnicity (at least one versus no parents/guardians of Norwegian origin), and family structure (mother and father of participant living in same household versus other).

Statistical Analyses

MS Excel (version 2010, Microsoft, Redmond, WA, USA) was used to create all the variables. IBM SPSS (version 21.0, 2012, IBM Corp, New York, NY, USA) was used in all analyses, with the exception of the bias-reduced logistic regression analysis, for which the statistical package R (version 3.0.1, 2013, The R Foundation for Statistical Computing, Vienna, Austria) was used.

Descriptive statistics for the observed food items, recorded food items, matches, omissions, and intrusions were performed. The rates of matches, omissions, and intrusions were calculated for each participant both for all food items combined and at the food item category level (eg, “fruit, berries,” “bread products”). Definitions of these variables are in accordance with previous definitions developed by Baxter et al [20], but without using weighted values, ie, all food items were given equal statistical weight, and thus equal importance, in this study. “Coinciding omissions and intrusions” were also calculated, that is, cases in which a participant has an omission that corresponds to an intrusion within the same food category and within the same meal (eg, “apple” omitted and “pear” intruded during the same school lunch). The portion sizes of the omitted and intruded food items were counted using 4 different categories as follows: extra small (XS), small (S), medium (M), and large (L), based on the available photo series in the WebFR. Unclear observations of food items or portion sizes were excluded from analyses, such as the amount of water consumed from an opaque drinking bottle.

Univariate analyses were conducted to find possible differences in the match rates, omission rates, and intrusion rates as continuous variables, for all foods combined, with regard to the following variables: sex, BMI category, parental educational level, parental ethnicity, and family structure. Parametric tests were used when appropriate. Because the omission rate is the inverse of the match rate (match rate=100 - omission rate), testing for the match rate was therefore equivalent to testing for the omission rate.

A log transformation of the match rate variable was conducted; nevertheless, the assumptions for doing a multivariate linear regression were not present. Hence, match rates were further recoded to a dichotomous variable, which was defined as either a “low match rate” (≤70%) or “high match rate” (>70%). Logistic regression analyses were used to investigate the association between participant characteristics and the quality of the recordings in the WebFR (ie, low versus high match rate). Because of low cell counts, Logistf (bias-reduced logistic regression, Firth correction) [21] was also conducted in the statistical package R to compare the results with those from the logistic regression. The reporting in this study is in line with the STROBE guidelines [22].

Results

The characteristics of the study sample are shown in Table 1. A total of 15 of 117 participants (12.8%) were overweight or obese. Furthermore, the parental education level was high among 77 of 111 children (69.4%), and a great majority had at least one parent/guardian of Norwegian origin.
Table 1. Characteristics of participants (N=117) in a validation study of a Web-based Food Record in Norway.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, years</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>13</td>
<td>11.1</td>
</tr>
<tr>
<td>9</td>
<td>104</td>
<td>88.9</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Girls</td>
<td>64</td>
<td>54.7</td>
</tr>
<tr>
<td>Boys</td>
<td>53</td>
<td>45.3</td>
</tr>
<tr>
<td>ISO-BMI cutoff categories</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal weight</td>
<td>102</td>
<td>87.2</td>
</tr>
<tr>
<td>Overweight or obese</td>
<td>15</td>
<td>12.8</td>
</tr>
<tr>
<td>Parental education level</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>12</td>
<td>10.8</td>
</tr>
<tr>
<td>Intermediate</td>
<td>22</td>
<td>19.8</td>
</tr>
<tr>
<td>High</td>
<td>77</td>
<td>69.4</td>
</tr>
<tr>
<td>Parental Ethnicity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>At least one parent/guardian of Norwegian origin</td>
<td>105</td>
<td>91.3</td>
</tr>
<tr>
<td>Both parents/guardians of ethnic origin other than Norwegian</td>
<td>10</td>
<td>8.7</td>
</tr>
<tr>
<td>Family Structure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mother and father of participant living in same household</td>
<td>87</td>
<td>78.4</td>
</tr>
<tr>
<td>Other</td>
<td>24</td>
<td>21.6</td>
</tr>
</tbody>
</table>

aInformation from 111 participants was available for “parental education level.” Complete information on both parents/guardians was available from 108 participants; the 3 cases with missing information from 1 parent/guardian were included in the table based on the 1 available parent/guardian's educational level.

bBoth parents/guardians' education was maximum high-school level.

cOne parent/guardian's education was maximum high-school level, and the second parent/guardian's education was at university-college or university level.

dBoth parents/guardians' education was at the university college or university level.

eInformation from 115 participants was available for “parental ethnicity.”

fInformation from 111 participants was available for “family structure.”

Table 2 shows omission rates and intrusion rates for all food items combined, and for categories of food items, listed in descending order from the most to the least frequently observed. The overall averages for the omission and intrusion rates were 27% and 19%, respectively. At the food category level, the average rates varied widely between categories; “bread products” and “milk” were both frequently eaten, and had the lowest omission rates at 5% and 6%, respectively. “Spreads” were eaten most frequently, but the degree of omissions was higher. Food items in the categories “fruit, berries” and “vegetables, salads” were the third and fourth most frequently eaten, also with a high degree of omissions. By contrast, “biscuits, buns, waffles, cakes, and candy” were eaten infrequently, but had the highest proportion of omissions (85%). For intrusions, “bread products” and “dinner leftovers” had the lowest rates, and “beverages, other” and “yogurt” the highest.
Table 2. Omission rate\(^a\) and intrusion rate\(^b\) within different food categories, listed in descending order from the most to the least frequently observed, for all 8- and 9-year old children (N=117) in a validation study of a Web-based Food Record in Norway.

<table>
<thead>
<tr>
<th>Category</th>
<th>Omission rate</th>
<th>Intrusion rate</th>
<th>Coinciding omissions and intrusions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>%</td>
<td>%</td>
<td>n (%)</td>
</tr>
<tr>
<td></td>
<td>Nd</td>
<td>Mean (SD)</td>
<td>Nd</td>
</tr>
<tr>
<td>All food items</td>
<td>117</td>
<td>27 (27)</td>
<td>117</td>
</tr>
<tr>
<td>Spreads</td>
<td>93</td>
<td>29 (43)</td>
<td>79</td>
</tr>
<tr>
<td>Bread products</td>
<td>95</td>
<td>5 (22)</td>
<td>97</td>
</tr>
<tr>
<td>Fruit, berries</td>
<td>42</td>
<td>39 (48)</td>
<td>36</td>
</tr>
<tr>
<td>Vegetables, salads</td>
<td>33</td>
<td>45 (49)</td>
<td>23</td>
</tr>
<tr>
<td>Milk</td>
<td>49</td>
<td>6 (24)</td>
<td>52</td>
</tr>
<tr>
<td>Beverages, other(^f)</td>
<td>44</td>
<td>18 (39)</td>
<td>62</td>
</tr>
<tr>
<td>Dinner leftovers</td>
<td>17</td>
<td>33 (43)</td>
<td>14</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>17</td>
<td>44 (50)</td>
<td>12</td>
</tr>
<tr>
<td>Biscuits, buns, waffles, cakes, and candy</td>
<td>12</td>
<td>85 (31)</td>
<td>4</td>
</tr>
<tr>
<td>Yogurt</td>
<td>11</td>
<td>64 (50)</td>
<td>9</td>
</tr>
</tbody>
</table>

\(^a\)Omission rate = omissions/observed eaten food items × 100 = omissions/(omissions + matches) × 100. Omission rates were calculated for each participant within the different food categories. Participants who were not observed eating foods within a certain category (eg, “fruit, berries”) were excluded from the analyses for this category, regardless of what was recorded eaten.

\(^b\)Intrusion rate = intrusions/recorded eaten food items × 100 = intrusions/(intrusions + matches) × 100. Intrusion rates were calculated for each participant within the different food categories. Participants who did not record eating foods within a certain category (eg, “fruit, berries”) were excluded from the analyses for this category, regardless of what was observed eaten.

\(^c\)Cases where a participant had an omission that corresponds to an intrusion, within the same food category and within the same meal. For example, “apple” omitted and “pear” intruded during the same school lunch. Formula used: coinciding omissions and intrusions/omissions × 100.

\(^d\)Number of participants included in analyses.

\(^e\)Number of food items included in analyses.

\(^f\)Of all intruded “beverages, other” 96% are drinking water.

In addition, Table 2 shows that 18 of all 136 omissions (13.2%) were “coinciding omissions and intrusions”; this proportion varied greatly within the different food item categories. Out of the small number of omissions in the “bread products” category, 3 out of 5 (60%) were coinciding omissions and intrusions, thus most of the omissions in this category were minor errors (eg, white bread replaced by whole grain bread). By contrast, the categories “spreads,” “fruit, berries,” and “vegetables, salads” had low proportions of coinciding omissions and intrusions, and thus most of the omissions in these categories were food items that the participants simply did not record.

Omissions and intrusions of large portion sizes are considered to be more severe than the omission or intrusion of small portion sizes. In Table 3, the proportion of different portion sizes for omissions and intrusions is presented for all food items combined, and for each food category. Although all types of portion sizes were omitted overall, there was a trend toward omitting smaller portions. This was not the case for overall intrusions, in which the medium- and large-portion sizes intruded more often than the smaller ones.
Table 3. Proportion of different sizes of omitted\textsuperscript{a} and intruded\textsuperscript{b} food items during school lunch for all 8- and 9-year-old participants (N=117) in a validation study of a Web-based Food Record in Norway.

<table>
<thead>
<tr>
<th>Items</th>
<th>N\textsuperscript{d}</th>
<th>Proportion of different sizes\textsuperscript{c} of omitted food items, n (%)</th>
<th>N\textsuperscript{f}</th>
<th>Proportion of different sizes\textsuperscript{c} of intruded food items, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>XS</td>
<td>S</td>
<td>M</td>
<td>L</td>
</tr>
<tr>
<td>All food items</td>
<td>136</td>
<td>28 (20.6)</td>
<td>29 (21.3)</td>
<td>21 (15.4)</td>
</tr>
<tr>
<td>Spreads</td>
<td>41</td>
<td>7 (17.1)</td>
<td>7 (17.1)</td>
<td>12 (29.3)</td>
</tr>
<tr>
<td>Bread products</td>
<td>5</td>
<td>—</td>
<td>1 (20.0)</td>
<td>1 (20.0)</td>
</tr>
<tr>
<td>Fruit, berries</td>
<td>22</td>
<td>10 (45.5)</td>
<td>5 (22.7)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Vegetables, salads</td>
<td>23</td>
<td>5 (21.7)</td>
<td>9 (39.1)</td>
<td>5 (21.7)</td>
</tr>
<tr>
<td>Milk</td>
<td>3</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Beverages, other</td>
<td>8</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Dinner leftovers</td>
<td>7</td>
<td>1 (14.3)</td>
<td>2 (28.6)</td>
<td>2 (28.6)</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>8</td>
<td>1 (12.5)</td>
<td>0 (0.0)</td>
<td>1 (12.5)</td>
</tr>
<tr>
<td>Biscuits, buns, waffles, cakes, and candy</td>
<td>12</td>
<td>4 (33.3)</td>
<td>5 (41.7)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Yogurt</td>
<td>7</td>
<td>—</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Items observed eaten, but not recorded.
\textsuperscript{b}Items recorded, but not observed eaten.
\textsuperscript{c}Portion sizes were divided into the following categories: XS=extra small, S=small, M=medium, L=large, based on the photo series available for each food item.
\textsuperscript{d}Number of omitted food items included in analyses.
\textsuperscript{e}Portion size not possible to observe with certainty, that is, when participants drank from dark-colored drinking bottles or milk cartons, or when participants ate a sandwich where spreads were partially hidden because it was placed in between 2 slices of bread.
\textsuperscript{f}Number of intruded food items included in analyses.

The very few omissions in the “bread products” and “milk” categories were mostly of large portion sizes, whereas the omitted portion sizes from “spreads” were mostly of medium sizes. By contrast, the majority of omitted items in the categories “fruit, berries” and “vegetables, salads” were of small portion sizes.

Along the same lines as the omissions, the few intrusions in the categories “bread products” and “milk” were all of medium or large sizes. In the categories “fruit, berries,” “vegetables, salads,” and “spreads,” intrusions occurred for all portion sizes.

Mean rates within subgroups are presented in Table 4. Children with normal weight tended to have lower omission rates, than their overweight or obese peers. The omission rates differed in a statistically significant fashion between the parental education levels; higher omission rates were associated with lower parental educational levels ($P=.008$). Furthermore, we found a statistically significant lower omission rate among children with at least one parent/guardian of Norwegian origin in comparison with children having both parents/guardians of ethnic origins other than Norwegian ($P=.04$). A lower omission rate was also observed among participants from homes in which the mother and father lived together, compared with children from homes with a different family structure.
Table 4. Match rate,\(^a\) omission rate,\(^b\) and intrusion rate\(^c\) within different subgroups among the 8- and 9-year-old participants (N=117) observed during school lunch in a validation study of a Web-based Food Record in Norway.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Total Participants (N)</th>
<th>Match rate</th>
<th>Omission rate</th>
<th>Intrusion rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>%</td>
<td>%</td>
<td>%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(p^d)</td>
<td>(p^d)</td>
<td>(p^d)</td>
</tr>
<tr>
<td>Total participants (N)</td>
<td>117</td>
<td>73 (27)</td>
<td>27 (27)</td>
<td>19 (26)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Girls</td>
<td>64</td>
<td>71 (30)</td>
<td>29 (30)</td>
<td>22 (29)</td>
</tr>
<tr>
<td>Boys</td>
<td>53</td>
<td>76 (22)</td>
<td>24 (22)</td>
<td>16 (23)</td>
</tr>
<tr>
<td>ISO-BMI cutoff categories</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal weight</td>
<td>102</td>
<td>74 (27)</td>
<td>26 (27)</td>
<td>19 (26)</td>
</tr>
<tr>
<td>Overweight or obese</td>
<td>15</td>
<td>69 (27)</td>
<td>31 (27)</td>
<td>21 (28)</td>
</tr>
<tr>
<td>Parental education level(^e)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low(^f)</td>
<td>12</td>
<td>52 (32)</td>
<td>48 (32)</td>
<td>40 (38)</td>
</tr>
<tr>
<td>Intermediate(^g)</td>
<td>22</td>
<td>69 (31)</td>
<td>31 (31)</td>
<td>24 (32)</td>
</tr>
<tr>
<td>High(^h)</td>
<td>77</td>
<td>77 (24)</td>
<td>23 (24)</td>
<td>15 (21)</td>
</tr>
<tr>
<td>Parental ethnicity(^i)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>At least one parent/guardian of Norwegian origin</td>
<td>105</td>
<td>75 (26)</td>
<td>25 (26)</td>
<td>19 (26)</td>
</tr>
<tr>
<td>Both parents/guardians of other ethnic origin than Norwegian</td>
<td>10</td>
<td>57 (28)</td>
<td>44 (28)</td>
<td>24 (27)</td>
</tr>
<tr>
<td>Family structure(^j)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mother and father of participant living in same household</td>
<td>87</td>
<td>75 (27)</td>
<td>25 (27)</td>
<td>20 (26)</td>
</tr>
<tr>
<td>Other</td>
<td>24</td>
<td>64 (29)</td>
<td>36 (29)</td>
<td>21 (31)</td>
</tr>
</tbody>
</table>

\(^a\)Match rate = matches/observed eaten food items \(\times 100\) = matches/(omissions + matches) \(\times 100\). Match rates were calculated for each participant, for all food items combined.

\(^b\)Omission rate = omissions/observed eaten food items \(\times 100\) = omissions/(omissions + matches) \(\times 100\). Omission rates were calculated for each participant, for all food items combined.

\(^c\)Intrusion rate = intrusions/recorded eaten food items \(\times 100\) = intrusions/(intrusions + matches) \(\times 100\). Intrusion rates were calculated for each participant, for all food items combined.

\(^d\)\(P\) value for comparison of groups. Analysis of variance and \(t\) test were used when applicable; if not, the nonparametric Mann-Whitney or Kruskal-Wallis test was used.

\(^e\)Information from 111 participants was available for “parental education level.” Complete information on both parents/guardians was available from 108 participants; the 3 cases with missing information from 1 parent/guardian were included in the table based on the 1 available parent/guardian's educational level.

\(^f\)Both parents/guardians' education was maximum high-school level.

\(^g\)One parent/guardian's education was maximum high-school level, and the second parent/guardian's education was at the university college or university level.

\(^h\)Both parents/guardians' education was at the university college or university level.

\(^i\)Information from 115 participants was available for “parental ethnicity.”

\(^j\)Information from 111 participants was available for “family structure.”

For intrusion rates, the differences between groups were not statistically significant, except for parental education wherein higher intrusion rates were associated with lower parental educational levels (\(P=.006\)). Although the “low educational level” effect was reduced when adjusting for other variables, this variable was still borderline significant. Parental ethnicity was the single most important variable associated with a low match rate; if both parents/guardians had an ethnic background other than Norwegian, the odds for a “low match rate” (\(\leq 70\%\)) were higher than if at least one parent/guardian was of Norwegian ethnicity. However, the confidence intervals were wide. The results from
the Logistf (bias-reduced logistic regression, Firth correction), analyzed due to low cell counts, were consistent with the results from the logistic regression model. Thus, the standard logistic regression was kept as the final model.

Table 5. Variables associated with having a low match rate (≤70%) among 8- and 9-year-old children recording in a Web-based Food Record compared with unobtrusive school lunch observation in Norway.

<table>
<thead>
<tr>
<th>Variables</th>
<th>n (% of children)</th>
<th>Odds ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Overall (N=111)</td>
<td>Unadjusted (N=111)</td>
</tr>
<tr>
<td>BMI category</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal weight</td>
<td>96 (86.5)</td>
<td>1</td>
</tr>
<tr>
<td>Overweight or obese</td>
<td>15 (13.5)</td>
<td>1.9 (0.6-5.7)</td>
</tr>
<tr>
<td>Parental ethnicity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Norwegian origin</td>
<td>101 (91.0)</td>
<td>1</td>
</tr>
<tr>
<td>Non-Norwegians</td>
<td>10 (9.0)</td>
<td>7.2 (1.5-35.9)</td>
</tr>
<tr>
<td>Parental education level</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>77 (69.4)</td>
<td>1</td>
</tr>
<tr>
<td>Intermediate</td>
<td>22 (19.8)</td>
<td>1.7 (0.7-4.6)</td>
</tr>
<tr>
<td>Low</td>
<td>12 (10.8)</td>
<td>6.2 (1.6-25.1)</td>
</tr>
<tr>
<td>Family structure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mother and father of participant living in same household</td>
<td>87 (78.4)</td>
<td>1</td>
</tr>
<tr>
<td>Other</td>
<td>24 (21.6)</td>
<td>2.1 (0.9-5.3)</td>
</tr>
</tbody>
</table>

\(^a\)Adjusted for all other variables in the model in a logistic regression analyses.

\(^b\)ISO-BMI cutoffs applied.

\(^c\)Both parents/guardians of ethnic origin other than Norwegian, compared with at least one parent/guardian of Norwegian origin (reference).

\(^d\)Family structure defined as everything else but “mother and father of participant living in same household” (ie, other) compared with “mother and father of participant living in same household” (reference).

**Discussion**

**Main Findings**

We found that 8-9-year-old children on average had a match rate of 73%, an omission rate of 27%, and an intrusion rate of 19%, when comparing parental-assisted entries of school lunch data in a WebFR with unobtrusive observations. Mean omission and intrusion rates for different food categories varied greatly. Lower parental educational levels and a non-Norwegian background were associated with less accurate recordings, but this must be interpreted with caution because of the low numbers in these subgroups.

**Comparisons With Other Work**

Only a few other validation studies of Web-based 24-hour recalls/records for children have used observation during school meals as a reference method. Among these studies are the one on the Automated Self-Administered 24-hour Recall-Kids-2012 (ASA24-Kids-2012) among 9-11-year olds by Diep et al [23] in the United States, the Food Intake and Physical Activity of School Children (CAAF) study among 7-10-year olds by Carvalho et al [24] in Portugal, the WebDASC study among 8-11-year olds by Biltoft-Jensen et al [25] in Denmark, and the study of the modified Self-Administered Children and Infant Nutrition Assessment (SACINA) used among 6-8-year olds by Hunsberger et al [26] in Sweden.

Our results are not directly comparable with these validation studies, partly because the rates of matches, omissions, and intrusions were not calculated in the same way as they were in our study. Nonetheless, we assert that it is possible to interpret the direction of the findings; in the CAAF and ASA24-Kids-2012 studies, lower agreement between the recordings in the Web-based assessment tool and observations of school lunch were reported than in our study. The CAAF study had average rates of 44% matches, 30% omissions, and 26% intrusions [12], whereas the ASA24-Kids-2012 study had average rates of 37% matches, 35% omissions, and 27% intrusions [23]. Parental assistance during recordings was encouraged and accomplished for most participants in our study. This was not an option in the CAAF and ASA24-Kids-2012 studies, although children could ask simple questions to the researchers during recording in these studies. The lack of parental/adult assistance may partly explain differences in the results between studies, and we argue that children at this age...
need help when recording, which is also proposed elsewhere [8,23,27-29]. Furthermore, a low parental educational level can somewhat explain the dissimilar results between studies; a low educational level was associated with poorer recordings in both the CAAFE study and our study, where 64% and 11% had a low parental educational level, respectively. In addition, in the CAAFE and ASA24-Kids-2012 studies, the children recorded entries after a 24-hour time lag, whereas in our study, the children were instructed to record their data within the same evening. This difference may explain why the match rate was higher in our study because it is demonstrated that omissions and intrusions in children’s dietary recalls increase as a function of time [30].

The PAC24 study shows results that are more in line with our results, despite the lack of parental/adult assistance during recording [24]. An explanation could be the broad definition of matches applied in the PAC24 study, in contrast to our study in which matches were defined in a stricter manner.

Because the WebFR is a Norwegian version of the Danish WebDASC, we expected the results to be consistent with the findings from the WebDASC validation study [25]. Surprisingly, Biltoft-Jensen et al [25] found 82% matches, 3% omissions, and 14% intrusions for total foods and beverages, which are remarkably better than in our study, and their rates of omissions were very low in comparison with our 27% omission rate. This large discrepancy cannot be explained by the fact that their calculations were performed slightly differently than those in our study. Age affects children’s dietary reports [13,14]. Thus, we argue that age may partly explain the differences between the studies because the children were on average a year older in the WebDASC study than those in this study. In addition, we suggest that reactivity may have been a larger problem in the Danish version than in ours because of their interactive observation style; children were instructed to unpack their packed lunches, separate items, open up sandwiches, and place them on a plate before a photograph was taken. In addition, questions were asked regarding food trading and earlier snacking from their packed lunch [25].

A very high reporting accuracy was reported in the small validation study (n=25) of SACINA by Hunsberger and co-workers; in their study, overall food matches ranged from 86% to 98% [26]. Although children in this study were only to recall 1 lunch meal eaten the previous day, assisted by a dietitian using the Web-based SACINA instrument providing photos and portion estimates, we believe this cannot explain why the accuracy was so contrastingly high compared to other studies.

Baxter et al [20,30-35] compared 9-year-old children’s dietary reports in the form of traditional recalls (not Web-based) with direct observations of school meals in several studies. In some of these studies, the rates of omissions and intrusions were calculated and presented in a way that is comparable with our study; the results demonstrate that the omission and intrusion rates varied widely, and that reporting accuracy was reduced when the time intervals between eating and reporting increased. Our results are consistent with or better than the majority of the studies by Baxter et al for “same day recalls.” Only a few studies report the rates of omissions and intrusions for selected food subcategories that are comparable with our findings. Vegetables and sweets were reported as the most often omitted food items in the PAC24 study, whereas beverages were the most commonly intruded item [24]. This is in line with the high omission rates for “vegetables and salads” and “biscuits, buns, waffles, cakes, and candy,” and the high intrusion rate for “beverages, other” found in our study. Nevertheless, Biltoft-Jensen et al [25] reported remarkably lower omissions for fruits and vegetables than in our study. Once more, we argue that reactivity may have been a large problem in Biltoft-Jensen et al’s study, and may explain the discrepancy between the studies.

To our knowledge, we are the first to report on “coinciding omissions and intrusions,” and by doing so we add important knowledge as to whether the omissions and intrusions represent major errors, and not just slightly imprecise recordings. The food category “spreads” had a high omission rate, and most of the omissions were major errors, not “coinciding omissions and intrusions.” This discovery has already led us to improve the WebFR, by including tailor-made prompts for “spreads.”

Taking the portion sizes of the omitted and intruded food items into account is important because it provides a better understanding of whether these omissions and intrusions are of great concern or not. We observed high omission rates in the food categories “fruit, berries” and “vegetables, salads”; however, the portion sizes of these categories were mostly small in contrast to the portion sizes of omitted “spreads.” Thus, we argue that the omissions of spreads are more troublesome than the omissions of fruits and vegetables in our WebFR.

Lower parental education levels have been associated with a higher degree of misreporting among children in the form of underreporting, or both underreporting and overreporting [36-38]. As already described, both our findings and the results of the CAAFE study show that lower parental education was associated with more recording errors [12]. However, the picture is a bit unclear when searching the literature for associations between ethnic backgrounds and omissions or intrusions in dietary assessment tools for children. Baxter et al [30,35] reported that there were no statistically significant differences in rates with regard to ethnicity. Yet, Baranowski et al [39] reported that Hispanic children described more problems when using the Food Intake Recording Software System, an early version of the ASA24-Kids-2012, than other children. Our study is coherent with the latter; although we must emphasize that there were a limited number of participants who had both parents of non-Norwegian origin. A possible explanation for our findings may be that having an ethnicity different from the majority is a proxy for having a different food culture and perhaps literary difficulties, which may be a barrier, even though participants can enter any type of food into the WebFR using the open field option. Furthermore, although audio files were included to assist those with lower reading skills, the WebFR still requires knowledge of the Norwegian language, and thus errors during recording may occur more often among persons with language difficulties. Consequently, we suggest that children and/or parents or guardians with language difficulties should be identified and given extra instructions on how to use...
the WebFR in future studies. They may benefit from direct personal contact with someone from the research crew, to ensure that they understand what to do.

Studies indicate that underreporting among children increases as BMI increases [37,40,41]. Nevertheless, the odds for a “low match rate” (<70%) were only slightly higher and not significantly different for overweight/obese than normal weight children in our study. We believe this nonsignificant result may be explained by lack of power.

Strengths and Limitations
The use of direct unobtrusive observations is one of the strengths of this study, because these provide exact information about what is consumed, without affecting the recordings [42,43]. Furthermore, we have demonstrated that our observations of home-packed school lunches were satisfactory; the overall consistency between observers for food items was 92%, which is considered sufficient [15,16,44], and in line with other IOR assessments conducted during observations of home-packed lunches [18]. Lower agreement was seen for the observed portion sizes. The combination of thorough training sessions prior to the study start and IOR assessments before and continuously during the study was important, and it provides a premise for high internal validity.

The small number of individuals in some of the subgroups is a limitation of this study, as the preferable adjustment for cluster effects (school level) proved infeasible due to lack of established statistical methods. Hence, the point estimates in the logistic regression analysis should be interpreted with caution.

For practical reasons, observations were restricted to school lunches and to children in 4th grade (8-9 years). Thus, a limitation is that we do not know whether our findings can be extrapolated to other meals or age groups. In addition, our participants had more highly educated parents/guardians and were less overweight or obese, than the average Norwegian population in which 29% have higher education [45], and 16% of third graders are overweight or obese [46]. However, the proportion of participants with non-ethnic-Norwegian parents/guardians was 20% (see Table 4), which is higher than the 14% average in the general Norwegian population [47]. Despite these differences, this study was performed in a similar setting to the one intended for later use, that is, the next national dietary survey among children in Norway. This contributes to its external validity in a positive manner.

Conclusion
We have demonstrated that 8-9-year-old children had a mean match rate of 73% when recording their food intake from school lunch, with parental assistance, in a WebFR. Some children had difficulties recording, but the mean results were better than what have been reported in most validation studies of other Web-based dietary assessment tools among children. The WebFR could be improved further by including additional prompts for high omission rate foods. We suggest that children and their parents/guardians with language difficulties should be given extra support and information about how to use the WebFR in future studies.
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Abstract

Background: Respondent-driven sampling (RDS) is a method successfully used to research hard-to-access populations. Few studies have explored the use of the Internet and social media with RDS, known as Web-based RDS (WebRDS). This study explored the use of combining both “traditional” RDS and WebRDS to examine the influences on adolescent alcohol use.

Objective: This paper reports on the recruitment processes and the challenges and enablers of both RDS and WebRDS. It details comparative recruitment data and provides a summary of the utility of both methods for recruiting adolescents to participate in an online survey investigating youth alcohol norms.

Methods: Process evaluation data collected from research staff throughout the study were used to assess the challenges and solutions of RDS and WebRDS. It details comparative recruitment data and provides a summary of the utility of both methods for recruiting adolescents to participate in an online survey investigating youth alcohol norms.

Results: Of the total sample (N=1012), 232 adolescents were recruited by RDS and 780 by WebRDS. A significantly larger proportion of Aboriginal or Torres Strait Islander (P<.001) participants who spoke English as their main language at home (P=.03), and of middle and lower socioeconomic status (P<.001) was found in the RDS sample. The RDS sample was also found to have a higher occurrence of past 7-day drinking (P<.001) and past 7-day risky drinking (P=.004). No significant differences in gender, age, past month alcohol use, and lifetime alcohol use were observed between the RDS and WebRDS samples. This study revealed RDS and WebRDS used similar lengths of chains for recruiting participants; however, WebRDS conducted a faster rate of recruitment at a lower average cost per participant compared to RDS.

Conclusions: Using WebRDS resulted in significant improvements in the recruitment rate and was a more effective and efficient use of resources than the traditional RDS method. However, WebRDS resulted in partially different sample characteristics to traditional RDS. This potential effect should be considered when selecting the most appropriate data collection method.

(J Med Internet Res 2015;17(12):e285) doi:10.2196/jmir.4762
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Introduction

Research has shown that respondent-driven sampling (RDS) is a viable method to recruit individuals from hard-to-access populations (eg, drug users and sex workers) for which no sampling frame exists [1-8]. It has also been used successfully to examine young people’s risk-taking behavior [9-12] in several countries [9,10,13,14] and settings [11,12,14]. RDS is a probability sampling method, which is a modified form of chain referral sampling [15]. RDS uses chain referrals with structured incentives as a recruitment strategy, whereby social network parameters of participants are used to weigh the data to statistically adjust for potential chain referral bias [16]. Samples generated by RDS are generally more heterogeneous than those recruited via other sampling means, thus are potentially more generalizable to the population of interest [8,17,18]. In addition, RDS allows validity and reliability of results and randomization of the sample [13]. RDS is not constrained by certain biases associated with other snowball-type recruitment methods, such as time-space for which the sample is restricted to individuals present in public venues [15,19]. Nonprobability snowball sampling is a nonrandom convenience method from which biased estimation is likely to occur [20]. In contrast, the aforementioned characteristics of RDS enable better representation of social networks and consequently more valid calculation of population estimates [16]. Limitations of RDS include the potentially high cost of data collection, requiring substantial resources in terms of personnel and cost [21]. Zablotska et al [22], in their comparison of data collection methods, concluded that their RDS sample was the most consistent to population estimates, but that it was complex and logistically demanding compared to time-location and online recruitment, which were more cost-effective and easier to implement. RDS estimates have also shown a larger variance compared to simple random sampling [23]. For these reasons, Goel and Salganik [23] suggested RDS may not be an optimal strategy for public health surveillance.

Recently, RDS has adopted Web-based recruitment methods (WebRDS) [21,24]. Two studies reported that WebRDS may be a feasible alternative to traditional RDS in the recruitment of young adults [21,24]. Bauermeister et al [21] used WebRDS to administer an online survey designed to assess alcohol and other drug use among those aged 18 to 24 years in the United States. Study primary participants (seeds) were recruited online through a targeted Facebook advertisement. Compared with traditional RDS or face-to-face recruitment, WebRDS demonstrated an ability to overcome temporal and physical barriers to recruitment by allowing young adults to refer a peer using features on social networking sites, such as a wall post, status update, or personal message. Offering multiple approaches to peer referral was found to be most effective in maximizing rate of data collection and length of referral chains, the total number of waves recruited by a seed. Limitations to achieving a representative sample in this study included racial/ethnic and socioeconomic disparities in computer access and frequency of use. Particularly, low education levels and self-identified nonwhite individuals were underrepresented in the sample [21].

Wejnert and Heckathorn [24] also explored the use of WebRDS to obtain a sample of 159 American undergraduate students, initiated from 9 seeds recruited via the Internet. Their findings support the potential for WebRDS to generate electronic network chains with minimal resources and at a significantly faster rate than traditional RDS methodology. Their study also recommended using small incentives due to the reduced respondent burden associated with WebRDS. Although preliminary results indicate WebRDS may be a more efficient recruitment method compared with traditional RDS and standard sampling strategies [25], there is a dearth of studies using this method in an adolescent population.

This paper describes the adaptive and iterative methods from a study using RDS and WebRDS to recruit a sample of youth aged 14 to 17 years exploring alcohol-related norms and behaviors using an online survey. This paper details the recruitment processes and the challenges and enablers of both RDS and WebRDS and compares recruitment data and the utility of both methods for recruiting and collecting data from adolescents.

Methods

Over a 21-week period, a combination of RDS and WebRDS was used to recruit adolescents aged 14 to 17 years living in Perth, Western Australia, to complete an online survey investigating their alcohol-related social norms and behaviors [26]. The comprehensive survey instrument was substantially longer than those of other WebRDS studies [21,24] and, therefore, had higher potential risk of participant attrition. Challenges and solutions of each recruitment method are discussed subsequently.

Initial study participants using an RDS approach (seeds) were purposively selected from the community, youth programs, and sports clubs. Study eligibility was confirmed face-to-face by a trained staff member through a series of screening questions to determine age (14-17 years), location (Perth metropolitan area), and previous study involvement. The use of WebRDS evolved as a response to the barriers experienced during the traditional RDS recruitment.

Procedure

RDS was conducted face-to-face with participants meeting with a staff member to complete the survey on a tablet device (iPad) or a paper version. The seeds, and their subsequent referrals, were given referral coupons and asked to recruit up to 3 of their peers into the study within 2 weeks of their survey completion. Participants received an AU $15 gift card to an electronics store for completing the survey. For each subsequent successful referral, they received an additional AU $10 gift card for a possible total incentive of AU $45. To meet ethics requirements, each participant completed a mature minor assessment and provided verbal and written informed consent to participate [27]. Participants could cease involvement at any point. See Hildebrand et al [26,28] for full descriptions of RDS methodology and this study’s survey procedure.

The mature minor assessment was undertaken by providing potential participants with a verbal and written explanation of
the study, explaining the purpose of the study, who was conducting it and the anticipated outcomes, and the requirements of participation. Participant information sheets were pilot-tested with members of the target group and assessed for readability to ensure a reading age of 11 years (grade 6). It was explicitly stated that the decision to participate in the research was that of the young person’s alone and that they could withdraw at any time without prejudice. Adolescents were given the opportunity to ask questions along with sufficient time to make a decision. A protocol checklist to establish each adolescent’s ability to understand the requirements of the study and their mature minor status before deciding to participate was developed. Using the protocol checklist, cognitive interviewing was adapted and applied to evaluate each participant’s comprehension of the study information and consent materials. Potential participants were asked a set of 5 questions pertaining to the study procedures, which they had to answer verbally. Participants who provided verbal response to the questions that demonstrated their understanding of the ethical considerations and participant rights, were assigned mature minor status and were considered able to provide consent and continue participation. Data collection officers completed training, which included explanation of the process, the importance of consistency, opportunity to practice the procedure, and a manual outlining the steps and a set of required responses. The project manager met with the data collection officers on a weekly basis to monitor and collect feedback on the progress [27].

Challenges and Solutions of Respondent-Driven Sampling

Throughout the data collection, we faced a number of challenges due to the age of the target population and implications of adhering to the specific RDS methodology and ethical considerations [27]. The greatest challenge encountered was lack of use of the referral coupons. Only 2 participants initiated contact with the study staff from these coupons. Forty-three participants who had conducted the survey face-to-face were contacted. Feedback on attempts to distribute referral coupons indicated that many participants had not attempted to recruit peers. Some reasons cited for not distributing coupons were forgetting, loss of the coupon, going on holiday, all friends being involved in the initial recruitment, being too busy to pass on, friends being too busy to be involved, and thinking friends would not be interested. Overall, reliance on paper coupons to facilitate referrals did not result in an adequate referral rate or chain length.

Additional resources were allocated to enhance recruitment, including presentations conducted at the beginning of sports training or youth program sessions and increased focus on locations to administer surveys “on the spot” where groups of youth congregated (shopping centers, movie theaters, and the central business district). Referrals were sought and immediately recruited if they were part of the existing group by asking participants if they would invite any of their peers who were present as their referrals. The best opportunities to approach and recruit participants were found to be when youth were spending time with friends, such as after finishing lunch in a food court or while waiting outside a theater for a movie to start, and not engaged in other activities.

Participants recruited from youth programs posed a particular challenge for data collection. Feedback from youth program staff and data collection officers suggest issues such as low literacy levels, participants skipping questions, or not having access to Internet or a personal email account to enable follow-up made data collection difficult. Although these challenges were encountered generally among youth, they were particularly common among at-risk youth. Even when a mobile phone number was provided, there were issues associated with participants running out of phone credit. Participants from youth group programs also commonly claimed to have no relevant peers to refer.

Web-Based Respondent-Driven Sampling

During recruitment, a large proportion of participants indicated that their preferred method of communication was Facebook. As a response to these barriers, WebRDS recruitment was introduced. Following approval by the Curtin University Human Ethics Research Committee, the study protocol was amended to recruit participants online in parallel to the continued face-to-face recruitment. Adolescents who expressed interest via Facebook or in response to seeing a flyer or Facebook advertisement had their eligibility to participate confirmed by a research team member before provision of the survey link and a password. The brief screening questionnaire for eligibility and the mature minor assessment were also incorporated into the online survey in multiple-choice format. This process was adapted for the electronic assessment by providing the study information at the start of the survey and subsequently assessing participants’ understanding of the information by asking the same questions as the face-to-face version using a multi-choice format. All questions had to be answered correctly to allow study participation. The process was initially tested face-to-face to ensure its validity.

Contact details of participants were collected at the end of the survey to enable communication with participants for referral purposes and sending incentives in the form of electronic gift cards. Survey responses were checked and transferred to the study database daily and contact details were checked against other participants for duplication. Referral messages were sent to the participant within 24 hours and incentives within 48 hours of survey completion. Referral coupons were provided to the participant via the survey link accompanied by 3 unique identifying passwords within the referral messages. Participants were asked to forward the survey link and passwords to their peers via their preferred social media. The passwords were identical to the referral codes. Passwords expired after use to ensure each code was used only once and to distinguish between participants.

Recruiting via Facebook

One week after the online referral method commenced, a Facebook business page was created for the study to enhance communication with participants and recruitment. Data continued to be collected via a separate survey Web-hosting site. To increase response rates, we also explored the use of Facebook advertisements and post promotions. The advertising campaign ran for 35 days during which 3 different advertisements targeting Facebook users who lived in Perth
aged between 14 and 17 years were piloted. Two of the advertisements used keywords or specification of interest groups (eg, drinking, alcohol, binge drinking, drinking culture, alcohol intoxication, sports). Example advertisements consisted of the following text: “Curtin University Study—Earn up to $45 JB Hi-Fi gift cards by completing the Youth Alcohol Norms online survey.”

Facebook advertisements were not visible to smartphone and tablet users; hence, page post promotions were also used to boost the visibility and reach of status updates. Status updates are messages/images screened on a Facebook user’s news feed, the center column of an individual’s profile where stories are constantly updated from people and pages that they “like” and then follow. A higher rate of expressions of interest was noted during the time when posts were promoted compared to as a response to the advertisements. Consequently, status updates were used as the main form of promotion.

In total, 6 posts were promoted with different picture and text options. A new post was usually created and promoted on a Friday and/or Saturday afternoon and ran for 24 hours. Facebook page metrics indicated that fans (users who liked our page) were most frequently online Fridays to Sundays, increasing the chances of posts being seen. Five of 6 posts targeted adolescents living in Australia who were between the ages of 14 and 17 years with one of these specifically targeted at youth aged 14 and 15 years to increase participation among this group.

General unpaid status updates were also posted weekly on our page timeline (n=11) as a means of engaging with participants to remind them to complete their survey or invite their peers to the study. To enhance recruitment, several youth-focused sports clubs and youth groups agreed to post the study’s recruitment poster on their Facebook page.

An example text of a status update included: “Are you aged between 14-17? If YES, then we want YOU for our study! You can earn up to $45 JB Hi-Fi gift cards by simply completing the Youth Alcohol Norms Survey and referring your peers!! Send us a private message to get involved!” An example of 2 images and text typical of a study advertisement and unpaid post used during this campaign are shown in Figure 1.

Figure 1. Example of (A) image and text used in study advertisement and (B) unpaid post used during the Facebook campaign.

a) Example of paid study posts

b) Example of unpaid study posts

Do you know young people aged 14-17 living in Perth? Do you want to help prevent youth drinking at risky levels?

The Youth Alcohol Norms Study is looking for teens to take an online survey on alcohol related attitudes and beliefs. The study results will provide a better understanding of what influences young people to drink at risky levels.

Want to get involved? Write us on Facebook: https://www.facebook.com/CurtinUniversityYouthAlcoholNormsStudy
Challenges and Solutions of Web-Based Respondent-Driven Sampling

Every effort was made to ensure duplicate survey completion was detected. Participants were initially screened for study eligibility before being able to proceed to the survey. Rapid referrals and similar or identical email addresses and contact numbers to previous participants were investigated. Geodata information about the geographic location of survey completions aided this process to identify respondents who did not meet location criteria. When screening raised questions of eligibility, referral messages and incentives were not sent and participants were contacted by phone, email, or Facebook to verify their identity. Some participants were asked to submit an appropriate form of identification, but there was generally a lack of response or participants were unable to provide the required documentation. Because participants contacted us via Facebook private messaging to receive their coupon codes and their gift cards, we also verified their profile information against the identification documents provided. For those where suspicion was raised or if no identifying information was provided, Facebook accounts were often found to be recently created with no content or friends, confirming a fake profile. If fraudulent behavior was confirmed, the participant was sent a message informing them that they were ineligible to continue to participate in the study or to receive their incentives. If a participant acted as their own referral and completed the survey multiple times, only the first of the duplicated surveys was retained for statistical analysis.

Data Analysis

Statistical data analyses were performed using SPSS version 21 (IBM Corp, Armonk, NY, USA). Pearson chi-square ($\chi^2$) test (Fisher’s exact test if applicable) was used to assess the difference in sociodemographic profile and drinking behavior between data collected by RDS and WebRDS techniques. All tests were 2-tailed using a significance level of 5%.

Demographic characteristics (gender, age, indigenous status, main language spoken at home, and socioeconomic status [SES] measured by postcode) and drinking behaviors of the sample recruited via RDS were compared to those sampled by WebRDS. Participants’ socioeconomic level was derived from population data from the 2011 Australian Socio-Economic Indexes for Areas (SEIFA) summary by postal area by Relative Socio-Economic Advantage and Disadvantage. The SEIFA provides population estimates by ranking them on a scale of advantage (high values) to disadvantage (low values) [29].

Cost Analysis

In calculating the total cost of traditional RDS, conservative estimates of an average of 3 hours per agency or location, with 2 study staff per visit receiving AU $30 per hour, were used. We consider this conservative because liaison with agencies was not incorporated. This liaison occurred for 6 weeks before data collection began and continued during data collection for another 6 weeks. The costs account for travel, estimating an average distance of 30 kilometers to and from each location by each study staff member, reimbursed at a rate of AU 64.5 cents per kilometer. We estimated an additional 30 minutes was spent by paid staff for administration purposes, namely sending 3 sets of follow-up referral messages to each participant recruited by RDS and WebRDS. We estimated this was approximately 300 hours of work, which corresponded to AU $9000 in staff costs. Further, the RDS costs did not include the time spent by study staff members to follow up agencies before visiting or afterwards to arrange additional visits. The expenses for WebRDS included the cost of the Facebook campaign (AU $430.44), with conservative estimates of one full-time equivalent staff member (38 hours per week) employed to monitor data for 8 weeks. Finally, incentives were not costed in this analysis for either method.

Results

Respondent-Driven Sampling Seed Recruitment

Using the described methods, a total of 148 organizations were initially contacted, of which 72 were sports clubs and 76 youth programs. Of these, 25 organizations agreed to participate and received presentations facilitated by research staff. Ten seeds were successfully recruited from 9 sports clubs and 11 seeds from 10 youth programs, all of whom completed the survey. In addition, 54 seeds were recruited across 20 community locations and via study promotion flyers or referrals by parents or teachers, with a total of 75 seeds recruited.

Web-Based Respondent-Driven Sampling Seed Recruitment

A total of 68 seeds were recruited (61 through Facebook and 7 from friends liking the study page or posts).

Advertising Campaign

To measure the reach of the Facebook campaigns, “impressions” (the number of times an advertisement was displayed to members of the target demographic), “reach” (the number of people who received impressions of an advertisement or page post), and “clicks” (the number of clicks an advertisement received) were recorded. The 3 advertisements, 6 promoted posts, and 11 status updates resulted in a total of 652,522 impressions, a reach of 88,280 adolescents, and 1426 (1.62% of possible accounts reached via the campaign) youth clicked the advertisement or post. Five of the 6 posts were targeted to youth aged 14 to 17 years Australia-wide with only the final post specific to the Perth region. The number of youth who took action in response to an advertisement or page post totaled 1412 (1.6%), which included actions such as page likes, conversations, and post comments. Figure 1 describes this recruitment process. The highest reach was achieved by a post that received 17,641 impressions resulting in 664 response actions. Generally, posts had lower impressions but a higher numbers of clicks, which is likely due to the larger group that could see the ads (Australia-wide) compared to the advertisements (Perth region).

Recruitment Results

A total of 96 surveys were excluded. These included surveys from respondents who reported the same contact details across multiple survey entries (n=47) and provided their parent’s contact details to do the survey multiple times (n=5). Participants who provided incorrect demographics were also excluded if
they did not complete the survey within Perth and participants were unable to verify they lived in Perth (n=21), or respondents who were suspected to have reported a false age and did not provide a form of verification of identity on request (n=23).

A total of 143 seeds (75/143, 52.4% in RDS; 68/143, 47.5% in WebRDS) were recruited and completed the survey in both sampling methods, resulting in 869 valid participants recruited through the referral process (157/869, 18.1% in RDS; 712/869, 81.9% in WebRDS) (Figure 2). Table 1 presents the final sample of valid seeds that completed the survey. Seeds represented 14.13% (143/1012) of the overall sample recruited; 69.2% (99/143) of all seeds recruited made at least one referral and 46.25% (468/1012) of all participants recruited peers to the study.

The mean chain length in this study was 2.3 (SD 2.6), ranging from 0 to 12 waves per chain. When excluding seeds who did not recruit any participants (n=37), the mean chain length was 3.1 (SD 2.5). The majority of chains (n=37) consisted of one recruited wave followed by 2 waves (n=21) and 3 waves (n=12) per chain. In all, 25 chains recruited between 4 and 7 waves, whereas fewer chains (n=7) consisted of waves ranging from 8 to 12. The lengths of RDS and WebRDS chains did not vary significantly ($P= .14$).

Table 1. Characteristics of seeds who made a referral (n=99) and total recruited seeds (n=143) by recruitment method.

<table>
<thead>
<tr>
<th>Age by recruitment method</th>
<th>Seeds who made referral</th>
<th>Total recruited seeds</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Male</td>
<td>Female</td>
</tr>
<tr>
<td>RDS $^a$ (n=57 and n=75)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14 years</td>
<td>7 (12)</td>
<td>5 (9)</td>
</tr>
<tr>
<td>15 years</td>
<td>8 (14)</td>
<td>6 (11)</td>
</tr>
<tr>
<td>16 years</td>
<td>6 (11)</td>
<td>9 (16)</td>
</tr>
<tr>
<td>17 years</td>
<td>6 (11)</td>
<td>10 (18)</td>
</tr>
<tr>
<td>WebRDS $^b$ (n=42 and n=68)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14 years</td>
<td>9 (12)</td>
<td>7 (9)</td>
</tr>
<tr>
<td>15 years</td>
<td>9 (12)</td>
<td>11 (15)</td>
</tr>
<tr>
<td>16 years</td>
<td>8 (11)</td>
<td>11 (15)</td>
</tr>
<tr>
<td>17 years</td>
<td>8 (11)</td>
<td>12 (16)</td>
</tr>
<tr>
<td>All (n=99 and n=143)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14 years</td>
<td>11 (11)</td>
<td>7 (7)</td>
</tr>
<tr>
<td>15 years</td>
<td>16 (16)</td>
<td>9 (9)</td>
</tr>
<tr>
<td>16 years</td>
<td>11 (11)</td>
<td>17 (17)</td>
</tr>
<tr>
<td>17 years</td>
<td>14 (13)</td>
<td>14 (14)</td>
</tr>
</tbody>
</table>

$^a$ Participants who (1) were recruited and completed survey face-to-face at sports clubs, youth programs, or community locations; (2) were recruited face-to-face and sent survey link and password following expression of interest to Facebook business page; and (3) expressed interest to Facebook study page or email contact to research staff as a result of seeing a study flyer or being made aware of the study through friends, teachers, or parents.

$^b$ Participants who expressed interest on Facebook study page as a result of viewing a study advertisement or a friend’s interaction with the study business page, and who completed the survey on provision of the survey link and a password by the agency coordinator, whom we had liaised with.

There was an approximately 5-fold increase in rates of data collection with the transition from traditional RDS to WebRDS (see Figure 3). In the initial 35 days of traditional RDS, a mean of 2.2 (SD 5.0) surveys were completed per day compared to a mean of 8.9 (SD 10.2) surveys per day after WebRDS was launched. The peak daily rate of data collection, which can be attributed solely to completion of online surveys, was 41, which corresponded with the placement of a Facebook advertisement on a Friday. The peak combined rate occurred on the following Monday when 30 surveys were completed online and an additional 15 were recruited by face-to-face recruitment.

Cost Analysis Results

WebRDS allowed us to boost the number of surveys and speed of data collection by including Facebook posts and advertisements, which resulted in an immediate amplified response. Within RDS, differences were noted regarding recruitment at agencies compared to community locations, the former being more labor-intensive. This was due to the process of initially contacting the agency to establish interest, organizing and conducting the presentation, and then arranging a subsequent time for data collection if it was not feasible immediately after the presentation. In contrast, recruitment at community locations simply involved coordinating a location and time between study staff, conducting brief overviews of the study, and administering surveys with a seed and one or more of their referrals.
Table 2 provides a simple calculation of costs related to each survey method. The average expenses per RDS participant based on the calculations in Table 2 were AU $53.41 compared to AU $27.24 per WebRDS participant.
Table 2. Calculation to compare cost per survey of RDS with WebRDS

<table>
<thead>
<tr>
<th>Cost per recruitment method</th>
<th>Formula</th>
<th>Calculation (AUS)</th>
<th>Total cost (AUS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total cost</td>
<td>(Number of agencies and locations&lt;sup&gt;a&lt;/sup&gt; visited<em>mean time spent at each location</em>number of study staff<em>cost to pay 1 study staff per hour)+number of agencies and locations&lt;sup&gt;a&lt;/sup&gt; visited</em>number of study staff*(mean distance traveled to location<em>cost per km of travel)+number participants recruited by RDS</em>administration time per participant*cost to pay 1 study staff per hour</td>
<td>13,335</td>
<td>21,350.44</td>
</tr>
<tr>
<td>RDS</td>
<td>(45<em>3</em>2<em>50)+(45</em>2<em>30</em>.65)+(232<em>0.5</em>30)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WebRDS</td>
<td>Cost of Facebook campaign+(hours of work by 1 staff member<em>number of staff</em>cost to pay 1 study staff per hour)+number participants recruited by WebRDS<em>administration time per participant</em>cost to pay 1 study staff per hour</td>
<td>430.44+((38<em>8)<em>30)+780</em>0.5</em>30</td>
<td>21,350.44</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Per participant</th>
<th>Total cost of RDS/number of participants (seeds and referrals) recruited by RDS</th>
<th>Total cost of WebRDS/number of participants (seeds and referrals) recruited by WebRDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>RDS</td>
<td>12,390/232</td>
<td>21,250.44/780</td>
</tr>
<tr>
<td>WebRDS</td>
<td>53.41</td>
<td>27.24</td>
</tr>
</tbody>
</table>

<sup>a</sup> Number of agencies and locations visited were n=25 and n=20, respectively.

Participant Description and Drinking Behavior

A total of 1012 (n=232 in RDS; n=780 in WebRDS) valid surveys were included in the analysis. A similar proportion of gender and age groups were recruited in both samples (see Table 3). RDS recruited a significantly higher proportion of youth who identified as Aboriginal or Torres Strait Islander (5.6%, 13/232 RDS vs 0.8%, 6/780 WebRDS, P<.001), lower proportions of youth who spoke other languages than English as their main language at home (5.6%, 13/232 RDS vs 10.5%, 82/780 WebRDS, P=.03), and tended to recruit more adolescents living in areas of middle and lower SES (33.6%, 78/232 RDS vs 17.4%, 136/780 WebRDS, P<.001) compared to WebRDS. Significant differences in some alcohol use characteristics (past 7-day drinking and past 7-day risky drinking) were observed between the sampling methods, but these differences need to be treated with caution due to the low sample sizes.

Discussion

Principal Results

This study recruited a sample of 1012 adolescents in the community, of which 232 were recruited by RDS and 780 by WebRDS. In summary, a significantly larger proportion of Aboriginal or Torres Strait Islander (P<.001) participants who spoke English as their main language at home (P=.03) and of middle and lower SES (P<.001) was found in the RDS sample. The RDS sample was also found to have a higher occurrence of past 7-day drinking (P<.001) and past 7-day risky drinking (P=.004). No significant differences in gender, age, past month alcohol use, and lifetime alcohol use were observed between the RDS and WebRDS samples. This study revealed RDS and WebRDS used similar lengths of chains for recruiting participants; however, WebRDS had a faster rate of recruitment at a lower average cost per participant compared to RDS.
### Table 3. Demographic characteristics and alcohol prevalence rates for RDS and WebRDS samples.

<table>
<thead>
<tr>
<th>Demographic variables</th>
<th>Sample population (unweighted), n (%)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N=1012&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RDS sample n=232&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>WebRDS sample n=780&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td>.82</td>
</tr>
<tr>
<td>Male</td>
<td>136 (58.6)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>96 (41.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td>.10</td>
</tr>
<tr>
<td>14</td>
<td>49 (21.1)</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>71 (30.6)</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>58 (25.0)</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>54 (23.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Indigenous status</strong></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Aboriginal or Torres Strait Islander</td>
<td>13 (5.7)</td>
<td>6 (0.8)</td>
</tr>
<tr>
<td>Not Aboriginal or Torres Strait Islander</td>
<td>215 (94.3)</td>
<td>770 (99.2)</td>
</tr>
<tr>
<td><strong>Main language spoken at home</strong></td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td>Australian</td>
<td>218 (94.4)</td>
<td>694 (89.4)</td>
</tr>
<tr>
<td>Other</td>
<td>13 (5.6)</td>
<td>82 (10.6)</td>
</tr>
<tr>
<td><strong>Socioeconomic level (SEIFA deciles)</strong></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>1-3</td>
<td>19 (8.4)</td>
<td>5 (0.7)</td>
</tr>
<tr>
<td>4-7</td>
<td>59 (26.2)</td>
<td>131 (17.1)</td>
</tr>
<tr>
<td>8-10</td>
<td>147 (65.3)</td>
<td>630 (82.2)</td>
</tr>
<tr>
<td><strong>Drinking behavior</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never used alcohol</td>
<td>51 (22.2)</td>
<td></td>
</tr>
<tr>
<td>Past month drinking&lt;sup&gt;b&lt;/sup&gt;</td>
<td>75 (64.1)</td>
<td>156 (54.4)</td>
</tr>
<tr>
<td>Past 7-day drinking</td>
<td>50 (21.6)</td>
<td>90 (11.6)</td>
</tr>
<tr>
<td>Past 7-day risky drinking&lt;sup&gt;c&lt;/sup&gt;</td>
<td>30 (13.0)</td>
<td>52 (6.7)</td>
</tr>
</tbody>
</table>

<sup>a</sup> Numbers may not add up to total (N=1012; RDS: n=232; WebRDS: n=780) due to missing data.

<sup>b</sup> “Past month drinking” only completed by participants who reported having ever drunk before.

<sup>c</sup> Risky drinking derived from “past 7-day drinking” variable using National Health and Medical Research Council guidelines of >4 drinks per day [30].

---

### Comparison of Respondent-Driven Sampling to Web-Based Respondent-Driven Sampling

WebRDS represented a considerable advantage over the traditional RDS recruitment method as evidenced by the significant increase in referrals and reduction in cost per participant. It is possible that the slow recruitment rate of traditional RDS was due to the incentive not matching perceived effort and time required, or the intimidating aspects of contacting and meeting unfamiliar study staff. WebRDS reduced staff requirements and was more conducive to the online presence and preference for interaction via social media of the target group. In contrast to phone contact, interaction via Facebook appeared to be easier and possibly less invasive to study participants. Further, WebRDS enhanced anonymity and allowed participants to complete the survey in their own personal space and separate from peers. Most referrals were made in the first 2 weeks following survey completion, supporting the importance for rapid follow-up with participating youth in an appropriate manner to maximize chances of referrals being made.

In this study, we managed to recruit a large number of community-based participants within a short period after exploring various recruitment options. Significant human resources were required to conduct both the RDS and WebRDS recruitment. WebRDS yielded a considerably higher rate of completed surveys in a much shorter timeframe and at approximately half the cost per participant than traditional RDS. This is similar to findings of Wejnert and Heckathorn [24] suggesting that WebRDS has the potential to recruit large study samples up to 20 times faster than traditional RDS. Bauermeister and colleagues [21] also reported an expedited recruitment rate after offering participants the option to refer peers by email, text message, or social network post or message. However, there...
are differences in the methods implemented that limit direct comparison. The latter study recruited nearly 3500 participants in a 6-week period. This was facilitated by the use of automatically generated coupon codes and referral emails allowing a very quick and efficient response to participants. In contrast, we conducted the process manually, which left some participants waiting up to 48 hours for a response. Further, Bauermeister et al [21] allowed payment for up to 5 referrals with multiple use of referral codes and sampled from various regions across the United States, not just one city.

WebRDS proved to be an efficient method of recruitment and data collection with significant advantages over the RDS in agency and community locations. Notwithstanding, and similar to Bauermeister et al [21], a number of issues arose using this method. WebRDS posed a higher risk for duplicate and falsified surveys during the online recruitment and a substantial amount of time was allocated to screening participants and surveys to verify the data validity. Immediacy of response to potential participants and recruits to mail out survey invitations, referral messages, and incentives was vital to maintain the recruitment momentum and daily data screening and participant follow-up was necessary to ensure the quality of the data. However, this was difficult to achieve during peak times of survey completion.

Other studies using Facebook advertisements and online surveys reported confirming eligibility only as part of their survey [31-33]. However, due to the challenges encountered with online recruitment and confirming a person’s identity, more rigorous procedures were adopted in this study. Although there was a risk of deterring youth from taking part by requesting identification, we included this step to ensure validity of the data. This was particularly important because most of the participants who expressed interest were seeds, which could have determined the quality of data for an entire chain of participants.

Almost half of our sample (46.25%, 468/1012) recruited participants to the study. These results are comparable to other RDS studies and coherent with the geometry reported for RDS recruitment patterns [24]; namely, if each respondent is asked to recruit 3 peers, approximately one-third of participants will make a referral [24]. For example, Thompson et al [34] studied street-involved youth aged 14 to 24 years using RDS; of 156 participants who received referral coupons, 67 (42.9%) recruited at least one peer. Of the 468 respondents who made a referral, 99 represented seeds resulting in 9.8% of the total sample recruited. Other studies have reported varying results with the proportion of seeds in relation to the total sample recruited, ranging from 1.9% [35] to 59.7% [34], possibly owing to the frequently reported difficulties in recruiting active seeds [36,37]. The length of a chain indicates the success of RDS and it has been proposed that social connectedness exists between participants if at least one chain achieves to recruit 3 waves [34]. No differences were found between the number of waves per chain between RDS and WebRDS (P=0.14) in this study, with the mean length of chains being 2.3 (SD 2.6) waves and a maximum of 12 waves reached per chain. A large proportion of chains consisted of 1 to 2 waves only (n=58); however, we also managed to recruit 12 chains consisting of 3 waves and 32 chains, which achieved 4 to 12 waves, suggesting that the definition of connectedness between participants was met. There is limited information reported on the lengths of chains recruited by other RDS studies with young people; however, the findings suggest that our study recruited substantially more chains with longer waves [14,34,38]. For instance, Thompson et al [34] recruited a total of 17 chains of which only 3 achieved 3 to 4 waves and 2 chains reached 7 and 9 waves, respectively.

In this study, WebRDS and traditional RDS recruited participants with similar proportions of males and females (P=0.10), of age groups from 14 to 17 years (P=0.82), and of “never consume alcohol” (P=0.17) and of “consumed in past month” (P=0.08). However, traditional RDS recruited more indigenous participants (P<0.001), fewer non-Australian ethnicities (P=0.03), and more participants at a lower socioeconomic level (P<0.001) compared to WebRDS. Traditional RDS participants were also more likely to have consumed alcohol in the past 7 days (P<0.001) and consumed alcohol at risky levels in the past 7 days (P=0.004), although these results may not be accurately compared due to the low numbers in these categories.

Research from the United States reported that although nearly all teenagers aged 12 to 17 years use the Internet, those who do not are more likely to be in households with lower income and less access to technology [39]. Higher SES predicts current Internet use and amount of Internet use, with teenagers of higher SES more likely to use the Internet for more time [40] and more likely to use it for social purposes [41] than lower SES teenagers. Congruent with these findings, the WebRDS sample in our research had a higher average SES. If people with higher SES used the Internet more often (assuming this follows with more Facebook use) than those of lower SES, they were more likely to see the Facebook advertisements, posts, and statuses and more likely to receive their online referral. The agencies and community locations in our RDS sample varied with respect to SES with methods in place to ensure distributive representation. This likely contributed to the higher proportion of lower SES youth in RDS than WebRDS, reflecting the increased diversity of this sample. In addition, indigenous Australians are more likely to be lower SES [42] than nonindigenous Australians, which may explain why RDS sampled a higher proportion of indigenous youth than WebRDS.

There are several explanations that could be posited for the differences in participants’ main language spoken at home recruited by the different methods, whereby RDS recruited a smaller proportion of this group. Firstly, it could be because of the type of agencies and locations where recruitment occurred. Australian data show that children younger than 15 years born in non-English-speaking countries or whose parents were both born in non-English-speaking countries participate in organized sport at lower rates than their Australian-born counterparts [43]. Sports clubs accounted for 35% of the agencies visited in this study. In addition, the majority of sporting agencies were Australian Rules Football clubs, a sport primarily played in Australia, with less representation from more global sports such as cricket, gymnastics, and martial arts. Secondly, RDS recruitment was limited in agencies or locations that may have been more culturally diverse, such as at churches and specific cultural events. Finally, research shows that more children younger than age 15 years born in an English-speaking country
other than Australia access the Internet than children born in Australia [43]. This is in contrast to what was observed by Bauermeister et al [21] that ethnic minorities use the Internet less than US-born individuals [39,40]. The combination of these factors led to non-English first language speakers being less likely to be sampled in RDS and more likely to be sampled in WebRDS.

Our research targeted specific groups through traditional RDS. There is potential that purposive seed sampling in WebRDS could be used to achieve a similar sample distribution as RDS. This would require more precise eligibility screening of potential seeds to ensure representation of different demographics. This could be achieved through Facebook when the person expresses interest (e.g., screening on their age, postcode, and ethnicity). Doing this would come with its own set of challenges and may result in a smaller sample size depending on available resources, which would also limit representativeness. Future research on using the Internet, in particular Facebook, as a recruitment tool needs to focus on the best way of doing so to obtain high validity and reliability with careful consideration of the target population.

**Facebook Recruitment**

Facebook was used in this study to recruit participants to supplement conventional data collection methods. Using Facebook to enhance our recruitment resulted in fast response rates and a wide reach, presumably due to being a more acceptable form of communication among youth [44]. This has important implications because previous research has noted barriers to recruiting adolescents for research studies [33]. However, a recent Australian study recruiting young women aged 18 to 23 years via a range of different methods reported Facebook achieved the greatest success, recruiting a cohort of young women with similar characteristics to those of Australian women in terms of age, area of residence, and relationship status [45].

Although young people’s access to the Internet is high in Australia [43], sampling from Facebook could have introduced some biases because the population was limited to adolescents who have access to the Internet, have a Facebook account, provided and matched the demographics (e.g., age and location) targeted by our advertisements, and were actively logged into their account while the advertisements were screened. There may also be issues when targeting those with registered “interests” which may be more effective in attracting those interested in the topic [46,47]. Yet, this method could also prove useful when aiming to study subpopulations with specific attitudes and behaviors as was the case in our study.

Interestingly, our advertising campaign achieved a higher rate (1.6%) of youth who took action in response to an advertisement or promoted post in proportion to reach compared to other research using Facebook for recruitment. For example, Kapp and colleagues [31] and Ramo and colleagues [46] reported 0.075% and 0.7% of potential accounts reached via their campaigns resulted in clicks, respectively. These variations may be due to different incentives, target groups and cultures, Internet access behaviors, and that the use of posts in our study may have reached more users than advertisements only.

Due to the peer referral process, we were unable to determine how most participants found out about the study because we were concerned that it would have further increased respondent burden and deterred participants. Thus, in most cases it was not possible to elucidate whether the advertisements/posts participants saw were screened by our campaign or were viral posts from Facebook friends.

**Limitations**

Overall, there were difficulties in motivating adolescents to take part in the study. There appeared to be a greater interest in the study among males, which was reflected in their rate of participation. It is possible that the form of incentive was more appealing to males, thus more neutral incentives should be considered in future studies in which gender equality is desired. As part of the overall project objectives, during the RDS, we specifically sampled youth from community programs catering for at-risk youth. In contrast, the lack of specificity using WebRDS may have created over- or undersampling of certain minority groups.

In addition, although there were no significant differences in the length of RDS and WebRDS chains, the chains created by youth recruited in person who referred their peers “on the spot” may have represented different types of connections than those who invited peers via Facebook where any of their Facebook friends could have clicked on the survey link. Hence, the nature of connections between RDS and WebRDS participants may be inherently different in yet unexplored aspects. Due to the difficulties in accurately determining fraudulent activity in WebRDS, it is possible that not all duplicate or falsified surveys were detected. Future research should also note that surveys should be considered on a case-by-case basis. Nevertheless, our findings related to RDS and WebRDS recruitment contribute to the literature and provide a reference for others intending to conduct similar studies.

**Conclusions**

There is a need to constantly improve the quality of Web-based surveys [48]. This is one of the first papers to describe the processes undertaken to gain 2 samples using both traditional RDS and WebRDS. Overall, Facebook was the most successful recruitment source for adolescents to complete an online survey compared to face-to-face recruitment and other forms of online recruitment and referral. A factor that likely contributed to this is the increasing preference of social networking sites for communication purposes among youth, which reduce the barriers to participation than more traditional recruitment methods. Although we were successful in using Facebook as a recruitment strategy, it is still a novel method and more research is necessary to overcome associated challenges and minimize biases. WebRDS requires continual monitoring and cleaning of data to screen suspicious participants. Such monitoring and the need for quick responses can be challenging, particularly if all communications and generation of referral codes is done manually. However, WebRDS allowed for a faster rate of recruitment at a lower average cost per participant than traditional RDS. WebRDS increased the ease of informing the target population about the study and is particularly useful for recruiting populations, which are traditionally difficult to access.
Measures need to be in place to ensure the demographics of WebRDS match traditional RDS, which could be done by purposive seed selection in both methods. Many other popular social networking sites exist that other population groups may access in preference to Facebook and the key is to ask the desired target group their preferences. The experience of this study does not just promote Facebook as a recruitment tool, but is a cue to exploring social networking sites as a means of recruitment.
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Abstract

Background: Prevention strategies to reduce alcohol use/consumption among young people are crucial to reducing alcohol-related deaths and preventing disease. This paper focuses on the effectiveness of a social networking site (SNS) alcohol prevention program targeted toward young people.

Objective: We hypothesized that the program would diminish the relation made by participants between alcohol and festive moments, and would result in a reduction of their declared consumption of alcohol at festive moments during the program. We also explored the interaction with the prevention program that was the most efficient.

Methods: The prevention program took the form of 3 lotteries over 2 years. The participants periodically received prevention messages, particularly on alcohol and festive moments (eg, videos on Facebook and short message service [SMS] text messages on their mobile phones). For the 3 periods, the participants had to answer questions exploring the level of their belief that alcohol consumption and festive moments are highly associated. A control group that did not participate in the prevention program was asked the same questions over the same number of days for the first 2 periods. During the second period, the participants were asked to answer questions about their alcohol consumption during parties. During the third period, we explored the interaction with the prevention program on the reduction of their belief that alcohol consumption and festive moments are associated.

Results: A total of 651 participants (age: mean 22.24, SD 4.10 years; women: n=430) during the first period, 301 participants (age: mean 21.27, SD 3.07 years; women n=199) during the second period, and 305 (age: mean 22.41, SD 4.65 years; women: n=190) during the third period correctly completed the survey. For the control group, 69 students completed the survey during the first period (age: mean 18.93, SD 1.14 years; women: n=59) and 50 during the second (age: mean 20.78, SD 1.94 years; women: n=45). We observed a significant reduction in the association of alcohol with festive moments in the participants over the 2 years (period 1: z=-4.80, P<.001; period 2: z=-2.11, P=.04; period 3: z=-2.30; P=.02), but not in the controls. We also observed a reduction in the number of glasses consumed during festive moments for the participants (z=-2.36, P=.02), but not for the controls during the second period. The third period showed that only the number of days since registration in the program had an impact on the reduction of the association of festive moments and alcohol consumption (t21=3.186, P=.005).

Conclusions: The findings of this study suggest that the SNS prevention program is promising in preventing the association of alcohol with festive moments and, more generally, in impacting social norms.

(J Med Internet Res 2015;17(12):e278) doi:10.2196/jmir.4233
Introduction

Alcohol is the most harmful substance in the United Kingdom [1] and it is the third leading preventable cause of death in the United States [2]. Globally, approximately 76.3 million people have been diagnosed with alcohol use disorders. In most Western countries, alcohol use commonly begins during adolescence [3]. According to a French national survey (Enquête sur la Santé et les Consommations lors de l’Appel de Préparation À la Défense (ESCAPAD)), in 2011, 10% of 17-year-olds participated in regular drinking (at least 10 drinks during a month); 28% reported repeated drunkenness (having been drunk at least 3 times a year), 10.5% were drunk 10 or more times a year, and 53.2% reported having drunk more than 5 glasses of alcohol during one event within the last 30 days [4]. This survey shows an increase in binge drinking in this population. A recent review [5] defined binge drinking as “a pattern of drinking alcohol that brings blood alcohol concentration to 0.08 g/dL or above (≥5 for men or ≥4 for women in 2 hours) on more than one occasion within the past 6 months.” This massive consumption during a short period could have tragic short-term effects, such as accidents, violence, or ethyl coma [6]. Recent studies have also shown that this type of consumption seems to have a long-term impact on spatial working memory [7] and other neurocognitive functions [8]. In this paper, the focus is on festive moments, or event occasions. In their review, Mallett et al [9] showed that there are many events during student life. “Festive moments” include all these events: parties, celebrations, sport events, holidays, school breaks, and personally relevant events (see also [10]).

To better understand how the consumption of alcohol during festive moments is integrated, it is important to know how the representation of festive moments is communicated. The media has an important impact on young people about social norms regarding alcohol consumption [11], including that alcohol consumption is mandatory to enjoy a party [12].

Recently, the most important type of media for young people is the Internet, especially social network sites (SNSs). A total of 82% of French people younger than age 25 years use Facebook [13]. Facebook is currently the most popular SNS in the world, topping 1 billion active users with 580 million who engage with the site daily [13-15]. This platform represents an important strategic issue for communicating with young people.

One of the strengths of Facebook is that registered people become vectors of communication for messages posted on a page. Indeed, “liking” a page and commenting on the news will result in the commentary being displayed publicly so that their friends will, in turn, receive this information. Alcohol producers use various strategies on social networks to promote alcohol consumption (eg, interactive games, contests, videos sent to minors, Facebook pages). Nicholls [16] showed that social norms could be influenced by alcohol marketing strategies on SNSs and that “traditional notions of celebration play a key role.” Ridout et al [17] observed a normalization of alcohol consumption, particularly in the search for an acceptable social identity, because of the importance of the “drinker” status on SNS. Online interactions contribute to the normalization of youth consumption of alcohol [18]. A recent example regards a beer seller, who launched a lottery to win beer-related prizes. The participants had to register on their Facebook pages and then answer 3 questions about the company. These questions, of course, required the participant to explore the page or to search the Internet for answers. After having responded and participated in the lottery, this information was displayed on the Facebook pages of the participants, allowing their friends to access it as well. At the time this paper was written, this French page had 229,934 fans.

A recent study in the United States showed that teens who use SNSs at least once per day (70% of those aged 12-17 years use them for an average of 23 minutes per day) were 5 times more likely to use tobacco (10% vs 2%), 3 times more likely to consume alcohol (26% vs 9%), twice as likely to use marijuana (13% vs 7%), and almost 4 times as likely to be exposed to images of young people smoking, drinking, or using drugs [19]. Despite the success of these marketing strategies, few prevention programs have used SNSs. Capurro et al [15] recently reviewed 58 articles related to public health research on Internet sites. However, many of these studies focused on users and usage of SNSs rather than the effectiveness of this type of information on prevention.

The main objective of this paper was to evaluate a SNS-based prevention program [20] and show the results of its effectiveness in changing the representation of festive moments and, more particularly, in altering the high association of alcohol consumption and these moments. For this purpose, we thought that the participants in a 2-year existing SNS-based prevention program would show a weaker association between festive moments and alcohol consumption at the end of the program compared to the beginning. More importantly, we hypothesized that this difference would not be significant for a similar sample questioned at the same time, but who did not register for this program. Finally, our evaluation took into account the behavior (eg, activities) on the program’s SNS page to better understand the reduction in the association between alcohol and festive moments.

Methods

Description of the Prevention Program

This program aimed to reduce extreme alcohol consumption in a festive context among youth. To do this, we used 2 types of communication associated with festive contexts: the Internet through social networks (Facebook) and mobile phone services by sending short message service (SMS) text messages.

Concerning the Internet and, particularly, Facebook, the aim was to regularly spread prevention campaigns with a dedicated Facebook page entitled “Auvernight.” This page contained mostly videos, but also posters and slogans from national
programs (eg, the program SAM for drivers, which was aimed toward choosing a sober driver in a group while they are partying) to challenge young people to change their festive habits. Over the 2-year period, approximately 43% (16/37) of these preventive messages directly concerned alcohol; others concerned drug consumption, road accidents, and sexually transmitted diseases. To make the page more attractive and representative of the festive world, we also posted a selection of local festive activities. To bolster interest in this page, we introduced a lottery each academic year (3 lotteries during the 2 years of the program) with attractive prizes (eg, a trip or a computer costing €3500 or approximately US $4000).

Because it is known that alcohol-related cognitions in long-term memory have a strong influence on drinking behavior (eg, expectancies toward alcohol [21,22]) and that alcohol-related contextual cues are likely to activate behavioral schemas associated with these expectancies [23], SMS text messages were sent as close in time as possible to key moments for festive events (eg, when approaching the weekend, at the beginning of school holidays) to ensure a maximal impact on drinking behavior while partying. The messages reminded the participants of a number of tips to reduce the risks potentially associated with alcohol and the negative effects of massive alcohol consumption. Of these SMS text messages, 71% (12/17) specifically concerned alcohol and 29% (5/17) were about other drug consumption. This approach was complementary to the approach used on the Internet in the sense that it was more situational (eg, sending a message during a festive moment such as a New Year celebration).

Regarding this type of communication, it is important to have a long-term perspective to increase the knowledge of this page in the target population. This is why a multiple year program was necessary. To maintain interest, 3 lotteries were organized during the 2 years of the program. Each lottery lasted 3 months. The first took place between February and June 2013, the second between April and June 2014, and the third between October and December 2014. The population could be different for each lottery, so we explored the results for each lottery period independently.

Participants and Procedure
The participants in this program were recruited using emails sent to their personal mailboxes from a listing of the “Avenir Santé” association for their other prevention activities or by flyers distributed near the amphitheater or the library at the University of Clermont-Ferrand (France). This recruitment was conducted for each period. They had to complete the survey at the beginning and at the end of the program. These students composed the control group. We had no control group for the third period.

To ensure that the control group was comparable with the All Facebookers group, we chose to pair students who participated in the prevention program (and so who were members of the All Facebookers group) by sex and age with students of the control group. This was the Paired Facebookers group. Therefore, we had 3 groups: one group for all participants on Facebook (All Facebookers), students not registered for the prevention program (control), and paired participants/students (Paired Facebookers). The first period of this program took place between February and June 2013 (period 1), the second period between April and June 2014 (period 2), and the third period between October and December 2014 (period 3).

Measurements

Period 1
After demographic data were collected (age and sex), the participants were asked, “On a scale from 0 to 10 (0=not at all, 10=absolutely), how much do you think that alcohol is necessary to have a successful party?” This question was asked online at the beginning and at the end of the program for the Facebookers and on paper for the control group.

Period 2
The 4 questions concerning party representations were “On a scale from 0 to 10 (0=not at all, 10=absolutely):

1. How much do you think that alcohol is necessary to have a successful party?
2. How much do you think that alcohol improves the mood of a party?
3. How much do you think that alcohol may lessen the interest of a party?
4. How much do you think a party is more successful without alcohol?”

To finish, we assessed their alcohol consumption for one party with the following question: “How many glasses do you drink when you are at a party?” The order in which the questions were presented was randomized for each participant. All participants and control group members answered online at the beginning and at the end of the program.

Period 3
The same questions as those asked during period 2 were used at the beginning and at the end of period 3. We added a memory question regarding the SMS text message. For this, we asked the participants to choose between a set of 10 propositions, of
which 5 included correct content of the SMS text message that they had received. At the end of the program, the number of likes on the page was counted to measure the activity on the page.

**Statistical Analysis**

The data were analyzed using SPSS version 19. The comparison between the pre- and posttests (at the beginning and at the end of the period) was computed with a nonparametric Wilcoxon test for the question associated with alcohol and festive moments, and for each sample (All Facebookers, Paired Facebookers, and control). Then, the difference between the pre- and posttests for this association in the Paired Facebookers and the control groups were compared with a Mann-Whitney nonparametric test. When significance was observed, a Cohen’s $d$ was calculated to assess the effect size. The differences concerning the association of alcohol between these 2 populations at the beginning of the program were compared using a nonparametric Wilcoxon test. The same analysis was conducted for the number of glasses consumed at one festive moment for the pre- and posttests.

Concerning periods 2 and 3, Cronbach alpha analyses were completed to assess the reliability of all questions before a mean was calculated for the 4 questions regarding the association of alcohol with festive moments.

Finally, for the third period, a linear regression analysis was computed on the reduction of the association of alcohol with festive moments and the number of correct SMS text messages remembered, the number of days following registration in the program, and the number of Facebook likes as factors to better understand the reduction.

**Results**

**Description of the Population and Reliability of Items**

At the beginning of the first period, we had 866 participants. Three months later, at the end of the program, 651 had completed the questionnaires assessing the same questions (see Table 1). A total of 69 participants were in the control group after one was excluded because of missing data (i.e., the questionnaire was not filled out completely); mean age was 18.93, SD 1.14 years and 59 (86%) were women. There were 651 in the All Facebookers group (age: mean 22.24, SD 4.10 years; women: n=430, 66.1%) and 69 in the Paired Facebookers group (age: mean 19.75, SD 0.94 years; women: n=59, 86%).

During the second period, 498 persons participated at the beginning of the program, 424 appropriately answered the 4 questions, and 301 of these correctly completed the 2 questionnaires at the beginning and at the end of the program (14.7%, 52/353 were excluded because they answered inconsistently on negative version questions). There were 21 participants common to the first period. Analyses were performed for the 2 populations: the 301 total participants and the 280 new participants. Thus, 301 participants composed the All Facebookers group (age: mean 21.27, SD 1.94 years; women: n=199, 66.1%) or 280 when we only observed new participants (age: mean 21.24, SD 3.12 years; women: n=185, 66.1%), 50 controls (age: mean 20.78, SD 1.94 years; women: n=45, 90%) and 50 Paired Facebookers (age: mean 20.80, SD 2.00 years; women: n=45, 90%).

In the third period, 452 persons participated at the beginning of the program and 305 appropriately answered the 4 questions and completed the 2 questionnaires at the beginning and at the end of the program (1 was excluded because he answered inconsistently on negative version questions). There were 25 participants who were also involved in the first or the second period. Analyses were performed on the 2 populations: the 305 total participants (age: mean 22.41, SD 4.65 years; women: n=190, 62.3%) and the 280 new participants (age: mean 22.30, SD 4.74 years; women: n=173, 61.8%).

Concerning the reliability of the items (see Table 2), all Cronbach alphas were greater than .70 for the second period and .80 for the third period, which could be considered “acceptable” [24].

**Association of Alcohol Consumption with Festive Moments**

For the All Facebookers group, we observed a significant reduction in the association of festive moments with alcohol consumption between the beginning and the end of the program for the 3 periods of the evaluation (period 1: $z$=−4.80, $P<.001$; period 2: $z$=−2.11, $P=.04$; period 3: $z$=−2.3, $P=.02$) (see Table 1). Similar results were observed with only new participants for the second and third periods.

For the control participants, we observed that there was no significant difference between the association of alcohol with festive moments at the beginning and at the end of the program for the first and second periods (period 1: $z$=−0.35, $P=.73$; period 2: $z$=−0.73, $P=.47$).

Finally, when we compared the Paired Facebookers and the control groups concerning the differences between pre- and posttest results, we found a difference for the association of alcohol with festive moments only for the first period ($z$=−2.24, $P=.02$).

Concerning the pretest, we observed a difference between our controls and the Paired Facebookers for the first period ($z$=−2.13, $P=.03$), but not for the second ($z$=−0.33, $P=.74$).
## Table 1. Comparison between pre- and posttest scores for association of alcohol and festive moments for each group during the 3 test periods and the mean number of glasses of alcohol consumed during one festive moment for periods 2 and 3.

<table>
<thead>
<tr>
<th>Type of participants and characteristics of analyses</th>
<th>Period 1</th>
<th>Period 2</th>
<th>Period 3</th>
<th>Period 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All participants</td>
<td>New participants only</td>
<td>All participants</td>
<td>New participants only</td>
</tr>
<tr>
<td></td>
<td>Alcohol association</td>
<td>Alcohol consumed during one festive moment</td>
<td>Alcohol association</td>
<td>Alcohol consumed during one festive moment</td>
</tr>
<tr>
<td></td>
<td>Alcohol association</td>
<td>Alcohol consumed during one festive moment</td>
<td>Alcohol association</td>
<td>Alcohol consumed during one festive moment</td>
</tr>
<tr>
<td></td>
<td>Alcohol association</td>
<td>Alcohol consumed during one festive moment</td>
<td>Alcohol association</td>
<td>Alcohol consumed during one festive moment</td>
</tr>
<tr>
<td></td>
<td>Alcohol association</td>
<td>Alcohol consumed during one festive moment</td>
<td>Alcohol association</td>
<td>Alcohol consumed during one festive moment</td>
</tr>
<tr>
<td>All Facebookers</td>
<td>n = 651</td>
<td>301</td>
<td>301</td>
<td>280</td>
</tr>
<tr>
<td></td>
<td>Pretest, mean (SD)</td>
<td>3.41 (2.72)</td>
<td>4.23 (2.29)</td>
<td>2.68 (1.64)</td>
</tr>
<tr>
<td></td>
<td>Posttest, mean (SD)</td>
<td>3.06 (2.45)</td>
<td>4.06 (2.04)</td>
<td>2.53 (1.51)</td>
</tr>
<tr>
<td></td>
<td>z</td>
<td>−4.80</td>
<td>−2.11</td>
<td>−2.36</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>&lt;.001</td>
<td>.04</td>
<td>.02</td>
</tr>
<tr>
<td></td>
<td>Cohen’s d</td>
<td>0.14</td>
<td>.08</td>
<td>.10</td>
</tr>
<tr>
<td>Control</td>
<td>n = 69</td>
<td>50</td>
<td>50</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Pretest, mean (SD)</td>
<td>2.83 (2.82)</td>
<td>4.19 (2.51)</td>
<td>2.58 (1.77)</td>
</tr>
<tr>
<td></td>
<td>Posttest, mean (SD)</td>
<td>2.93 (2.58)</td>
<td>4.04 (2.54)</td>
<td>2.62 (1.71)</td>
</tr>
<tr>
<td></td>
<td>z</td>
<td>−0.35</td>
<td>−0.73</td>
<td>−0.33</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>.73</td>
<td>.47</td>
<td>.74</td>
</tr>
<tr>
<td></td>
<td>Cohen’s d</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Paired Facebookers</td>
<td>n = 69</td>
<td>50</td>
<td>50</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Pretest, mean (SD)</td>
<td>1.86 (2.25)</td>
<td>4.27 (2.03)</td>
<td>2.9 (1.47)</td>
</tr>
<tr>
<td></td>
<td>Posttest, mean (SD)</td>
<td>1.28 (1.81)</td>
<td>4.32 (1.73)</td>
<td>2.58 (1.43)</td>
</tr>
<tr>
<td></td>
<td>z</td>
<td>−2.86</td>
<td>−.50</td>
<td>−2.38</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>.004</td>
<td>.62</td>
<td>.018</td>
</tr>
<tr>
<td></td>
<td>Cohen’s d</td>
<td>.28</td>
<td>NS</td>
<td>.22</td>
</tr>
<tr>
<td>Control vs Paired Facebookers</td>
<td>z</td>
<td>−2.24</td>
<td>.47</td>
<td>−1.9</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>.025</td>
<td>.64</td>
<td>.057</td>
</tr>
<tr>
<td></td>
<td>Cohen’s d</td>
<td>−0.34</td>
<td>NS</td>
<td>−0.38</td>
</tr>
</tbody>
</table>
Effects on the Number of Glasses Consumed at Festive Moments

For the All Facebookers group, we observed a significant reduction in the number of glasses consumed at festive moments in the second period ($z=-2.36, P=.02$), but not the third ($z=-0.92, P=.36$).

For the control group, during the second period, we observed that there was no difference between the number of glasses at the beginning and at the end of the program ($z=-0.33, P=.74$). Concerning the Paired Facebookers, we observed a reduction between the beginning and the end of the period for the number of glasses consumed at festive moments ($z=-2.38, P=.02$). Concerning only the beginning of the period, we observed no difference between our controls and the Paired Facebookers in the number of glasses at festive moments ($z=-0.79, P=.43$).

Finally, when we compared the Paired Facebookers and the control group concerning the difference between the beginning and at the end of period 2, we observed a difference in the number of glasses per festive moment indicating that the Paired Facebookers had a reduction in the declared number of glasses per festive moment compared to the control participants, but this did not reach statistical significance ($z=-1.90, P=.06$).

Effect of the Prevention Program on the Reduction of the Association Between Alcohol Consumption and Festive Moments

For the third period, all participants could recall a mean 4.05 (SD 1.65) SMS text messages, made a mean 0.12 (SD 0.50) likes, and the number of days since registration was a mean 49.48 (SD 7.31) days. The linear regression analyses for the third period ($R^2=.008; F_{4,303}=0.366, P=.83$) did not show any effect of our variables of interest on the reduction of the association between alcohol and festive moments. Viewing the low number of participants with likes on the Facebook page in our population, we decided to explore only participants who had at least one participation on the Facebook page, for example, one like or a comment ($n=22$; likes: mean 1.68, SD 0.89). The linear regression analysis on this population ($R^2=.253; F_{4,21}=2.779, P=.06$) (see Table 3) showed that only the number of days since registration in the program had a significant impact ($t_{21}=-3.186, P=.005$) on the difference concerning the association between festive moments and alcohol consumption.

Table 3. Linear regression analyses predicting reduction in association between alcohol and festive moments for participants who have participated at least once, controlling for age, number of Facebook likes, number of SMS text message recalls, and number of days since registration.

<table>
<thead>
<tr>
<th>Predictors of reduction in association of alcohol and festive moments</th>
<th>β standardized</th>
<th>$t_{21}$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>.072</td>
<td>0.354</td>
<td>.73</td>
</tr>
<tr>
<td>Number of likes</td>
<td>.043</td>
<td>0.207</td>
<td>.84</td>
</tr>
<tr>
<td>Number of correct SMS text message recalls</td>
<td>.019</td>
<td>0.086</td>
<td>.93</td>
</tr>
<tr>
<td>Number of days since registration</td>
<td>.624</td>
<td>3.186</td>
<td>.005</td>
</tr>
</tbody>
</table>

Discussion

We examined the effectiveness of an SNS-based prevention program on social representations concerning alcohol consumption and party habits. This program was conducted through the Internet over 2 years with 651 participants during the first period, 301 during the second, and 305 during the last period. A total of 1011 different persons participated in this program and this evaluation. We had 69 students as a control group during the first period and 50 during the second period. The results showed a reduction in the link between alcohol and partying for our target population for the 3 periods. This result was not found for our control group. Interestingly, we observed that the declared number of glasses of alcohol consumed at festive moments diminished between the beginning and the end of the program for participants in the second period; however, this was not the case for our control group (or for our third period). Our results failed to show what factors influence this reduction for the population. But, when we explored only participants who had participated at least once, we showed that the reduction in the link between alcohol and festive moments is only influenced by the number of days since registration and not by the age, number of correct SMS text message recalls, or the number of likes on the page.

The results of this evaluation support the recent interest in Web-based programs for health policies [15] and their efficacy. They highlight the important role of this new way of communication for a medical approach. This type of support has many advantages for health promotion. First, our message could be spread to a large audience and not only population at school (pupils). This last type of population is intensively targeted by prevention programs because of the ease of access.

http://www.jmir.org/2015/12/e278/
The major interest of SNSs is that it could target other populations. There is no geographical limitation and rural environments could easily have access to this message. Another advantage is its accessibility at all times because it is the participant who can choose when they want to see the message. Moreover, we could adapt the message to a specific population.

Similar health programs via SNSs should use the specificity of this means of communication: the viral nature of information, the engagement of the participant to have an active action on messages, and all messages must be short (1-4 minutes for a video is recommended [25]).

Despite these interests, players in prevention must be very reactive to be effective because there are many changes in this domain and the habits of the young people of today will not remain constant for the long term. This was the case when young people left MSN Messenger (a social network platform) for Facebook during the early 2000s. For example, there is a new social network that is now used by young people: Twitter [26]. Communication on this social network is not exactly the same as on Facebook because users can only type very short messages (140 characters); thus, it is used differently.

There are some limitations to consider when interpreting the results of our study, which are essentially due to the ecological nature of this study. First, we could question our control population, who were mostly students and who may not be very similar to our sample. Their participation was completely uncompensated; thus, they did not have the same motivation as our experimental group. Another limitation is that we assessed the reduction in the association between alcohol and festive moments only for participants who successfully completed the 2 questionnaires. Despite our efforts, it must be noted that it is possible that this type of program will affect only participants who are sensitive to prevention messages. In all cases, we observed a positive impact on approximately 1100 persons.

Another limitation is that our program is not for a specific festive context. Indeed, Mallett et al [9] reviewed some experiences that showed that there are different high-risk events that are associated with alcohol consequences and probably with different consumption patterns. Futures studies should take these differences into account for a more efficient message.

Moreover, our measurements were based on self-reports. We cannot rule out that our results could be due to demand bias from the participants. Because most of our participants participated in a lottery, one cannot exclude the possibility that the participants consciously biased their responses to “please” the experimenter, particularly because there were high incentives for winning and alcohol consumption is especially sensitive to normative pressure [27]. However, Becona [28] found a close relationship between carbon monoxide levels and self-reported smoking rates in a smoking population. Moreover, Cherpitel [29] showed that self-reports of alcohol consumption measured in patients admitted to the emergency room were comparable to blood alcohol concentration. These 2 measures both predict behaviors in a similar manner, such as relating to alcohol-related violence [30; more details on Auvernight are available in 31]. Therefore, because confidentiality and anonymity are assured, we can be confident in our results.

Nevertheless, this ecological and powerful design allows us to believe that a long-term experiment to attest to the deep efficiency of this program could be implemented in the near future. Finally, this evaluation was focused only on alcohol, which was the major objective of this program of prevention, but we also used other messages of prevention (eg, cannabis, sexually transmitted infections). In future studies, it would be interesting to observe the impact of these messages on associated behavior and to observe the impact of the number and the quality of the messages on it. Our assessment failed to show what interaction modulates the association between festive moments and alcohol. Future studies need to explore this, probably utilizing a randomized design.

To conclude, our 2-year study exploring the efficacy of a prevention program on SNSs has shown encouraging results; we observed a reduction in the association of alcohol with festive moments and a reduction in the declared consumption of alcohol while partying. These results show that SNSs could be an interesting type of communication for promoting health and, more particularly, for impacting the social norms associated with alcohol consumption. In the future, the evaluation of the long-term impacts and the exploration of exactly which messages were the most efficient may be of interest.
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Abstract

Background: Compared to traditional methods of participant recruitment, online crowdsourcing platforms provide a fast and low-cost alternative. Amazon Mechanical Turk (MTurk) is a large and well-known crowdsourcing service. It has developed into the leading platform for crowdsourcing recruitment.

Objective: To explore the application of online crowdsourcing for health informatics research, specifically the testing of medical pictographs.

Methods: A set of pictographs created for cardiovascular hospital discharge instructions was tested for recognition. This set of illustrations (n=486) was first tested through an in-person survey in a hospital setting (n=150) and then using online MTurk participants (n=150). We analyzed these survey results to determine their comparability.

Results: Both the demographics and the pictograph recognition rates of online participants were different from those of the in-person participants. In the multivariable linear regression model comparing the 2 groups, the MTurk group scored significantly higher than the hospital sample after adjusting for potential demographic characteristics (adjusted mean difference 0.18, 95% CI 0.08-0.28, \( P < .001 \)). The adjusted mean ratings were 2.95 (95% CI 2.89-3.02) for the in-person hospital sample and 3.14 (95% CI 3.07-3.20) for the online MTurk sample on a 4-point Likert scale (1=totally incorrect, 4=totally correct).

Conclusions: The findings suggest that crowdsourcing is a viable complement to traditional in-person surveys, but it cannot replace them.

(J Med Internet Res 2015;17(12):e281) doi:10.2196/jmir.4582
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Introduction

Crowdsourcing has become increasingly popular in the past decade due to its time-saving and cost-effective qualities [1,2]. Crowdsourcing was primarily used by industries to outsource business tasks. More recently, human subject researchers have taken interest in crowdsourcing as a viable alternative approach to traditional methods of participant recruitment. The study domains include, but are not limited to, social behavioral science [3], psychology [4-6], and other health-related sciences [7-14]. Crowdsourcing has also been used to generate annotation gold standards for natural language processing in a variety of technical fields [15-22].

In the biomedical domain, researchers have begun experimenting with crowdsourcing. A recent systematic review of crowdsourcing used for health and medical research argued that
utilizing crowdsourcing could improve the quality, cost, and speed of a research project and contributes to novel scientific findings [7]. Leroy et al [8] recruited Amazon Mechanical Turk (MTurk) workers to evaluate the effects of a text simplification algorithm using term familiarity to improve perceived and actual text difficulty. Yu et al [9] also crowdsourced a pictogram evaluation task to MTurk workers and confirmed that crowdsourcing can be used as an effective and inexpensive approach for participatory evaluation of medical pictograms.

MTurk is a large and well-known crowdsourcing service, which has developed into the leading platform for crowdsourcing recruitment [23]. Two primary concerns in the use of MTurk for human subject research are the demographic mix of the study participants and data quality, both of which affect the validity and generalizability of results obtained from MTurk. Demographic composition of the participants is essential to understanding the sampling bias of the study population and the generalizability of results. Early studies indicated that workers reached by MTurk were mostly US based and this population was younger, better educated, and with a higher proportion of females than the general US population [24-26]. A 2010 paper by Eriksson and Simpson [26] reported that a greater proportion of Indian participants were recruited (with 424 respondents from India and 416 from the United States) for their experiment. A demographic survey conducted by Paolacci et al [25] showed that only 47% of workers were from the United States and there were a significant number of Indian participants (34%). However, it is rumored that Amazon stopped approving new international MTurk accounts since early 2013.

Regarding data quality, researchers have attempted to understand the motivations of the MTurk participants and whether it affected data quality [17,27-31]. Given that the median wage of MTurk workers was as low as US $1.38 per hour [32], one may be concerned about the quality of work. However, a number of prior studies have compared the quality of data between MTurk workers and in-laboratory participants in various research studies and suggested that the data collected online were not of poorer quality than data collected from traditional subject pools [1-5,25,33].

Specific to the biomedical domain, concerns associated with the use of crowdsourcing include exclusion of certain populations, such as minors and people with limited or no computer skills [2]. Other concerns are built-in limitations that include (1) sample biases, (2) inability to control participants’ environment, and (3) inability to verify participant responses [34]. For researchers who are interested in clinical populations, the prevalence of clinical conditions and clinical characteristics of MTurk workers and the general population may be different. Another issue is that online informed consent documentation is not always read carefully [35]. Despite these concerns, crowdsourcing is a potential alternative to more traditional methods of subject recruitment.

We have been working on improving hospital discharge instructions with automated pictographic illustrations. Hospital discharge instructions are essential to the patients’ postdischarge care because these patients and their families are usually responsible for the majority of care after discharge. However, discharge instructions can be difficult for some patients to understand. Previous studies have shown that more than half of patients do not fully understand the content of instructions [36-38]. Illustrations can help enhance patients’ comprehension and recall [39-41]. However, not all illustrations lead to better comprehension and recall [39,42,43]. Therefore, high-quality and effective pictographs are needed. We created a set of pictographs and stored them in a system called “Glyph.” Glyph automatically illustrates text with analogous pictographs using natural language processing and computer graphics techniques [44]. For Glyph to be effective, we needed to test and ensure that the pictographs it uses are indeed recognizable by patients.

Given crowdsourcing’s low cost, high efficiency, and relatively good data quality, we set out to explore its use for clinical pictograph testing and compare it with a traditional recruitment and survey method. We noted that prior clinical informatics studies have not compared the results obtained from traditional subject recruitment and crowdsourcing. In this study, we tested medical pictograph recognition rate using a hospital sample and using an MTurk sample. MTurk was chosen for this study because it is the most well-established and well-studied crowdsourcing service. It also allowed us to closely control participation and measure the quality of participant output.

**Methods**

As part of the Glyph project, more than 1000 pictographs were developed. Among them, we randomly selected 500 pictographs for testing. These pictographs were first drawn by a professional graphic designer and then reviewed by a team of clinicians and researchers. Field testing with patients/consumers was then performed because the patient/consumer population is very diverse and the developers were inherently biased by their participation in the design. To test pictograph recognition, we designed a set of questionnaires with fill-in-the-blank questions for which study participants were asked to complete discharge instruction sentences based on the pictures shown. A total of 150 different questionnaires were generated, each containing 50 questions, enabling each pictograph to be tested 15 times.

After the University of Utah Institutional Review Board approved the in-person survey study, 100 study participants were recruited from a cafeteria area of the University of Utah Hospital, which is frequented by patients, visitors, and staff. Another 50 study participants were recruited from the Environmental Services Department via convenience sampling. Inclusion criteria for participants included individuals aged 21 years or older and able to speak, read, and write in English. Exclusion criteria included anyone unable to read; having any visual, cognitive, language, or other impairments that would prevent full participation in the study; and anyone who currently or previously worked with discharge instructions in any capacity. Informed consent was obtained from each participant. Once consented, participants were given a randomly selected questionnaire, asked to read the questions, fill in the blanks based on the pictographs, and provide their demographic information including age, gender, race, ethnicity, education level, and first language. Most participants completed the
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questionnaire in 10-20 minutes. Each participant received a US $10 gift card for participation [45].

In the crowdsourcing study, we tested 486 of the 500 images using MTurk. In all, 12 duplicate pictographs associated with different instructions were eliminated to avoid confusion and another 2 pictographs were inadvertently omitted. Similar to the in-person survey, 150 study participants were recruited from MTurk. We requested 15 human intelligence tasks (HITs) per survey, each survey containing up to 50 images to be identified and 7 demographic questions: gender, age bracket, ethnicity, race, education level, first language, and country of residence. Each survey taker received US $6 to complete the survey. We requested that each survey taker be unique and have a “Masters” qualification, which is defined as “consistently completing HITs of a certain type with a high degree of accuracy across a variety of requesters.” Each survey taker was required to answer the questions even if it was a guess. The system prompted the study participants to enter “??” when they could not guess the meaning. The format was “fill-in-the-blank” with a comment box below the sentence (Figure 1).

We used SurveyMonkey [46] as the survey creation tool and for analyzing the responses. Verification that the survey takers were all unique was done based on MTurk user IDs.

In the in-person survey study, the questionnaires with handwritten responses were scanned and answers were transcribed into a database. The MTurk answers were collected using SurveyMonkey and later exported to an Excel spreadsheet. Demographic data were coded for statistical analysis. The questionnaire results were evaluated against the phrases used by the original discharge instructions. The following 4-point Likert scale was used: 1=incorrect, 2=mostly incorrect, 3=mostly correct, and 4=correct. Human reviewers first rated 10% of the questionnaires and an interrater agreement was calculated. Disagreements in rating were resolved through consensus. After interrater agreement reached the conventionally acceptable kappa value of .85, individual reviewers independently rated the remaining questionnaires.

Because each pictograph was tested 15 times and each test result was given a rating from 1 to 4, the sum of the ratings for each pictograph ranged from 15 to 60. In this study, we considered a sum of the ratings less than 40 or a mean rating less than 2.67 as “low” or “ineffective,” indicating a low recognition rate and need for redesign, whereas a sum of the ratings equal to or greater than 40 points (eg, a mean rating equal to or greater than 2.67) was considered as “high” or “effective,” indicating a high recognition rate.

We compared 486 pictographs tested in the crowdsourcing study with their identical counterparts tested in the in-person study. We removed the results in the in-person study that corresponded to the pictographs that were eliminated in the crowdsourcing study due to duplication and omission. We first calculated descriptive statistics for the 2 samples (MTurk and in-person). Mean ratings were then calculated and compared between the in-person hospital sample and online MTurk sample. Afterward, we performed multivariable linear regression analyses to investigate the effects of gender, age, ethnicity, race, education level, and first language on the recognition rates within the 2 populations. Qualitative analyses were then conducted on pictograph characteristics to explore the reasons behind the difference.

Figure 1. Screenshot of a sample question for both groups.

Results

Comparing the in-person and crowdsourcing studies, the 2 recruitment groups differed on several demographic characteristics (Table 1). The MTurk sample had more white and less Hispanic participants, were better educated, and had more native English speakers. We did not limit to US workers only, although more than 93.3% (140/150) of the workers were from the United States. There were 10 non-US workers out of 150 (6.7%), all from Asia. There were 18 Asian participants (18/150, 12.0%) in the in-person group. Asian workers had lower recognition rates than white workers did; however, black or African American, American Indian and Alaska Native,
Native Hawaiian and Other Pacific Islander, and other workers scored even lower on average in the in-person study. In our study, the pictograph recognition rate is not a reflection of the participants’ effort because we did not observe any sign of lack of effort by a particular population group. In fact, in the in-person survey, those who were less educated and/or who did not speak English as their first language appeared to spend more time completing the questionnaire.

Table 1. Demographics of the in-person and online recruitment groups (N=300).

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>In-person (n=150)</th>
<th>Online (n=150)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td>.23</td>
</tr>
<tr>
<td>Male</td>
<td>67 (44.7)</td>
<td>77 (51.7)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>83 (55.3)</td>
<td>72 (48.3)</td>
<td></td>
</tr>
<tr>
<td>Age (years), n (%)</td>
<td></td>
<td></td>
<td>.005</td>
</tr>
<tr>
<td>21-29</td>
<td>46 (30.9)</td>
<td>56 (37.3)</td>
<td></td>
</tr>
<tr>
<td>30-39</td>
<td>36 (24.2)</td>
<td>44 (29.3)</td>
<td></td>
</tr>
<tr>
<td>40-49</td>
<td>31 (20.8)</td>
<td>45 (30.0)</td>
<td></td>
</tr>
<tr>
<td>50-59</td>
<td>22 (14.8)</td>
<td>3 (2.0)</td>
<td></td>
</tr>
<tr>
<td>60-69</td>
<td>13 (8.7)</td>
<td>2 (1.3)</td>
<td></td>
</tr>
<tr>
<td>70-79</td>
<td>1 (0.7)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>White</td>
<td>86 (57.3)</td>
<td>135 (90.0)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>18 (12.0)</td>
<td>10 (6.7)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>46 (30.7)</td>
<td>5 (3.3)</td>
<td></td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hispanic</td>
<td>30 (23.1)</td>
<td>4 (2.7)</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>100 (76.9)</td>
<td>144 (97.3)</td>
<td></td>
</tr>
<tr>
<td>Education (grade), n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>≤4</td>
<td>3 (2.0)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>5-8</td>
<td>4 (2.7)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>9-12</td>
<td>25 (16.7)</td>
<td>15 (10.1)</td>
<td></td>
</tr>
<tr>
<td>&gt;12</td>
<td>118 (78.7)</td>
<td>133 (89.9)</td>
<td></td>
</tr>
<tr>
<td>First language, n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>English</td>
<td>100 (67.1)</td>
<td>139 (92.7)</td>
<td></td>
</tr>
<tr>
<td>Non-English</td>
<td>49 (32.9)</td>
<td>11 (7.3)</td>
<td></td>
</tr>
</tbody>
</table>

The mean time spent per survey online was 23.9 minutes (95% CI 22.5-25.3), whereas most in-person participants recruited from the hospital cafeteria area completed the questionnaire in 10-20 minutes. This suggests that online workers were not less attentive.

In the multivariable linear regression model comparing the 2 groups (Table 2), online participants scored significantly higher than the in-person participants after adjusting for demographic characteristics. The majority of pictographs scored well in the recognition test: adjusted mean ratings were 2.95 (95% CI 2.89-3.02) for the in-person sample and 3.14 (95% CI 3.07-3.20) for the MTurk sample on the 4-point Likert scale. The adjusted mean difference was 0.18 (95% CI 0.08-0.28, P<.001). This suggests that the MTurk responders were better at recognizing the set of pictographs we tested than the hospital sample were and the difference could not be completely explained by the demographic variables we collected.
The model presented in Table 2 identified several predictors of recognition rate in addition to study group. For age, compared with the 21-29 year group, the 30-39 year group mean rating was higher by 0.17 (95% CI 0.03-0.25, \( \textit{P} = .01 \)). Other older age groups were not significantly associated with rating change. Compared with the white participants, the mean rating for Asian participants was not significantly different (0.05, 95% CI −0.24 to 0.14, \( \textit{P} = .59 \)) and “other” race ratings were 0.17 higher (95% CI −0.31 to −0.02, \( \textit{P} = .02 \)). Compared with high-school graduates or lower, college graduates’ mean rating was raised by 0.15 (95% CI 0.03-0.27, \( \textit{P} = .02 \)). Compared with English as first language, mean ratings for those who did not speak English as a first language ratings were lowered by 0.54 (95% CI −0.69 to −0.40, \( \textit{P} < .001 \)). No significant differences were detected between mean rating and gender (\( \textit{P} = .75 \)) or ethnicity (\( \textit{P} = .54 \)).

In the qualitative analysis, we sought to identify general pictographic characteristics that affected recognition by the 2 groups. We examined 3 different categories of pictographs based on recognition ratings. The 3 categories were (1) images that had no variation in mean ratings (n=29), (2) images that scored at least 0.5 points higher in mean ratings with the in-person hospital sample (n=15), and (3) those that scored at least 1 point higher in mean ratings with the online MTurk workers (n=49). Among the 486 pictographs, only 29 had the exact same ratings, although the rating differences were fairly small (<0.5) for the majority of the pictographs. The in-person hospital sample scored higher in 79 images, whereas MTurk workers scored higher in 379 images. Figures 2 and 3 display sample questions and answers with the most similar and the most different scores between the 2 samples.

As part of our analysis, the test pictographs were classified as direct, indirect, and arbitrary according to the representation strategies outlined by Nakamura and Zeng-Treitler [47]. Direct representation explored the visual similarity between a pictograph and its referent, (eg, depicting a thermometer directly). Arbitrary representations were established by social convention (eg, using a red “X” to indicate “no”). Indirect representation explored semantic relations between a pictograph and its referent (eg, using a cactus to represent “dry”). A fourth hybrid category was used for pictographs that contained both indirect and arbitrary elements. Indirect representation was further classified by semantic type. In both samples, the most recognized strategy was direct followed by arbitrary, indirect, and indirect with arbitrary (Table 3). The mean rating within different demographic groups by representation strategy is shown in Table 4. Indirect and indirect with arbitrary strategies were particularly ineffective for older patients, Hispanics, non-Whites, and non-native English speakers. This suggests that the indirect and arbitrary strategies are more culturally dependent.

### Table 2. Multivariable linear regression model of mean ratings between the online and in-person groups.

<table>
<thead>
<tr>
<th>Predictors</th>
<th>Adjusted mean difference (slope)</th>
<th>95% CI</th>
<th>( \textit{P} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>MTurk</td>
<td>0.18</td>
<td>0.08 to 0.28</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender (male)</td>
<td>0.01</td>
<td>−0.07 to 0.10</td>
<td>.75</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21-29</td>
<td>Referent</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30-39</td>
<td>0.14</td>
<td>0.03 to 0.25</td>
<td>.01</td>
</tr>
<tr>
<td>40-49</td>
<td>−0.09</td>
<td>−0.20 to 0.02</td>
<td>.11</td>
</tr>
<tr>
<td>50-59</td>
<td>0.10</td>
<td>−0.07 to 0.26</td>
<td>.25</td>
</tr>
<tr>
<td>60-69</td>
<td>0.01</td>
<td>−0.20 to 0.22</td>
<td>.92</td>
</tr>
<tr>
<td>70-79</td>
<td>0.37</td>
<td>−0.33 to 1.08</td>
<td>.29</td>
</tr>
<tr>
<td><strong>Race (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>Referent</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>−0.05</td>
<td>0.24 to 0.14</td>
<td>.59</td>
</tr>
<tr>
<td>Other</td>
<td>−0.17</td>
<td>−0.31 to −0.02</td>
<td>.02</td>
</tr>
<tr>
<td>Ethnicity (Hispanic)</td>
<td>0.05</td>
<td>2.79 to 3.08</td>
<td>.54</td>
</tr>
<tr>
<td>Education (&gt;12th grade/college)</td>
<td>0.15</td>
<td>0.03 to 0.27</td>
<td>.02</td>
</tr>
<tr>
<td>First language (non-English)</td>
<td>−0.54</td>
<td>−0.69 to −0.40</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
Table 3. Mean rating by representation strategy.

<table>
<thead>
<tr>
<th>Representation strategy</th>
<th>n (total=486)</th>
<th>Mean rating (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Online</td>
<td>In-person</td>
</tr>
<tr>
<td>Direct</td>
<td>165</td>
<td>3.45 (0.90)</td>
</tr>
<tr>
<td>Arbitrary</td>
<td>5</td>
<td>3.35 (1.12)</td>
</tr>
<tr>
<td>Indirect</td>
<td>160</td>
<td>3.18 (1.08)</td>
</tr>
<tr>
<td>Indirect with arbitrary</td>
<td>156</td>
<td>3.04 (1.09)</td>
</tr>
</tbody>
</table>

Table 4. The mean rating within different demographic groups by representation strategy.

<table>
<thead>
<tr>
<th>Demographic groups</th>
<th>Mean rating by representation strategy (SD)</th>
<th>Overall mean rating (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Indirect (1.20)</td>
<td>Direct (1.00)</td>
</tr>
<tr>
<td>Gender</td>
<td>Male</td>
<td>Female</td>
</tr>
<tr>
<td></td>
<td>2.95 (1.18)</td>
<td>3.31 (1.00)</td>
</tr>
<tr>
<td>Age (years)</td>
<td>21-29</td>
<td>3.04 (1.14)</td>
</tr>
<tr>
<td></td>
<td>30-39</td>
<td>3.04 (1.15)</td>
</tr>
<tr>
<td></td>
<td>40-49</td>
<td>2.90 (1.20)</td>
</tr>
<tr>
<td></td>
<td>50-59</td>
<td>2.80 (1.22)</td>
</tr>
<tr>
<td></td>
<td>60-69</td>
<td>2.83 (1.15)</td>
</tr>
<tr>
<td></td>
<td>70-79</td>
<td>3.22 (1.20)</td>
</tr>
<tr>
<td>Ethnicity</td>
<td>Hispanic</td>
<td>Non-Hispanic</td>
</tr>
<tr>
<td></td>
<td>2.67 (1.20)</td>
<td>3.14 (1.10)</td>
</tr>
<tr>
<td>Race</td>
<td>Nonwhite</td>
<td>White</td>
</tr>
<tr>
<td></td>
<td>2.52 (1.21)</td>
<td>3.01 (1.16)</td>
</tr>
<tr>
<td>Education</td>
<td>≤12th grade</td>
<td>&gt;12th grade</td>
</tr>
<tr>
<td></td>
<td>2.78 (1.17)</td>
<td>3.14 (1.10)</td>
</tr>
<tr>
<td></td>
<td>3.01 (1.17)</td>
<td>3.36 (0.98)</td>
</tr>
<tr>
<td>First language</td>
<td>English</td>
<td>Non-English/other</td>
</tr>
<tr>
<td></td>
<td>3.12 (1.12)</td>
<td>3.44 (0.92)</td>
</tr>
<tr>
<td></td>
<td>2.41 (1.21)</td>
<td>2.87 (1.19)</td>
</tr>
</tbody>
</table>

There were 29 images that received the same recognition scores in both samples. These were generally high-scoring images that represented common objects, activities, behaviors, and common disorders. It should be mentioned there were 3 low scoring images in this category that were not recognizable by either group. This group of pictographs largely represented simple ideas and common behaviors with the use of large fields of open space (Figure 4). Many of these used the direct representation strategy; however, the use of arbitrary symbols was successful in many cases as well.

Although the majority of pictographs scored much higher on average with the online group, there were 15 images that scored at least 0.5 points higher with the in-person group. These images tended to have more contrast using color and did not represent overly complex or abstract ideas. With an overall mean rating of 2.95 (SD 0.65) in both groups, these were recognizable in general (Figure 5).

The final and largest category contained the 49 pictographs that scored at least 1 point or higher by the online group. These images attempted to communicate more complex or abstract concepts than the other 2 categories. The mean rating for the pictographs in this category was 2.77 (SD 0.59) for the in-person sample and 3.31 (SD 0.59) for the online sample. Almost every pictograph in this category used the indirect representation strategy.
strategy. This category also had many pictographs that contained fine detail and the use of color was not as prevalent as in the other categories (Figure 6). One example is “difficulty sleeping”; although “sleeping” can be easily illustrated, “difficulty” is an abstract and challenging concept to visualize.

These results suggest that the online sample was better at recognizing complex and/or abstract ideas communicated through images. It might be that the MTurks were able to improve their recognition rating by zooming into the screen to see more finely detailed images or they were more familiar with visual icons. Overall, the most efficient way to communicate visually to a diverse audience was the direct representation strategy, employing simple concepts with color and heavy contrast.

**Discussion**

This study is the first effort to compare the results of conventional and crowdsourcing recruitment in the health informatics domain. Our crowdsourcing (MTurk) sample had different demographic characteristics from the conventional (hospital patient, visitor, and staff) sample. After adjusting for demographic variables, the crowdsourcing (online) sample scored higher on the pictograph recognition tasks than the conventional (in-person) sample ($P<.001$). This suggests that we cannot simply replace conventional recruitment with crowdsourcing recruitment.

At the same time, the crowdsourcing recruitment was much cheaper and quicker. The data quality was also relatively high. We found no missing data and no transcription was needed. For many pictographs, the differences in the average recognition scores were not dramatic. This suggests that online crowdsourcing is a viable approach for preliminary pictograph evaluation.

Crowdsourcing services—particularly MTurk—have made it easy for scientists to recruit research participants. However, we should not overlook the crucial differences between crowdsourcing and traditional recruitment methods. Not all the tasks that are performed in an in-person setting are suitable for crowdsourcing online. Current general crowdsourcing tools are not specifically tailored for biomedical informatics research. From a human subject researcher’s standpoint, representativeness of a sample is critical. However, tools such as MTurk or SurveyMonkey provide limited capabilities for researchers to sample subjects that mimic the target population of a specific research project. Along the same line, it remains to be explored how crowdsourcing can be incorporated into longitudinal and/or intervention studies.

Creating high-quality and effective pictographs is our goal. To achieve this goal, an iterative process of design and testing was carried out. User testing is intended to identify pictographs that are confusing, allowing those pictographs to be redesigned and retested. In other words, the purpose of the pictograph recognition test is to assess the quality of the pictographs rather than to assess the knowledge and skill of the users. As such, the quality of pictographs being tested will vary and the “wrong” answers are as valuable to us as the “correct” answers.

**Figure 2.** Sample questions with the same or the most different scores from the online and in-person samples.
Figure 3. Answers (n=15) to the sample questions from the online and in-person samples.

<table>
<thead>
<tr>
<th>Image</th>
<th>Correct answer</th>
<th>Online</th>
<th>In-person</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Healthy weight" /></td>
<td>Upright posture (n=2)</td>
<td>Healthy lifestyle</td>
<td>Good weight (n=3)</td>
</tr>
<tr>
<td></td>
<td>Straight posture (n=4)</td>
<td>Proper body weight</td>
<td>Proper body weight</td>
</tr>
<tr>
<td></td>
<td>Good posture (n=2)</td>
<td>Normal weight</td>
<td>Normal weight</td>
</tr>
<tr>
<td></td>
<td>Standing position (n=2)</td>
<td>Man?</td>
<td>Man?</td>
</tr>
<tr>
<td></td>
<td>Healthy diet</td>
<td>Normal diet</td>
<td>Normal diet</td>
</tr>
<tr>
<td></td>
<td>Maintain good health</td>
<td>Healthy diet</td>
<td>Healthy diet</td>
</tr>
<tr>
<td></td>
<td>Upright composure</td>
<td>Healthy weight</td>
<td>Healthy weight</td>
</tr>
<tr>
<td></td>
<td>Balance</td>
<td>Good posture</td>
<td>Good posture</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Suitable weight</td>
<td>Suitable weight</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Body (n=2)</td>
<td>Body (n=2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Weight (n=2)</td>
<td>Weight (n=2)</td>
</tr>
<tr>
<td><img src="image2" alt="Lowers blood pressure" /></td>
<td>Regulates blood pressure</td>
<td>Blood pressure (n=5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Pressure</td>
<td>Decreases bp</td>
<td>Decreases bp</td>
</tr>
<tr>
<td></td>
<td>Blood pressure medications</td>
<td>Blood flow</td>
<td>Blood flow</td>
</tr>
<tr>
<td></td>
<td>Lowers blood pressure</td>
<td>? (n=4)</td>
<td>? (n=4)</td>
</tr>
<tr>
<td></td>
<td>Checks blood pressure</td>
<td>Medication</td>
<td>Medication</td>
</tr>
<tr>
<td></td>
<td>Blood pressure (n=2)</td>
<td>Regular</td>
<td>Regular</td>
</tr>
<tr>
<td></td>
<td>Decreases blood pressure</td>
<td>Blood</td>
<td>Blood</td>
</tr>
<tr>
<td></td>
<td>Low blood pressure (n=2)</td>
<td>Machine</td>
<td>Machine</td>
</tr>
<tr>
<td></td>
<td>Helps to Cuff</td>
<td>Which lower blood pressure</td>
<td>Which lower blood pressure</td>
</tr>
<tr>
<td></td>
<td>Decreases blood pressure</td>
<td>Blood pressure suppressant</td>
<td>Blood pressure suppressant</td>
</tr>
<tr>
<td><img src="image3" alt="Vomiting" /></td>
<td>Vomiting (n=15)</td>
<td>Vomiting (n=10)</td>
<td></td>
</tr>
<tr>
<td><img src="image4" alt="Retain fluid" /></td>
<td>Be bloated</td>
<td>Feel pain</td>
<td>Feel pain</td>
</tr>
<tr>
<td></td>
<td>Experience water retention</td>
<td>Discoloration</td>
<td>Discoloration</td>
</tr>
<tr>
<td></td>
<td>Feel cold (n=6)</td>
<td>Have fluid</td>
<td>Have fluid</td>
</tr>
<tr>
<td></td>
<td>Feel cold in the lower body</td>
<td>Feel light headed</td>
<td>Feel light headed</td>
</tr>
<tr>
<td></td>
<td>Feel coldness</td>
<td>Feel cold</td>
<td>Feel cold</td>
</tr>
<tr>
<td></td>
<td>Retain water (n=2)</td>
<td>Have swellies</td>
<td>Have swellies</td>
</tr>
<tr>
<td></td>
<td>Chills</td>
<td>Retain water (n=2)</td>
<td>Retain water (n=2)</td>
</tr>
<tr>
<td></td>
<td>Feel numbness</td>
<td>Have cold limbs</td>
<td>Have cold limbs</td>
</tr>
<tr>
<td></td>
<td>Feel weak</td>
<td>Feel numbness (n=2)</td>
<td>Feel numbness (n=2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bleed</td>
<td>Bleed</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Be sore</td>
<td>Be sore</td>
</tr>
<tr>
<td></td>
<td></td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Feel week (weak)</td>
<td>Feel week (weak)</td>
</tr>
</tbody>
</table>
This study has some limitations. We focused on a single task (pictograph recognition) and a single crowdsourcing service (MTurk). Our conventional sample was recruited from a hospital where our target audience for the pictograph-enhanced instructions receives care. Arguably, a sample recruited from a different location in the United States and a different type of health care facility will have different characteristics and different recognition rates.

In future studies, especially in informatics studies that target patients, we plan to further explore the use of crowdsourcing services. For instance, one of our ongoing projects aims at reducing the disparity in health communication through pictographs. Crowdsourcing is a method that could potentially help us recruit participants from more diverse groups and develop pictographs that are more widely recognizable.

We tested the recognition of health care-related pictographs through crowdsourcing and conventional in-person survey. The self-reported demographics of our online MTurk workers indicated they were younger and more educated than the conventional in-person survey sample. The majority were white and English was their first language. Despite the demographic differences between the 2 study groups, predictors of successful pictograph recognition remain the same: white, college educated, and native English language speaking.

Crowdsourcing has some distinct advantages: it is time-saving, low cost, and less labor intensive (for the researchers). However, our analyses indicated that after adjusting for demographic characteristics, the average pictograph recognition rating of online MTurk and in-person hospital survey participants was significantly different. Therefore, the crowdsourcing approach cannot simply replace conventional survey methods, although it could be used for preliminary studies and quick feedback.
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Abstract

Background: The growth in the volume of online patient feedback, including online patient ratings and comments, suggests that patients are embracing the opportunity to review online their experience of receiving health care. Very little is known about health care professionals’ attitudes toward online patient feedback and whether health care professionals are comfortable with the public nature of the feedback.

Objective: The aim of the overall study was to explore and describe general practitioners’ attitudes toward online patient feedback. This paper reports on the findings of one of the aims of the study, which was to explore and understand the concerns that general practitioners (GPs) in England have about online patient feedback. This could then be used to improve online patient feedback platforms and help to increase usage of online patient feedback by GPs and, by extension, their patients.

Methods: A descriptive qualitative approach using face-to-face semistructured interviews was used in this study. A topic guide was developed following a literature review and discussions with key stakeholders. GPs (N=20) were recruited from Cambridgeshire, London, and Northwest England through probability and snowball sampling. Interviews were transcribed verbatim and analyzed in NVivo using the framework method, a form of thematic analysis.

Results: Most participants in this study had concerns about online patient feedback. They questioned the validity of online patient feedback because of data and user biases and lack of representativeness, the usability of online patient feedback due to the feedback being anonymous, the transparency of online patient feedback because of the risk of false allegations and breaching confidentiality, and the resulting impact of all those factors on them, their professional practice, and their relationship with their patients.

Conclusions: The majority of GPs interviewed had reservations and concerns about online patient feedback and questioned its validity and usefulness among other things. Based on the findings from the study, recommendations for online patient feedback website providers in England are given. These include suggestions to make some specific changes to the platform and the need to promote online patient feedback more among both GPs and health care users, which may help to reduce some of the concerns raised by GPs about online patient feedback in this study.

(J Med Internet Res 2015;17(12):e276) doi: 10.2196/jmir.4989
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**Introduction**

There has been growth in the use of online consumer feedback and review websites (e.g., TripAdvisor), which some argue has allowed for transparent information and communication to influence change and has provided opportunities for consumers to read reviews and make more informed choices [1-3]. Similarly, there has been a growth in the volume of online patient ratings and comments, which suggests that patients in England (and other parts of the world) are embracing the opportunity to review their health care online [4-7]. There has also been a growth in the development of online patient feedback, with some patients now reviewing not just their experience of receiving health care, but also their medication and treatment plan [8].

Online patient feedback, in the context of this paper, can be defined as experiential feedback, ratings, reviews, and comments left by patients, carers, or service users on public Web-based platforms in England, such as NHS Choices, Patient Opinion, and iWantGreatCare, and on apps such as the iPhone-based Great Care app. Users can leave feedback and rate their experience with a general practitioner (GP) service, hospital, dentists, and other health care services, which is available in the public domain for other users to look at (see Figure 1 for an example of an online patient feedback website). The purpose of such websites is to give patients a voice by allowing them to leave feedback online, which some suggest will increase transparency, improve the quality of care, and could be used for service improvement [7,9]. Patients and carers could also then use these ratings and reviews to decide which health care provider to use; in England, this is part of the “patient choice” agenda [10-12].

There are two major websites in the United Kingdom that (1) collect online reviews and ratings from patients about their experience of receiving care from their GP, and (2) allow the public to read patient feedback, which may be used by some patients or carers to choose a GP or a GP practice. The first is the NHS Choices website, which allows patients to leave comments under the GP practice’s name, but does not allow an individual GP to be named or identified in any feedback [13]. The second is the iWantGreatCare website, which allows patients to leave feedback under a GP’s name; therefore, GPs are named and identified in any review or feedback left on this website [14].

Research into online patient feedback or online physician-rating websites has been steadily increasing over the past few years with studies conducted in the United Kingdom [5-7,12,15-19], United States [20,21], Germany [22-26], and Australia [27] adding to the growing literature [28]. There appears to be some evidence to suggest that there is an association between online ratings and quality of care [4,5,21,29,30]. However, the results are not always consistent and, for some studies, the effect size is weak [28]. In particular, the extent to which the online ratings reflect the quality of primary care is less clear [6]. Furthermore, it is difficult to cross-apply the findings of different countries and different online patient feedback platforms because the characteristics of each online platform varies and the culture, context, and policies of each country and health care organization are different [9]. Despite this, some still argue that the “rich source of data” from online patient feedback has the potential to track quality of care [4,5,21,29,30].

Outside of the United Kingdom, a few studies have explored the type of patients who use online patient feedback platforms [24,31-34], whereas other studies have explored the attitudes of patients toward online patient feedback or doctor-rating websites [33,35,36]. A few physician representatives in the media have argue against the introduction of online feedback and rating websites by suggesting that they are dangerous and a waste of resources [37,38], and concerns about slander have also been raised by critics of such platforms [29,38-40]. However, there is very little research that explores health care professionals’ attitudes toward online patient feedback.

Because health care professionals are one of the primary recipients of online patient feedback, one of the aims of this study was to explore and describe GPs’ views about online patient feedback. This paper narrates the concerns raised by GPs in relation to online patient feedback only and the other findings, including the benefits of online patient feedback suggested by GPs, will be reported elsewhere. It is hoped that the findings from this study could be used to improve online patient feedback from the GPs’ perspective and this may help to increase usage of online patient feedback by GPs and, by extension, their patients too.
Methods

Data Collection

Because very little is known about GPs’ perceptions of online patient feedback, there was a need for in-depth exploration to capture attitudinal and experiential data; therefore, a qualitative approach using semi-structured interviews was best suited. A topic guide was developed following the guidance suggested by Bryman [41], Matthews and Ross [42], and Tracy [43] (see Multimedia Appendix 1 for a copy of the topic guide). A literature review was used as a basis for the topic guide as well as information from discussions with key stakeholders, such as the main lead at one of the online patient feedback website providers in the United Kingdom and 4 GPs. Further issues raised by participants during the interviews were also pursued and participants were encouraged to draw on experiences to illuminate their responses. Three vignettes were also developed (see Multimedia Appendix 2) following the guidance of Barter and Renold [44] and were used as prompts if the participant had not seen an online feedback review website before.

Sampling and Recruitment

Participants were recruited from Cambridgeshire, London, and Northwest England. A probability sampling approach was employed initially to ensure a wide range of characteristics of participants as recommended by Bryman [41]. However, despite using various strategies (all described in Table 1), only 6 participants were recruited using probability sampling. Other researchers who attempted to recruit GPs for research in the United Kingdom also reported immense difficulties [45-51]. Therefore, because of the limited response rate and the difficulties with recruiting sufficient GPs for this study using probability sampling, we resorted to using snowball sampling and 14 further GPs were recruited this way using various approaches (detailed in Table 1). In total, 20 GPs were interviewed for this study because at that point thematic saturation [52] had been reached.
Table 1. Recruitment strategies and number of general practitioners recruited for this study.

<table>
<thead>
<tr>
<th>Recruitment strategy</th>
<th>Number of GPs recruited</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Probability sampling</strong></td>
<td></td>
</tr>
<tr>
<td>Direct invitation to GP (postal invitations were sent to 25 practices in Cambridgeshire, which were then followed up by phone calls. A primary care research network [PCRN] also sent a letter on our behalf inviting and promoting the study to research active GPs and practices in Coventry)</td>
<td>1</td>
</tr>
<tr>
<td>Invitation through practice managers (phone calls were made to 25 GP practice managers in Cambridge and a follow-up email was also sent; 13 further GP practices were then contacted through phone and then fax)</td>
<td>2</td>
</tr>
<tr>
<td>Promoting study in email-based GP newsletters (the study was promoted in the following GP newsletters: Cambridgeshire NHS Newsletter, Lewisham Weekly Newsletter, Lambeth PCT newsletter, South NHS North West London Newsletter, Participate Autumn Magazine)</td>
<td>3</td>
</tr>
<tr>
<td><strong>Snowball sampling</strong></td>
<td></td>
</tr>
<tr>
<td>Email to acquaintances with potential GP contacts</td>
<td>1</td>
</tr>
<tr>
<td>Twitter call out to acquaintances with potential GP contacts</td>
<td>0</td>
</tr>
<tr>
<td>GPs emailing their GP acquaintances</td>
<td>5</td>
</tr>
<tr>
<td>Medical doctors phone calling their GP acquaintances</td>
<td>8</td>
</tr>
<tr>
<td>Total</td>
<td>20</td>
</tr>
</tbody>
</table>

**Study Interviews and Participants**

The interviews were conducted at the location that was most convenient to the participant, with a preference given to the GP practice where the GP worked. However, some GPs preferred to be interviewed at their home outside of working hours and one GP was interviewed at a private meeting room. GPs were paid £80 for their participation.

All participants were sent the participant information sheet beforehand either through email or in the post and this contained the aims of the study among other things. Informed consent was obtained from all participants before the start of the interview. Interviews were recorded using two digital voice recorders. The study had full ethical approval from the Biomedical and Scientific Research Ethics Committee at the University of Warwick.

The descriptive characteristics of the 20 participants interviewed are shown in Table 2. Although 60% (12/20) of the GPs interviewed were between the ages of 30 and 34 years, they represented a variation in relation to duration of experience as GP, type of GP, and gender.
Table 2. Demographics and practice characteristics of participants (N=20).

<table>
<thead>
<tr>
<th>Baseline characteristic</th>
<th>Frequency, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>25-29</td>
<td>1 (5)</td>
</tr>
<tr>
<td>30-34</td>
<td>12 (60)</td>
</tr>
<tr>
<td>35-39</td>
<td>3 (15)</td>
</tr>
<tr>
<td>40-44</td>
<td>1 (5)</td>
</tr>
<tr>
<td>45-49</td>
<td>1 (5)</td>
</tr>
<tr>
<td>50-54</td>
<td>1 (5)</td>
</tr>
<tr>
<td>55-59</td>
<td>1 (5)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>12 (60)</td>
</tr>
<tr>
<td>Female</td>
<td>8 (40)</td>
</tr>
<tr>
<td><strong>Type of GP</strong></td>
<td></td>
</tr>
<tr>
<td>Salaried</td>
<td>6 (30)</td>
</tr>
<tr>
<td>Partner</td>
<td>7 (35)</td>
</tr>
<tr>
<td>Senior partner</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Lead</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Locum</td>
<td>4 (20)</td>
</tr>
<tr>
<td><strong>Years practicing as GP</strong></td>
<td></td>
</tr>
<tr>
<td>1-5</td>
<td>14 (70)</td>
</tr>
<tr>
<td>6-10</td>
<td>2 (10)</td>
</tr>
<tr>
<td>11-15</td>
<td>1 (5)</td>
</tr>
<tr>
<td>16-19</td>
<td>1 (5)</td>
</tr>
<tr>
<td>≥20</td>
<td>2 (10)</td>
</tr>
</tbody>
</table>

Data Preparation and Analysis

Interviews were transcribed verbatim and each transcript was double-checked for inaccuracies. The transcripts were then exported to NVivo software and analyzed using the framework method. This is a form of thematic analysis developed in the 1980s by researchers at the NatCen Social Research and has been used widely since then, both in policy research and other areas [53-56]. A thematic framework was created which was refined and then applied to all the data. Categories and themes were refined and defined until explanations were formed and thematic maps were produced. The analysis was conducted by the first author (SP) and the thematic framework and thematic maps were checked by all authors.

Results

In this interview-based study, participants were asked about their experience, usage, and attitudes (both positive and negative) toward online patient feedback. Because of the richness, depth, and breadth of the interview data, it was only possible to report the concerns about online patient feedback raised by participants in this paper. Other findings, such as those related to GPs’ perceived benefits of online patient feedback or their attitudes toward social media, will be reported elsewhere. However, to place the GPs concerns into context, we believe it is important to understand participants’ usage of and experience with online patient feedback as well as their overall impression of patients leaving feedback online about them. This is narrated in the subsequent section.

Usage, Awareness, and Overall Impression of Online Patient Feedback

Three-quarters of GPs interviewed in this study were aware that patients can leave feedback for them or their practice on the NHS Choices website. Four GPs had direct experience with online patient feedback and their practice or GPs in their practice had received feedback online on the NHS Choices website. One of the GPs also admitted he had received negative personal feedback online on the iWantGreatCare website. The majority of GPs interviewed (n=17) did not currently consider online patient feedback as a way of collecting feedback from patients. However, 12 participants believed that patients do have a right to place feedback about their GP online as long as the feedback was factually correct and on an appropriate website. Five participants, however, disagreed suggesting that patients do not have the right to place feedback about their GPs online.
Concerns About Online Patient Feedback

In this study, 56 individual concerns were raised by GPs (31 of which were unique) when asked the open-ended question: “Do you have any concerns about online patient feedback?” Other concerns raised about online patient feedback during the interview were also included in the analysis. Figure 2 is a thematic map that shows a summary of the concerns raised by participants and the 7 main themes (highlighted and numbered in the diagram) are discussed in the subsequent sections.

Figure 2. A thematic map illustrating the downsides of online patient feedback (OPF) according to the GP participants in this study.
Theme 1: Online Patient Feedback is Biased

User Bias
Most participants were concerned that it is only young and middle-aged patients who are leaving feedback on online patient feedback websites. Some participants commented that the majority of their patients were elderly and were certainly not using this medium. This, according to them, indicates that the feedback and ratings that are online are not representative of the overall experience of their patients and, therefore, they questioned its validity and usefulness:

You are getting your opinions from again, one particular sector of the community...their perceptions, their understanding and attitudes are different to the rest of the population...You have to use it with a bit of scrutiny there, in terms of interpreting the data, how do you put that in practice? If you were to put in any changes? [P10]

One participant felt that there was not enough publicity about the NHS feedback website and many patients do not even know about the website.

Online Patient Feedback is Mainly Negative Opinion
One of the most repeated concerns raised by a quarter of participants was that online patient feedback is mainly negative opinion and is and will become a channel for disgruntled patients:

There’s a bias towards putting negative feedback, if they’ve had a good experience, nonoutstanding one but an adequate one, they have no complaints but their needs are made [sic], they are unlikely to go on and post positive feedback. [P13]

Other participants argued that it only takes one negative feedback to harm a GP’s reputation:

One unfortunate comment or bit of a negative feedback, which may be taken well out of context, can harm your reputation. [P16]

Online Patient Feedback is Too Small in Number
A few participants (n=3) raised concerns that feedback left for a GP or a GP practice on online websites is too small in number and, therefore, it is not representative of their record of performance:

It’s a small number of comments, we’ve had 2 [online reviews] out of a population of 12,000 [on the NHS Choices website], I don’t think that would be representative enough for a potential patient to go on and go, “alright ok they’ve got 50% bad comments, right I’m not registering there” [laugh]. [P2]

GPs were concerned that patients could judge a practice or GP based on a very small number of reviews (and make an invalid “choice”) and this could also affect the doctor-patient relationship.

Reviews Could Be “Gamed”
Some participants (n=5) were concerned that reviews could be manipulated and that some GPs could encourage only satisfied patients to give feedback, which again would add bias to the data. Moreover, 4 participants from this study admitted they would only encourage those patients who they know will give positive feedback to leave feedback online:

No, obviously, if somebody has had a good experience, you might encourage it [leave feedback on NHS Choices]. But also, I think if somebody wants to make a complaint I would say you can write to the practice manager and there’s always, I may not actively promote it [giving feedback on NHS Choices]. [P7]

Theme 2: Risk of False Allegations and Absence of Regulation
Half of the participants felt that there was a very high risk of patients leaving false allegations about them or the practice on online patient feedback websites. Furthermore, a quarter of participants felt that the owners of such websites (eg, the NHS Choices feedback site) were not regulating feedback left on these websites and removing malicious or factually incorrect comments from patients. Participants were particularly concerned that their patients with psychiatric or personality disorders could leave factually incorrect or malicious comments about them and harm their reputation:

You will have everyone, including people with severe psychiatric illness [leaving feedback on online patient feedback websites]...so I think it’s [online patient feedback] potentially quite [a] dangerous tool. [P19]

Also, a few participants (n=3) felt that even if GPs could respond online to such allegations, it would not be appropriate for them to respond online.

Theme 3: Transparency Versus Confidentiality
Eight participants agreed that patient reviews left online will seemingly help to increase transparency of care and improve the quality of care, and they were not concerned about the feedback being online and being so transparent as long as there was a “proper system” in place for online patient feedback:

It worries me if it’s [online patient feedback] not a proper system. [P18]

By “proper system,” participants meant that the website was well regulated and validated. The website could verify, for example, that the patient leaving the feedback was an actual patient of that particular GP or that the patient did not have a malicious agenda. However, 8 participants were concerned about the platform being “too open” (P11) and in public due to the possibility of people making false allegations, and its damaging impact on the reputation and career of a GP and a GP’s own personal confidentiality:

If it’s [feedback] in public, particularly if I felt it was untrue...if you got y’know someone made an allegation...if that happened to a doctor it could destroy their career, and their self-esteem, and I just think that’s not fair on doctors. [P1]
“customer service industry” and were concerned that it could lead to patients in the future thinking it was perfectly fine to leave feedback about physicians on social media, where according to them, it is impossible to validate or regulate the feedback. Another participant went on to explain that, particularly in health care, what a patient wants is not always what is best for them:

There can be a difference certainly between what people need and what people want, and if people don’t get what they want, often they can feedback negatively about that, even though actually the doctor or the medical provider or whatever who is looking after them, has done exactly the right thing. [P2]

In addition to worrying about the confidentiality of GPs themselves, a few participants were also concerned that the transparent nature of the feedback meant that a patient’s own confidentiality may be at risk because they may feel the need to disclose personal health information about themselves on a public platform. Some participants (n=3) were also concerned that GPs are unable to respond to patient reviews online due to the possibility of violating doctor-patient confidentiality because they may need to disclose health information about the patient in their response.

Theme 4: Anonymity and its Impact on Validity and Usefulness of the Feedback

All participants (N=20) were aware that the feedback left on NHS Choices was left anonymously by patients. Some participants raised concerns that because the feedback was left anonymously, they would not know which consultation it referred to and, therefore, could not respond to the feedback nor make real use of it for improvement. Others (n=5) felt that the anonymous nature of the feedback meant they would not know if it was an actual patient from the practice that had left the feedback and questioned whether such feedback is even valid:

Again, if it is anonymous, then, with any feedback really, you really don’t know, is it somebody from this practice, or somebody, well it could be anybody really leaving a feedback there [on online patient feedback websites]. [P10]

Participants were then asked specifically if the feedback would be more useful to them if it was not left anonymously. Seven participants said that it would be more useful to them if feedback was left with the patient’s real name so that they can then look up the consultation and see what went wrong:

If you had their name there, you could obviously understand where this is coming from, and then you can think about it or go back on it, and make ways of improving yourself during your consultation skills. But if it is very anonymous...out of seeing 40 patients in a day, 200 in a week, which one are we talking about, in terms of who? [P10]

However, the remaining 13 participants disagreed, commenting that it would not be fair on patients to give their real name because, according to them, it will affect the doctor-patient relationship and patients will not leave feedback online if they cannot leave it anonymously. One participant appeared to suggest a solution that patients should leave their NHS number when they leave feedback to verify that they are a patient registered at that particular practice. Another participant raised the question that despite patients not naming themselves when leaving feedback online, would patients really remain anonymous because sometimes it was easy to identify a particular patient from an anonymous online comment.

Theme 5: Negative Impact on General Practitioners and Their Practice

In addition to the threat of defamation discussed previously and its impact on GP reputation and career, 2 participants were also concerned that negative feedback online could affect the self-confidence and self-esteem of GPs, which would in turn affect their practice, especially those GPs who are early in their career:

It [online patient feedback] will affect people in their early career a lot more, and could break their confidence and make them insular. Is that what you really want to be doing to your future doctors? [P11]

Some participants also felt that people will start judging GPs based on online reviews instead of their own experience and this could also affect not only the doctor-patient relationship, but also their practice. Furthermore, participants raised concerns that due to the possibility of negative reviews going online (whether true or false), future practice could end up being defensive and it would be impossible to practice properly:

I don’t know how on earth we are going to have a decent relationship...doctors have become so defensive already...just to make sure they don’t get things online, or do you want them to actually do right for you...give you good care in the right manner in the right timeframe, in a manner which is satisfactory to, or do want them to just do things because they are so scared of litigation of online feedback. [P11]

Other GPs raised concerns that it could become embarrassing for them if their practice became public and turned into a “competition” and this could impact patient care too. One participant was particularly concerned about the negative impact online patient feedback could have on her family:

I suppose it’s just the fact that something that’s online...you think about your family and other people, close to you nearest and dearest, sort of looking at things and getting upset on your behalf as well. [P12]

Theme 6: Patients Cannot Judge the Professional Competence of a General Practitioner

Some of the participants who were not in favor of online patient feedback argued that the General Medical Council was already regulating them, so there was no need for patients attempting to “regulate” them online and, in fact, how can patients judge whether a GP was competent or not?

Can you really say a patient has that ability to say whether you are underperforming or not...so the people that are doing appraisal and revalidation are
also GPs, they know what you should be doing. I think they should police it, as opposed to patients. [P14]

**Theme 7: Little Evidence to Prove Usefulness of Online Patient Feedback to Patients or General Practitioners**

Two participants argued that there was no evidence currently to prove the usefulness of online patient feedback to patients or GPs:

> I think some things with Government policy or in the NHS policy are brought in without having any evidence of benefit, sometimes people jump at the chance “oh we will do this” and they don’t think why. [P1]

Furthermore, a few participants argued that existing methods of collecting patient feedback, such as in-house questionnaires, were perfectly adequate and gave more useful data. However, when asked separately about offline feedback, more than half of the participants commented that they did not collect “useful” data.

**Discussion**

To our knowledge, this study is the first study that explores GPs’ concerns about online patient feedback. The study’s findings suggest that GPs have reservations about online patient feedback and question online patient feedback’s validity, value, usability, and its transparent nature, and are worried about how this will impact them, their practice, and their patients.

**Validity and Value of Online Patient Feedback**

In this study, GPs were concerned—among other things—about the bias of online patient feedback, both from the user and data perspective. The concern of potential bias due to the age of patients using online patient feedback (in favor of younger patients) has also been raised in literature by some [39,57-59] and some studies appear to support it [6,31,33,36]. However, it could be argued that even patient satisfaction results that are offline are influenced by age, education, and health status [60]. Furthermore, Greaves et al [5] argue that although there may be risks in using ratings from a small group of self-selecting patients, according to them it is outweighed by its positives, mainly that online patient feedback is low cost and has the ability to detect episodes of poor care that a traditional survey may miss. However, as some participants highlighted in this study, this does not address the question of whether a rating of a particular GP or a GP practice can truly be representative, valid, and fair if only the younger and middle-aged patients are leaving ratings or feedback. This is especially crucial for those practices and GPs that serve a largely elderly population.

Furthermore, other participants argued that online patient feedback is mainly negative opinion and will become a channel for disgruntled patients. This sentiment has been raised in opinion articles [37,39] and literature [29,61], but has been counteracted by the argument that many studies (including [6,19,20,22,29,34,62-66]) have found that the majority of feedback left on online physician review websites is actually positive [28]. However, Greaves et al [6] found that the recommendation level of GP and practices in England for the same period was 64% online and 82% in patient surveys. This, they suggest, does indicate that there may be a selection bias in online patient feedback toward less satisfied patients versus when patients are selected randomly and this appears to suggest that the concerns raised by participants in this study may be valid. Furthermore, Merrell et al [61] argue that the abundance of positive reviews cannot negate the impact of negative ones because negative ones, however few, can have long-lasting ramifications as a few GPs in this study highlighted. This is also supported by findings from a study by Hanauer et al [67] who found that parents who are exposed to a positive recommendation of a physician from a neighbor are less likely to choose that physician for their child if they were then exposed to negative reviews about that same physician online. However, Adams [68] found that patient reviews online are not always inherently positive or negative; rather, they contain a mixture of positive and negative comments as well as references to and comparisons with previous health care experiences.

Another argument put forward by GPs in this study was that patients cannot judge the professional competence of a GP; therefore, how can online patient feedback be a true representation of their practice? The concern of whether a patient can adequately judge quality of care received was also raised by Lagu and Lindenauer [58]. It would be useful to explore in future research whether patients are aware that patient-led ratings may be based primarily on the bedside manner of a GP, according to some GPs in this study, and not necessarily on the clinical competence of a GP.

The GPs interviewed were also concerned that feedback left online for them are too few in number and therefore not representative of their performance. This appears to be supported by a study on the NHS Choices feedback website, which found that only 61% of GP practices in England had been reviewed and the number of ratings left per practice was variable with an average of only 2 ratings per practice [6]. However, this study by Greaves et al [6] explored data from more than 5 years ago (between October 2009 and December 2010) and more up-to-date analysis of such websites is required to truly understand the current state because usage may have changed. Taking into account that reviews on the NHS website only correspond to 0.005% of all GP consultations [6] and that studies from the United States [29,66,69,70], Germany [34,71,72], and Australia [27] all indicate that less than 30% of physicians have been rated (and even those that have been rated have on average less than 4 ratings each), the assertions raised by the participants in this study may be true and valid, and need to be addressed by online patient feedback platform providers.

Strech [40] suggests that the solution to this may be that ratings should not be made available until they reach a certain baseline number (eg, 5-10). Although individual pieces of feedback could be displayed before a baseline number is reached, the overall star rating, for example, should not be shown until there are a reasonable number of ratings left for a practice or GP. If the NHS and other online patient feedback website providers want GPs to take these reviews seriously and for the ratings per practice to be “valid” and representative (so that patients can make an accurate “choice”), it needs to do more to get patients to leave reviews (see Textbox 1 for a list of recommendations).
for online patient feedback providers based on this study). Although the overall rating may not be representative of the quality of care provided by GPs at a GP practice, this does not mean that the individual patient feedback left, however few, may not be useful to GPs and practices to use to make changes and identify opportunities for improvement. This suggests that even if some feedback providers may choose not to publish reviews until a certain baseline has been reached, the unpublished reviews could be sent to GPs to review and use for improvement.

Textbox 1. Recommendations for online patient feedback website providers based on findings from this study.

| Based on the findings from this study with GPs, recommendations for online patient feedback website providers in England are as follows: |
| 1. Promote online patient feedback more among GPs and patients |
| • Promote online patient feedback among GPs and train GPs to use online patient feedback. This will help to reduce misunderstandings about online patient feedback among GPs, which may help to increase usage of online patient feedback by GPs and also by patients. If GPs believe online patient feedback is valid and useful, they are more likely to promote it to their patients and this may be one of the most effective ways to promote the platform with patients. This could be done through training or may even be as simple as creating a document entitled “A Guide to Online Patient Feedback [specific platform name] for GPs” and signpost it well, both online and offline. |
| • Implement a campaign to promote online patient feedback to patients. This will help to increase the number of patients and type of patients leaving feedback and reviews and therefore the feedback left online is less likely to be biased and unrepresentative. This may mean GPs will take it more seriously and patients will be able to make a more valid “choice.” This could be done through traditional marketing routes through GP practices and digital methods, such as social media and TV ads. |
| 2. Convince and reassure GPs about the value of online patient feedback |
| • Outline precisely how feedback left on the website is moderated and regulated, especially in relation to malicious or personal comments about individual GPs. |
| • Outline on the website and in any marketing leaflets what GPs can do with feedback that is left online for them, in particular, how to respond to it and use it for improvement. |
| • Make patients aware that feedback and ratings left by other patients on these online patient feedback websites may be based primarily on bedside manner and that the majority of patients do not have the ability to judge the professional competence of a GP. |
| 3. Consider some changes to the online patient feedback website |
| • To eliminate concerns about patients judging a GP or a practice based on just a handful of reviews, have a larger number of reviews on the website per practice before the overall rating is calculated and shown. |
| • Validate that the patient leaving feedback on the online patient feedback website is registered as a patient at the given practice through, for example, asking the patient for his/her NHS number. The NHS number could be concealed from the practice to protect the identity of the patient. |
| • Allow patients to leave feedback both for individual GPs and for the practice. |
| • Create an aggregated score of results of measures of competence of GP and patient feedback and reviews, left online and offline, instead of the rating being based on just a few reviews left online at the moment. This has been recommended by the Nuffield Trust [73]. |

The limited number of online reviews for GPs and practices may be partly explained by one participant’s comment that “patients do not even know about online patient feedback.” This appears to be supported by a study that found that only 15% of the 200 participants in one borough of London were aware of the existence of online feedback websites in health care [36]. However, this study was conducted almost 3 years ago and the awareness of online patient feedback among Londoners may have increased. Nevertheless, there is little evidence as to what extent the NHS Choices feedback website is known and used by patients in the United Kingdom. However, in the United States and Germany, recent studies found that approximately a quarter of respondents had used a physician-rating website [24,33]. This may be partly due to the higher usage and popularity of private health care in both the United States and Germany.

Even when reviews or feedback are left for GPs, some GPs in this study were concerned that the feedback or reviews left by patients could be manipulated without the GP or the practice doing anything “illegal” and this could add serious bias to the data and it would question the validity of the overall rating. This concern is similar to concerns raised in literature that ratings could be “gamed” by organizations or individuals and people could leave fake or multiple entries [6,58,74]. Lagu et al [66] analyzed feedback on review websites in the United States and found several reviews they felt had been written by the physician because they contained information only the physician would know. In another study, Kadry et al [63] found some reviews that they believed were acts of sabotage from competing providers.

A few other GPs in this study argued that there was not enough evidence to prove the usefulness of online patient feedback to patients or GPs. Although research into online physician-rating websites has been steadily increasing over the past few years and studies conducted in the United Kingdom, United States, Germany, the Netherlands, and Australia are all adding to the growing literature [4,5,21,29,30], there is currently a huge gap in the literature. For example, further research is needed to determine whether patients believe online patient feedback is
“useful” to them to give feedback or to use to choose a health care provider.

**Transparency of Online Patient Feedback**

The transparent nature of online feedback websites is what has made it so attractive to patients and health policy makers because the understanding is that reviews left online will apparently increase transparency of care and improve the quality of care [63,68]. A few participants in this study appeared to support this view, whereas the majority had concerns about the platform being “too open” (P11) and in public due to the high risk of people making false allegations and its damaging impact on the reputation and career of a GP, a GP’s self-confidence, self-esteem, and personal confidentiality, all of which could affect their professional practice. Concerns about slander have also been raised by critics of online patient feedback platforms, mainly physician representatives such as the British Medical Association [29,38-40]. However, NHS Choices in England claim to have a strict set of regulations that they use to protect physicians and hospitals from content that may damage their reputation [13]. Despite the NHS Choices promising that all “inflammatory remarks” are removed, it is unknown how this is put into practice and to what extent, and also what constitutes “inflammatory.” Owners of such websites need to make this clear to their users [40]. Furthermore, a few participants in this study remarked that although NHS Choices may anonymize the doctor, it was easy for GPs and the public to work out which GP or staff member the comment was directed to; therefore, it does not really give them the anonymity and protection it claims to.

**Usability of Online Patient Feedback**

Others remarked that due to the GP being anonymous in comments, it was difficult to work out who the comment was for and, therefore, could not be used for improvement. This concern was also raised by McCartney [39] who as a practicing GP felt that it was difficult, if not impossible, for doctors to learn from anonymous comments. One participant explained that in his opinion the difference is related to the size of the practice; where there are fewer GPs in a practice, it is easy to work out who the feedback is for and their reputation could be harmed much more easily. Another participant felt that harming of reputation was happening offline too, so it made no difference whether it was online or offline. However, others remarked that being online was “too public” and hundreds and thousands of people could have access to it. Some physicians have gone as far as getting a court order to remove an online review according to Kadry et al [63], but they argue that it is very difficult to defend against online misinformation and defamation. Further research is required to determine how patients feel about remaining anonymous and naming their GP online when leaving feedback about their GP online and whether remaining anonymous and naming their GP are key criteria for them to leave feedback on online patient feedback websites.

**Conclusions and Recommendations**

The majority of GPs interviewed in this study had concerns and reservations about online patient feedback because they felt that online patient feedback was not an accurate representation of their performance due to user bias and data bias. They were also worried about the impact this could have on them, on their practice, and their patients, who may use these “questionable online ratings” to make an “invalid choice” of which health care provider to use. GPs in this study also felt that due to the transparent nature of the feedback online and what they perceive to be lack of regulation, there is a high risk of false allegations being left about them, which could have an impact on them personally, on their family, on their professional practice (more defensive medicine), and on their relationship with their patients. Other GPs questioned the usefulness of the online feedback if the feedback is left anonymously, but acknowledged the benefits to patients of leaving feedback anonymously. A few participants also argued that there was no current evidence to prove online patient feedback’s usefulness to GPs or patients.

Our findings suggest that most concerns raised by GPs may be valid and need to be addressed by online patient feedback providers and other online patient feedback stakeholders. If the NHS and other online patient feedback website providers want GPs to take these reviews seriously, for example, and for the ratings per practice to be valid and representative (so that patients can make an accurate “choice”), they need to do more to get patients to leave reviews. Promoting online patient feedback among GPs and reassuring them of the safety and usefulness of such platforms may also mean GPs are more likely to use online patient feedback for their own professional development and encourage their patients to leave feedback on online patient feedback websites. Other recommendations for online patient feedback website providers based on findings from this study can be found in Textbox 1.

**Limitations of the Study**

One of the aims of this descriptive study was to explore GPs’ concerns about online patient feedback and the qualitative findings from this study were not intended to be representative of all GPs in England. We do acknowledge that the sample size for this study was small (N=20) and because 60% of participants were between the ages of 30 and 34 years, there may have been a sample bias toward more technology-savvy GPs. However, we found little difference in Internet usage of all the different-aged participants in our sample. We did attempt to recruit participants randomly to get GPs from different age groups and backgrounds, and more than a quarter of our participants were recruited using probability sampling. Despite our findings not being representative of all GPs in England and this paper being limited to narrating GPs’ negative attitudes to online patient feedback only, the findings highlight key concerns related to online patient feedback from GPs’ perspective and place them into the context of existing literature and viewpoints. This helped form recommendations for feedback providers and can help inform further research in this area.
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Abstract

Background: Direct-to-consumer genetic tests (DTC-GT) are easily purchased through the Internet, independent of a physician referral or approval for testing, allowing the retrieval of genetic information outside the clinical context. There is a broad debate about the testing validity, their impact on individuals, and what people know and perceive about them.

Objective: The aim of this review was to collect evidence on DTC-GT from a comprehensive perspective that unravels the complexity of the phenomenon.

Methods: A systematic search was carried out through PubMed, Web of Knowledge, and Embase, in addition to Google Scholar according to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) checklist with the key term “Direct-to-consumer genetic test.”

Results: In the final sample, 118 articles were identified. Articles were summarized in five categories according to their focus on (1) knowledge of, attitude toward use of, and perception of DTC-GT (n=37), (2) the impact of genetic risk information on users (n=37), (3) the opinion of health professionals (n=20), (4) the content of websites selling DTC-GT (n=16), and (5) the scientific evidence and clinical utility of the tests (n=14). Most of the articles analyzed the attitude, knowledge, and perception of DTC-GT, highlighting an interest in using DTC-GT, along with the need for a health care professional to help interpret the results. The articles investigating the content analysis of the websites selling these tests are in agreement that the information provided by the companies about genetic testing is not completely comprehensive for the consumer. Given that risk information can modify consumers’ health behavior, there are surprisingly few studies carried out on actual consumers and they do not confirm the overall concerns on the possible impact of DTC-GT. Data from studies that investigate the quality of the tests offered confirm that they are not informative, have little predictive power, and do not measure genetic risk appropriately.

Conclusions: The impact of DTC-GT on consumers’ health perceptions and behaviors is an emerging concern. However, negative effects on consumers or health benefits have yet to be observed. Nevertheless, since the online market of DTC-GT is expected to grow, it is important to remain aware of a possible impact.

(J Med Internet Res 2015;17(12):e279) doi:10.2196/jmir.4378

KEYWORDS

genetic testing; direct-to-consumer; Internet; online market; systematic review
Introduction

“There’s no gene for fate.” This is a quote from the movie “Gattaca,” a 1997 American science fiction film set in a future when one’s life is determined by genetic engineering rather than education or experience [1]. This theme expressed concern about the negative effects of a genetic determinism foreseen in a distant future. However, only a few years later, advertisements such as “Your future health is in your genes,” [2] “Your DNA, your personal health,” [3] or “Diet and exercise matched to your genes” [4] started to appear on websites of commercial companies offering direct-to-consumer genetic testing (DTC-GT). There are even companies offering tests to find genetic compatibility with a partner, presented as a key to successful and long-lasting romantic relationships [5]. One can imagine this scenario triggering a genetic determinism in potential consumers, mainly because there is no involvement from health professionals. The paradox is that, despite the fact that predictive genetic tests are already on the market, the majority of such tests lack scientific evidence and a proven clinical utility [6,7].

Over the past decade, the phenomenon of DTC-GT has generated a huge debate among physicians, bioethicists, and government bodies [8-12], and many recommendations are available [13-15]. In November 2013, the US Food and Drug Administration (FDA) ordered 23andMe, a provider of DTC genomic services, to stop marketing health-related genetic tests due to the risk that false results could cause consumers to undergo unnecessary health procedures [16]. However, there are currently other online companies offering this kind of service [2-4,17].

The current evidence on the risks of DTC-GT is uncertain. To our knowledge, there are three main systematic reviews on specific aspects related to DTC-GT [15,18,19]. These reviews, carried out by the same group of authors, separately explored the current position statements and recommendations on the use of DTC-GT [15], along with the views and experiences of consumers [18] and health professionals [19]. Analysis of documents produced by professional or public organizations [15] has caused great concern about potential harms for consumers who might undergo DTC-GT. Considering the difficulty in creating international standards that regulate the online market, the authors underlined the need to promote an agreement on a code of practice based on specific recommendations that include appropriate education for health professionals, as well as the guarantee of appropriate information to consumers. But there are mixed views on the actual risks of DTC-GT. With evidence that DTC-GT might actually increase the demand for consultation and related screening or diagnostic testing, some health professionals rated GT as clinically useful and a valuable opportunity for early screening [19].

There are two additional recent reviews on DTC-GT [20,21] that explore this topic in general and conclude that, from the consumer’s experience, there does not seem to be enough evidence to qualify the risks of these tests. Yet, these two reviews were not based on a systematic approach.

The objective of our review is to merge evidence on DTC-GT from a more comprehensive perspective than the studies mentioned above. In addition to identifying further literature on the value of DTC-GT from the point of view of consumers and health professionals, this review also considers the scientific evidence and clinical utility of this type of testing and the way DTC-GT is marketed from a health communications perspective. The analysis of these last two aspects are essential to offering a multifaceted framework for understanding the complexity of DTC-GT as a phenomenon and informing directions for future research and policy making in the field.

Methods

The systematic review was performed according to Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines [22] (see Multimedia Appendix 1).

Information Sources

The literature search covered the period up to October 2014. The search was performed using electronic databases (PubMed, Web of Science, and Embase) and the Google search engine tool, Google Scholar. On Google Scholar, we investigated all the results obtained by the databases, but considered only the first 500 results because the number of relevant articles declined substantially after the first 300 results and because this search engine displays results by relevance using a link analysis system or algorithms [23].

Search Strategies

We used “Direct-to-consumer genetic test” as the key term for each database and for Google Scholar. We scanned the reference lists for relevant articles up to the second level, and we considered the “related articles” of relevant ones in the PubMed database or Google Scholar when the paper was not present in PubMed.

Study Selection and Eligibility Criteria

We included all articles relevant to the subject of the research where the key term was anywhere in the text of the paper, written in English, with the abstract and full text available. We included only scientific articles, excluding popular articles published in daily newspapers or weekly and monthly magazines. Papers included articles associated with health-related genetic tests available online and offered direct-to-consumer. We selected only the articles reporting original data, excluding those with speculative discussion about the problem or citing data from other studies (ie, editorials, letters, comments, articles about regulation issues, and reviews).

Two investigators read the papers (LC and UG) and independently assessed the potential relevance of all publications, identified during the database search, based on the information provided in the titles and abstracts. Disagreement was resolved by consensus.

After screening by titles and abstracts, the first author critically reviewed the full texts of the remaining articles and extracted the information required to perform the review. The methodological quality of each study was assessed by 2 authors (LC and EC) using the Kmet tool for evaluating quantitative
and qualitative research [24]. A score of between 0 and 1 was assigned to each paper based on a series of questions related to the type of study. Case studies and descriptive reports (a total of 38 papers) were excluded from the evaluation. Disagreements were resolved through discussion among the authors until consensus was reached. As shown in Figure 1, we identified 118 articles that fit the inclusion criteria.

Figure 1. Flow diagram describing the study selection.

Results

Of the 473 relevant articles selected, we included 118 studies with original data (24.9%): 95 quantitative studies, 15 qualitative studies, and eight case studies. These articles have been divided in five categories as shown in Figure 2: (1) knowledge and attitude/perceptions to DTC-GT, (2) health professionals’ opinions about DTC-GT, (3) characteristics of online companies selling GT, (4) DTC-GT’s impact on users, and (5) evidence of clinical utility and validity. Some articles with original data covered more than one of these subjects and were consequently allocated to more than one group. For studies investigating DTC-GT’s impact on users, we included studies investigating both hypothetical situations (n=20) and actual situations (n=17).
Research Categories

Public’s Knowledge of and Attitude Toward Direct-to-Consumer Genetic Testing

We selected a total of 37 articles, of which four are qualitative studies, investigating the public’s knowledge of and interest in DTC-GT [25-28] (see Table 1 in Multimedia Appendix 2). Of the 37 studies, 25 (68%) were carried out in the United States [25-50] with 41% (15/37) registering more than 1000 subjects [30-33,37,40,42,43,46,51-56]. The response rate was more than 60% in over half of the studies (16/30, 53%) where such data were available [30,32,33,35,36,38,40,45,47,50,52,56-60]. In general, the age range of participants was quite wide with a mean age ranging from about 25-50 years. The education level was high (college degree or more) for the majority of participants in all studies.

Overall, the level of awareness of DTC-GT was low, ranging from 8% [33] to around 50% [37,43,45,57]. In two studies with a large number of subjects (more than 4000) and a response rate of more than 60%, there was a very low level of knowledge of DTC-GTs, specifically 13% [59] and 14% [32]. A total of 78% of subjects recruited in the study by Gollust et al [34] were aware of personal genomics, but only 15% visited a DTC-GT website. A large portion of women heard about GTs (73%) in the study by Perez et al [47]. However, the sample was small (84 women) and characterized by women at high risk for breast cancer who may have been more aware of this subject.

In 4 studies [25,30,35,54], the participants expressed great interest in GTs. In fact, 82% of subjects recruited at the Scripps Translational Science Institute reported that they would want to know their disease risk [30]. However, as highlighted by the authors, the sample was not representative of the general public because it was largely made up of Institute employees and a number of technology and biotechnology company employees. A large number of women indicated definite interest in GT (77%) in the study by Graves et al [35], but they were women at moderate to high risk for breast cancer. Similarly, the interest in having GT to determine susceptibility to major depression was higher in participants affected by a depressive disease than those unaffected (71% vs 64%), although not statistically significant [25]. In another seven studies [27,42,43,55,57,59,60], a moderate interest in GT (from 50-60%) was found. It should be noted that 48% of respondents in the Cherkas et al [59] study were interested in GT if the test was free of charge. Similarly, 37% of a sample of Canadian adults stated that they would pay nothing for GTs even if related to a manageable condition [53]. Only 5% were potentially interested at the current price (£250). In several studies, fewer than 40% of participants expressed favorable attitudes to GT [36,37,47,48,52,56,58].

The interest in GT seemed to increase only when the information received was positive [49], when people felt they would regret not taking the test [54] or, in the case of parents, when they could learn about their child’s decreased risks [50]. Survey respondents who perceived greater threat from disease had significantly greater behavioral intentions to talk to their doctor and search for more information about the test, even if it did not affect their plans to take the test [61]. Additionally, when people were informed about the risks of DTC testing, they became less interested in getting GT [36]. At the same time, it was found that conscientiousness about the risk of GT, and not neuroticism, led people to seek online information about DTC-GT [46]. Web-based genomic information presented using evidence-based communications made patients more favorable to this type of testing [38].

The importance of having information about GT was also supported by the need to refer to a physician to interpret the test results [34,41,43,56]. Nearly half (46%) of women recruited in the Perez et al study [47] strongly agreed that it is more appropriate for companies to target doctors to identify women who may be at risk for carrying the breast cancer gene than target all women through different types of media. Respondents of a large Australian survey [51] were not comfortable with companies offering DTC-GT and were unlikely to order the test.
because it was perceived to be less regulated and accurate compared with a test provided by a conventional medical practitioner. Concerns about poor regulation of DTC-GT companies and violation of privacy emerged from media coverage of DTC-GT [26].

Among the reasons for favorable attitudes to GT were curiosity [34,43,59] and interest in monitoring and improving health [28,34,57,59]. University students in Switzerland reported the contribution to scientific research as their main reason for undergoing testing [55]. The availability of treatment was a factor that motivated the respondents of a Canadian sample population (61%), whereas curiosity had only a modest impact on willingness to pay for GT. Younger respondents were more likely to cite curiosity as a reason for testing [53].

**Impact of Direct-to-Consumer Genetic Testing on Users**

We retrieved a total of 29 articles dealing with the consequence of undergoing a DTC-GT, of which nine were qualitative studies [62-70] (see Table 2 in Multimedia Appendix 2). A qualitative analysis was also included in the study of Vayena et al [71]. Furthermore, there were eight case studies [72-79]. As much as 68% (25/37) of the studies, including case studies, were carried out in the United States [32,43,63-66,70,73,75-79,81-93]. Excluding case studies, nine studies investigated the DTC-GT experience with people who actually purchased the test [32,43,62,67-69,90,91,94]. In the other studies, participants were investigated only as potential consumers. Overall, the main goal was to evaluate psychological reactions, behavioral effects, and perception risk.

In 41% of studies (12/29) [32,43,62-68,70,71,90], the sample size was very low (fewer than 100 subjects). There are some exceptions: Kaufman et al [91] recruited 1048 subjects (but with a response rate of only 33%) and Su et al [69]. Also, six studies [81-83,85,86,93] referred to the same large sample coming from the longitudinal cohort study of 3639 adults recruited from Scripps Health employees, employee family members, and Scripps Health patients who purchased the GT at a discounted rate [30].

Regarding the impact of GT results on health behavior, a large proportion of participants expressed the intention to modify lifestyle (eg, diet, exercise), both among actual customers [43] and hypothetical ones [55,63,80], and a modest change in health behavior was observed, particularly among people who purchased a DTC-GT [67,91,94]. In the study by Francke et al [90], 11 out of 16 women received information about being positive for the breast cancer type 1 susceptibility gene mutation (BRCA1) from the DTC company. Although the number is modest, three of them had risk-reducing oophorectomy and four planned to. One had a mastectomy and three planned to. Five declared they went to have breast exams and breast imaging after getting their results.

No impact on potential user behavior was evidenced at the 3-month follow-up [93] or after a moderately longer period of observation (1 year) [65,82,92]. No influence on DNA-based dietary advice in personalized nutrition perception was observed in a randomized control trial after 1 year of follow-up [95]. Slightly more than half of the people who used a DTC-GT discussed their results with a physician [43]. Similarly, 60% of 23andMe customers, who showed as mutation-positive, reported sharing their results with their physician. Only 26% of the mutation-negative customers shared their information with their physician [90]. Increased physician utilization was found among people who underwent DTC pharmacogenetic tests [83].

In general, the number of people who reported sharing test results with a physician is quite low (<30%), both among actual users [32,67,91] and experimental ones [66,70,71,86], even though most participants stated that they would (or might) disclose to physicians when asked in the study by Wasson et al [66]. After the 1-year follow-up, no changes were found in the overall use of health care by those receiving personalized GT results compared to those who were not tested [92].

Generally, the proportion of people worrying about their tests results was also quite low. Fewer than 30% of DTC-GT customers declared a change in health anxiety [94] or felt anxious even if mutation-positive [90]. Furthermore, there was no significant difference between baseline and follow-up anxiety symptoms at 3 months [81,89] and 1 year [82,83,87] after receiving test results. Bloss et al [81,82] found that greater perceived seriousness and diminished perceived control over a disease were associated with test-related distress and higher, but not clinically significant, levels of anxiety [93]. In addition, people who shared their test results with health care providers were significantly less worried about being tested compared to non-sharers (45% vs 53%, P<0.01), but only a small percentage (around 10%) were worried about learning of disease risk in both groups. Nevertheless, great value was attributed to risk information in 78% of sharers and 69% of non-sharers (P<0.01) [86].

Several studies showed no concern by all or a majority of participants [55,63,65,71]. Concerns seemed to relate to the type of results. For example, a significant increase in negative effect was shown among individuals who learned that they were susceptible to alcoholism [84]. However, the intentions for alcohol consumption in the near future were not affected. In a study by Gordon et al [70], 88% of participants reported feeling reassured by these test results: indeed, they were encouraged by learning of their negative test results and their low-risk factor. Similar conclusions were found by Harris et al [62] who analyzed stories told by DTC-GT users. These participants even felt a sense of indifference toward the test results. On the contrary, almost half of people who knew about a cancer risk and 81% of people who learned about myocardial infarction risk through a DTC-GT were worried about these diseases. After 1 year, there were no differences in being worried compared to people who had not been tested [88].

People who did not interpret test results as deterministic on health outcomes, or declared they understood the results, were generally not worried about them [63,70,87,89]. People who were tested for four conditions perceived a higher risk than those who were not tested; a large portion of them even expressed concern about their disease risk. This difference was, however, not significant 1 year after receiving test results [88]. Only 10% of people interviewed in the study by Vayena [71]...
reported a serious impact on their health perception, 55% stated some impact, and 35% affirmed no impact, while less than half of these respondents reported having no concerns at all about DTC testing. It should be noted that their primary reported concerns regarded privacy issues.

In another context, it was interesting to find that many people signed a petition to support unrestricted access to DTC-GT stating also the health care professional and government should not be placed as intermediaries when purchasing DTC-GT [69]. The perception of having understood the test results was the main reason for not utilizing the counseling service [82]. However, the evidence showed that the delivery of personal genomic risk through a trained health professional resulted in significantly higher comprehension compared to online delivery [87].

An incorrect interpretation risk was found among people who underwent DTC-GT [91], and the majority of DTC consumers interviewed by McGuire et al [43] considered information obtained from DTC-GT to be a diagnosis of a medical condition. This evidence contrasts with other studies that revealed that many people were aware of the low predictive value of DTC-GT [67] or the fact that they report an average risk of disease [94]. The main reason for purchasing the GTs related to health, as well as a general curiosity about genetic make-up [43,62].

Case Studies
We retrieved seven studies reporting on patients who purchased a DTC-GT and one analyzing information from two reports from a DTC-GT company [73]. Except for two case studies in which DTC-GT were considered useful [77,78], all other case studies underlined the importance of correctly understanding and interpreting the results in order to avoid adverse psychological consequences [73,74,76], unnecessary preventive measures [79], or the possibility of giving the genetic profile a deterministic role [72]. This is particularly important when people learn about their susceptibility to Alzheimer’s disease for which proven preventive strategies are still lacking. On the basis of 2 subjects who tested positive for Alzheimer’s, the need to improve strategies for informed decision making was discussed. For example, DTC-GT could provide a more detailed consent form and promote a mandatory pre-test consultation with a genetic counselor. This is highly relevant for DTC-GT as the health information provided by DTC companies seems to be influenced by commercial loyalties and can therefore be potentially misleading [74].

Learning about a genetic predisposition to curable diseases may be beneficial, as was the case for a woman who learned from her DTC-GT that she was at high risk to develop breast cancer. She felt empowered by prevention, although it was genetic counseling that contributed to her facing and limiting her initial anxiety [75]. The support of a health professional is also crucial when considering the risk of misinterpreting the test results [73]. Another study reported the case of a 52-year-old man whose test results implied that his obesity was genetically predetermined and inevitable, but after appropriate lifestyle modification he lost 32 kg, indicating the importance of environmental factors [72]. In this context, Corpas [74] highlighted the need to have psychological support in sharing results with family, an aspect that is not emphasized in the DTC-GT process.

Health Professionals’ Point of View on Direct-to-Consumer Genetic Testing
A total of 20 articles explored health professionals’ opinions of DTC-GT as reported in Table 3 in Multimedia Appendix 2. Two of these are qualitative studies [96,97]. Out of 20 studies, 14 were mainly conducted in the United States (70%) [32,41,97-108]. Half of the surveys were implemented online [32,41,98-101,107-110].

Four studies recruited more than 1000 subjects [32,102,108,111], and five studies recruited more than 300 subjects [52,98,101,105,107]. Almost half of the studies (44%) had a response rate of around 40% [100-102,104,109,110,112] and other 6 studies (38%) had a response rate less than 20% [41,99,103,105-107,111].

The awareness of DTC-GT among physicians was high (around 90%) in three studies [41,100,110]. In other surveys of physicians not specializing in genetics, fewer than 55% of respondents were aware of DTC-GT [102,105,111,112]. In general, the percentage of physicians who have discussed GT results with a patient or have ordered a GT for a patient was quite low. Sixteen percent of physicians recruited by Bernhardt et al [98] ordered one test a week or more, and only 7% reported having seen a DTC genetic risk assessment report. In five surveys, fewer than 19% of physicians, both specializing in genetics and not, reported having patients request genetic consultations [32,99,105,107,108]. Forty-four percent of clinical geneticists from different European countries had been contacted by at least one patient regarding DTC-GT services after purchasing the test [110], and 46% of genetic counselors from the United States had worked with patients who had initiated a discussion of DTC-GTs: however, only 15% of the latter had suggested them to their patients [101]. Forty-two percent of primary care physicians enrolled in an online survey in the United States had ordered a GT for a patient, and one third had ordered them for themselves [100]. Only 0.5% of general practitioners and 1% of clinical geneticists from Japan ordered DTC-GT [111]. A large percentage of neurologists (74%) and the 14% of psychiatrists recruited from the American Medical Association ordered a GT for a patient [107].

Another interesting topic is how confident physicians are in interpreting GT results. In the study by Bernhardt et al [98], 16% of primary care physicians declared themselves to be “very confident,” along with 15% of family physicians in the study by Powell et al [106] and only 7% of physicians specialized in genetics from the study by Brett et al [109]. In a study on nutrigenomics, health professionals reported a lack of competency to provide information on nutritional genomics. Inability to support a patient in managing genetic risk information also emerged from interviews with 18 clinicians providing genomic risk assessment services to their patients [97]. The study by Salm et al [107] reported the need to have more training in interpreting GT results; although in the context of predictive genomic testing, the United States has promising training programs for genetic counselors [103].
Health professionals’ opinions on the clinical utility of DTC-GT were contrasting, and the percentage of those who were in favor of these services was different among the studies. Giovanni et al [99] found that 52% of health care providers described the genetic test as clinically useful. The majority of respondents (86%) mentioned usefulness in the context of breast cancer susceptibility, in agreement with findings from Mainous et al [102]. The latter also found that 30% of participants perceived GT utility in detecting Alzheimer’s disease and 25% of participants for heart disease or diabetes. Half of genetic counselors recruited by Hock et al [101] said that GT should be limited to a clinical setting, 23% of the sample was neutral, and 27% disagreed. Furthermore, 56% of the sample considered a DTC-GT acceptable only with the provision of genetic counseling, 31% were neutral, and 13% disagreed. In the study by Bernhardt et al [98], physicians thought that genetic tests would be helpful in managing patients; in particular, 70% felt it would be useful with pharmacogenomics and 40% with disease risk assessment. However, only one third of physicians in both cases would order such testing for a patient. About 47% stated that genetic testing would be helpful for patients, motivating them to adopt healthy behaviors. Also, the clinicians interviewed in a recent study [97] were enthusiastic about the potential of GTs to enhance the personalized, preventive, and wellness orientations of their clinical practices.

In a study conducted in Australia [109], the majority of genetic health professionals did not consider DTC-GT useful for individuals who want anonymous testing (54%), are driven by curiosity (54%), or are geographically isolated (60%). Forty-three percent of physicians in the Powell et al [105] study considered DTC-GT clinically useful. In a Greek study by Mai et al [52], only 13% of medical practitioners were in favor of DTC-GT. Similarly, 86% of clinical geneticists recruited from 28 European countries [110] considered it unacceptable to provide a predictive test without face-to-face medical supervision, and all respondents expressed the unacceptable of offering DTC-GT for conditions neither treatable nor preventable.

Ohata et al [111] carried out a survey on 1145 general practitioners and 294 clinical geneticists in Japan. Convenience scored highest in both groups as the reason behind users’ ordering DTC-GT, and general practitioners rated the benefits of DTC-GT higher than clinical geneticists (score 2.54 vs 1.96 on a scale 1-4, 1=disagree). Among the risks, the concern for understanding results scored highest in both groups (score >3). Furthermore, reliability of results and provision of information/counseling were a source of concern greater in clinical geneticists than general practitioners (score 3.13 and 3.78 vs 2.77 and 3.48 respectively).

In a study conducted in New Zealand [112], general practitioners who had not received training in genetics agreed that convenience was a benefit, more than those with training (72% vs 38%, P<.005). At the same time, misinterpreting results and inadequate delivery of information were perceived to be the greatest risks associated with DTC-GT by the majority of respondents (around 90%). In general, only 19% agreed that DTC-GT provides a useful service in the delivery of health care, and 26% agreed that results encourage patients to take responsibility for their health. Clinical validity of the test (25%) and counseling (20%) were the most selected aspects regarding advertising regulation of DTC-GT.

In another study [108] dealing with GT in children, genetic counselors appeared less prone to GT compared with non-genetic physicians.

There was one study exploring the knowledge of and attitude toward personal genomics on a small group of medical students enrolled in a human genetic course [104]. The percentage of students who thought that genotyping information would be useful to physicians and consumers decreased after the course (32% post-course vs 63% pre-course and 52% vs 84% respectively). The majority of students, both before and after the course, expressed concerns about reliability and utility of results. They agreed that tests needed interpretation (around 70%) and DTC companies had to provide genetic counseling (71% pre- and 80% post-course).

More than 80% of physicians recruited by Powell et al [105] expressed concerns about possible misinterpretation of test results and increased anxiety in patients. Almost half of physicians (neurobiologists and psychiatrists) surveyed by Salm et al [107] thought that GT could cause psychological harm to their patients and they could be exposed to possible insurance discrimination. This was further confirmed in the study by Bernhardt et al [98].

Uncertainty about clinical utility concerned the majority of primary care physicians (around 60%) in the study of Haga et al [100], with a recommendation for health care professionals to act as intermediaries also when discussing DTC nutrigenomic tests [96].

Content of Websites Offering Direct-to-Consumer Genetic Testing

A total of 16 articles were identified regarding issues and marketing strategies related to the type of information provided by the DTC-GT websites (see Table 4 in Multimedia Appendix 2). The number of websites analyzed ranged from three [113] to 38 [114].

Goddard et al [115] found 27 health-related DTC-GT distributor websites and evaluated those that sold tests for thrombosis risk. Liu et al [116] analyzed 46 websites, but only 20 of them allowed consumers to order directly from the company. Sterling et al [117] identified 64 organizations hosting websites promoting nutrigenomic services, but only 29 offered or promoted at-home testing.

Borry et al [118] and Howard et al [119] investigated online companies focusing mainly on their policies in regard to GT for minors. The former analyzed 29 companies obtained from a list published by the Genetics and Policy Center, and the latter sent a questionnaire to 37 DTC-GT companies. Both studies emphasized a lack of exhaustive information on the privacy policy regarding minors, which is a deviation from the professional guidelines on this issue. Also, in a recent systematic Internet search for DTC genomic services, limited information on privacy policies was found [120]. This evidence contrasts...
with other studies that found the majority of sites selected provided this information [115-117,121,122].

Most studies assessed the quality of information provided by online GT companies through a content analysis of websites, with a focus on the provision of genetic counseling, suggestion for a physician’s consultation, and the description of risks, benefits, and limitations of GTs.

In relation to online genetic counseling, Geransar et al [123] showed that of the 24 online companies studied, 75% recommended and arranged for counseling services. However, only one-third of the companies directly provided counseling services and just one of them provided a face-to-face format. Half of the websites analyzed by Covolo et al [124] provided this service pre- and/or post-test, with 20% offering this service for an extra fee. In other cases, fewer than 39% of online companies provided genetic counseling [114,119,121,125,126]. Pre-test counseling was rarely offered in studies conducted by Hennen et al [114], Lachance et al [121], and Liu et al [116]. None of the 29 companies offering nutrigenomic services examined by Sterling et al [117] provided genetic counseling.

Additionally, except for the websites analyzed by some studies [115,123,124,127], very few companies suggested a physician’s consultation [114,117,119,121,125]. Sometimes the GT sale was accompanied by recommendations associated with disease prevention or health improvement (e.g., nutritional supplements). This trend was found in the majority of websites (from 60-74%) investigated by Lewis et al [122] and Singleton et al [127]. Of 64 websites promoting nutrigenomic services identified by Sterling et al [117], 53% provided recommendations for dietary intake or supplementation.

Genetic discrimination, emotional consequences, risk of behavior changes, and confidentiality of test results are possible risks associated with GT. In general, all studies that searched for this information found that the risks were poorly cited, ranging from about 20% [115,116,122,128] to about 30-36% of the websites [117,124,125,127]. Of the company websites analyzed by Hennen et al [114], 47% provided information on consequences and actions to be taken in the case of a positive test result, and 37% in the case of a negative test result. Clearly, the benefits of testing are described more than risks [115-117,124,127,128]. In particular, empowerment over one’s health was highlighted by several authors [113,116,124,128]. Almost all of the sites identified by Lachance et al [121] and Singleton et al [127] listed at least one benefit to consumers by undergoing testing. Three-quarters (76%) of websites analyzed by Lachance et al [121] highlighted the fact that test results can help inform consumers in making a health decision. In the second study, prevention of the onset of a disease was the most common benefit presented (96%). Interestingly, 52% of websites stressed the consumer’s ability to use the results to make informed decisions. The concept of patient empowerment also appeared in the Sterling et al [117] study. In fact, 73% (47/64) of organizations analyzed mentioned that consumers could use test results in their own diet and lifestyle decision making.

Over three-quarters (78%) of websites analyzed by Singleton et al [127] and about half of the websites analyzed by Lachance et al [121] and Lewis et al [122] mentioned limitations of test. None of the websites selling DTC-GT for thrombosis reported limitations [115].

Very little information or scientific evidence was provided on the clinical validity of tests [114-117,121-123,128]. Some websites referred to a laboratory certification, such as Clinical Laboratory Improvement Amendments (CLIA) standards, to indicate legitimacy [114,115,117,120-122,124,128].

**Scientific Evidence and Clinical Utility of Direct-to-Consumer Genetic Testing**

A total of 14 papers, including two reports from the US Government Accountability Office (GAO) [11,129], question the scientific quality, clinical validity, and utility of DTC-GT (see Table 1). This issue was addressed in different ways.
Table 1. List of articles on scientific evidence and clinical utility of direct-to-consumer genetic tests.

<table>
<thead>
<tr>
<th>Author</th>
<th>Aim of the study</th>
<th>Main findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adams, 2013</td>
<td>To investigate the reliability and reproducibility of DTC-GT by sending DNA samples to 2 popular companies</td>
<td>DNA samples from 2 individuals were sent to both companies. For 5 of 14 health conditions for which both companies reported relative risk information, the results were conflicting. The significance of relative risk changes was overemphasized, given that they were associated with very small changes in absolute risk.</td>
</tr>
<tr>
<td>Bloss, 2012</td>
<td>To evaluate the relationship between DTC genomic risk estimates and self-reported disease of individuals who went on to purchase a DTC-GT</td>
<td>For 5 out of 15 total conditions studied, the risk estimates from the test were significantly associated with self-reported family and/or personal health history.</td>
</tr>
<tr>
<td>Buitendijk, 2014</td>
<td>To explore the practicability and predictive value of DTC tests from four companies for age-related macular degeneration in 3 individuals</td>
<td>Predicted risks varied widely within each individual, and differences between highest and lowest estimates for lifetime risk were up to 12-fold. Within the same person, overall relative risks could be increased as well as decreased, depending on which test was used. None may represent the true disease risk.</td>
</tr>
<tr>
<td>Imai, 2011</td>
<td>To evaluate 3 DTC services and genomics services and compare the test results obtained for the same individual</td>
<td>The concordance rates between the services for single nucleotide polymorphism (SNP) data were &gt;99.6%. There were some marked differences in the relative disease risks assigned by the DTC services due to different SNPs used to calculate risk for the same disease.</td>
</tr>
<tr>
<td>Janssens, 2008</td>
<td>To assess the scientific evidence supporting the purported gene-associations for genes included in genomic profiles offered online</td>
<td>The seven companies investigated tested at least 69 polymorphisms in 56 genes. Of the 56 genes tested, 24 were not reviewed in meta-analyses. For the remaining 32 genes, they found 260 meta-analyses that examined 160 unique polymorphism-disease associations, of which only 60 were found to be statistically significant. However the associations were modest.</td>
</tr>
<tr>
<td>Johnson, 2010</td>
<td>To survey potential notifiable variants on arrays used in genome-wide association studies and DTC genetic services</td>
<td>They identified 298 specific targeted mutations, encompassing 56 disorders. Only 88 out of 298 mutations could be identified as known SNPs in genomic databases. Eighteen out of 88 SNPs were found in commercially available arrays.</td>
</tr>
<tr>
<td>Kalf, 2013</td>
<td>To examine and compare the methods of 3 companies offering DTC-GT</td>
<td>Predicted risks differed substantially among the companies as a result of differences in the sets of SNPs selected and the average population risks selected by the companies, and in the formulas used for the calculation of risks.</td>
</tr>
<tr>
<td>Kido, 2013</td>
<td>To evaluate the distributions of disease risk prediction from three DTC companies using three Japanese samples</td>
<td>The overall prediction results were correlated with each other, but not perfectly matched; less than one third mismatching of the opposite direction occurred in 8 diseases of 22.</td>
</tr>
<tr>
<td>Mihaescu, 2009</td>
<td>To investigate the extent to which updating of risk predictions from commercial genome-wide scans leads to reclassification of individuals from below to above average disease risk or vice versa taking type 2 diabetes as an example</td>
<td>At individual level, 34% of 5297 participants switched between risk categories when risks were updated from 1–18 polymorphisms and 29% switched when age, sex, and body mass index were considered. In total, 39% of participants switched risk categories once and 11% switched twice.</td>
</tr>
<tr>
<td>Ng, 2009</td>
<td>To compare results of tests purchased from two DTC companies on 13 diseases for 5 individuals</td>
<td>For seven diseases, 50% or less of the predictions of the two companies agreed across 5 individuals.</td>
</tr>
<tr>
<td>Palomaki, 2013</td>
<td>To review the evidence about the clinical and analytic validity of type 2 diabetes genomic risk profiles promulgated by DTC-GT companies</td>
<td>The quality of evidence for analytic validity was inadequate. Clinical validity ranged from inadequate to convincing for 30 variants identified on five T2D genomic panels. Clinical utility evidence was inadequate.</td>
</tr>
<tr>
<td>Swan, 2010</td>
<td>To understand the variance in risk interpretation for multigenic conditions among 5 genome-wide DTC genomic companies</td>
<td>Multigenic condition risk interpretation may vary between DTC genomic services due to differences in the average lifetime risk assigned to similar underlying populations, the loci and SNPs selected for analysis, and the quantitative risk assignment methodologies used by DTC genomic companies.</td>
</tr>
<tr>
<td>Kutz, 2006</td>
<td>To evaluate the results of nutrigenetic tests purchased from four DTC companies for 14 fictitious consumers coming from two DNA samples</td>
<td>All 14 results predicted risk of developing different medical conditions. These predictions were similar for all the fictitious consumers, no matter which DNA or lifestyle description they used. One of the four companies gave contradictory results.</td>
</tr>
<tr>
<td>Kutz, 2010</td>
<td>To compare results from 10 tests each purchased from four DTC companies on 15 diseases for 5 individuals. To assess whether the tests provided any medically useful information</td>
<td>Each donor received risk predictions for the 15 diseases that varied from company to company. Four of the five donors received test results that conflicted with their factual medical conditions and family histories.</td>
</tr>
</tbody>
</table>
Seven studies [11,129,130,132,133,136,138] focused on the comparison of GT results from DTC companies for one or more individuals. The first study, executed by the GAO in 2006 [129], evaluated the results of nutrigenetic tests purchased from four DTC companies for 14 fictitious consumers with different characteristics obtained from two DNA samples. Interestingly, all 14 results predicted the risk of developing different medical conditions. These predictions were similar for all of the fictitious consumers, no matter which DNA or lifestyle description was used. Only one of the four companies gave contradictory results.

In a more recent report by GAO [11], 5 individuals purchased 10 tests manufactured by four different DTC companies. The tests were specific to 15 diseases. The analysis found a large variation in prediction risk from company to company. In agreement with the GAO report, Ng et al [138] found a modest concordance among the results (50% or less) from two DTC companies on 13 diseases for 5 individuals.

Similarly, Imai et al [133] compared the relative common disease risks obtained from three DTC-GT companies for the same individual and found comparable results from the single nucleotide polymorphism (SNP) analyses from different companies. However, in a similar recent study [132], they also pointed out a large variation in relative risks for some of the diseases investigated, possibly due to different SNPs used to calculate the same disease, the choice of the reference population, and the risk calculation methodology.

Bloss et al [131] compared the DTC genomic risk estimates with self-reported disease from individuals who purchased a GT. The risk estimates were significantly associated with self-reported family or personal health history in only five out of 15 conditions studied. Two studies [135,140] examined the risk assessment of common diseases in DTC-genomic services and found that the predicted risks differed among the companies due to different methodologies used, different loci, and SNPs selected for analysis.

In an evaluation of type 2 diabetes risk prediction from commercial companies offering genome-wide scanning [137], it was shown that the individual risk prediction changed depending on the number of polymorphisms used to calculate the risk and characteristics of people (eg, age and gender). In particular, 39% of 5297 individuals switched between risk categories once and 11% switched twice. A study by Palomaki et al [139] of type 2 diabetes, genomic risk profiles advertised by DTC-GT companies highlighted a lack of analytical validity and clinical utility in the tests through the Evaluation of Genomic Applications in Practice and Prevention Working Group. This approach was established to support the development of a systematic process for assessing the available evidence for GT in clinical practice.

Other studies focused on the scientific evidence of genetic polymorphisms used to estimate the disease risk by DTC companies. In particular, Janssens et al [7] looked for meta-analyses supporting 69 polymorphisms tested by seven companies and found inconsequential scientific evidence. Similarly, it was found that only 18 out of 88 SNPs identified as known SNPs in genomic databases associated with a disease were present in a commercially available test [139].

Risk of Bias
The quality scores of the evidence reviewed ranged from 0.55-0.95. The majority of the studies that could be evaluated (69/80, 86%) had a score >0.7 (data not shown). Overall, all the studies are adequate in terms of methodological quality. The bias that was mostly present was a selection bias due to the recruitment of convenience population or a small sample size that did not allow a generalization of the results.

Discussion
Principal Findings
This review summarized the scientific literature on DTC-GT with a comprehensive view meant to unravel the complexity of the DTC-GT market. Previous systematic reviews dealt with this topic by focusing on certain aspects, particularly position statements, policies and recommendations [15], user perspectives [18], and health professionals’ perspectives [19]. This systematic review aimed to give an overall view of the DTC-GT market to include studies that analyzed the content of the websites offering these products, as well as studies focused on the scientific evidence and clinical utility of such tests. The large number of reports retrieved on this issue indicates a strong interest in the topic.

Thanks to the prevalence of the Internet over the past decade, the availability of health-related products on a DTC basis has become increasingly common. However, the fact that the promotion of these products such as drugs [141] or nutritional supplements [142] is comparable to the sale of any commodity is a cause for concern.

In terms of marketing, we must discuss the results considering the product, the offer, and the potential customers, in addition to the opinion of health professionals as product experts.

The Product
Advances in genomic technology made GT available for both monogenic disorders and common complex diseases, in addition to nutrigenetic and pharmacogenetic tests. To date, the majority of these tests have provided a poor predictive value, and the assessment of the clinical validity and utility is still a work in progress. However, many commercial companies have begun to bring these tests to market. Their lack of scientific evidence was confirmed by some studies focused particularly on commercially available GTs [7,134]. Overall, all studies comparing the results of GT of the same people from different companies showed a modest concordance in risk predictions and sometimes reported contrasting results [11,129,130,132,133,136,138].

The Offer
In general, the studies focused on the content of websites selling DTC-GT agree that these companies do not provide complete information to the consumer. This emphasizes the poor quality of information on the scientific evidence and clinical validity to support the tests. It also highlights the lack of attention to the risks related to the performance of the tests, genetic discrimination, emotional consequences, behavior changes, and confidentiality of test results. Furthermore, genetic counseling
requirements were often missing. As with other sales-oriented companies, these websites contain marketing strategies that accentuate the benefits of the product. The benefits of testing were described more than the risks, and the theme of patient empowerment is highly emphasized as a good reason for testing [113,116,124,128]. The main emphasis on genes, without consideration for environment, might lead consumers to misinterpret test results, as was found by the majority of studies that addressed this issue.

The Customer
Thirty-seven papers examined consumer knowledge of and attitude toward DTC-GT; likewise 37 papers discussed the impact of these tests on users. In general, it was confirmed that consumers have an interest in DTC-GT and that their main motivation is curiosity, as well as some interest in monitoring and improving health.

It should be noted that interest is highest among employees of biotechnology companies [30] or people at risk for cancer [35] and other diseases [25]—not the general public. Additionally, study participants were highly educated.

As for the impact of DTC-GT on users, nine papers and eight case studies were reviewed, in addition to those researched by Goldsmith et al [18]. The research remains limited because it evaluates the actual consequences of having a DTC test. Other studies reported situations where participants were exposed to mock reports about their genetic susceptibility or were asked to voluntarily submit to testing for research purposes. It seems that the feared negative consequences, such as psychological impact or increased anxiety for consumers, were not confirmed. Similarly, positive consequences, such as adoption of healthier lifestyle behaviors, were not observed, although a large proportion of people expressed the intention to change lifestyles [43,55,63,80].

Negative consequences may arise from misinterpretation of test results, which is another aspect addressed by several studies. The majority of studies showed that participants did not have particular difficulty understanding the test results. In fact, only a small number of people shared their results with a physician and reported worry after receiving them. Yet, it was also determined that the presence of a professional provided better interpretations of results compared to participants who received results online [87]. Interestingly, incorrect interpretation of results was confirmed in actual DTC-GT customers [43,91].

The Expert
We considered health professionals’ perspectives as expert opinions, considering the strong recommendation for involvement of a health professional in the order process and interpretation of test results [143]. Compared to previous systematic reviews [19], 12 additional articles were retrieved that focused on health professionals’ perspectives and the overall scenario described by these authors were confirmed by our findings. As stated by Goldsmith et al [19], the level of awareness of DTC-GT remains inconsistent, even with three studies [41,100,110] in which the majority of physicians are aware of DTC-GT (but the sample size was <50 participants). In addition, few respondents have had direct experience with DTC-GT. The overall opinions regarding the utility of the tests are contrasting. Some professionals are in favor of some GT [99,101,102], while others considered it unacceptable to provide a predictive genetic test without genetic counseling [110] and were concerned about possible psychological harm [107], misunderstanding of results, and insurance discrimination [98]. Understandably, clinical geneticists expressed more concerns than general practitioners [107,110,111]. It should be noted that few physicians considered themselves confident in interpreting GT results and reported the need for more training [97,106,107,109]. In fact, an increase in the incorporation of instruction about application and technique in predictive genomic testing was presented in a recent study [103].

As discussed by some authors [97,144], these concerns raise the question of whether a non-geneticist physician involved in the commercial distribution of GT is properly equipped to offer test information to patients. So the presence of a physician does not guarantee the provision of adequate information. This is a cause for concern considering the recent shift from selling tests directly to the consumer to a direct-to-provider marketing model [97,118,144].

Implications for Policy Making
We believe this review highlights the important aspects in considering the regulation of DTC-GT from a policy perspective. More specifically, there are at least three main issues to address to improve DTC-GT for a better service for the public:

1. DTC-GT is currently advertised despite the minimal and controversial nature of the supporting evidence. Here, more research is needed to evaluate these products and to eventually decide whether or not it is appropriate to market them at all.

2. As for other DTC products, GT is advertised by means of traditional strategies of persuasion generally used for commercial products (eg, more emphasis on benefits than on side effects). The rhetorical selling of DTC products calls for an enrichment of the guidelines for advertising of health-related products. In particular, these guidelines need to take into consideration the important literature from the fields of rhetoric and persuasion that explain how communication can be used to manipulate the beliefs and attitudes of consumers. The marketing of DTC-GT cannot be biased as it currently appears from the content analysis of websites.

3. From an ethical point of view, the first question to answer is whether, in light of the limitations in evidence and communication, DTC-GT empowers consumers. If empowerment is valuable because it is linked to autonomy, does current DTC-GT contribute beneficially to the development and application of autonomy? A second question concerns the fact that DTC-GT promotes products whose social implications have not been properly addressed. How does knowledge of self-assessed genetic risks influence the life of consumers? Current marketing of GT seems to be mainly interested in the advantages, as advantages convince consumers to purchase. But empowerment cannot be promoted separately from a full
appraisal of the ethical aspects surrounding the delivery of a specific type of information.

Overall, research and practice must collaborate toward policy making in a field that is already open to the public despite its serious pitfalls.

Limitations

Through a systematic approach we aimed to provide a comprehensive look at the DTC-GT market in order to better understand its actual impact on population. Although the number of articles retrieved is relatively large, some limitations related to studies design should be underlined. The majority of the studies used a cross-sectional design. It is known that response rate as well as sample size and sample selection are critical points in this kind of design [145]. Considering the total of the surveys investigating the awareness, use, and perceptions of health professionals and consumers, only 9 studies [30-33,40,52,56,59,81,92] out of 56 surveys (16%) (see Multimedia Appendix 2) have a response rate of at least 50% and a large sample size (more than 1000 subjects).

Most of the subjects recruited were highly educated and sometimes selection bias was present (eg, employees of health and technology companies [81]). All these aspects mean a poor representativeness of population [145]. Furthermore, few health professionals and consumers had direct experience with DTC-GT, so as previously argued [18,19], the responses of participants based on hypothetical scenarios make it difficult to draw conclusions about the actual impact of DTC-GT market.

Conclusions

Based on the evidence collected, it seems that DTC-GT is neither beneficial nor detrimental to potential users. It should also be noted that the development of online companies is rapidly changing, most likely due to pressure from government agencies such as the FDA. Some companies have also changed their delivery model to include the health profession in the order process [143]. However, regardless of the large amount of data available on this issue, the actual experiences of DTC-GT users are still limited and this market is still in the early stages of distribution to the general public. Furthermore, some limitations on previous studies must be addressed. For instance, the majority of studies are characterized by people who do not represent the general public (participants were often convenience samples), featuring low sample size or limited response rate. Additionally, the prospective studies typically employ relatively short-term follow-up in the majority of the cases, not sufficient to evaluate the impact of DTC-GT on behavioral changes.

On the other hand, it is unacceptable that online companies offer GT lacking scientific evidence, no proven clinical utility, and misleading marketing claims. As underscored by Janssens and van Duijn [146], the expected benefits of whole genome scanning may be larger when tests are targeted only to specific at-risk populations, and not to populations-at-large, because of the moderate predictive ability of these current tests.

According to global industry analysts, the global genetic testing market is expected to reach more than US $230 million by 2018 [147]. Combined with the rapid decrease in biotechnology costs, this revenue stream will eventually allocate testing accessibility to all socioeconomic classes. It is important, therefore, to remain cautious and vigilant about this growing, influential health care market.
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Abstract

Background: Patient portals have the potential to support self-management for chronic diseases and improve health outcomes. With the rapid rise in adoption of patient portals spurred by meaningful use incentives among safety net health systems (a health system or hospital providing a significant level of care to low-income, uninsured, and vulnerable populations), it is important to understand the readiness and willingness of patients and caregivers in safety net settings to access their personal health records online.

Objective: To explore patient and caregiver perspectives on online patient portal use before its implementation at San Francisco General Hospital, a safety net hospital.

Methods: We conducted 16 in-depth interviews with chronic disease patients and caregivers who expressed interest in using the Internet to manage their health. Discussions focused on health care experiences, technology use, and interest in using an online portal to manage health tasks. We used open coding to categorize all the barriers and facilitators to portal use, followed by a second round of coding that compared the categories to previously published findings. In secondary analyses, we also examined specific barriers among 2 subgroups: those with limited health literacy and caregivers.

Results: We interviewed 11 patients and 5 caregivers. Patients were predominantly male (82%, 9/11) and African American (45%, 5/11). All patients had been diagnosed with diabetes and the majority had limited health literacy (73%, 8/11). The majority of caregivers were female (80%, 4/5), African American (60%, 3/5), caregivers of individuals with diabetes (60%, 3/5), and had adequate health literacy (60%, 3/5). A total of 88% (14/16) of participants reported interest in using the portal after viewing a prototype. Major perceived barriers included security concerns, lack of technical skills/interest, and preference for in-person communication. Facilitators to portal use included convenience, health monitoring, and improvements in patient-provider communication. Participants with limited health literacy discussed more fundamental barriers to portal use, including challenges with reading and typing, personal experience with online security breaches/viruses, and mistrust of potential security measures. Caregivers expressed high interest in portal use to support their roles in interpreting health information, advocating for quality care, and managing health behaviors and medical care.

Conclusions: Despite concerns about security, difficulty understanding medical information, and satisfaction with current communication processes, respondents generally expressed enthusiasm about portal use. Our findings suggest a strong need for training and support to assist vulnerable patients with portal registration and use, particularly those with limited health literacy.
Efforts to encourage portal use among vulnerable patients should directly address health literacy and security/privacy issues and support access for caregivers.

(J Med Internet Res 2015;17(12):e275) doi: 10.2196/jmir.4847
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Introduction
Over the past few decades, there has been a surge in the use of electronic health records (EHRs) in the United States, spurred by the Health Information Technology for Economic and Clinical Health (HITECH) Act [1] “Meaningful Use” financial incentive program [2]. As Meaningful Use has moved into its fourth year, its incentives have promoted the rapid uptake of online patient portals by health systems nationwide [3], allowing patients to access laboratory test results, view visit summaries, and email their providers. Patient portals have been touted as a way to support self-management for chronic diseases by promoting disease awareness and knowledge, self-efficacy, and improvements in health behaviors and communication [4-9]. Early evidence also linked portal use to better outcomes such as risk factor control for diabetes [10,11].

Despite the potential of portals to promote patient engagement and improve self-management [12], there is evidence that not all patient subgroups use portals similarly. Among integrated health care systems with well-established portals, there is consistent evidence that racial/ethnic minorities and patients with lower income, education, and health literacy are significantly less likely to use available portal websites [10,13-19]. Although some studies tried to elucidate general barriers to portal use, such as computer/Internet access, attitudes/preferences, awareness, and security/privacy of information [5,7,13,20], few studies to date have reported on health literacy as a barrier to portal use and interpretation [14,21] and none have reported specific barriers among individuals with limited health literacy. Moreover, caregivers—although recognized as increasingly important in the care of those with chronic illness [22]—have often been left out of studies examining portal use to date.

A safety net hospital or health system provides a significant level of care to low-income, uninsured, and vulnerable populations. Although there have been early adopters in the field [23,24], the use of online patient portals is new territory for many safety net health systems because many have just completed implementation of their EHRs. In 2012, 40% of community clinics and health centers in California reported at least a basic EHR system [25] and even fewer had provided patients access to their personal health record information online. Given the potential for portals to improve self-management, it is important to assess the readiness and willingness of patients and caregivers to access personal health records online in safety net settings—especially because patient interest is high [26,27].

In this qualitative study, we sought to elucidate the barriers and facilitators to use of a patient portal in anticipation of portal implementation in an urban, safety net primary care clinic.

Methods

Research Setting
The study was conducted at San Francisco General Hospital (SFGH), a safety net hospital in the San Francisco Health Network system. From December 2013 to September 2014, we recruited participants to gain a pool of individuals with a wide range of health knowledge and engagement. Recruitment sites included (1) the General Medicine Clinic (GMC), a primary care clinic serving more than 6500 patients, most of whom are uninsured (32%) or on Medicaid (39%); (2) a diabetes support group led by diabetes nurses; and (3) a diabetes education class that GMC patients were referred to at the hospital. GMC began exclusively using an EHR in June of 2013. At the time of the interviews, the SFGH-wide patient portal was not yet launched; rollout was scheduled for early 2015.

Sampling Procedure
We recruited patients through an electronic query of patients with upcoming clinic or diabetes group appointments. To recruit participants identified as having upcoming clinic appointments, study staff approached potential participants before or after their appointments, explained the study, and recruited interested participants. To recruit participants identified as being enrolled in group sessions, study staff attended the sessions, described the study to the group, and recruited interested participants. Caregivers, defined as someone playing a role in the management of a patient’s health other than the patient or the medical provider, were recruited by provider referral of someone who attended medical visits with or communicated with a provider on behalf of a patient. Participants were eligible for the study if they were (1) English-speaking, (2) not cognitively impaired, and (3) diagnosed with a chronic disease or the caregiver of such a patient. We focused on patients with chronic illnesses because portal use may be particularly useful in supporting ongoing self-management. We included only participants who expressed some interest in using the Internet overall to manage their health care, unless accompanied by a caregiver who expressed such interest, because we felt that this represented a realistic sample of individuals who would be potentially interested in and able to use the portal when it launched.

Data Collection Procedure
During recruitment, we administered a short questionnaire to gather information on demographics (age, race/ethnicity, gender); diagnosis of a chronic disease (heart disease, diabetes, high blood pressure, heart failure, asthma/chronic obstructive pulmonary disease [COPD], and/or chronic kidney disease); interest in using the Internet to manage health care at SFGH (high, some, none, or don’t know/need more information); and
frequency of current Internet use (daily, weekly, monthly or less, or none). Finally, we administered a previously validated one-item health literacy scale regarding how confident participants were filling out medical forms on their own (not at all, a little bit, somewhat, quite a bit, extremely) [28] because this has been shown to be predictive of portal use in our previous quantitative work [14]. We classified participants noting any lack of confidence in filling out forms as having limited health literacy.

We conducted semi-structured in-depth interviews with 11 patients and 5 caregivers, two of which were dyad interviews with both a patient and his or her respective caregiver (Multimedia Appendix 1, Interview Guide). Although the interviews included discussion of current health status, health behaviors, and health care utilization, emphasis was placed on prior use of the Internet and specific interest in the use of a patient portal website for health management, informed by the Theory of Acceptance and Use of Technology [29,30]. To provide a visual example of a patient portal interface, participants were shown screenshots of a sample patient portal interface on paper, including the log-in, test results, and visit summary features. Participants were asked to state whether they thought they would use the portal website in their own care and what features of the portal website were of most interest to them. Caregivers were asked to discuss the potential impact proxy access to a patient’s personal health records would have on their role. The interviews were transcribed and deidentified before analysis.

Data Analysis

Using data from the questionnaires, we summarized the participant demographics and Internet and portal use responses. Authors CL and LT read the interview transcripts in their entirety before independently analyzing them. We used an inductive description approach [31,32] to analyze the transcripts, using inductive and deductive coding techniques. Coding was done using Atlas.ti 7 software [33]. First, we used inductive open coding to identify all emerging themes and subthemes that participants mentioned during the discussions [34,35]. To assure quality of the analysis and to uphold the constant comparison open coding approach, CL and LT met regularly to discuss the thematic findings. When there was disagreement, US established agreement on codes. The entire team reviewed and provided comments on the final codebook.

A main goal in this study was to determine if the barriers and facilitators in our safety net setting were similar or different from previously published literature on portal use in other settings—the majority of which have been conducted in integrated health care settings. For this reason, we recoded all the transcripts in a deductive manner to be able to determine if the categories and severity of barriers and facilitators that emerged from our analysis were comparable to previously published work [5,13]. Study staff halted further enrollment in the study after a consensus that thematic saturation had been reached.

Because there was a clear indication of clustering of themes by health literacy status, the transcripts were re-examined by self-reported health literacy status in a secondary exploratory analysis. Although we did not purposively sample for limited health literacy status, we were able to generate some hypotheses for additional types of barriers for patients in this group. We also examined the caregiver transcripts independently from the patient interviews in a similar exploratory fashion.

Finally, we summarized basic usability and accessibility comments as participants looked at screenshots of a hypothetical portal website to understand how they might use the website in the future. This included identifying patients reporting interest in using specific portal features.

Results

Enrollment

A total of 45 individuals were approached about the study. Of those approached, 25 (56%) expressed interest in the study, 7 (16%) declined citing lack of interest in computer use, and 13 (29%) declined due to unknown or other reasons (too busy, uninterested in research). Of the 25 who expressed initial interest, 3 subsequently could not be reached, 5 stated they were too busy to schedule an interview, and 1 declined an interview due to emerging health issues. We enrolled 16 participants in the study before reaching thematic saturation.

Description of Sample

Participants in the study were predominately male (10/16, 63%) and ethnically diverse (50%, 8/16 African American; 19%, 3/16 Latino; 19%, 3/16 Asian or Pacific Islander; 13%, 2/16 white). All patients in the sample were diagnosed with diabetes, 60% (3/5) of caregivers cared for individuals with diabetes and 20% (1/5) of caregivers cared for individuals with multiple chronic conditions, including hypertension, heart disease, chronic kidney disease, and COPD. The mean age of the sample was 56 years (SD 11). More than half (10/16, 63%) of participants had limited health literacy. Overall, participants reported high experience and interest in Internet use: 56% (9/16) expressed high interest in using the Internet to manage their health care and 69% (11/16) were daily users of the Internet. All but 2 participants reported at least occasional Internet use (Table 1).
### Table 1. Participant demographics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Overall</th>
<th>Patients</th>
<th>Caregivers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n=16</td>
<td>n=11</td>
<td>n=5</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>56 (11)</td>
<td>57 (8)</td>
<td>52 (16)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>10 (63)</td>
<td>9 (82)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>Female</td>
<td>6 (38)</td>
<td>2 (18)</td>
<td>4 (80)</td>
</tr>
<tr>
<td><strong>Race/Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black or African American</td>
<td>8 (50)</td>
<td>5 (45)</td>
<td>3 (60)</td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>3 (19)</td>
<td>3 (27)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Asian or Pacific Islander</td>
<td>3 (19)</td>
<td>2 (18)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>White or Caucasian</td>
<td>2 (13)</td>
<td>1 (9)</td>
<td>1 (20)</td>
</tr>
<tr>
<td><strong>Role, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient</td>
<td>11 (69)</td>
<td>11 (100)</td>
<td>N/A</td>
</tr>
<tr>
<td>Caregiver</td>
<td>5 (31)</td>
<td>N/A</td>
<td>5 (100)</td>
</tr>
<tr>
<td><strong>Health literacy status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Limited</td>
<td>10 (63)</td>
<td>8 (73)</td>
<td>2 (40)</td>
</tr>
<tr>
<td>Adequate</td>
<td>6 (38)</td>
<td>3 (27)</td>
<td>3 (60)</td>
</tr>
<tr>
<td><strong>Interest in using Internet to manage health, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>9 (56)</td>
<td>5 (45)</td>
<td>4 (80)</td>
</tr>
<tr>
<td>Some</td>
<td>4 (25)</td>
<td>3 (27)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>None</td>
<td>3 (19)</td>
<td>2 (18)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Don’t know</td>
<td>1 (6)</td>
<td>1 (9)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Frequency of Internet use, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily</td>
<td>11 (69)</td>
<td>7 (64)</td>
<td>4 (80)</td>
</tr>
<tr>
<td>Weekly</td>
<td>2 (13)</td>
<td>1 (9)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>Every 2-3 Weeks</td>
<td>1 (6)</td>
<td>1 (9)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Never</td>
<td>2 (13)</td>
<td>2 (18)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Internet access, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personal computer</td>
<td>13 (81)</td>
<td>9 (82)</td>
<td>4 (80)</td>
</tr>
<tr>
<td>Personal mobile phone</td>
<td>10 (63)</td>
<td>5 (45)</td>
<td>5 (100)</td>
</tr>
<tr>
<td>Computer in public setting</td>
<td>2 (13)</td>
<td>2 (18)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

### Major Categories

Overall, the 5 major categories characterizing the barriers and facilitators for portal use were similar to the previously published research on this topic: (1) computer or Internet access, (2) technological skills and interest, (3) security and privacy of information, (4) patient-provider relationship, and (5) chronic illness self-management.

The secondary analysis by health literacy status showed a much higher prevalence of barriers for participants with limited health literacy within several of these categories. These findings are highlighted subsequently.

### Computer or Internet Access

Overall, the majority of participants reported having consistent and easy access to a personal computer, tablet, or phone. All participants but one owned a computer or mobile device with Internet access. Two participants accessed the Internet solely using a mobile device or tablet, whereas 2 participants with limited health literacy reported accessing a computer or the Internet in public areas, such as a library, classroom, or through a friend:

*I go to the library sometimes or a friend's house or something there, or when I get with the tutor or something and they're teaching me something, they'll teach me on their computer or stuff like that.* [Male

---
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patient, age 56-60 years, Hispanic/Latino, with limited health literacy]
In addition, 2 individuals with limited health literacy expressed concerns about the affordability of the Internet, particularly concerning the cost of mobile data:

I don’t have a camera phone. Plus, I don’t have $35.00 that happens to be the monthly fee. [Male patient, age 51-55 years, Asian or Pacific Islander, with limited health literacy]

**Technological Skills and Interest**

Although we required some interest in technology in order to enter the study, there was a wide spectrum of technological proficiency, from very limited experience using computers to formal schooling in computer-related fields. Although 3 participants mentioned age as a limiting factor in being able to keep up with the “new generation” of technology use, overall, participants reported using the computer and Internet for a variety of tasks, including communication with friends and family, research, banking, and shopping. Although the majority of participants with adequate health literacy had advanced knowledge of computers, all participants with limited health literacy described their skill levels as being potentially limiting with respect to using a portal:

[My doctor] knows that I’m into computers. I’m a major in computers so [using the portal] is up my alley. [Male patient, age 41-45 years, Asian or Pacific Islander, with adequate health literacy] Yes, [sending an email] would teach me how to type and all that. [Patient, age 46-50 years, African American, with limited health literacy]

Although some difficulties reflected issues of cognitive overload, such as difficulty remembering passwords, others represented a lack of basic computer skills. Five participants reported comfort using passwords, but expressed that it was often difficult to remember them, exacerbated by the requirement of websites to change passwords at specific intervals. One participant with limited health literacy also reported difficulty creating passwords, particularly understanding the requirements that websites impose to promote password security, and expressed confusion about the requirement to create your own password:

That’s another thing because you got to have so many words and letters. You know, characters, so how do you distinguish that? I mean you say characters, are they letters?...Where do you get that at? Where do you get the password at? [Male caregiver, age 56-60 years, African American, with limited health literacy]

Another participant expressed hesitancy using any websites that require a username and password, preferring to complete transactions such as shopping and banking in-person or over the phone:

Usually when I get to those, I don’t log in...it won’t let me in, I won’t get on it. [Male patient, age 56-60 years, Hispanic/Latino, with limited health literacy]

**Security and Privacy of Information**

Most participants expressed concern about their health information being online, although there was nuanced understanding of both the benefits and risks of accessing information online. More specifically, 7 participants noted the vulnerability of online systems to hackers:

You hear so many instances where information has been compromised. I mean, the military can be compromised. [Male patient, age 56-60 years, African American, with limited health literacy]

Participants were also concerned about the confidentiality of their health information, particularly sensitive diagnoses and medications. At the same time, 4 participants were unconcerned about security breaches. Participants believed that their personal information was already publicly available through online searches. In addition, they expressed that hackers would find little value in their personal information because they felt unimportant or lacked employment for which the leak of sensitive information would be a threat. Despite concerns about security, 2 participants noted a trust in the ability of a complicated password to improve the security of the hypothetical portal:

I guess for me, more secure is to give a special password. One key. One key to keep it confidential to go in. [Male patient, age 56-60 years, Hispanic/Latino, with limited health literacy]

Two participants with limited health literacy described past experiences with computer viruses or information breaches, contributing to their current concerns about online security:

Hackers getting [into] everything...I had to change banks because...they had everything—my name and address—my mom’s maiden name. [Male patient, age 56-60 years, Hispanic/Latino, with limited health literacy]

In addition, they described their distrust of potential security measures, including the ability of researchers and industry members to access their health information:

Regardless of what a person says that this site is secured and all that, I just don’t believe it...It’s not only hospitals but pharmaceutical and every researcher will tap into my information. That’s the thing that I worry about. [Male patient, age 51-55 years, Asian or Pacific Islander, with limited health literacy]

**Patient-Provider Relationship**

All but one participant noted the benefits of portal use, mainly the option to securely message their provider to get answers to questions not requiring a visit. Five participants also discussed how accessing their personal health records would improve the effectiveness of their in-person visits. Participants with adequate health literacy possessed a more advanced understanding about how improving transparency and knowledge about their health could improve visits by allowing them to ask their providers more specific questions about their diet, exercise, medication, and other management topics:
When you go to a visit, you can ask more specific questions. You can say, “I looked at my labs, and I saw that my A1C was dah, dah, dah.” I know that that represents the fact that I have not been as good with my management as I should be. [Male patient, age 61-65 years, African American, with adequate health literacy]

However, 4 participants emphasized the value of in-person communication and did not want online secure messaging to diminish or interfere with ongoing in-person communication with their providers. They expressed concern over technology replacing their health care providers:

I wouldn’t want anything like...I’ve seen those things on television where they got the doctor and you see the doctor on the computer screen and stuff. Is that kind of like what you’re talking about? [Male patient, age 56-60 years, Hispanic/Latino, with limited health literacy]

Some participants believed providers would have time to interact with them via the portal, especially through secure messaging. On the other hand, 6 participants, including 5 with limited health literacy, were more skeptical, noting past instances in which they had tried to email their providers to no avail:

Everything is now computer, so yes they would have time. When they’re sitting right there looking at your chart on the computer, that’s their time they email about the patient. [Female caregiver, age 51-55 years, African American, with adequate health literacy]

Well, unless I’m missing something very basic, email just doesn’t seem to work...it’s like it goes into this pot. [Male patient, age 61-65 years, African American, with limited health literacy]

**Chronic Illness Self-Management**

All participants expressed positive statements about the portal in relation to their health management, including coordination of care and health promotion. For diabetes patients, the option to view past test results was noted as being particularly useful in tracking progress and adjusting health behaviors, such as diet and exercise:

Particularly things like the lab would be good...because then you could not fool yourself. You would have your regular [glucometer] record and your quarterly A1C record to compare so you could see the connection and also give the physician the same ability. [Male patient, age 61-65 years, African American, with adequate health literacy]

Ten participants noted that using a portal would save them time in managing their health. In addition, patients felt that using the portal would promote patient-driven communication by improving the ability to seek medical advice in between visits on topics including medication side effects, test results, symptoms, and new treatments seen in the media:

If I had a consultation with my pharmacist and they’re telling me of the side effects to watch out with some medications I’m taking...[and] I have one of those side effects, I might discuss it with a doctor on email. That would be really helpful. [Female patient, age 46-50 years, white, with limited health literacy]

Three participants with limited health literacy were particularly enthusiastic about the option to check their future appointments online, noting past instances where they had missed appointments because they had forgotten or hadn’t received the proper notification:

Because sometimes they don’t get [the appointment reminder] out on time, so they end up at the last minute sending it out or something, and then [you] find out you had an appointment. [Male patient, age 56-60 years, Hispanic/Latino, with limited health literacy]

**Strong Interest Among Caregivers**

Of the 5 caregivers in our sample, 4 were female; 2 were romantic partners, 2 were children of a patient, and 1 was an in-home professional caregiver. All major themes were similar among caregivers and patients, but interest in using the portal seemed stronger among the few caregivers in our sample, primarily because they were already highly engaged in health care management tasks. In the dyad interviews with patients and caregivers, there was no hesitancy among patients to share their personal health records with their caregivers. It was clear that caregivers in this study already played a strong role in communicating with providers and portals would be a logical extension of their role. The majority of caregivers that we interviewed were already informally in contact with a patient’s provider via individual email accounts (ie, not through a portal website) and spoke of their experience positively. Caregivers also noted the importance of their role as interpreters of health information:

I think he would be looking at [the portal] with me but he just doesn’t understand so I would just have to relay the message. [Female caregiver for parent, age 21-25 years, Asian or Pacific Islander, with adequate health literacy]

In addition, caregivers described their role as advocates in the care of patients, particularly in advocating that patients not miss out on critical in-person visits as a result of the portal:

I would like [Patient] to go have his visit with the doctor and he loves coming to the doctor and seeing his doctors. Do not take that away. [Female in-home supportive service caregiver, age 51-55 years, African American, with adequate health literacy]

Caregivers also discussed the potential for portal use to improve their ability to monitor and promote improvements in health behavior.

To be able to monitor him even better ’cause now I can go on there, I can look, I can see the results, show him what it’s saying in case he forgets, and let him know, this is what you should do. You need to stop doing this and do this. [Female caregiver for parent, age 56-60 years, African American, with adequate health literacy]
Caregivers discussed using the patient portal both independently and in tandem with patients through the patient’s account. As opposed to creating a separate proxy account, one caregiver noted that she would create an account for her parent, which she and a sibling would both use to access the portal:

“I’m probably going to make my dad one [portal account] and stuff like that...I’ll teach my brother.

Textbox 1. Perceptions of hypothetical portal example.

<table>
<thead>
<tr>
<th>Weaknesses</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Difficulty understanding portal content</td>
</tr>
<tr>
<td>Yes, and then the lab result, even though I won’t understand most of it. [Male patient, age 41-45 years, Asian or Pacific Islander, with adequate health literacy]</td>
</tr>
<tr>
<td>Probably to see a blood test result. I wouldn’t really—unless somebody explained it, I wouldn’t know what I was looking at, really. It’s like diagnosing your car, tells you all this stuff but then you don’t know what it is. I got so much stuff. [Male patient, age 56-60 years, Hispanic/Latino, with limited health literacy]</td>
</tr>
<tr>
<td>2. Language access or limited English proficiency</td>
</tr>
<tr>
<td>Is there any other options like other languages that you can kind of change the message to? Like not permanently but let’s just say that day, if I teach my dad how to go online and he can look up for himself, like that day when he go on, can he click a certain button that’s not that hard for him to change it, let’s say to Vietnamese. [Female caregiver for parent, age 21-25 years, Asian or Pacific Islander, with adequate health literacy]</td>
</tr>
<tr>
<td>To be honest with you, unless it’s something interesting to go into that health thing, then I would go. For example, if that’s in my language, I would go. [Male patient, age 51-55 years, Asian or Pacific Islander, with limited health literacy]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Strengths</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Hypothetical portal simple and clear</td>
</tr>
<tr>
<td>Yes. It’s much easier than when I was in school. That portal was awful. [Male patient, age 41-45 years, Asian or Pacific Islander, with adequate health literacy]</td>
</tr>
<tr>
<td>Well it seems really self-explanatory. It’s like really basic, just all right there. I can’t think of anything to add to it. [Female patient, age 46-50 years, white, with limited health literacy]</td>
</tr>
</tbody>
</table>

**Interest in Portal Use**

After seeing the example screenshots of the future patient portal, 88% (14/16) of participants reported a willingness to use the future portal website to manage their health care. Looking at specific features, there was highest interest in accessing laboratory results (81%, 13/16), appointments (81%, 13/16), and visit summaries (81%, 13/16).

**Discussion**

**Principal Findings**

Among a diverse group of patients and caregivers in a safety net clinic, we identified significant barriers to portal use, including concerns about security and privacy, limited technological proficiency, and a desire to preserve in-person aspects of existing patient-provider relationships—most often among patients with limited health literacy. Recruiting only those who expressed at least some interest in using the Internet for health management, our findings are likely conservative in that they represent some of the more engaged patients within our safety net health care system. The majority of participants in our study were African American and male, characteristics which have both been associated with lower portal use [13,14,17,26,36]. Nevertheless, it is important to note there was overall enthusiasm among these participants about the potential of a patient portal to improve aspects of health monitoring, patient-provider relationships, and caregiver burden. This is consistent with interest [21,26,27] and benefits described among low-income patients in past studies [5,21,27].

The overall categories of barriers to portal use in our study were consistent with previous studies: concerns about security [5,37], difficulty understanding medical information [5,21], the desire to preserve verbal communication and in-person contact [5,20,38], and the burden of portal use on clinician workloads [5]. However, because our sample included predominantly patients with limited health literacy, our findings uncovered more pronounced aspects of these barriers in safety net settings, such as access to computers in public settings; negative past experiences with technology, including security breaches and viruses; and a lack of more rudimentary computer skills. In particular, a distrust of potential security measures to prevent access of personal health information by hackers, researchers, and others unauthorized by the patient may hinder patient portal use among safety net patients. This is consistent with past studies indicating that individuals with limited health literacy are less
likely to sign onto a portal website [14,39], use portal messaging functions [39], identify blood sugar test results as out of range [19], and contact a provider to discuss abnormal test results from an online portal [19]. Public computer use coupled with relatively widespread security concerns may be particularly relevant to address among patients with lower socioeconomic status, especially because previous studies have suggested that only a minority of a general patient population express hesitancy to use portals because of security [37,40]. Past research has shown that older, low-income patients desire assistance in interpreting their personal health information [41]. Our findings show that health literacy is a major barrier among younger populations within the safety net as well.

Although our sample of caregivers was small (limiting our ability to make strong inference), our findings also imply that there is a potential supportive role for caregivers to facilitate portal use in a safety net setting. Particularly for patients lacking adequate health literacy, English proficiency, and/or the technological know-how or interest to access and interpret their personal health information, there is potential for caregivers to use patient portals to improve their ability to interpret health information, coordinate care, and assist with medical decision making [22]. Past studies have found high interest among patients in sharing their personal health information with caregivers [42,43] and among caregivers in accessing patient health information through health technology such as portals [44,45]. Caregivers in our study expanded on the utility of having access to patient health information to describe a deeper role in caregiving, noting their role as interpreters of this information, guides in decision making and behavior change, and advocates in ensuring quality of care. Our findings illustrate the need for safety net health systems implementing patient portals to address caregiver needs—including strategies for formal proxy processes for patients to officially grant others access to their portal account as well as awareness of informal sharing of username/passwords between family members that is also likely to occur. Because the caregivers in our sample were already highly involved in health care management tasks, further research is needed to understand perspectives on the levels of caregiver access to personal health information [40,42].

Limitations

Because our small study examined the in-depth perspectives of patients receiving care from one urban safety net hospital, our findings are likely not generalizable to patients receiving care from larger health systems or networks. Furthermore, because our eligibility criteria required participants to speak English and express at least some interest in using the Internet to manage their health, our findings may not be generalizable to those with limited English proficiency or needing even more basic computer or technology training. Finally, our study did not incorporate perspectives on the actual usability of a live portal website. Instead, we focused on gaining in-depth information about the barriers and facilitators to portal use in advance of its rollout to support a patient-centered approach to implementing our portal system-wide within the San Francisco Health Network.

Conclusions

Our findings indicate that interest in using patient portals may not always match the technological proficiency of more vulnerable patients. This indicates a need for safety net health systems or other social service providers (eg, library, adult literacy classes) to provide training not only in portal use, but also in equipping patients with the basic computer and health literacy to effectively use a portal. To address patient concerns, it is important for health care systems implementing portals to assess the potential effects of the replacement of in-person or verbal communication resulting from portal use and establish high levels of online security.

From a national perspective, our findings suggest that widespread EHR and portal implementation may be hindered by patient engagement challenges in the coming years, especially with respect to health literacy and language proficiency status. Although incentives to promote meaningful use have been successful at driving health systems to implement health information technology, these standards do not guarantee that safety net health systems will adopt the newest or most accessible technologies on the market [46,47] or that patient portals will be accessible or useful to all patients, especially those who may face additional limitations in literacy and technology experience. Addressing health literacy and other barriers may best be achieved through patient-centered approaches to the adoption of health information technology at the planning, implementation, and evaluation stages [48]. If implemented with patient perspectives in mind, patient portals have the potential to be a convenient and effective way to improve self-management and quality of care for patients and caregivers receiving care from safety net settings.
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Abstract

Background: Personally controlled health management systems (PCHMS), which may include a personal health record (PHR), health management tools, and information resources, have been advocated as a next-generation technology to improve health behaviors and outcomes. There have been successful trials of PCHMS in various health settings. However, there is mixed evidence for whether consumers will use these systems over the long term and whether they ultimately lead to improved health outcomes and behaviors.

Objective: The aim was to test whether use of a PCHMS by consumers can increase the uptake or updating of a written asthma action plan (AAP) among adults with asthma.

Methods: A 12-month parallel 2-group randomized controlled trial was conducted. Participants living with asthma were recruited nationally in Australia between April and August 2013, and randomized 1:1 to either the PCHMS group or control group (online static educational content). The primary outcome measure was possession of an up-to-date written AAP poststudy. Secondary measures included (1) utilizing the AAP; (2) planned or unplanned visits to a health care professional for asthma-related concerns; (3) severe asthma exacerbation, inadequately controlled asthma, or worsening of asthma that required a change in treatment; and (4) number of days lost from work or study due to asthma. Ancillary analyses examined reasons for adoption or nonadoption of the intervention. Outcome measures were collected by online questionnaire prestudy, monthly, and poststudy.

Results: A total of 330 eligible participants were randomized into 1 of 2 arms (intervention: n=154; control: n=176). Access to the PCHMS was not associated with a significant difference in any of the primary or secondary outcomes. Most participants (80.5%, 124/154) did not access the intervention or accessed it only once.

Conclusions: Despite the intervention being effective in other preventive care settings, system use was negligible and outcome changes were not seen as a result. Consumers must perceive the need for assistance with a task and assign priority to the task supported by the eHealth intervention. Additionally, the cost of adopting the intervention (eg, additional effort, time spent learning the new system) must be lower than the benefit. Otherwise, there is high risk consumers will not adopt the eHealth intervention.

Introduction

Personally controlled health management systems (PCHMS), which may include a personal health record (PHR), health management tools, and information resources, have been advocated as a next-generation technology to improve health behaviors and outcomes [1]. Trials of PCHMS have been undertaken in various health settings, including in vitro fertilization [2], hypertension [3], diabetes [4,5], influenza vaccination [6,7], sexually transmitted infection [8], medication accuracy [9], breast cancer management [10], and physical and emotional well-being [11,12]. However, there is mixed evidence for whether consumers will use these systems over the long term and whether they ultimately lead to improved health outcomes and behaviors [2-7,9-12].

Lack of engagement in digital interventions is a common phenomenon [13,14] and the reasons for adoption or nonadoption remain unreported. An early analysis of the reasons that led to the abandonment of a national PHR in the United Kingdom concluded that unless a system aligned closely with people’s attitudes, practices, information needs, and preexisting health services, then the risk it will not be adopted is substantial [15]. More recent analyses suggest that for chronic illnesses, PCHMS work best when there is a feedback loop between monitoring in the PHR and behaviors that could be self-managed by a consumer [16].

In this study, we examine how effective a PCHMS is in encouraging adults with a chronic condition—asthma—to obtain a written asthma action plan (AAP) from their primary care practitioner over a 12-month period. We also explored the reasons that underlay the adoption or nonadoption of the intervention.

Asthma and the Written Asthma Action Plan

Asthma is a chronic condition [17,18]. The prevalence of asthma is significant; worldwide, the number of people suffering from asthma is approximately 300 million [17]. According to a Cochrane review, one of the most efficient tools that patients can use to manage their asthma is a written AAP [19]. The AAP is a set of instructions prepared with a health care professional that helps recognize signs that asthma is worsening, indicates which medication to use, or provides nonmedication strategies to keep asthma under control [20]. Written AAPS are individualized documents that must be updated (eg, once a year) by a clinician to match the evolution of the individual’s asthma condition [20].

When properly used, written AAPS are associated with fewer visits to the emergency department with an asthma exacerbation, fewer hospital admissions, better lung function, and an overall improvement of asthma symptoms [19]. Although having an up-to-date AAP is highly recommended, written AAPS are widely underused among adults; only 1 in 5 patients actually possess an up-to-date and usable AAP [21,22]. Most initiatives to improve the uptake of the written AAP have been targeted at health care professionals. Few have targeted patients.

This randomized controlled trial (RCT) is designed to test whether a PCHMS, tailored to help adults with asthma, would increase their rate of obtaining or updating a written AAP from a health care professional and whether this would lead to an improvement in asthma control.

Hypotheses

Compared to participants allocated to the control group (ie, static online educational page), we hypothesized that those using a PCHMS are

1. More likely to obtain or update a written AAP;
2. More likely to make planned visits to a health care professional for asthma;
3. Less likely to make unplanned visits to a health care professional for asthma; and
4. Less likely to experience (1) severe asthma exacerbation, (2) inadequately controlled asthma, (3) worsening of asthma that requires a change in treatment, or (4) days lost from work or study due to asthma.

Methods

Details on participants, recruitment strategy, intervention description, data collection, ethical considerations, and study procedure are described in the study protocol [23]. Utilization of AAP was defined by participant self-report to the questions “During the study, when you experienced an asthma exacerbation, did you use your written asthma action plan?” and “How often did you use your AAP during the study?”

Trial Design

In this parallel 2-arm RCT, participants were stratified by gender and level of asthma severity (intermittent vs persistent), and randomized 1:1 to have immediate access to the PCHMS or to control.

Participant recruitment took place between April and August 2013. All individuals who expressed an interest were assessed with a 5-minute online eligibility questionnaire. Eligible individuals were then invited to complete a 10- to 15-minute prestudy questionnaire. Participants in both arms continued to receive usual care from their health services and were surveyed monthly for asthma symptoms, asthma exacerbation, asthma control, and other competing priorities, and followed up with a 10- to 15-minute poststudy questionnaire between April and June 2014.

Participants and Setting

Eligible participants were adults (aged 18 years and older) living in Australia diagnosed with asthma, who had at least monthly...
access to the Internet and email, and had sufficient English language skills.

**Control Group**

On completion of the prestudy questionnaire, participants who had been randomly allocated to the control arm were redirected to a static webpage with links to patient websites (eg, the Asthma Foundation, HealthInsite, myDR) that provided educational information on asthma. They were advised that they would be contacted to complete monthly surveys to elicit their asthma status during the study and would receive a follow-up questionnaire on conclusion of the study.

**Intervention Group**

Full details of the Healthy.me Web-based PCHMS are described elsewhere [11,12,23]. During the study, Healthy.me provided participants with evidence-based information about asthma, the importance of a written AAP, and ways of obtaining a plan from a health care professional. Additionally, participants received monthly email reminders about the various interactive features of Healthy.me (eg, forum, poll, PHR).

An expert steering group was formed to tailor educational content for patients with asthma and to customize the interactive features of Healthy.me to deliver this content over the 12 months. Three asthma “journeys” were developed, providing evidence-based material to consumers about the written AAP. A usability study with 10 individuals was conducted and all major usability issues associated with the content and the intervention were addressed before commencing the study.

**Theoretical Framework of the Intervention**

A review of online interventions found that those built on a theoretical framework demonstrated greater efficacy [24]. The Health Belief Model (HBM) [25], a prominent model of behavioral change, was used to guide the design of the 3 asthma journeys. More details are available in Multimedia Appendix 1.

There are strong theoretical reasons why the PCHMS features drive behavioral change:

1. The online appointment booking service, embedded within health service information descriptions, allows consumers to turn information into action in keeping with the “cue to action” elements of the HBM [25].
2. Social features (eg, polls and forums), which allow individuals to connect with others and observe social norms on health behaviors, are designed according to principles of social cognitive theory [26].
3. PHRs, which facilitate self-management and self-awareness, are related to the principle of increasing self-efficacy.
4. The journey model, which allows stages of change described in a step-by-step manner, is congruent with the Theory of Transtheoretical Change [27].

**Analysis Method**

All primary, secondary, and ancillary analyses are outlined in the published protocol [23]. Sample size calculation and expected effect size are also documented in the protocol [23]. No major changes from the protocol were introduced during study execution. Statistical significance was defined as a $P$ value of less than .05 (2-sided test). Effect sizes are reported with 95% confidence intervals. Data were analyzed using SPSS version 20.

**Primary Analysis**

The intention-to-treat principle was followed in the primary analysis. Missing values were managed by the last observation carried forward (LOCF) imputation procedure [28]. The Pearson chi-square test was used to identify any significant difference between the proportion of participants in the control and intervention groups who reported having obtained (or updated) a written AAP during the study.

Binary logistic regression was employed to adjust for potential confounding factors or differences in baseline characteristics that were expected to be predictive of the outcome, including age, gender, past possession of a written AAP, smoking status, medications used for asthma, and past visits to a health care professional for asthma concerns [29].

**Secondary Analyses**

A complete case analysis of secondary outcomes was also conducted using the data of those who completed the poststudy questionnaire and the Pearson chi-square test to identify any significant difference between intervention and control groups. A comparison was made of the proportion of patients in the intervention and control groups who reported experiencing at least one of the following episodes during the study:

1. Severe asthma exacerbation (as indicated in the Official American Thoracic Society/European Respiratory Society Statement on Asthma Control and Exacerbations) [30];
2. Inadequate asthma control (as measured by Asthma Control Questionnaire [ACQ] score of $\geq 1.5$ in that month) [31];
3. Worsening of asthma that required treatment changes (as measured by a decrease in ACQ score of $\geq 0.5$ between 2 consecutive months) [32]; and
4. Missing one or more days from work or study due to asthma.

**Ancillary Analyses**

Ancillary analyses were conducted to examine reasons for adoption or nonadoption of the intervention. These were conducted using the data of those who completed the poststudy questionnaire or at least one monthly questionnaire. Participant engagement with the intervention was measured via system logs and their perception of the intervention was measured by the Technology Acceptance Model (TAM) instrument [33]. Outcome measures included reasons for obtaining (or not obtaining) a written AAP, participant competing priorities, responses to TAM, and usage of the PCHMS. All measures were reported using descriptive statistics and illustrated with written feedback collected in the poststudy questionnaires. Any recurring patterns or themes reported were emergent from the written feedback from participants. Participant quotes were reported with no alterations.
Results

Participant Recruitment, Flow, and Exclusions
Recruitment was conducted over a period of 5 months between April and August 2013, during which 485 participants were assessed for eligibility (Figure 1). Recruitment was complete in August 2013 and follow-up conducted between April and June 2014. In all, 330 participants were assessed eligible and randomized (intervention: n=154; control: n=176). No participants with available data were excluded from the analyses. No harm or unintended effects were reported by participants during the study.

Figure 1. Participant flowchart.
Baseline Data

Baseline characteristics were similar for all allocated participants, participants lost to follow-up, and remaining participants (Table 1). The majority of participants were female (control: 79.5%, 140/176; intervention: 80.5%, 124/154), in their late thirties/early forties (control: mean 39, SD 13 years; intervention: mean 40, SD 14 years), and were very familiar with the Internet and social networking sites such as Facebook and Twitter. Asthma-related characteristics, such as smoking status, use of asthma medication, and contact with health care professional for asthma in the past 12 months, were similar to rates identified in a national survey of adults with asthma [22]. However, their rate of possessing a written AAP was higher than the national rate (this study: 38.8%, 128/330 vs Australian Centre for Asthma Monitoring: 21.3% [22]). For those with a written AAP at prestudy, 75.8% (97/128) could not recall when they last obtained or updated it.

Table 1. Baseline characteristics of all participants and those lost to follow-up.

<table>
<thead>
<tr>
<th>Baseline characteristic</th>
<th>All participants</th>
<th>Participants lost to follow-up</th>
<th>Remaining participants</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control (n=176)</td>
<td>Intervention (n=154)</td>
<td>Control (n=97)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>140 (79.5)</td>
<td>124 (80.5)</td>
<td>59 (75)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>39 (13)</td>
<td>40 (14)</td>
<td>37 (12)</td>
</tr>
<tr>
<td>Has written AAP (before study), n (%)</td>
<td>71 (40.3)</td>
<td>57 (37.0)</td>
<td>28 (35)</td>
</tr>
<tr>
<td>Visited health care professional for asthma in past 12 months, n (%)</td>
<td>142 (80.7)</td>
<td>133 (86.4)</td>
<td>71 (90)</td>
</tr>
<tr>
<td>Smoking status, n (%)</td>
<td>16 (9.1)</td>
<td>13 (8.4)</td>
<td>10 (17)</td>
</tr>
<tr>
<td>Preventer use in the past 12 months, n (%)a</td>
<td>87 (49.4)</td>
<td>78 (50.6)</td>
<td>34 (43)</td>
</tr>
<tr>
<td>Reliever use in the past 12 months, n (%)b</td>
<td>169 (96.0)</td>
<td>149 (96.8)</td>
<td>76 (96)</td>
</tr>
<tr>
<td>Symptom controller use in the past 12 months, n (%)c</td>
<td>7 (4.0)</td>
<td>7 (4.5)</td>
<td>4 (5)</td>
</tr>
<tr>
<td>Visit social networking sites (eg, Facebook, Twitter) several times a day, n (%)</td>
<td>131 (74.4)</td>
<td>99 (64.3)</td>
<td>67 (85)</td>
</tr>
<tr>
<td>Never used the Internet to find health information, n (%)</td>
<td>4 (2.3)</td>
<td>8 (5.2)</td>
<td>2 (3)</td>
</tr>
</tbody>
</table>

a Preventer use: Flixotide, Pulmicort, Qvar, Alvesco, Leukotriene, Singulair, Cromones, Intal, Tilade, Xolair (Omalizumab).
b Reliever use: Ventolin, Asmol, Epaq, Aironir, Bricanyl, Atovent.
c Symptom controller use: Serevent, Oxis, Fovadile.

Numbers Analyzed

Analyses of the primary outcome (possession of a written AAP at poststudy) was conducted by intention-to-treat using the data of all 330 allocated participants and the 153 participants who completed the poststudy questionnaire. We did not apply the intention-to-treat principle to secondary and ancillary outcomes due to the availability of data for analyses. Analyses of secondary outcomes relating to use of the AAP and visits to a health care professional were conducted using the data of 153 participants who completed the poststudy questionnaire. Other study outcomes (ie, asthma exacerbation, asthma control, worsening of asthma, and loss days from work or study) were conducted using the data of 242 participants who completed at least one monthly questionnaire.

Analysis of Primary Outcome

Analysis of the primary outcome is outlined in Table 2 (more details in Multimedia Appendix 2). There were no significant differences in the proportion of participants who reported having a written AAP poststudy between the intervention and control groups (all participants: $\chi^2 = 0.6, P = .43$; all participants with imputation method: $\chi^2 = 0.4, P = .52$; remaining participants at study end: $\chi^2 = 0.9, P = .36$).
Table 2. Analysis of primary outcome by study group (for all participants and remaining participants).

<table>
<thead>
<tr>
<th>Analysis</th>
<th>Has written AAP (poststudy)</th>
<th>Has written AAP (poststudy LOCF)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td>$\chi^2$</td>
</tr>
<tr>
<td>All participants</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>176</td>
<td>0.6</td>
</tr>
<tr>
<td>Intervention</td>
<td>154</td>
<td>27 (18)</td>
</tr>
<tr>
<td>Remaining participants</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>97</td>
<td>38 (39)</td>
</tr>
<tr>
<td>Intervention</td>
<td>56</td>
<td>27 (48)</td>
</tr>
</tbody>
</table>

LOCF: last observation carried forward (imputation method to address missing data).

Binary logistic regression was adjusted for differences in baseline characteristics and potential confounding factors that might influence the primary outcome measure. Only one independent variable made a statistically significant contribution to the regression model: possession of written AAP at prestudy ($\chi^2 = 299.6, P < .001$). Allocation to the intervention group (OR 0.43, 95% CI 0.15-1.23) did not contribute a significant effect to the proportion of participants possessing a written AAP at poststudy.

Analysis of Secondary Outcomes

Analyses of secondary outcomes are presented in Table 3 (more details in Multimedia Appendix 2). There were no statistically significant differences in the proportion of participants between the control and intervention groups for any secondary outcome.

Table 3. Analyses of secondary outcomes by study group (for remaining participants).

<table>
<thead>
<tr>
<th>Analysis</th>
<th>Participants, n (%)</th>
<th>$\chi^2$</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Completed poststudy questionnaire (control: n=97; intervention: n=56)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Used AAP more than once during study</td>
<td>Control 20 (21)</td>
<td>0.02</td>
<td>.89</td>
</tr>
<tr>
<td></td>
<td>Intervention 11 (20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visited health care professional for nonemergency asthma</td>
<td>Control 58 (60)</td>
<td>0.1</td>
<td>.71</td>
</tr>
<tr>
<td></td>
<td>Intervention 36 (64)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visited health care professional for emergency/urgent asthma</td>
<td>Control 42 (43)</td>
<td>0.003</td>
<td>.96</td>
</tr>
<tr>
<td></td>
<td>Intervention 24 (43)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visited emergency department for emergency/unplanned asthma</td>
<td>Control 15 (15)</td>
<td>0.03</td>
<td>.88</td>
</tr>
<tr>
<td></td>
<td>Intervention 10 (18)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visited GP or respiratory physician for emergency/unplanned asthma</td>
<td>Control 35 (36)</td>
<td>0.002</td>
<td>.96</td>
</tr>
<tr>
<td></td>
<td>Intervention 20 (36)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completed ≥1 monthly questionnaire (control: n=145; intervention: n=97)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Severe asthma exacerbation at least once during study</td>
<td>Control 62 (43)</td>
<td>0.8</td>
<td>.37</td>
</tr>
<tr>
<td></td>
<td>Intervention 35 (36)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asthma inadequately controlled at least once during study (as measured by ACQ score ≥1.5)</td>
<td>Control 137 (94)</td>
<td>1.3</td>
<td>.25</td>
</tr>
<tr>
<td></td>
<td>Intervention 87 (90)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Worsening of asthma that requires a change in treatment (as measured by a decrease of ≥0.5 in ACQ score between 2 consecutive months)</td>
<td>Control 77 (53)</td>
<td>1.1</td>
<td>.29</td>
</tr>
<tr>
<td></td>
<td>Intervention 44 (45)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lost days from work or school due to asthma during study</td>
<td>Control 61 (42)</td>
<td>1.3</td>
<td>.26</td>
</tr>
<tr>
<td></td>
<td>Intervention 33 (34)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Ancillary Analyses

Reasons for Not Obtaining a Written Asthma Action Plan

Participant reasons for not obtaining or updating a written AAP during the study are outlined in Table 4. Among control participants, the most frequently cited reason was their “lack of awareness of the plan” (31%, 18/59). Whereas, the reason for PCHMS participants was “none of the above” (33%, 9/27), which included other knowledge, motivation, or belief-related reasons that were not anticipated (such as perceiving the plan to be “irrelevant,” lack of importance placed on asthma, or other life and health priorities which competed for their attention).
Table 4. Reasons for not obtaining/updating a written AAP by study group.\textsuperscript{a}

<table>
<thead>
<tr>
<th>Reasons</th>
<th>Participants, n (%)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control (n=59)</td>
<td>Intervention (n=27)</td>
<td></td>
</tr>
<tr>
<td>Knowledge, motivation, or belief-related</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I did not know about the existence of AAPs</td>
<td>18 (31)</td>
<td>8 (30)</td>
<td></td>
</tr>
<tr>
<td>I do not believe that a written AAP was useful</td>
<td>10 (17)</td>
<td>4 (15)</td>
<td></td>
</tr>
<tr>
<td>I lacked the motivation to get a written AAP</td>
<td>9 (15)</td>
<td>2 (7)</td>
<td></td>
</tr>
<tr>
<td>I do not know where to get it</td>
<td>7 (12)</td>
<td>1 (4)</td>
<td></td>
</tr>
<tr>
<td>I think the written AAP could be difficult to use</td>
<td>2 (3)</td>
<td>3 (11)</td>
<td></td>
</tr>
<tr>
<td>Other reasons</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I did not visit a doctor during the study</td>
<td>13 (22)</td>
<td>6 (22)</td>
<td></td>
</tr>
<tr>
<td>I lacked the time to get a written AAP</td>
<td>10 (17)</td>
<td>2 (7)</td>
<td></td>
</tr>
<tr>
<td>I simply forgot</td>
<td>9 (15)</td>
<td>2 (7)</td>
<td></td>
</tr>
<tr>
<td>It was inconvenient to get it</td>
<td>1 (2)</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>None of the above, please specify\textsuperscript{b}</td>
<td>12 (20)</td>
<td>9 (33)</td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{a} Participants could select more than one reason.

\textsuperscript{b} Reasons such as perceiving the plan to be “irrelevant,” lack of importance placed on asthma, or other life and health priorities which competed for their attention.

For those who provided further explanation in the poststudy questionnaires, a variety of reasons for not obtaining (or updating) a written AAP were offered.

Participants feeling comfortable with a verbal plan or their own experience in self-management:

- My doctor and I have discussed this in detail. No written plan required. [Participant ID 13; accessed PCHMS: once]
- I am familiar with the steps in a written plan and follow these principles; however, I don’t require an actual hard copy of one, as I am confident in my self-management. Also, the last doctor who tried to force one upon me did not even try to understand my asthma or lifestyle, rather insulting me rude [rudely] and thinking that a generic plan (that included medicine that I do not respond to) was the only way to go. I’m sure he was an exception, but I’m honestly fine with the way I manage my asthma, and when I ask GPs about my medication, it’s rare that there’s anything new going on. [Participant ID 70; accessed PCHMS: once]

The poor experience they had with previous written plans / past health care professionals:

- I got one a while ago and it was a tick and flick from a drug company and I felt it was useless—gave me nothing more than I know now. [Participant ID 38; accessed PCHMS: twice]
- I have never received one for me though I am a severe asthmatic. My child has received one for whenever he is sick and ends up in hospital. But we have no action plan for either of us for what to do on a normal day and we are feeling unwell with signs and symptoms of asthma. [Participant ID 80; accessed PCHMS: once]

Discouragement by health care professionals:

- It’s never been offered by doctor. [Participant ID 74; accessed PCHMS: zero times]
- Doctor told me not to bother. [Participant ID 3; accessed PCHMS: zero times]

Competing priorities experienced during the study:

- I really didn’t use it very much—not really enough to comment. On a personal note, during the last 12 months, I have been going through a process of appointments and getting my son diagnosed for autism and then ongoing therapies/appointments. I also have 2 other children and am expecting a third plus working part time so I have found adding this extra facet into my life almost impossible. It certainly has nothing against the resource. I have simply been too busy to put the time in and for that I apologize. [Participant ID 51; accessed PCHMS: once]

The lack of importance participants placed on asthma:

- Complacency—I should know but having been asthmatic all my life I don’t give it the importance I should. [Participant ID 1; accessed PCHMS: once]
- I guess I always think it will never get worse...which I know is wrong. [Participant ID 47; accessed PCHMS: twice]

A belief that a written AAP is “irrelevant” to their condition:

- Look, for someone who has just been diagnosed with asthma or someone quite young, it’s probably great. But for someone like me who has had asthma for over 40 years, has an informal plan of what to do (ie, I
know when I need to be on the preventative, what causes it, when I need Ventolin, what to do if I’m having too much Ventolin, etc), it’s not very helpful. [Participant ID 8; accessed PCHMS: twice]

I had one, but because my asthma triggers and symptoms and signs change so often they quickly become out of date. [Participant ID 21; accessed PCHMS: twice]

Inadequacies of the intervention or asthma content:

Do I have to log in? It would be better if access was open. [Participant ID 41; accessed PCHMS: 4 times]

I already understand my asthma. I thought this might contribute to that understanding, but I think it was aimed at a much younger/newer to asthma participant. [Participant ID 8; accessed PCHMS: twice]

Competing Priorities on Health and Asthma

Participants in both groups were asked to report monthly on their life priorities and the importance they placed on their health and asthma. On a scale from 1 to 10 (where 1 was highest priority and 10 was lowest), participants on average rated health moderately highly (control: mean 3.5, SD 1.9; intervention: mean 3.3, SD 2.1). However, the priority they placed on asthma was not as high (control: mean 4.3, SD 2.2; intervention: mean 3.8, SD 2.3). In fact, asthma was often not a health issue reported by participants that caused them the most concern on a monthly basis.

The average number of life priorities reported by participants was similar in both groups (control: mean 3.0, SD 1.3; intervention: mean 2.7, SD 1.5). These priorities ranged from issues related to work, family/relationship, and money. Health was not always mentioned in this list of priorities. On average, participants reported approximately 2 health issues per month (control: mean 1.9, SD 1.0; intervention: mean 1.5, SD 0.9). These issues are related to a range of bodily systems (eg, cardiovascular, musculoskeletal, psychological, neurological) and not only restricted to the respiratory system.

Usage and Perception of Healthy.me

Participant usage and perceptions of the Healthy.me intervention are outlined in Tables 5 and 6. Most participants (80.5%, 124/154) did not access the intervention or accessed it only once (Table 5). Only one person accessed the intervention 10 times or more in this study (Table 5). Because only 30 participants used the website more than once, there was insufficient usage of the online features to make meaningful interpretation of their efficacy. On the TAM scale of 1 (strongly disagree) to 7 (strongly agree), participants indicated, on average, a neutral score (4.7-4.9) for the system’s perceived usefulness and a neutral score for ease of use (4.8-4.9) (Table 6).

Table 5. Usage frequency of Healthy.me (n=154 participants).

<table>
<thead>
<tr>
<th>Usage frequency (times)</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>30 (19.5)</td>
</tr>
<tr>
<td>1</td>
<td>94 (61.0)</td>
</tr>
<tr>
<td>2-5</td>
<td>27 (17.5)</td>
</tr>
<tr>
<td>6-10</td>
<td>2 (1.3)</td>
</tr>
<tr>
<td>&gt;10</td>
<td>1 (0.6)</td>
</tr>
</tbody>
</table>

Table 6. Perception of the intervention as measured by the Technology Acceptance Model (n=56).a

<table>
<thead>
<tr>
<th>Perception of intervention</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived ease of use b</td>
<td></td>
</tr>
<tr>
<td>Healthy.me was easy to use</td>
<td>4.9 (1.5)</td>
</tr>
<tr>
<td>I find it was easy to get Healthy.me to do what I wanted it to do</td>
<td>4.8 (1.4)</td>
</tr>
<tr>
<td>It was easy to become confident with using Healthy.me</td>
<td>4.9 (1.4)</td>
</tr>
<tr>
<td>Perceived usefulness b</td>
<td></td>
</tr>
<tr>
<td>Managing my asthma through Healthy.me will be beneficial to me</td>
<td>4.7 (1.2)</td>
</tr>
<tr>
<td>The advantages of using Healthy.me to manage my asthma will outweigh the disadvantages</td>
<td>4.9 (1.2)</td>
</tr>
<tr>
<td>Overall, using Healthy.me will help me improve my asthma in general</td>
<td>4.8 (1.2)</td>
</tr>
</tbody>
</table>

a Participants were allocated to PCHMS and completed the poststudy questionnaire.

b Likert scale 1 to 7, where 1=strongly disagree, 4=neutral, 7=strongly agree.
Discussion

Principal Findings
Access to the Healthy.me PHAMS did not improve the rate of possession of written AAPs, planned visits to health services for nonemergency asthma management, asthma status, control, or work and study productivity. These results are in stark contrast to earlier trials of the same PHAMS, which showed significant improvements in outcomes associated with consumer behavior change, including influenza vaccination [7] and sexually transmitted infection screening [8]. The negative results also occur in a context where intervention and study designs were in accord with factors typically associated with successful uptake and efficacy of online consumer interventions.

High attrition rates are common in eHealth intervention studies [14], with a recent systematic review revealing that completion of protocol rates for depression sites ranged from 43% to 99% [34]. This study suffered from moderate to high rates of attrition in the intervention (64%) and control (45%) groups. A previous study of Healthy.me did not experience this degree of attrition [7]. However, that study was conducted in 2009, its duration was shorter, and the mean participant age was 26.2 years compared to 40 years among those allocated to the intervention in this RCT [7].

Utilization and Benefit
In decision theoretic terms, the expected utility of any eHealth intervention is a product of the utility or benefit of each individual interaction with the system to the user and the number of times the interaction takes place [35]. Systems that engage their users and, as a result, are used frequently are theoretically more likely to deliver benefit. This is reflected in the research evidence, where consumer eHealth systems seem to demonstrate a clear dose-response relationship between use and benefit [35].

In this trial, some participants suggested that they saw little benefit in using the system, either because they or their health professionals saw little value in having an AAP, because asthma management was not a major priority in their life compared to other competing priorities, or that they have already developed their own strategies to manage the condition and needed no further assistance. Perhaps as suggested by some participants, the intervention would be more helpful for those who are newly diagnosed with asthma.

Comparison With Prior Work
A systematic review of PHRs used for chronic conditions found that unless a system clearly assisted consumers in self-management tasks, they were unlikely to be successful [36]. This benefit might come from tracking important parameters to control an illness, such as blood pressure or glucose levels, or by delivering feedback when changes to management are needed. That review identified diabetes, hypertension, asthma, HIV, fertility management, glaucoma, and hyperlipidemia as having the most evidence for PHR benefit. However, only one study in that review actually included asthma patients and these were grouped together with other patients who had diabetes or hypertension [36]. The only outcome measure was patient activation, and asthma patients represented only 7% of the sample, providing weak evidence of PHR benefit in asthma management outcomes.

Recent systematic reviews concluded that although there is evidence that some digital interventions are associated with positive asthma self-management outcomes [37,38], most interventions do not use behavioral change theory, clinical guidelines, and/or assessment tools to inform their design [37]. A Cochrane review on smartphone apps for asthma concluded there is currently lack of evidence to advise clinical practitioners, policy makers, and the general public on ways to implement these interventions for asthma self-management programs [39]. Relevant to the AAP, a theoretical model has proposed 4 elements that are essential in facilitating the “right” contexts between patients and professionals, but few studies have used all these elements in their implementation [40].

Our own earlier trials of this intervention focused on supporting preventive health tasks. A trial aimed at encouraging influenza vaccination demonstrated a significant doubling in vaccination rates, most likely because the system allowed easy and immediate access to booking a vaccination with a primary care center, for a condition where seasonality and acting in a timely manner is important [7]. Similar benefits were demonstrated when the system was targeted at increasing screening rates among young adults for sexually transmitted infections, where use of an online booking system may have additionally reduced any sense of stigma associated with making a decision to act [8].

Lessons Learned
Although the lack of uptake of eHealth interventions is a widely known phenomenon [13-15], the literature on negative findings in this field is still scarce. Our study provides a number of lessons:

1. Consumers must perceive the need for assistance with a task. Even though the research evidence clearly demonstrates the value of an AAP, its low level of adoption in the population and the commentary received in this study suggests that at least some adults with asthma either do not agree or have yet to be convinced.

2. Consumers must assign priority to the tasks supported by the intervention. Participants in this study assigned a low priority to their asthma management compared with other life priorities. The mean age of participants in this study was 40 and most reported living with multiple competing priorities (eg, work commitment, lack of time) and other health concerns (eg, multimorbidity).

3. The cost of adoption of the intervention must be lower than the benefit. Our PCHMS was a stand-alone system that did not integrate into other apps participants might already have been using, such as diaries and social media. It consequently required additional effort to use. A substantial number of participants were recruited via a Facebook social network related to asthma and used Facebook several times a day. These individuals may have had higher expectations of the intervention regarding the degree of system integration, content, social network size, and the overall “polish” of the system.
4. **Outcome measures must be relevant to consumers and providers.** Although the primary outcome used in this RCT—possession of an up-to-date written AAP—is an indicator of recommended care for asthma [41], it is essential to consider how relevant and important the outcome measure is to both consumers and providers. Although there is evidence supporting the efficacy of the written AAP, there is possibly the misconception that it is only useful for those newly diagnosed with asthma. Perhaps there needs to be more emphasis on uncovering how relevant an outcome measure is to both consumers and providers before attempts are made to influence behavior change.

**Implications for Consumer eHealth Design**

**Design for Attrition**

Although current evidence advocates the importance of having a theoretical basis to direct behavioral changes, it is equally important to consider whether such theories can be used to minimize participant attrition. For example, identifying early on those who are truly uninterested and focus instead on those who are likely to continue could potentially reduce participant attrition [14]. Perhaps all interventions should be designed with a plan to minimize participant dropout before commencing participant recruitment.

**Design for Implementation**

Studies have confirmed once again that implementation uptake is often the biggest challenge in any eHealth project, both for consumers and clinicians. Trials that focus on implementation of asthma interventions are emerging in clinical settings [42,43]. Yet, implementation strategies that consider consumer settings, their comorbidities, and their competing demands are lacking. Understanding how these consumer factors affect the uptake of an intervention is important. A recent review on digital interventions for asthma concluded patient perspectives are often largely ignored [38]. Perhaps the next generation of digital intervention should incorporate consumer-clinician implementation strategies at the core of every digital intervention design.

**Design for Context**

Rather than attempting to “perfect” the design of an intervention to exist on its own, interventions should be designed for the context. When designing an intervention for consumers and patients, it is important to identify early on whether the intervention should focus on task support or on belief change. Moreover, research should focus on how we can design consumer eHealth interventions that are integrated in health care settings and/or how such interventions would function in the consumer circle of care (eg, caregivers).

**Limitations**

Study strengths include nationwide recruitment, use of recommended care indicators for outcome measures, and triangulation of participant feedback with quantitative results. Notable limitations of this study include the gender and age distribution of participants, the attrition rate, and the use of self-reported data. The majority of participants were female in their late thirties / early forties and it is possible this population sample behaved differently than a more representative sample.

Participants had a higher rate of AAP possession than reported in other studies. As a result, as a cohort, they may already be better engaged and confident in their self-management and less likely to benefit from the intervention compared to the population average, reducing the potential effect size. Further, because the outcome measure was focused on having an up-to-date written AAP that was updated by a clinician (eg, once a year), we may have missed some participants as the study duration was only 12 months. Future studies should consider extending the trial period to more than 12 months.

Our primary recruitment strategy is online, which has a number of limitations, such as high rates of attrition. More effective recruitment could potentially result when it is channeled through influencers such as health care providers or with the encouragement of caregivers who help patients to deal with issues every day. However, this is an intervention designed primarily for consumers, to be delivered online, thus it is important that there is a direct channel to recruit consumers who are already online.

**Conclusions**

Consumers are increasingly turning to the Internet and social media for health advice, yet we still do not fully understand why some online interventions work and others do not. In this study, participant goals were poorly aligned with the clinical goals of the system despite there being clear evidence underpinning these latter clinical goals. It may be that a different approach is required in the domain of asthma management in adults, at least as far as AAs are concerned, focusing not so much on task support as on belief change. More generally, researchers should not feel discouraged to publish negative findings because in failure many significant lessons can be learned.
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Abstract

Background: Secure email messaging is part of a national transformation initiative in the United States to promote new models of care that support enhanced patient-provider communication. To date, only a limited number of large-scale studies have evaluated users’ experiences in using secure email messaging.

Objective: To quantitatively assess veteran patients’ experiences in using secure email messaging in a large patient sample.

Methods: A cross-sectional mail-delivered paper-and-pencil survey study was conducted with a sample of respondents identified as registered for the Veteran Health Administrations’ Web-based patient portal (My HealtheVet) and opted to use secure messaging. The survey collected demographic data, assessed computer and health literacy, and secure messaging use. Analyses conducted on survey data include frequencies and proportions, chi-square tests, and one-way analysis of variance.

Results: The majority of respondents (N=819) reported using secure messaging 6 months or longer (n=499, 60.9%). They reported secure messaging to be helpful for completing medication refills (n=546, 66.7%), managing appointments (n=343, 41.9%), looking up test results (n=350, 42.7%), and asking health-related questions (n=340, 41.5%). Notably, some respondents reported using secure messaging to address sensitive health topics (n=67, 8.2%). Survey responses indicated that younger age (P=.039) and higher levels of education (P=.025) and income (P=.003) were associated with more frequent use of secure messaging. Females were more likely to report using secure messaging more often, compared with their male counterparts (P=.098). Minorities were more likely to report using secure messaging more often, at least once a month, compared with nonminorities (P=.086). Individuals with higher levels of health literacy reported more frequent use of secure messaging (P=.007), greater satisfaction (P=.002), and indicated that secure messaging is a useful (P=.002) and easy-to-use (P≤.001) communication tool, compared with individuals with lower reported health literacy. Many respondents (n=328, 40.0%) reported that they would like to receive education and/or felt other veterans would benefit from education on how to access and use the electronic patient portal and secure messaging (n=652, 79.6%).

Conclusions: Survey findings validated qualitative findings found in previous research, such that veterans perceive secure email messaging as a useful tool for communicating with health care teams. To maximize sustained utilization of secure email messaging, marketing, education, skill building, and system modifications are needed. These findings can inform ongoing efforts to promote the sustained use of this electronic tool to support patient-provider communication.

(J Med Internet Res 2015;17(12):e282) doi:10.2196/jmir.5152
Introduction

Patient-provider communication is central in delivering high quality of care and promoting positive patient outcomes [1]. Electronic asynchronous secure email messaging within Web-based patient portals is gaining popularity as a viable efficient form of patient-provider communication [2-4]. Secure email messaging is a priority in the United States, as part of a national transformation initiative to create new models of care to support patient-provider communication and promote self-care management within the context of the patient-centered medical home [5].

Electronic communication, such as secure messaging, has been shown to be effective in supporting self-care management, patient engagement, and efficient use of health services [2-4,6-8]. A systematic review of literature suggested that obtained data moderately support the use of secure messaging, to improve glucose outcomes and increase patient satisfaction, and that secure messaging as part of an electronic patient portal is more effective than secure messaging alone [9]. Although not as strong, some reports also suggest that there is some evidence that adding a Web-based pharmacist to secure messaging improves blood pressure outcomes in patients with hypertension, and that secure messaging within an electronic portal improves ulcerative colitis symptoms and adherence to colorectal cancer screenings or heart failure management [9]. Although some studies have seen a positive effect on utilization, it should be noted that the systematic review did find evidence that secure messaging may positively or negatively affect efficiency or utilization [9].

Recognizing that the implementation of secure messaging is widespread and is quickly becoming a common practice as part of services provided by integrated electronic patient portal services, efforts to understand patients’ experiences and needs when using secure messaging tools are warranted. This approach is imperative to supporting patients’ sustained use of electronic communication mechanisms, such as secure messaging.

Consistent with this consumer-centric approach, our previous qualitative research, consistent with other published studies, indicates patients’ value secure messaging as an efficient means of communication with their providers [10]. Benefits reported in a previous qualitative study included 24-hour access, avoiding phone calls and travel to health care facilities, and in general, saving time [10]. Our previous research provided insights into patients’ experiences, but larger quantitative data studies are needed to understand veterans’ experiences in using secure messaging and determine convergence with previous qualitative findings.

This paper presents findings of a cross-sectional survey study with a large sample of veterans who opted-in to use secure messaging to assess their reported experiences in using secure messaging and to evaluate factors that predict use and perceptions associated with using secure messaging. Findings from this survey research will inform efforts to quantify (1) veterans’ reported use of the secure messaging tool, (2) their reasons for using secure messaging, and (3) factors that influence their use of secure messaging. Gathering these data in a large representative sample can inform efforts to develop education and marketing content for potential users, identify points of intervention to support sustained secure messaging use, and continue the accumulation of reported evidence on the use of electronic forms of patient-provider communication.

Methods

Study Design Overview

This is a cross-sectional study. A paper-and-pencil survey via mail was sent to veterans who had registered for the Veteran Health Administrations’ Web-based patient portal (My HealtheVet) and opted to use secure messaging. The survey collected demographic data, assessed computer and health literacy, and secure messaging use.

Setting and Participants

The two-site study was conducted at 2 large Department of Veterans Affairs (VA) Medical Centers (VAMCs): the James A. Haley Veterans' Hospital (Tampa, FL, USA) and the Veterans Affairs Boston Healthcare System (Boston, MA, USA). We used administrative data to identify veterans at both VAMCs who had registered for My HealtheVet, completed the in-person process of authenticating their identity, and accessed the system to “opt-in” to use secure messaging. We then used randomization to create contact lists of 2100 potential participants. Of the 2100, 2073 (1022 in Boston; 1051 in Tampa) had complete information to mail a survey for completion. Veterans received US $10 for completing the survey. This study was approved and regulated by the VA Central Institutional Review Board.

Data Collection Instruments

The survey collected demographic data, assessed health literacy and eHealth literacy, and secure messaging use and perceptions. The majority of items were developed based on qualitative findings from a previous qualitative study conducted by the research team. Validated measures included the BRIEF Health Literacy Screening Tool [11,12], Computer-Email-Web (CEW) Fluency Scale [13], and The eHealth Literacy Scale (eHEALS) [14].

BRIEF Health Literacy Screening Tool

This is a 4-item screening tool to assess health literacy skills with 5-point Likert-type scale response options [11,12]. Score range was 4-20; score levels were as follows: 4-12=inadequate, 13-16=marginal, and 17-20=adequate. The correlation results of Rapid Estimate of Adult Literacy in Medicine (REALM) and Test of Functional Health Literacy in Adults-Short Form (STOFHLA) were as follows: \( r = .40, \ P < .01 \) for the BRIEF/REALM; \( r = .42, \ P < .01 \) for the BRIEF/STOFHLA; and \( r = .61, \ P < .01 \) for the REALM/STOFHLA. A principal component analysis suggested that the BRIEF measures one
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distinct construct “health literacy” (eigenvalue = 2.388), which accounted for 60% of score variance.

**Computer-Email-Web Fluency Scale**

The CEW Fluency Scale is an 18-item measure of common computer skills, with 5-point Likert-type scale response options (eg, not at all; very well) with a score range of 18-90. Cronbach alphas were established for subscales including computer fluency (alpha=.72), email fluency (alpha=.75), Web navigation (alpha=.64), and Web editing (alpha=.79) [13].

**eHealth Literacy Scale**

The eHEALS is a 10-item measure of eHealth literacy developed to measure consumers’ knowledge, comfort, and perceived skills at finding, evaluating, and applying electronic health information to health problems. eHEALS items have 5-point Likert-type scale response options, with a possible score range of 10-50. Previous validation results suggested internal consistency reliability to be .88, and test-retest reliability (r) from baseline to 6-month follow-up to be .68-.40. Principal components analysis produced a single factor (56% of variance) [14].

**Data Analysis**

All survey data in this study were stored on a secure VA network. Analyses were managed using the statistical software suite SPSS (SPSS Inc, Chicago, IL, USA). Frequencies and proportions were computed for categorical variables and mean and standard deviations were computed for continuous variables to describe sample characteristics and provide a descriptive overview of survey findings. Chi-square tests were conducted to assess association between categorical variables and one-way analysis of variance was conducted to assess significant differences in means for continuous variables.

**Results**

**Participants**

Of the 2073 surveys mailed (1022 in Boston; 1051 in Tampa), 819 respondents provided completed survey data for analysis.

**Survey Findings**

The majority of participants were older, white, non-Hispanic/non-Latino males, with an average age of 62 years (data not shown). Most participants had at least a high-school education and more than half (n=434, 53.0%) had an annual income of US $35,001 or more. Demographic data are presented in Table 1.

Most survey respondents reported everyday use of computer (n=662, 81.0%) and Internet (n=653, 79.7%). The majority of respondents reported using My HealtheVet a “few times a month or less” (n=629, 76.8%); and using secure messaging 6 months or longer (n=499, 60.9%). Most participants (486, 59.3%) reported using secure messaging at least once a year, and 131 (16.0%) reported using it at least once a month. Tables 2-5 present data on patients’ computer, Internet, My HealtheVet, and secure messaging use.

Pearson chi-square tests on demographic variables and secure messaging use indicate that younger age (P=0.039) and higher levels of education (P=0.025) and income (P=0.003) are associated with more frequent use. Women were more likely to report using secure messaging more often (P=0.098), but this only had a marginal significance. Minorities were more likely to report using secure messaging more often, at least once a month (P=0.086). These findings and other demographic factors not significantly associated with secure messaging use are presented in Table 6.

Overall, respondents’ views on secure messaging are as follows: a good communication tool (n=619, 75.6%); saves time (n=590, 72.0%); and easy to use (n=544, 66.4%). Although 689 (84.1%) respondents reported intention to use secure messaging in the future, 342 (41.8%) reported that secure messaging could be improved to make it a more useful tool. Many respondents (n=328, 40.0%) reported that they would like to receive education and/or support on how to use My HealtheVet and secure messaging to manage their health care. A vast majority of respondents felt that other veterans would benefit from education on how to access and use My HealtheVet and secure messaging (n=652, 79.6%). The vast majority of respondents reported secure messaging as being a safe and secure form of communication (n=585, 71.4%). Patient-reported experiences in using secure messaging are illustrated in Table 7.

Respondents reported that secure messaging is useful for completing medication refills (n=546, 66.7%), medication questions (n=313, 38.2%), managing appointments (n=343, 41.9%), test results (n=350, 42.7%), and health-related questions (n=340, 41.5%). Notably, a small percentage of respondents reported using secure messaging to address sensitive health topics (n=67, 8.2%). Reasons why patients find it helpful and reasons for its use are presented in Table 8.

Secure messaging usefulness and reasons for its use scores were significantly higher for veterans who reported more frequent use of computer (P<0.002 and P<0.012, respectively) and Internet (P<0.001 and P<0.001, respectively). Similarly, scores were significantly higher for veterans who reported using My HealtheVet at least once a week (P<0.001 and P<0.001, respectively) and using secure messaging at least once a month (P<0.001 and P<0.001, respectively). Those who reported using secure messaging for more than a year also had significantly higher scores than those reporting its use for shorter periods. Findings related to respondents’ perceptions of usefulness and reasons for use by technology-use factors are presented in Table 9.

The BRIEF scores indicate that the majority of the sample had adequate health literacy (n=566, 69.1%); 174 (21.2%) had marginal health literacy and 77 (9.4%) had inadequate health literacy. The mean eHEALS and CEW Fluency Scale scores were 38.2 (SD 7.1; range 10-50) and 77.5 (SD 16.3; range 18-90), respectively. Respondents reporting higher levels of health literacy reported more frequent use of computers and the Internet (P<0.001), more frequent use of secure messaging (P=0.007), and greater satisfaction with secure messaging (P=0.002); additionally, they were more likely to report that it was a useful communication tool (P=0.002), easy to use (P<0.001), and it as a safe and secure form of communication (P=0.019). Interestingly, there were no differences in health literacy level
based on reported intention to use secure email messaging in the future \( (P = .545) \). Those with lower levels of health literacy were more likely to request education and/or support \( (P < .001) \). Individuals with higher eHEALS and CEW scores were also more likely to report more frequent use of computer, Internet, and secure email messaging \( (P < .001 \text{ and } P < .001) \); greater satisfaction with the tool \( (P < .001 \text{ and } P = .013) \); they were also more likely to report that the tool was easy to use \( (P < .001 \text{ and } P < .001) \), saves time \( (P < .001 \text{ and } P = .031) \), and is a safe and secure form of communication \( (P < .001 \text{ and } P < .001) \). Individuals with higher eHEALS scores were also more likely to report intention to use secure email messaging in the future \( (P < .001) \) and that secure email messaging was a useful communication tool \( (P < .001) \). Statistics presenting relationships between respondents’ eHEALS, CEW, and BRIEF scores and secure messaging use and satisfaction are presented in Table 10.

### Table 1. Descriptive statistics on patient demographics (N=819).

<table>
<thead>
<tr>
<th>Variable</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Study site</strong></td>
<td></td>
</tr>
<tr>
<td>Boston</td>
<td>339 (41.4)</td>
</tr>
<tr>
<td>Tampa</td>
<td>480 (58.6)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>711 (86.8)</td>
</tr>
<tr>
<td>Female</td>
<td>107 (13.1)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (0.1)</td>
</tr>
<tr>
<td><strong>Minority status</strong></td>
<td></td>
</tr>
<tr>
<td>Minority</td>
<td>93 (11.4)</td>
</tr>
<tr>
<td>Nonminority</td>
<td>726 (88.6)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>45 (5.5)</td>
</tr>
<tr>
<td>Not Hispanic or Latino</td>
<td>706 (86.2)</td>
</tr>
<tr>
<td>Missing</td>
<td>68 (8.3)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>126 (15.4)</td>
</tr>
<tr>
<td>Some college/vocational school/associate degree</td>
<td>380 (46.4)</td>
</tr>
<tr>
<td>Bachelor's degree</td>
<td>198 (24.2)</td>
</tr>
<tr>
<td>Graduate degree</td>
<td>113 (13.8)</td>
</tr>
<tr>
<td>Missing</td>
<td>2 (0.2)</td>
</tr>
<tr>
<td><strong>Income</strong></td>
<td></td>
</tr>
<tr>
<td>≤US $15,000 per year</td>
<td>101 (12.3)</td>
</tr>
<tr>
<td>US $15,001-US $25,000 per year</td>
<td>129 (15.8)</td>
</tr>
<tr>
<td>US $25,001-US $35,000 per year</td>
<td>138 (16.8)</td>
</tr>
<tr>
<td>US $35,001-US $45,000 per year</td>
<td>132 (16.1)</td>
</tr>
<tr>
<td>&gt;US $45,000 per year</td>
<td>302 (36.9)</td>
</tr>
<tr>
<td>Missing</td>
<td>17 (2.1)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Not married</td>
<td>333 (40.7)</td>
</tr>
<tr>
<td>Married</td>
<td>483 (59.0)</td>
</tr>
<tr>
<td>Missing</td>
<td>3 (0.4)</td>
</tr>
</tbody>
</table>
## Discussion

### Principal Results

Findings from this survey research provided data on (1) veterans’ reported use of the secure messaging tool; (2) veterans’ reported reasons for using secure messaging; and (3) factors that influence their use of secure messaging. Key findings from this cross-sectional survey suggest that in a random sample (N=819) of patients receiving care within the VA who opted in to use secure messaging, a majority reported using secure messaging at least once a year, with less than 15% reporting never using the communication tool. Our VA sample had a higher percentage of participants reporting use of secure messaging than previous survey studies outside the VA, in which about 10-37% of respondents reported using email to contact their physician [15-17]. However, our percentage is likely higher due to our sampling methods that identified veteran patients who opted in to use secure messaging. It is safe to assume that this percentage would decrease if the survey were completed by the general patient population.

Overall, respondents reported being satisfied with secure messaging, as it provides a safe and secure communication tool that is easy to use and saves time. These results are consistent with our previous research and other reports [4,10,16,18,19]. Respondents reported that secure messaging is useful for tasks such as completing medication refills, managing appointments, receiving test results, and addressing health-related questions. A key finding in this study is that a small percentage of respondents reported using secure messaging to address sensitive health topics. This suggests that secure messaging offers patients a confidential, secure, and safe space to bring up sensitive topics, such as erectile dysfunction and sexually transmitted diseases, and avoiding the stigma or embarrassment of discussing these topics in person.

Some research suggests that patient concerns about data security may prevent the uptake of electronic health records; however, a majority of our respondents felt that secure messaging is a safe and secure form of communication [4,10,11].

Our findings are consistent with a previously published research outside the VA, which found that older age was negatively associated with frequency of use to contact health care providers using email (ie, secure messaging) [16]. Consistent with previous research, principal results provide data on veterans’ reported use of the secure messaging tool, and suggest that secure messaging offers patients a confidential, secure, and safe space to bring up sensitive topics.
findings, income was positively correlated with preferences to use email (ie, secure messaging) to communicate with health care providers [15]. Previous research has shown mixed findings about minority groups’ preferences for using email-type services to communicate with health care providers [15,16]. However, in our sample, minority status was consistent with findings that suggest a positive association between minority status and use of electronic email communication with health care providers [16]. Further research is needed to better understand minority preferences and reasons for using electronic communication with health care providers.

Table 6. Pearson chi-square test between demographic variables and secure messaging use (N=819).

<table>
<thead>
<tr>
<th>Demographic variable</th>
<th>How often do you use secure messaging?</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Never (N=819)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>At least once a year (N=819)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>At least once a month (N=819)</td>
<td></td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>64.2 (13.1)</td>
<td>.039a</td>
</tr>
<tr>
<td>Study site, n (%)</td>
<td>62.0 (12.9)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>60.0 (13.1)</td>
<td></td>
</tr>
<tr>
<td>Boston</td>
<td>56 (6.8)</td>
<td>.190</td>
</tr>
<tr>
<td></td>
<td>190 (23.2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>55 (6.7)</td>
<td></td>
</tr>
<tr>
<td>Tampa</td>
<td>60 (7.3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>296 (36.1)</td>
<td></td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td>76 (9.3)</td>
<td>.098b</td>
</tr>
<tr>
<td>Male</td>
<td>106 (12.9)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>415 (50.1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>109 (13.3)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>9 (1.1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>71 (8.7)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>22 (2.7)</td>
<td></td>
</tr>
<tr>
<td>White/Caucasian, n (%)</td>
<td>14 (1.7)</td>
<td>.086b</td>
</tr>
<tr>
<td>No</td>
<td>102 (12.5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>438 (53.5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>109 (13.3)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>7 (0.9)</td>
<td>.722</td>
</tr>
<tr>
<td></td>
<td>24 (2.9)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8 (1.0)</td>
<td></td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td>97 (11.8)</td>
<td></td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>431 (52.6)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>108 (13.2)</td>
<td></td>
</tr>
<tr>
<td>Not Hispanic or Latino</td>
<td>28 (3.4)</td>
<td>.025a</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td>66 (8.1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>25 (3.1)</td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>53 (6.5)</td>
<td></td>
</tr>
<tr>
<td>Some college/vocational</td>
<td>217 (26.5)</td>
<td></td>
</tr>
<tr>
<td>School/associate degree</td>
<td>66 (8.1)</td>
<td></td>
</tr>
<tr>
<td>Bachelor's degree</td>
<td>23 (2.8)</td>
<td></td>
</tr>
<tr>
<td>Graduate degree</td>
<td>123 (15.0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>26 (3.2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>11 (1.3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>79 (9.6)</td>
<td></td>
</tr>
<tr>
<td>Income, n (%)</td>
<td>14 (1.7)</td>
<td>.003a</td>
</tr>
<tr>
<td>≤US $15,000 per year</td>
<td>17 (2.1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>49 (6.0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>28 (3.4)</td>
<td></td>
</tr>
<tr>
<td>US $15,001-US $25,000 per year</td>
<td>16 (2.0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>78 (9.5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>21 (2.6)</td>
<td></td>
</tr>
<tr>
<td>US $25,001-US $35,000 per year</td>
<td>29 (3.5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>79 (9.6)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>19 (2.3)</td>
<td></td>
</tr>
<tr>
<td>US $35,001-US $45,000 per year</td>
<td>13 (1.6)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>81 (9.9)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>25 (3.1)</td>
<td></td>
</tr>
<tr>
<td>&gt;US $45,000 per year</td>
<td>36 (4.4)</td>
<td></td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td>190 (23.2)</td>
<td>.715</td>
</tr>
<tr>
<td>Not married</td>
<td>48 (5.9)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>203 (24.8)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>60 (7.3)</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>67 (8.2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>281 (34.3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>71 (8.7)</td>
<td></td>
</tr>
</tbody>
</table>

aSignificant at the .05 level.
bSignificant at the .10 level.
Table 7. Patients’ experience in using secure messaging (N=819).

<table>
<thead>
<tr>
<th>Experience</th>
<th>Disagree n (%)</th>
<th>Neutral n (%)</th>
<th>Agree n (%)</th>
<th>Do not know n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I am satisfied with the secure messaging feature on My HealtheVet.</td>
<td>43 (5.3)</td>
<td>84 (10.3)</td>
<td>572 (69.8)</td>
<td>107 (13.1)</td>
</tr>
<tr>
<td>I get responses to my secure messages in a timely fashion.</td>
<td>51 (6.2)</td>
<td>84 (10.3)</td>
<td>515 (62.9)</td>
<td>154 (18.8)</td>
</tr>
<tr>
<td>Secure messaging is a useful tool to communicate with health care providers.</td>
<td>23 (2.8)</td>
<td>48 (5.9)</td>
<td>619 (75.6)</td>
<td>117 (14.3)</td>
</tr>
<tr>
<td>Secure messaging is easy to use.</td>
<td>61 (7.4)</td>
<td>88 (10.7)</td>
<td>544 (66.4)</td>
<td>112 (13.7)</td>
</tr>
<tr>
<td>Secure messaging saves patients’ time (eg, avoiding phone calls, and clinical visits).</td>
<td>30 (3.7)</td>
<td>70 (8.5)</td>
<td>590 (72.0)</td>
<td>115 (14.0)</td>
</tr>
<tr>
<td>Secure messaging could be improved to make it more useful to veterans.</td>
<td>62 (7.6)</td>
<td>215 (26.3)</td>
<td>342 (41.8)</td>
<td>186 (22.7)</td>
</tr>
<tr>
<td>Secure messaging is a secure and safe form of communication with VA providers.</td>
<td>18 (2.2)</td>
<td>71 (8.7)</td>
<td>585 (71.4)</td>
<td>134 (16.4)</td>
</tr>
<tr>
<td>I intend to use secure messaging in the future.</td>
<td>15 (1.8)</td>
<td>44 (5.4)</td>
<td>689 (84.1)</td>
<td>61 (7.4)</td>
</tr>
<tr>
<td>I would like to receive education and/or support on how to best use My HealtheVet and secure messaging to manage my health care.</td>
<td>185 (22.6)</td>
<td>246 (30.0)</td>
<td>328 (40.0)</td>
<td>49 (6.0)</td>
</tr>
<tr>
<td>Veterans would benefit from education on how to access and use My HealtheVet and secure messaging.</td>
<td>12 (1.5)</td>
<td>77 (9.4)</td>
<td>652 (79.6)</td>
<td>66 (8.1)</td>
</tr>
</tbody>
</table>

Table 8. Reasons patients find secure messaging helpful and reasons for use (N=819).

<table>
<thead>
<tr>
<th>Reasons</th>
<th>Find secure messaging useful n (%)</th>
<th>Reason for using secure messaging n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medication refills</td>
<td>546 (66.7)</td>
<td>475 (58.0)</td>
</tr>
<tr>
<td>Medication questions</td>
<td>313 (38.2)</td>
<td>305 (37.2)</td>
</tr>
<tr>
<td>To manage appointments (eg, schedule, cancel)</td>
<td>343 (41.9)</td>
<td>301 (36.8)</td>
</tr>
<tr>
<td>Test results</td>
<td>350 (42.7)</td>
<td>292 (35.7)</td>
</tr>
<tr>
<td>Requests for tests</td>
<td>168 (20.5)</td>
<td>136 (16.6)</td>
</tr>
<tr>
<td>Request consult with specialist (eg, referral)</td>
<td>220 (26.9)</td>
<td>203 (24.8)</td>
</tr>
<tr>
<td>Health-related questions</td>
<td>340 (41.5)</td>
<td>301 (36.8)</td>
</tr>
<tr>
<td>Sensitive health topics (eg, sexually transmitted infections, mental health)</td>
<td>67 (8.2)</td>
<td>66 (8.1)</td>
</tr>
<tr>
<td>Can contact providers on my own time</td>
<td>425 (51.9)</td>
<td>381 (46.5)</td>
</tr>
<tr>
<td>Saves time compared with other method of communication (eg, phone)</td>
<td>448 (54.7)</td>
<td>377 (46.0)</td>
</tr>
</tbody>
</table>

In our study, respondents reporting higher levels of health literacy (BRIEF) and eHealth literacy (eHEALS and CEW) reported more frequent use of secure email messaging and greater satisfaction with secure messaging; besides, they were more likely to report that it was a safe, secure, and a useful communication tool. These findings are consistent with existing literature, suggesting that eHealth users tend to have higher levels of eHealth and health literacy [13,14,16,17,20].

Individuals with higher eHEALS were also more likely to report an intention to use secure email messaging in the future. Individuals with lower levels of health literacy were more likely to report a need for more education and/or support. Screening patients for their health literacy and eHealth literacy level may be an effective way to identify veterans with greater educational needs, and to allocate resources to support their use of tools such as secure messaging.
A vast majority (80%) of respondents felt that other veterans would benefit from education on how to access and use My HealtheVet and secure messaging. Furthermore, data suggest respondents’ perceptions of the usefulness of secure messaging are associated with frequency of use. These data warrant consideration for marketing secure messaging and providing education to intended users to ensure audiences understand the benefits and purposes for using this electronic communication tool. Finally, though the vast majority of participants were satisfied with the tool and reported intention to use secure messaging in the future, more than 40% reported that secure messaging tool could be improved to make it even more useful. This finding is timely and should be strongly considered as the VA continues efforts in redesigning and enhancing available electronic resources for their patients to support sustained use.

Table 9. Respondents’ perceptions of usefulness and reasons for use by technology-use factors are presented (N=819).

<table>
<thead>
<tr>
<th></th>
<th>Reasons for usefulness of secure messaging</th>
<th>Reasons for which messaging is used</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td><strong>Frequency of computer use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>15</td>
<td>2.67 (1.72)</td>
</tr>
<tr>
<td>Few times a month or less</td>
<td>31</td>
<td>2.74 (2.68)</td>
</tr>
<tr>
<td>At least once a week</td>
<td>109</td>
<td>3.64 (2.75)</td>
</tr>
<tr>
<td>Everyday</td>
<td>662</td>
<td>4.17 (2.74)</td>
</tr>
<tr>
<td><strong>Frequency of Internet use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>15</td>
<td>2.33 (1.72)</td>
</tr>
<tr>
<td>Few times a month or less</td>
<td>33</td>
<td>2.82 (2.92)</td>
</tr>
<tr>
<td>At least once a week</td>
<td>116</td>
<td>3.61 (2.67)</td>
</tr>
<tr>
<td>Everyday</td>
<td>653</td>
<td>4.19 (2.73)</td>
</tr>
<tr>
<td><strong>Frequency of My HealtheVet use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>37</td>
<td>1.05 (2.4)</td>
</tr>
<tr>
<td>Few times a month or less</td>
<td>629</td>
<td>3.9 (2.63)</td>
</tr>
<tr>
<td>At least once a week</td>
<td>136</td>
<td>5.34 (2.51)</td>
</tr>
<tr>
<td>Everyday</td>
<td>10</td>
<td>4.3 (3.59)</td>
</tr>
<tr>
<td><strong>Frequency of secure messaging use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>116</td>
<td>1.81 (2.47)</td>
</tr>
<tr>
<td>At least once a year</td>
<td>486</td>
<td>4.5 (2.35)</td>
</tr>
<tr>
<td>At least once a month</td>
<td>131</td>
<td>5.56 (2.36)</td>
</tr>
<tr>
<td><strong>Length of secure messaging use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;6 months</td>
<td>171</td>
<td>3.82 (2.45)</td>
</tr>
<tr>
<td>6 months to 1 year</td>
<td>187</td>
<td>4.47 (2.4)</td>
</tr>
<tr>
<td>&gt;1 year</td>
<td>312</td>
<td>4.97 (2.5)</td>
</tr>
</tbody>
</table>
Table 10. Relationship between survey respondents’ eHEALS, CEW, and BRIEF scores and My HealtheVet and secure messaging use.

<table>
<thead>
<tr>
<th></th>
<th>eHealth literacy score</th>
<th></th>
<th>Computer-Email-Web Fluency score</th>
<th></th>
<th>BRIEF Health Literacy score</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>Mean (SD)</td>
<td>P</td>
<td>n</td>
<td>Mean (SD)</td>
<td>P</td>
</tr>
<tr>
<td>Frequency of computer use</td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Never/few times per month or less</td>
<td>46</td>
<td>29.7 (7.5)</td>
<td>46</td>
<td>47.5 (24.1)</td>
<td>46</td>
<td>13.2 (4.6)</td>
</tr>
<tr>
<td>At least once a week</td>
<td>108</td>
<td>34.8 (7.3)</td>
<td>108</td>
<td>67.4 (17.1)</td>
<td>109</td>
<td>16.3 (3.1)</td>
</tr>
<tr>
<td>Everyday</td>
<td>661</td>
<td>39.4 (6.5)</td>
<td>661</td>
<td>81.2 (12.2)</td>
<td>662</td>
<td>17.8 (2.9)</td>
</tr>
<tr>
<td>Frequency of Internet use</td>
<td>&lt;.001</td>
<td>29.3 (7.3)</td>
<td>48</td>
<td>47.9 (23.6)</td>
<td>48</td>
<td>13.4 (4.4)</td>
</tr>
<tr>
<td>Never/few times per month or less</td>
<td>48</td>
<td>34.6 (7)</td>
<td>115</td>
<td>67.1 (16.5)</td>
<td>116</td>
<td>16.2 (3.3)</td>
</tr>
<tr>
<td>At least once a week</td>
<td>146</td>
<td>39.5 (6.4)</td>
<td>146</td>
<td>80.4 (13.3)</td>
<td>146</td>
<td>17.4 (3.3)</td>
</tr>
<tr>
<td>Frequency of My HealtheVet website use</td>
<td>&lt;.001</td>
<td>37.8 (7.3)</td>
<td>664</td>
<td>77 (16.6)</td>
<td>664</td>
<td>17.4 (3.2)</td>
</tr>
<tr>
<td>Never/few times per month or less</td>
<td>664</td>
<td>40.6 (5.8)</td>
<td>146</td>
<td>80.4 (13.3)</td>
<td>146</td>
<td>17.4 (3.3)</td>
</tr>
<tr>
<td>At least once a week</td>
<td>131</td>
<td>40 (6.1)</td>
<td>131</td>
<td>78.9 (14.5)</td>
<td>131</td>
<td>17 (3.5)</td>
</tr>
<tr>
<td>Frequency of secure messaging use</td>
<td>&lt;.001</td>
<td>36.1 (7.6)</td>
<td>43</td>
<td>73.1 (20.5)</td>
<td>43</td>
<td>16.5 (3.7)</td>
</tr>
<tr>
<td>Never</td>
<td>84</td>
<td>35.5 (7.1)</td>
<td>84</td>
<td>76.2 (15.8)</td>
<td>84</td>
<td>16.5 (3.7)</td>
</tr>
<tr>
<td>At least once a year</td>
<td>570</td>
<td>39.3 (6.4)</td>
<td>571</td>
<td>79.2 (14.5)</td>
<td>570</td>
<td>17.6 (3.1)</td>
</tr>
<tr>
<td>Satisfied with secure messaging tool</td>
<td>&lt;.001</td>
<td>36.5 (7.5)</td>
<td>51</td>
<td>73.2 (16.4)</td>
<td>51</td>
<td>16.1 (3.4)</td>
</tr>
<tr>
<td>Disagree</td>
<td>84</td>
<td>35.6 (7.6)</td>
<td>84</td>
<td>75.9 (15.7)</td>
<td>84</td>
<td>16.7 (3.7)</td>
</tr>
<tr>
<td>Neutral</td>
<td>513</td>
<td>39.7 (6.3)</td>
<td>515</td>
<td>80.1 (13.9)</td>
<td>513</td>
<td>17.8 (3.1)</td>
</tr>
<tr>
<td>Secure messages receive response in a timely fashion</td>
<td>&lt;.001</td>
<td>34.7 (8.9)</td>
<td>23</td>
<td>76.2 (17.4)</td>
<td>23</td>
<td>16.4 (3.9)</td>
</tr>
<tr>
<td>Disagree</td>
<td>48</td>
<td>35.3 (5.9)</td>
<td>48</td>
<td>74.3 (15.8)</td>
<td>48</td>
<td>16.1 (4.2)</td>
</tr>
<tr>
<td>Neutral</td>
<td>617</td>
<td>39.2 (6.6)</td>
<td>618</td>
<td>79 (15)</td>
<td>617</td>
<td>17.6 (3.1)</td>
</tr>
<tr>
<td>Secure messaging is a useful communication tool</td>
<td>&lt;.001</td>
<td>34.7 (6.8)</td>
<td>61</td>
<td>70.9 (20.8)</td>
<td>61</td>
<td>15.9 (4.2)</td>
</tr>
<tr>
<td>Disagree</td>
<td>87</td>
<td>35.3 (6.7)</td>
<td>88</td>
<td>73.6 (16.2)</td>
<td>88</td>
<td>17.2 (2.9)</td>
</tr>
<tr>
<td>Secure messaging is easy to use</td>
<td>&lt;.001</td>
<td>39.7 (6.3)</td>
<td>544</td>
<td>80.3 (13.6)</td>
<td>542</td>
<td>17.6 (3.1)</td>
</tr>
<tr>
<td>Disagree</td>
<td>543</td>
<td>39.7 (6.3)</td>
<td>544</td>
<td>80.3 (13.6)</td>
<td>542</td>
<td>17.6 (3.1)</td>
</tr>
<tr>
<td>Secure messaging saves time</td>
<td>&lt;.001</td>
<td>35.2 (7.9)</td>
<td>30</td>
<td>75.4 (14.5)</td>
<td>30</td>
<td>16.4 (3.8)</td>
</tr>
<tr>
<td>Disagree</td>
<td>61</td>
<td>34.7 (6.8)</td>
<td>61</td>
<td>70.9 (20.8)</td>
<td>61</td>
<td>15.9 (4.2)</td>
</tr>
<tr>
<td>Secure messaging could be improved to make it more useful</td>
<td>n</td>
<td>Mean (SD)</td>
<td>P</td>
<td>n</td>
<td>mean (SD)</td>
<td>P</td>
</tr>
<tr>
<td>----------------------------------------------------------</td>
<td>---</td>
<td>-----------</td>
<td>---</td>
<td>---</td>
<td>-----------</td>
<td>---</td>
</tr>
<tr>
<td>Disagree</td>
<td>62</td>
<td>41.4 (7)</td>
<td>.014</td>
<td>62</td>
<td>83.5 (9.9)</td>
<td>.031</td>
</tr>
<tr>
<td>Neutral</td>
<td>215</td>
<td>38.9 (6.5)</td>
<td>.001</td>
<td>215</td>
<td>78.1 (15.9)</td>
<td>.001</td>
</tr>
<tr>
<td>Agree</td>
<td>341</td>
<td>37.9 (7.1)</td>
<td>.001</td>
<td>342</td>
<td>77.3 (16)</td>
<td>.001</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Secure messaging is a secure and safe form of communication</th>
<th>n</th>
<th>Mean (SD)</th>
<th>P</th>
<th>n</th>
<th>mean (SD)</th>
<th>P</th>
<th>n</th>
<th>mean (SD)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disagree</td>
<td>18</td>
<td>37.4 (8.5)</td>
<td>&lt;.001</td>
<td>18</td>
<td>77.6 (16.2)</td>
<td>&lt;.001</td>
<td>18</td>
<td>16.3 (3.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Neutral</td>
<td>70</td>
<td>33.3 (8.3)</td>
<td>.059</td>
<td>71</td>
<td>71.9 (18.6)</td>
<td>.545</td>
<td>71</td>
<td>16.5 (3.8)</td>
<td>.545</td>
</tr>
<tr>
<td>Agree</td>
<td>584</td>
<td>39.4 (6.2)</td>
<td>&lt;.001</td>
<td>585</td>
<td>79.1 (14.8)</td>
<td>&lt;.001</td>
<td>584</td>
<td>17.5 (3.2)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Intention to use secure messaging in the future</th>
<th>n</th>
<th>Mean (SD)</th>
<th>P</th>
<th>n</th>
<th>mean (SD)</th>
<th>P</th>
<th>n</th>
<th>mean (SD)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disagree</td>
<td>15</td>
<td>34.1 (9.8)</td>
<td>&lt;.001</td>
<td>15</td>
<td>73.9 (18.5)</td>
<td>&lt;.001</td>
<td>15</td>
<td>17.4 (3.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Neutral</td>
<td>44</td>
<td>34.5 (9.1)</td>
<td>.059</td>
<td>44</td>
<td>73.2 (19.9)</td>
<td>.545</td>
<td>44</td>
<td>16.8 (4.2)</td>
<td>.545</td>
</tr>
<tr>
<td>Agree</td>
<td>687</td>
<td>38.8 (6.6)</td>
<td>&lt;.001</td>
<td>688</td>
<td>78.4 (15.3)</td>
<td>&lt;.001</td>
<td>687</td>
<td>17.4 (3.2)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Education and/or support on how to best use My HealtheVet and secure messaging would be helpful</th>
<th>n</th>
<th>Mean (SD)</th>
<th>P</th>
<th>n</th>
<th>mean (SD)</th>
<th>P</th>
<th>n</th>
<th>mean (SD)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disagree</td>
<td>184</td>
<td>41.2 (7)</td>
<td>.372</td>
<td>183</td>
<td>83.4 (10.8)</td>
<td>.027</td>
<td>185</td>
<td>18.3 (3)</td>
<td>.027</td>
</tr>
<tr>
<td>Neutral</td>
<td>245</td>
<td>38.8 (6.9)</td>
<td>.027</td>
<td>246</td>
<td>79.3 (14.7)</td>
<td>.027</td>
<td>246</td>
<td>17.5 (3.2)</td>
<td>.027</td>
</tr>
<tr>
<td>Agree</td>
<td>328</td>
<td>36.2 (6.9)</td>
<td>.027</td>
<td>328</td>
<td>73.2 (18)</td>
<td>.027</td>
<td>326</td>
<td>16.8 (3.2)</td>
<td>.027</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Veterans would benefit from education on how to access and use My HealtheVet and secure messaging</th>
<th>n</th>
<th>Mean (SD)</th>
<th>P</th>
<th>n</th>
<th>mean (SD)</th>
<th>P</th>
<th>n</th>
<th>mean (SD)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disagree</td>
<td>12</td>
<td>37.3 (11)</td>
<td>.372</td>
<td>12</td>
<td>84.7 (9.2)</td>
<td>.027</td>
<td>12</td>
<td>15.5 (4.8)</td>
<td>.027</td>
</tr>
<tr>
<td>Neutral</td>
<td>77</td>
<td>39.3 (6.5)</td>
<td>.027</td>
<td>77</td>
<td>81.2 (12.8)</td>
<td>.027</td>
<td>77</td>
<td>18 (3.3)</td>
<td>.027</td>
</tr>
<tr>
<td>Agree</td>
<td>651</td>
<td>38.1 (7.2)</td>
<td>.027</td>
<td>651</td>
<td>76.9 (16.6)</td>
<td>.027</td>
<td>651</td>
<td>17.2 (3.2)</td>
<td>.027</td>
</tr>
</tbody>
</table>

**Limitations**

The limitations of this cross-sectional survey study should be considered when interpreting these data. First, the generalizability of the survey sample in our study is a strength and a limitation. Our data are representative of the veteran patient population who are registered and opted-in to use secure messaging; however, these data do not represent those veterans who did not opt in to use this communication tool nor represent the general population’s use of secure messaging systems outside of the VA. Furthermore, the response rate of our survey was less than 50%. Although consistent with response rates in similar user experience studies, caution should be exercised when generalizing these survey results to any veteran population. Second, our respondents were also more likely to be older white males, with higher levels of income and education. Although this is representative of the current veteran population, it is not representative of the diversification seen in younger active military and new veteran populations. Thus, it is best to exercise caution in generalizing our results to the entire veteran population; however, we can still draw useful conclusions from the survey data to understand veterans’ experiences and reasons for use of secure messaging to inform future research in evaluating and increasing the sustained meaningful use of secure messaging. Third, as with any cross-sectional study, this survey does not allow statements on the causality of secure messaging use, however, it does provide much needed descriptive data to understand veteran’s experiences in using secure messaging to manage their health. Finally, although this cross-sectional survey study provided important data on veterans’ experiences and use of secure messaging, we cannot comment on how clinicians and other VA health care team members are using secure messaging to reciprocate communication with their patients or their experiences in using this tool. These questions require further examination.
Conclusions

Findings from this survey research provided data on veterans’ reported use of the secure messaging tool, their reasons for using secure messaging, and factors that influence their use of secure messaging. These large-scale survey findings validated previously published qualitative findings suggesting that veterans perceive secure messaging as a useful tool for communicating with health care teams. Secure messaging use, perceptions of ease of use, and satisfaction differ by gender, education, income, health, and eHealth literacy levels. These data contribute to the body of knowledge on the use of electronic forms of patient-provider communication such as secure messaging and can be used to inform efforts to develop education and marketing content for potential users, as well as identify points of intervention to support sustained secure messaging use.
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Abstract

Background: Youth and adolescent non-medical use of prescription medications (NUPM) has become a national epidemic. However, little is known about the association between promotion of NUPM behavior and access via the popular social media microblogging site, Twitter, which is currently used by a third of all teens.

Objective: In order to better assess NUPM behavior online, this study conducts surveillance and analysis of Twitter data to characterize the frequency of NUPM-related tweets and also identifies illegal access to drugs of abuse via online pharmacies.

Methods: Tweets were collected over a 2-week period from April 1-14, 2015, by applying NUPM keyword filters for both generic/chemical and street names associated with drugs of abuse using the Twitter public streaming application programming interface. Tweets were then analyzed for relevance to NUPM and whether they promoted illegal online access to prescription drugs using a protocol of content coding and supervised machine learning.

Results: A total of 2,417,662 tweets were collected and analyzed for this study. Tweets filtered for generic drugs names comprised 232,108 tweets, including 22,174 unique associated uniform resource locators (URLs), and 2,185,554 tweets (376,304 unique URLs) filtered for street names. Applying an iterative process of manual content coding and supervised machine learning, 81.72% of the generic and 12.28% of the street NUPM datasets were predicted as having content relevant to NUPM respectively. By examining hyperlinks associated with NUPM relevant content for the generic Twitter dataset, we discovered that 75.72% of the tweets with URLs included a hyperlink to an online marketing affiliate that directly linked to an illicit online pharmacy advertising the sale of Valium without a prescription.

Conclusions: This study examined the association between Twitter content, NUPM behavior promotion, and online access to drugs using a broad set of prescription drug keywords. Initial results are concerning, as our study found over 45,000 tweets that directly promoted NUPM by providing a URL that actively marketed the illegal online sale of prescription drugs of abuse. Additional research is needed to further establish the link between Twitter content and NUPM, as well as to help inform future technology-based tools, online health promotion activities, and public policy to combat NUPM online.

(J Med Internet Res 2015;17(12):e280) doi:10.2196/jmir.5144
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Introduction

Prescription drug abuse among youth and adolescents is a recognized national public health crisis [1]. Current data and behavioral trends on “non-medical use of prescription medication” (NUPM) are largely derived from nationally representative anonymous self-administered surveys that ask American high school students to self-report recent and past drug abuse behavior [2,3]. However, the rapid increase in Internet use, social media engagement, and near universal access to mobile devices among teens (aged 13-17) allows for augmentation of traditional NUPM survey data with other digital sources of information that are readily available for “big data” analysis and that can be used for health surveillance and prevention [4,5]. Specifically, Internet users are increasingly “self-reporting” their behavior on a variety of health subjects outside of structured surveys via multiple online social networking channels, including platforms such as Twitter, Facebook, Instagram, blogs, and other social sharing sites. In order to leverage this secondary source of information that can contribute to a better understanding of NUPM, this study identifies, characterizes, and describes prescription drug abuse trends and behavior via the popular microblogging platform, Twitter, which has already been associated with risky health behavior and is heavily populated by youth and adolescents [1,6,7].

Twitter currently commands some 316 million active monthly users and, though not the predominant social media site among teens, is used by an estimated one third of this age demographic and by 23% of all online adults, thereby serving as an important social and communication information-based research tool [4,8]. Additionally, compared to other social network platforms, Twitter provides one of the most versatile public application programming interfaces (APIs), allowing users to access large-scale real-time and historical communication data, though certain limitations in collecting such data exists (discussed below).

Hence, this study seeks to leverage the ability to access, construct, and analyze large conversational datasets from Twitter in order to assess how NUPM is being promoted in this environment of Internet users, similar to previous studies using Twitter to address other important public health issues, including drug safety [9-17]. The study also expands on prior studies assessing the association between NUPM and Twitter by examining whether the content of user-generated tweets directly enables NUPM access to prescription medications from illicit online pharmacies [7,10,18,19]. Illegal marketing and sales of prescription drugs by online pharmacies is an important public health and patient safety issue that the World Health Organization, US Food and Drug Administration, US Drug Enforcement Agency, and other stakeholders recognize as needing to be addressed [1,6,7,19].

Methods

The methods for this study consist of two distinct phases: data collection (Phase 1) and data coding, analysis, and visualization (Phase 2). We describe each of these phases in detail below.

Phase 1: Data Collection

Phase 1 of the study first identified prescription drugs commonly abused by youth and adolescents using information available from the National Institute on Drug Abuse and developed keywords as filters that were then applied to the collection of Twitter data (see Figure 1 for keywords used and visual depiction of the data collection strategy) [20]. We used the identified drug’s generic/chemical/international nonproprietary name (eg, oxycodone) and brand name (eg, OxyContin, Percocet) in one set of data collected (ie, Generic Names), and the common “street” or “slang” names (eg, oxy, oxycotton) of drugs in another set of data collection (ie, Street Names) in order to optimize conversational data capture associated with NUPM promotion and behavior [21,22]. Data were collected from the public Twitter Streaming API, and we applied the identified keywords/filters as endpoints in the data capture. This provided us with multiple raw JavaScript Object Notation (JSON) datasets of Twitter feeds and associated metadata for further analysis.

The study conducted an analysis of a 2-week subset of data collected and analyzed using this process from April 1-14, 2015 (ie, Study Data). The two separate datasets of tweets (one filtered for a drug’s generic name and a second for street names) were collected from the Twitter Streaming API using streamR package in R (CRAN), which was deployed on cloud-based computing services offered by Amazon Web Services (AWS) via Amazon EC2 t2.micro instances. In accessing the Twitter Streaming API, we used two different sets of Twitter apps, Consumer Keys (API Keys) and Consumer Secrets (API Secrets), in order to maximize data capture and lower the chance of hitting the Twitter Streaming API cap. The 2-week subset of data is part of a larger Twitter NUPM data mining project that has collected 3 months’ worth of data and that is undergoing separate analysis. AWS services were chosen due to their relative low cost (discussed below) and primarily for their stability in collecting, transferring, and storing data generated for this project. Specifically, the reliability of AWS (guaranteed availability of 99.95% for external connectivity) ensures contiguity of data when using multiple instances to collect data from the Twitter Streaming API.

R for streaming Twitter data was run on an RStudio Server preconfigured on an Amazon Machine Image (ami-45c72a01) originally developed and made freely accessible to the public (Louis Aslett’s RStudio Server Amazon Machine Image website). Streaming was scheduled to iteratively initiate and end every 24 hours, generating daily JSON files that included Twitter data filtered for prescription drug abuse keywords. In the event that streaming was interrupted for any reason, the script was written to automatically prompt the restart of the streaming collection process. The daily files were automatically transferred to a separate file storage server via SCP data transfer, and original files on the AWS server were deleted via SSH if the transfer was successful. Data analysis was performed on a local machine (Dell Precision T5810, 64GB memory, 4 CPU cores) or on an Amazon EC2 m4.4xlarge instance (64GB memory, 16 CPU cores). The R scripts and shell scripts used in this study are available from the first author’s GitHub repository (TK).
Phase 2: Data Coding, Analysis, and Visualization

Phase 2 of this study involved analyzing data for characteristics of interest by conducting data content coding using a supervised machine learning protocol. The process was first carried out by the second and third authors who acted as human coders and independently reviewed and coded a subset of 1000 randomly selected tweets from each instance. The second author, with expertise and training in substance abuse behavior, trained the third author for content coding. These randomly sampled tweets...
(including the textual content and select metadata) were reviewed and coded for the following characteristics: (1) relevance to NUPM behavior (ie, reviewing tweets and assessing if they actually discussed NUPM behavior and/or promotion) and (2) assessing NUPM characterization (positive or negative promotion/attitudes) (see Table 1 for details on content coding).

Table 1. Content analysis categories.

<table>
<thead>
<tr>
<th>Relevant vs non-relevant</th>
<th>Favorable, non-favorable, neutral content analysis</th>
<th>Illicit online source information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relevant: Contained content discussing NUPM behavior, attitudes, information about buying online, reporting health effects</td>
<td>Favorable promotion: Emphasizing benefits and/or minimizing risks regarding NUPM and generally promoting NUPM lifestyle/behavior</td>
<td>Online access: Providing a URL/hyperlink to “buy” or “online purchase” of prescription drugs</td>
</tr>
<tr>
<td>Non-relevant: Topics not associated with NUPM (eg, sports, consumer goods, news reports, music, lawful use of drugs in clinical settings) and tweets without sufficient content to code</td>
<td>Non-favorable promotion: Providing information on risk, side effects, or information on addiction treatment</td>
<td>Risk characteristics of online pharmacy linked to content: Online pharmacy identified as “unapproved” or “rogue” on LegitScript sitea</td>
</tr>
</tbody>
</table>

*LegitScript: “rogue” is categorized as a website that appears to be intentionally or knowingly violating applicable laws or regulations; “unapproved” is categorized as verified as lacking compliance with LegitScript standards or other applicable laws and regulations.

This subset of human coded tweets was then used to train machine classifiers for “relevance” and “favorability” by a Support Vector Machine (SVM) algorithm in R that was then applied to the full dataset of collected tweets. Accuracy of the models was tested with 10-fold cross-validations with 3 repeats using the caret package [23]. In order to create a feature vector representation of each document (tweet), a corpus of the subsampled tweets was generated using the tm package in R [24]. This process involved data cleaning by transforming all texts to lower case, removing uniform resource locators (URLs), numbers, punctuations, and stop words (English language plus “re” and “rt”), as well as word grouping (n-grams) followed by generation of a Term-Document Matrix.

Qualitative analysis of tweets was then conducted by analyzing the source JSON Twitter data in streamR package that parses JSON files and transforms them in R data frames. Additional analysis was conducted by exporting JSON data to CSV (comma separated values) format and importing it into software NVivo 10 (QSR International) for further data storage, organization, and management. R was also used to visualize a word cloud associated with the highest frequency terms detected in Twitter content in order to better identify thematic categories in the data (“wordcloud” package).

We also manually coded the subset of tweets determined as relevant for NUPM for identification of any URLs/hyperlinks in tweets advertising online sale of prescription drugs. We used the NVivo NCapture feature to archive websites with hyperlinks in order to review content and determine if they were relevant to NUPM, acted as marketing affiliates, or directly sold prescription drugs online. A review of the risk status of illicit online pharmacy NUPM links was achieved by cross-referencing websites associated with hyperlinks using a database from the private Internet monitoring company, LegitScript, which provides information on websites likely in violation of applicable laws in one or more countries [25].

All tweets classified as NUPM-relevant that also had available latitude and longitude data were geocoded as individual points onto a contiguous map of the United States using ArcGIS version 10.1 (Esri). A publically available base map was downloaded from the Esri website, and a scale of 1 centimeter:150 kilometers was applied. For the geographic coordinate system, we adopted the World Geodetic System 1984 standard. Zip code–level data on the number of individuals by age group was downloaded from the US Census Bureau, and the kernel density function was used to create a heatmap from this data, thereby displaying a gradient from blue to red for lower density of individuals between ages 15-19 to higher density of individuals in this age group, respectively. This was done to visualize the distribution of NUPM geocoded tweets to regions of the United States with a higher density of teens and young adults.

Results

Data Collection Results

We experienced no detectable interruptions in service during the 2-week study data period for our two separate Rstudio AWS instances. In total, our study data yielded 2,417,662 tweets, comprising 232,108 generic name tweets, 72.53% (n=168,355) of which were in English; and 2,185,554 street name tweets, 81.74% (n=1,786,626) of which were in English. Study data for the generic name instance yielded 1.44% (n=3351) that were geocoded for geographic location (a similar rate of location-enabled tweets compared to previous studies [26,27]), and 49.84% (n=115,685) that included URLs (comprising 22,174 unique URLs). Similarly, our street name NUPM instance yielded 1.39% (n=30,274) geocoded tweets and 43.51% (n=951,107) that included URLs (comprising 376,304 unique URLs). We describe preliminary data characteristics and their association with NUPM promotion, behavior, and access for both instances in the next section.

We note that during the study data period we received limit notices (limit count) for both instances collecting data from the public streaming API indicating that a filtered stream matched more tweets than the rate limit allowed to be delivered [28]. Twitter limit notices provide a total count of the number of undelivered tweets since the API connection was opened and can contextualize how representative filtered data collected from the Twitter public API is compared to the full Twitter firehose (which offers full and complete access to current and historic tweets). A total count of 247 tweets (corresponding to 0.1% of collected tweets) and 8327 (0.38%) in the generic and street name instances were reported, respectively.
Word Frequency and Association

Prior to conducting our content coding for study data, we first conducted text mining and analysis in R using the tm package. After generating a Term-Document Matrix, we analyzed Twitter NUPM content for word frequency and association. The most frequently observed words contained in the generic name dataset (frequency count includes all words used in a tweet including non-keyword terms) were for several drugs subject to abuse by youth and adolescents including: Valium (6.23% of all words observed, n=50,769, rank #1), Adderall (5.33%, n=43,426, rank #3), and Xanax (4.48%, n=36,486, rank #4). The relative high frequency of specific NUPM keywords indicates that even without using a separate process for iteratively filtering and coding of Twitter content, the original filters applied in this instance were more likely to yield a reasonable percentage of NUPM relevant tweets given the specificity of keywords.

Conversely, in the street name instance, we immediately noticed that non-specific street names for drugs (primarily “speed,” which refers to amphetamine; “reds,” which refers to barbiturates; and “benz,” which refers to benzedrine) were used in several thousands of tweets unrelated to drug abuse. The presence of tweets that were “noisy” (ie, prescription drug abuse slang terms that introduce extreme noise as they are used in more common words or return results about unrelated topics) in this instance necessitated further filtering of the dataset, pointing to the need for better construction of keyword filters during the initial data collection phase [29]. Based on these preliminary results, we conducted a separate filtering of the street name dataset to exclude the above three keywords that introduced noise and used this new dataset of 79,949 tweets during the content analysis process. The words with the highest frequency in the street name instance were “skippy” (slang for the drug Adderall/Ritalin, 2.73% of all words observed, n=12,453, rank #1), “yellows” (slang for barbiturates, 2.08%, n=9511, rank #2), “uppers” (slang for amphetamines, 2.08%, n=9498, rank #3), “barbs” (slang for barbiturates, 1.35%, n=6168, rank #4), and “oxy” (slang for OxyContin/Oxycodone, 1.15%, n=5269, rank #5).

Two separate word clouds were generated depicting the frequency of all words observed in the text of tweets analyzed for both instances (see Figures 2 and 3).
Twitter NUPM Characteristics

In the next step, we applied our supervised machine learning content coding protocol in order to more specifically identify content relevant to NUPM. We used this process to filter out “false positive” tweets that were unrelated to NUPM but nevertheless were returned in filtered results as the keyword appeared somewhere in the text or metadata [22]. Coding of data between the 2 human coders achieved a high level of intercoder agreement for both subsamples of data from the two instances (all Cohen’s kappas for characteristics reviewed were greater than .83 and had a mean score of $k = .91$). Supervised machine learning was conducted by defining a feature space of documents (tweets) with a unigram term-document matrix. The accuracy score of the classifier models of tweet relevance to NUPM, when evaluated by repeating 10-fold cross validation three times, was 94.5% for the generic name dataset and 93.5% for the street name dataset, while accuracy scores of favorability for the generic name data were 95.1% and 94.1% for the street name data. We also compared the performance of models built from different word-grouping units (unigram, bigram, trigram, and combination of 1-3 grams); however, larger grouping units did not add significant performance improvement compared to unigram analysis. We therefore used the model created with unigram text data for the final analysis.

Applying this classifier to the generic name dataset yielded a total of 135,776 tweets (81.72% of the English tweets with at least one keyword) that were predicted to be relevant to NUPM behavior or promotion. Conversely, false positives were detected in high frequency in the street name instance (eg, OXY, which is a stock listing symbol for the publicly traded company Occidental Petroleum Corporation and #uppers, which is a Twitter hashtag for users who engage in political discussion), with only 9817 (12.28%) tweets predicted as relevant to NUPM. Of the NUPM relevant tweets, an estimated 98.59% ($n=133,863$) and 78.76% ($n=7732$) favorably promoted NUPM behavior in the generic name and street name instances, respectively. Finally, after filtering both instances for NUPM-relevant tweets, 1.36% ($n=1842$) and 3.1% ($n=308$) were detected as geocoded, in the generic name and street name instances, respectively, with most of the tweets originating from users in California, Texas, and New York. In a map comparing individual geolocatable tweets with zip code–level kernel density of individuals aged 15–19, there was a positive relationship observed between NUPM tweets and areas with higher youth density (see Figure 4).
Illegal Online Access to Prescription Drugs

In the NUPM relevant tweets for the generic name dataset, there were 59,845 hyperlinks with 5039 unique URLs. The vast majority of these hyperlinks (88.54%, n=52,988) were tweeted at least 9 times. We then manually reviewed the websites connected to hyperlinks for content tweeted at least 9 times in order to determine if websites actually marketed or sold prescription drugs. The most frequently observed URL was for a purported online pharmacy using the name “CostaPharmacy.” It was mentioned in 75.72% (n=45,317) of all tweets with hyperlinks and on further inspection was identified as an online marketing affiliate site that promoted the online purchase of Valium (diazepam), a benzodiazepine type of medication used as a tranquilizer that is commonly abused. A total of 8171 different Twitter users tweeted or retweeted to this affiliate site that contained, within its website content, a direct link to an illegal online pharmacy. Importantly, the linked online pharmacy was categorized as “rogue” by LegitScript indicating that the website appears to be intentionally or knowingly violating applicable laws or regulations. On review of WHOIS records, it appears to be located in Russia (see Figure 5 for visualization of tweet, hyperlinks, and connection between websites). By counting the number of users following accounts that mentioned the URL, we estimate that content containing the hyperlink connected with this illegal online pharmacy was broadcast to over 250,000 total Twitter users within the 2-week study data period. We also observed a much smaller number of additional tweets with hyperlinks to NUPM access points that either advertised the sale of a prescription drug and then linked to another site or actually claimed to sell the drug directly to customers via their online storefront. All associated links to online pharmacy sites reviewed were categorized as “rogue.” Additionally, other links we observed promoted NUPM but were not associated with an online pharmacy. This included Twitter content with links to hip hop songs promoting the NUPM lifestyle, NUPM promotional items sold on eBay, and a tweet linking to a website selling nutritional supplements advertised as substitutes for NUPM drugs (see Table 2 for examples).

Table 2. Examples of different categories of NUPM tweets with website links.

<table>
<thead>
<tr>
<th>Category</th>
<th>Tweet content</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lifestyle: individual user</td>
<td>RT @[ANONYMIZED]: &quot;I wanna try xanax&quot; Me <a href="https://t.co/XpTErzo6W6">https://t.co/XpTErzo6W6</a></td>
<td>Retweet of individual user promoting drug abuse initiation with link to video where user shows pills in hand</td>
</tr>
<tr>
<td>Lifestyle: individual user</td>
<td>RT @[ANONYMIZED]: Prescription drugs, show me lovePercocets, Adderall, Xanny bars, get codeine involved</td>
<td>Tweet describing promotion of polydrug abuse with several different therapeutic classes</td>
</tr>
<tr>
<td>Lifestyle: music</td>
<td>RT @[ANONYMIZED]: Go do some xanax, crank this shit <a href="https://t.co/9N72OXO0rs">https://t.co/9N72OXO0rs</a></td>
<td>Retweet with link to streaming hip hop song promoting prescription drug abuse behavior</td>
</tr>
<tr>
<td>Commercial: individual seller</td>
<td>Check out Xanax Pill Necklace <a href="http://t.co/IfeGqe014">http://t.co/IfeGqe014</a> via @eBay</td>
<td>Link to eBay seller account for a Xanax pill bar necklace that promotes NUPM lifestyle</td>
</tr>
<tr>
<td>Commercial: company</td>
<td>Over the counter? #Adderall?#Xanaxsubstitute #anxiety-naturalremedy? #herbalremedy <a href="http://ow.ly/MsyqQ">http://ow.ly/MsyqQ</a></td>
<td>Tweet linking to website selling nutritional supplements that are advertised as substitutes to Adderall and Xanax</td>
</tr>
<tr>
<td>Online pharmacy–related link</td>
<td>RT @[ANONYMIZED]: How to Buy Valium Online <a href="http://t.co/qkDY8Zj08W">http://t.co/qkDY8Zj08W</a></td>
<td>Retweet with link to marketing affiliate that included a link to an illicit online pharmacy</td>
</tr>
</tbody>
</table>
We note that in the street name dataset, no NUPM online access links were detected. This was determined by manually reviewing all 653 unique URLs included in the NUPM relevant tweets for the street name dataset, revealing that none of the links were associated with an online pharmacy.

Figure 5. Twitter NUPM content illicit online pharmacy relationship.

Overall Cost and Accessibility

Important in assessing the feasibility of this study is describing the overall cost of project implementation. Primarily, we attempted to conduct the data collection phase of this study with computational and software resources already available in the public domain. This included the use of the R programming language as a data collection and analysis platform, which utilized several software packages that were open access and free to use. Since the Twitter Streaming API collects data in real-time, contiguity of data primarily depends on the reliability of the network connectivity. We therefore used AWS services to ensure fidelity of our data collection (ie, service level guarantees of 99.95% uptime). Overall, AWS services to support this study were delivered at low cost, at a total expense of US $17 per instance with 40GB of storage space (excluding the AWS free Tier of 750 machine hours per month of t2.micro instances) for a total data collection period of approximately 3 months (analysis for the entire period of data collection is ongoing). Because fees for AWS services are variable based upon size of storage, CPU utilization, and memory size, by regularly transferring data to an external storage space one can also minimize the cost required for data storage directly on AWS.

Discussion

Principal Results

Based on our analysis of the study data collected, it appears that NUPM promotion via Twitter is occurring frequently for specific keywords associated with a drug’s chemical or generic name and yields large-scale datasets that require the appropriate combination of analytical and computing tools to appropriately assess potential behavioral risk factors and online access. In comparison, the more indistinct use of NUPM street or popular names that includes descriptive or non-specific terms introduced more noise and far fewer relevant results compared to the generic name dataset. From a data collection standpoint, our 2-week period of study data yielded over 2 million tweets from both instances, with a total of 6.02% (n=145,593) determined relevant to NUPM behavior or promotion based on our use of supervised machine learning for content analysis.

Our most concerning finding was that in the generic name instance, a significant percentage (33.37%, n=45,317) of the machine classified NUPM relevant content originated from a highly propagated live hyperlink to a marketing affiliate that provided direct access to prescription drugs of abuse through an illegal online pharmacy. The marketing affiliate site advertises the online sale of several drugs of abuse, including Ativan, Ambien, Lunesta, Valium, and Xanax, among other classes of prescription drugs. The tweets for this hyperlink varied slightly in content, but all blatantly advertised the sale of Valium (eg, “RT [@username anonymized]: Valium Online Without Prescription [URL]” or “RT [@username anonymized]: Where to Buy Valium Online [URL]”) and were retweeted by a large network of Twitter accounts potentially exposing hundreds of thousands of Twitter users to NUPM promotion and access. As a Drug Enforcement Agency Schedule IV controlled substance, the online sale of Valium and other drugs that carry the potential for abuse and dependence, is in direct violation of the Ryan Haight Online Pharmacy Consumer Protection Act, a federal law named after a San Diego Teen who lost his life after overdosing from illegally purchasing prescription painkillers online [1,6].

Finally, the relatively low count in undelivered tweets compared to the total tweets collected in each instance may indicate that our data collection methodology has a higher rate of completeness (99.9% for the generic name instance and 99.7% for the street name instance) and is a more representative sample compared to what is generally represented in the literature regarding the Twitter Public API [22]. It may also indicate that
by creating separate virtual instances for data collection operating on different keyword filters and consumer keys/access tokens, our data collection process can avoid Streaming API rate limits (usually estimated at 1% sample of all tweets). Overall, the study supports findings from prior studies that have used the Twitter Streaming API to collect large amounts of Twitter content instead of licensing content from a third-party data reseller that may be cost-prohibitive to certain researchers (ie, the starting price for a GNIP Twitter dataset request is US $1250) [13,26,30,31].

**Limitations**

There are certain limitations to our study that impact the generalizability of results to NUPM behavior and promotion via Twitter. When hand coding tweets, human coders observed that some tweets were extremely short (ie, 1-2 words) and did not contain content that indicated that it promoted NUPM behavior or access, even though the keyword was contained in the tweet. These tweets were coded as non-relevant by human coders as they would likely be interpreted by Twitter users as non-relevant and were a very small percentage (<5%) of overall human coded tweets. Additionally, the text of some tweets contained hyperlinks to images and other media associated with the tweet that helped contextualize the content/message or confirm promotion of NUPM behavior. Although human coders reviewed these images that were linked to these tweets, which aided in their interpretation of content classification, our machine learning algorithm was not able to analyze this media in subsequent machine classification prediction. We also estimated the number of Twitter users who potentially received the rogue online pharmacy Valium hyperlink by examining the followers_count field of the user statuses. Although this approach is limited in that the analysis can be performed only retrospectively and thus the followers_count may differ from the time the tweets were actually generated, the result is indicative of how a Twitter user network can play a role in promoting illicit online pharmacies to a broad base of users.

Finally, given the large scale of data collected per instance relative to the short time period examined, future content coding of NUPM Twitter data will likely need to be assisted with additional high-performance computational tools/services in order to make such a project scalable over a longer period of data collection. Further, more iterative rounds of human coding using Twitter data collected over a longer period of time with more diversity in Twitter users and content could help improve the machine learning process. Possible solutions to augment trained human coding include the use of crowdsourcing large networks of human coders (eg, Amazon Mechanical Turk workers) or the use of new content coding services in the cloud, such as those offered by the company DiscoverText, that offer cloud-based text analytics solutions targeted for analyzing social media data [32,33]. These tools and platforms have already been utilized in previous substance abuse studies and could be applied to future work analyzing a larger dataset of NUPM tweets [11,32-34]. We also did not filter for language as we are considering the possibility of using language information in future studies. Here, however, we content coded only English tweets and not non-English tweets (19.14%, n=462,681 of the dataset.) We also encountered a handful of “dead” links in the hyperlinks manually coded for association with an illicit online pharmacy, though we note in both cases this was an extremely small percentage of the total tweets collected over the study period.

**Comparison With Prior Work**

The few studies that have specifically examined the association between Twitter and NUPM have focused on testing the ability to illegally advertise illicit online pharmacy content via a fictitious Twitter account, qualitatively assessing tweets about prescription opioids, online social engagement between networks of prescription drug abusers that use Twitter, and Twitter use to promote drug abuse of Adderall among college students [7,10,19,35]. This study expands on previous studies to further explore how the Twitter environment can promote NUPM behavior and access by examining a broad set of prescription drug keywords associated with abuse by youth and adolescents. The study builds on previous research that has used different sets of prescription drug and common/slang keywords to filter and analyze Twitter data, as well as prior studies that have analyzed the content of hyperlinks detected in large-scale datasets of filtered tweets for other public-health related topics [16,36-38].

**Conclusions**

As youth and adolescents increasingly engage in online communities, social relationships, and conversations about NUPM via popular social media platforms such as Twitter, additional research is critical in order to leverage strategies of “infoveillance” to collect data needed to tailor future public health interventions attempting to combat prescription drug abuse among this vulnerable population [5,39]. Importantly, analysis of real-time data via Twitter, can help inform and contextualize traditional public health surveillance approaches collected through national surveys and also help proactively identify changing and emerging trends in prescription drug abuse behavior that are unique to the online environment. The study also identifies Twitter as a potential source for information illegally promoting the sale of controlled prescription drugs directly to consumers, which is a concerning observation given the inherent risk of abuse, dependency, and questionable authenticity of medicines provided by online pharmacies who are in violation of applicable law, including the US Ryan Haight Act. These results support renewed focus to better understand these understudied channels of NUPM promotion and needed commitment to develop technology-based tools, online health promotion activities, and public policy protecting youth and adolescents from prescription drug abuse online.
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Abstract

Background: Online health information–seeking behaviors have been reported to be more common at the beginning of the workweek. This behavior pattern has been interpreted as a kind of “healthy new start” or “fresh start” due to regrets or attempts to compensate for unhealthy behavior or poor choices made during the weekend. However, the observations regarding the most common health information–seeking day were based only on the analyses of users’ behaviors with websites on health or on online health-related searches. We wanted to confirm if this pattern could be found in searches of Wikipedia on health-related topics and also if this search pattern was unique to health-related topics or if it could represent a more general pattern of online information searching—which could be of relevance even beyond the health sector.

Objective: The aim was to examine the degree to which the search pattern described previously was specific to health-related information seeking or whether similar patterns could be found in other types of information-seeking behavior.

Methods: We extracted the number of searches performed on Wikipedia in the Norwegian language for 911 days for the most common sexually transmitted diseases (chlamydia, gonorrhea, herpes, human immunodeficiency virus [HIV], and acquired immune deficiency syndrome [AIDS]), other health-related topics (influenza, diabetes, and menopause), and 2 nonhealth-related topics (footballer Lionel Messi and pop singer Justin Bieber). The search dates were classified according to the day of the week and ANOVA tests were used to compare the average number of hits per day of the week.

Results: The ANOVA tests showed that the sexually transmitted disease queries had their highest peaks on Tuesdays \((P<.001)\) and the fewest searches on Saturdays. The other health topics also showed a weekly pattern, with the highest peaks early in the week and lower numbers on Saturdays \((P<.001)\). Footballer Lionel Messi had the highest mean number of hits on Tuesdays and Wednesdays, whereas pop singer Justin Bieber had the most hits on Tuesdays. Both these tracked search queries also showed significantly lower numbers on Saturdays \((P<.001)\).

Conclusions: Our study supports prior studies finding an increase in health information searching at the beginning of the workweek. However, we also found a similar pattern for 2 randomly chosen nonhealth-related terms, which may suggest that the search pattern is not unique to health-related searches. The results are potentially relevant beyond the field of health and our preliminary findings need to be further explored in future studies involving a broader range of nonhealth-related searches.

(J Med Internet Res 2015;17(12):e286) doi:10.2196/jmir.5038
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**Introduction**

People tend to structure their activities in a weekly (circaseptan) pattern [1], with some days for work and some for rest. The social construct of a 7-day cycle is not new and seems to have its origin around 500 BC [1]. In modern society, many behaviors typically follow a weekly pattern, as do many somatic and psychological symptoms and disorders. For instance, heart attacks, strokes, and migraines tend to be most frequent during the workweek [2-4]. These patterns may be related to differences in physical activity, blood pressure, and stress levels between the workweek and days off from work. Other health activities and aspirational behaviors, such as attending gym, being on time, or quitting smoking, have also been found to be more frequent at the beginning of the week and after temporal landmarks (ie, relocation, job change, birthday, first day of spring). This has been called the “fresh start effect” [5,6].

Sleeping is another central behavior that follows a weekly pattern, typically with a lack of sleep during the workweek ("social jet lag") and compensatory sleeping on days off [7,8]. Mood and level of aggression also follow various cycles; for instance, suicides are most frequent on Mondays and panic attacks are most frequent on days off from work [9-12].

Sexual risk behaviors, which typically are related to drugs or alcohol consumption, have been reported to be more frequent during the weekends [13,14], whereas online health information-seeking behaviors seem to be more common at the beginning of the workweek [14-16]. Interestingly, the increased rates in online health information-seeking behavior at the beginning of the week have been interpreted as regrets or attempts to compensate for unhealthy behavior or poor choices made during the weekend [14-16] and also as a kind of “healthy new start” [17,18] in agreement with the “fresh start effect” hypotheses [6]. These hypotheses explain the increased information-seeking activity at the beginning of the week as an “aspirational behavior.” This implies that these days (ie, at the beginning of the workweek) would be when people are most motivated to pursue their aspirations or most likely to think about their health [6,17,18].

In this sense, a Spanish website on sexual health found peaks in the number of consultations received by phone and email on Mondays and Tuesdays [15] and a Dutch website on sexual health reported peaks in their visitor rates every Monday [16]. The searches performed on Google seem to follow the same weekly pattern; analyses of the number of US searches including the term “healthy” or “diet” as well as smoking cessation queries showed peaks at the beginning of the week [6,17,18]. The analyses of the number of postings on online smoking cessation support networks also have weekly patterns, with highest activity during the workweek and lower numbers of postings on Saturdays [19].

In these studies, the observations regarding the most common health information-seeking day are based only on the analyses of users’ behaviors with websites on health or on health-related searches on the Google engine. We wanted to examine if the pattern described previously could also be observed in searches on Wikipedia and to what degree the search pattern was specific to health-related information seeking or whether similar patterns could be found in nonhealth-related information-seeking behavior. Therefore, to test this idea, we hypothesized that the information-seeking pattern with peaks in searches at the beginning of the workweek was specific to health-related information seeking. If a similar pattern for nonhealth-related topics was also found, this could mean that a more general pattern of online information searching existed—which could be of relevance even beyond the health sector. The information-seeking behavior shown by people who search Wikipedia can be considered to be representative for online information-seeking behavior patterns in general. Qualitative studies have found that accessibility, perceived trustworthiness, and usability are the most important criteria for online health information seekers [20,21]. Moreover, Wikipedia might represent one of the most frequently used online resources for information seeking and health information seeking in countries with high Internet penetration rates, such as Norway [22]. Wikipedia appears on the first page of Google search results, it is considered a trustable source of information on health [23,24], and the information on Wikipedia is even used by health professionals and researchers [25].

**Methods**

Wikipedia has become one of the main sources of information on the Internet [26,27]. Its excellent Web positioning / search engine optimization makes Wikipedia one of the first hits after searching almost any word on the Internet. Currently, it has more than 35 million articles written in 288 different languages and the Norwegian edition, with 413,459 articles, represents the 19th largest language edition [27]. By the end of September 2015, the Norwegian Wikipedia edition had 58,706 page views per hour. Hypothetically, if each of these searches were performed by different individuals, this could imply that 28% of Norwegians accessed Wikipedia daily [28]. Although this figure is likely too high, the point stands that Wikipedia has become a central source of online information for Norwegians.

To examine the search patterns related to health-related topics and nonhealth-related topics, we tracked the number of searches performed in the Norwegian language on Wikipedia from January 1, 2013 to June 30, 2015. The traffic statistics was extracted from 10 Wikipedia articles. Because there have been several prior publications on the weekly pattern of information seeking about sexually transmitted diseases (STDs), we chose to examine searches for 5 of the most common STDs (chlamydia, gonorrhea, herpes, human immunodeficiency virus [HIV], and acquired immune deficiency syndrome [AIDS]). To get a broader picture of the search pattern for diseases, we also chose to include a common seasonal infectious disease (influenza), which could present a more seasonal pattern. We also chose to include a common noninfectious disease (diabetes) [29] as well as a natural bodily process (menopause) to further broaden the scope of the searches. To test our hypothesis that the search pattern with peaks at the beginning of the workweek would be specific to health-related information searching, we included 2 randomly chosen celebrities in sports and music: 3-time FIFA Ballon d’Or...
winner Lionel Messi and one of the current top-selling pop stars, Justin Bieber. Thus, the articles we tracked in this study were chlamydia, gonorrhea, herpes, HIV, AIDS, influenza, diabetes, menopause, Justin Bieber, and Lionel Messi.

The daily rates of Wikipedia article hits were extracted from the Wikipedia article traffic statistics website [30]. This website counts Wikipedia page views per day and classifies the views by the article titles [30]. The dates were classified according to the day of the week. Public holidays in Norway and days after public holidays were also identified.

Descriptive statistics were used to summarize the absolute numbers and frequencies of hits per day. ANOVA tests were used to compare the means of hits per day of the week. The Mann-Whitney U test was used to compare the means of hits during public holidays and the first day after the public holidays. Data were analyzed with SPSS version 22.

Table 1. Mean weekly Wikipedia traffic (January 1, 2013-June 30, 2015).

<table>
<thead>
<tr>
<th>Wikipedia information searches</th>
<th>Day of week, mean (95% CI)</th>
<th>p a</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sexual diseases</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chlamydia</td>
<td>76.8 (65.2-88.5)</td>
<td></td>
</tr>
<tr>
<td>Gonorrhea</td>
<td>51.6 (42.3-61.8)</td>
<td></td>
</tr>
<tr>
<td>Herpes</td>
<td>60.4 (49.7-71.1)</td>
<td></td>
</tr>
<tr>
<td>HIV</td>
<td>101.9 (92.4-111.3)</td>
<td></td>
</tr>
<tr>
<td>AIDS</td>
<td>79.5 (69.6-89.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Other health topics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Influenza</td>
<td>58.2 (47.5-68.9)</td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>130.4 (117.2-143.5)</td>
<td></td>
</tr>
<tr>
<td>Menopause</td>
<td>48.4 (45.2-51.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Nonhealth-related topics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lionel Messi</td>
<td>203.1 (179.3-226.5)</td>
<td></td>
</tr>
<tr>
<td>Justin Bieber</td>
<td>371.9 (279.3-464.6)</td>
<td></td>
</tr>
</tbody>
</table>

Table 1 and Figures 1-3.

The ANOVA tests showed that the Wikipedia queries on STDs performed in Norwegian had their highest peaks on Tuesdays (P<.001) and Saturday was the day with the fewest searches on STDs. Of the STD searches examined, HIV and AIDS were most frequently searched for. For instance, on Tuesdays, there were a mean 106.1 (95% CI 94.7-117.4) hits on HIV and 85.5 (95% CI 74.9-96.2) hits on AIDS. Comparing the number of hits on Tuesdays and Saturdays, the number of hits was 54.5% lower for searches on chlamydia and 48.2%, 46.9%, 44.8%, and 42.1% lower for HIV, AIDS, herpes, and gonorrhea, respectively.

The other health topics searched on Wikipedia also showed a weekly pattern, with the highest peaks early in the week and lower numbers on Saturdays (P<.001). The influenza queries had their highest frequency from Monday to Wednesday, with a peak of 59.8 hits on Wednesdays, on average. The diabetes queries were most frequent on Tuesdays and Wednesdays (peaks of 136.8 hits and 136.5 hits, respectively). The term menopause was most frequently searched on Mondays and Wednesdays (mean peaks of 48.4, 95% CI 45.2-51.7 hits and 47.7, 95% CI 44.2-51.2 hits, respectively). The 3 other health topics tracked showed significantly lower numbers on Saturdays (P<.001). The number of queries on Wikipedia decreased 29.9% for searches on menopause, 41.9% for influenza, and 57.2% for diabetes between the days with the highest and lowest numbers of hits. See Table 1 and Figure 2.

Barcelona footballer Lionel Messi had the highest mean number of hits on Tuesdays and Wednesdays (227.7, 95% CI 192.4-323.8) and Saturday was the day with the fewest searches on Wikipedia (151.0, 95% CI 117.7-184.3).

Results

A total of 10 articles on Wikipedia were tracked for 911 days (from January 1, 2013 to June 30, 2015). All the tracked Wikipedia hits showed a significant weekly pattern with highest peaks early in the week, mostly on Mondays and Tuesdays, and lower numbers on Saturdays. The daily mean queries per search term and their 95% confidence intervals are summarized in Table 1 and Figures 1-3.
204.5-250.9 and 228.1, 95% CI 203.4-252.9, respectively), whereas celebrity pop singer Justin Bieber had the most hits on Tuesdays (mean 408.7, 95% CI 304.5-512.9). Both tracked search queries also showed significantly lower numbers on Saturdays, with a decrease of 45.6% for Messi and 40.3% for Bieber. See Table 1 and Figure 3.

A total of 37 public holidays in Norway and 18 days following the public holidays were identified. Mann-Whitney U tests showed significant mean differences for online searches performed on public holidays and days after holidays only for the searches on HIV ($P=.01$), AIDS ($P=.03$), diabetes ($P=.01$), and Lionel Messi ($P=.04$). No differences were found in the remaining online searches analyzed. The mean and 95% CI of hits on Wikipedia during public holidays and the days after public holidays are summarized in Table 2.

<table>
<thead>
<tr>
<th>Wikipedia information searches</th>
<th>Days after public holidays, mean (95% CI)</th>
<th>n=18</th>
<th>Public holidays, mean (95% CI)</th>
<th>n=37</th>
<th>$p^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sexual diseases</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chlamydia</td>
<td>43.3 (29.3-57.3)</td>
<td></td>
<td>66.5 (31.9-101.1)</td>
<td></td>
<td>.30</td>
</tr>
<tr>
<td>Gonorrhea</td>
<td>17.7 (12.7-22.7)</td>
<td></td>
<td>22.1 (16.0-28.1)</td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Herpes</td>
<td>40.8 (33.5-48.1)</td>
<td></td>
<td>55.5 (37.3-73.7)</td>
<td></td>
<td>.11</td>
</tr>
<tr>
<td>HIV</td>
<td>56.0 (47.8-64.2)</td>
<td></td>
<td>81.1 (63.0-99.2)</td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>AIDS</td>
<td>41.4 (35.3-47.6)</td>
<td></td>
<td>61.2 (44.3-78.1)</td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td><strong>Other health topics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Influenza</td>
<td>41.4 (15.4-67.3)</td>
<td></td>
<td>81.9 (-17.6-184.5)</td>
<td></td>
<td>.30</td>
</tr>
<tr>
<td>Diabetes</td>
<td>69.1 (58.8-79.3)</td>
<td></td>
<td>114.9 (78.0-151.9)</td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>Menopause</td>
<td>38.2 (31.8-44.7)</td>
<td></td>
<td>44.5 (34.6-54.4)</td>
<td></td>
<td>.24</td>
</tr>
<tr>
<td><strong>Nonhealth-related topics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lionel Messi</td>
<td>111.2 (85.1-137.3)</td>
<td></td>
<td>170.0 (118.6-221.4)</td>
<td></td>
<td>.04</td>
</tr>
<tr>
<td>Justin Bieber</td>
<td>229.2 (123.1-335.3)</td>
<td></td>
<td>327.8 (134.3-521.4)</td>
<td></td>
<td>.47</td>
</tr>
</tbody>
</table>

$^a$ Mann-Whitney U test (2-tailed).
Figure 1. Weekly mean online information searches on sexual diseases (January 1, 2013-June 30, 2015). Error bars indicate 95% CI. All ANOVA tests P<.001.
Figure 2. Weekly mean online information searches on other health topics (January 1, 2013-June 30, 2015). Error bars indicate 95% CI. All ANOVA tests P<.001.

Figure 3. Weekly mean online information searches on nonhealth-related topics (January 1, 2013-June 30, 2015). Error bars indicate 95% CI. All ANOVA tests P<.05.

Discussion
Our results show that all online queries we examined followed a circaseptan, or weekly, pattern independent of the nature of the search query (sexual diseases, other health topics, or nonhealth-related topics). This weekly online information-seeking pattern has its higher peaks early in the week, mostly on Mondays and Tuesdays, and its low peaks on
Saturdays. To our knowledge, this is the first study suggesting the possibility of a weekly pattern in general online information-seeking behavior relating to topics beyond health.

**A Weekly Online Information-Seeking Pattern**

Online information-seeking behavior is an intentional, planned behavior that is performed on the Internet. In the case of online searches related to health, one could speculate that the searches are performed mostly by adults with a specific interest in the topics, maybe because they or a loved one have been diagnosed with a condition or because they think they might have a health-related problem [31-33]. Some previous studies have reported weekly patterns of health information-seeking behavior; these findings have been interpreted by some as reflecting people regressing their unhealthy weekend behaviors [14-16] and also as a kind of “healthy new start” or “fresh start” [6,17,18]. Interestingly, in our results, the nonhealth-related queries also followed the same weekly pattern and this implies that the pattern is not unique to health-related searching and there is a need to further examine if online early week information-seeking behavior could represent a more general information-seeking behavior pattern. Furthermore, it is possible that these information-seeking patterns could apply to various age groups because disease-related searches were more likely to have been performed by adults, whereas most searches on the pop singer Justin Bieber were probably performed by teenagers (ie, his main fan base).

Possibly, the online information-seeking behavior pattern could be understood in light of the “fresh start effect” hypothesis in the sense that the higher number of searches on Wikipedia could result from an increased motivation of people to increase their knowledge by seeking information at the beginning of the week [5,6]. However, in our sample, the most common days to perform the online searches were Mondays and Tuesdays, whereas the “fresh start effect” hypothesis would suggest the highest frequency on Mondays only. If we consider the public holidays as a temporal landmark, our results do not fit the “fresh start effect” hypothesis completely. Although the mean number of hits performed on Wikipedia on days after public holidays is higher than the mean number of hits on public holidays, our results show, in all cases, these numbers are lower than the ones observed at the beginning of the week. This could mean that the start of the week has a more powerful effect than temporal landmarks, such as public holidays. On the other hand, the mean number of online hits on Saturdays was, in all our observations, lower than the number of searches performed on public holidays.

**Do New Technologies Have an Effect on the Weekly Behavior Pattern?**

In a world where people have constant access to the Internet, it could be that we tend to structure our online information-seeking activities in a weekly pattern; information-seeking behavior activities occur more frequently early in the week, whereas the least popular days for online information searching are Saturdays. In the same way that there are days for work and days for rest, there might be days when online information seeking is more common and days when seeking information online is less frequent. We have not found publications analyzing the existence of information-seeking behavior patterns in the offline world; therefore, we cannot say if these online patterns are just a reflection of usual offline information-seeking behavior. Maybe the weekly online information-seeking pattern might respond to new behavior routines related to the appearance of the new technologies. And, if so, some other behaviors linked to the use of the new technologies could also follow a temporal pattern.

**Relevance of Online Information for Decision Making, Policy Making, and for Public and Private Institutions**

Much of modern life is organized in weekly patterns and these patterns are of importance to behavior and to when many symptoms and illnesses occur. Although we are unsure about the underlying causes driving the weekly online information-seeking pattern, we believe the pattern might be relevant to those who wish to reach a largest possible audience with specific information, for instance. If the pattern we described is generic for other sources of online information, it might be important to consider which day of the week that is chosen to release important information to get maximum online exposure. Thus, if confirmed in future studies, the search pattern information could be relevant for press releases or public campaigns of public health agencies, nongovernmental organizations, charities, online publishers, etc. When dealing with this issue, it should also be taken into consideration that people may also be more likely to search for other types of information (ie, not related to health) on the same days. This implies that it will remain a challenge to make the health-related message or campaign attract attention and stand out from the other information that is available.

Increasingly, online information plays an important part in decision making [34]. Decisions are improved by better access to relevant information and searching for documents on the Web is increasingly an important source of that information [35]. However, although past research has focused on population access and usage of the Internet [34,36,37], there has been little, if any, examination of when general information needs or motivations (in addition to health information-seeking behavior) are likely to arise during the week, whether searches are conducted in temporal patterns, and how they influence the actual decisions that are being made in an everyday context [38]. This information could be important in the development of integrated information retrieval systems that support decision making. In agreement with the “fresh start effect” studies, we believe that the implications of these findings may be important for policy making and for public and private institutions targeting the general public because campaigns or messages could have the greatest impact at the beginning of the week when people seem to be most eagerly searching for information [6]. However, more research, including empirical testing, is needed before stronger conclusions can be made.

**Limitations**

Our study tracked information regarding 10 article queries performed on Wikipedia in the Norwegian language. This means our findings should be regarded as preliminary and further research should be undertaken to check if these weekly patterns can be found for online searching behavior in general. This implies examining if the pattern stands for a broader range of
search terms and in different languages and cultures. Moreover, because Wikipedia searches are anonymous, we do not know how variables such as age, gender, health status, place of living, employment status, etc., impact the searching pattern. These and other variables may be particularly important when conducting public health campaigns. It is also of interest to see to what extent a similar pattern of information seeking can be found for other sources of information, such as social media. It will be interesting to explore the existence of other temporal behavior patterns in relation to the appearance of new technologies and their potential impact on decision making. Although it would be interesting to test our findings in an actual health campaign, this lies beyond the scope of this study.

Conclusion

Our study supported prior studies finding an increase in health information searching at the beginning of the workweek. However, we also found a similar pattern for 2 randomly chosen nonhealth-related terms, which may suggest that the search pattern is not unique to health-related searches. The results are potentially relevant beyond the field of health and our preliminary findings need to be further explored in future studies involving a broader range of nonhealth-related searches.
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Abstract

Background: Men who use the Internet to seek sex with other men (MISM) are increasingly using the Internet to find sexual health information and to seek sexual partners, with some research suggesting HIV transmission is associated with sexual partnering online. Aiming to “meet men where they are at,” some AIDS service organizations (ASOs) deliver online outreach services via sociosexual Internet sites and mobile apps.

Objective: To investigate MISM’s experiences and self-perceived impacts of online outreach.

Methods: From December 2013 to January 2014, MISM aged 16 years or older were recruited from Internet sites, mobile apps, and ASOs across Ontario to complete a 15-minute anonymous online questionnaire regarding their experience of online outreach. Demographic factors associated with encountering online outreach were assessed using backward-stepwise multivariable logistic regression (P<.05 was considered significant).

Results: Of 1830 MISM who completed the survey, 8.25% (151/1830) reported direct experience with online outreach services. Encountering online outreach was more likely for Aboriginal versus white MISM, MISM from Toronto compared with MISM from either Eastern or Southwestern Ontario, and MISM receiving any social assistance. MISM who experienced online outreach felt the service provider was friendly (130/141, 92.2%), easy to understand (122/140, 87.1%), helpful (115/139, 82.7%), prompt (107/143, 74.8%), and knowledgeable (92/134, 68.7%); half reported they received a useful referral (49/98, 50%). Few MISM felt the interaction was annoying (13/141, 9.2%) or confusing (18/142, 12.7%). As a result of their last online outreach encounter, MISM reported the following: better understanding of (88/147, 59.9%) and comfort with (75/147, 51.0%) their level of sexual risk; increased knowledge (71/147, 48.3%); and feeling less anxious (51/147, 34.7%), better connected (46/147, 31.3%), and more empowered (40/147, 27.2%). Behaviorally, they reported using condoms more frequently (48/147, 32.7%) and effectively (35/147, 23.8%); getting tested for HIV (43/125, 34.4%) or STIs (42/147, 28.6%); asking for their partners’ HIV statuses (37/147, 25.2%); and serosorting (26/147, 17.7%). Few MISM reported no changes (15/147, 10.2%) and most would use these services again (98/117, 83.8%). Most MISM who did not use online outreach said they did not need these services (1074/1559, 68.89%) or were unaware of them (496/1559, 31.82%).
Conclusions: This is the first online outreach evaluation study of MISM in Canada. Online outreach services are a relatively new and underdeveloped area of intervention, but are a promising health promotion strategy to provide service referrals and engage diverse groups of MISM in sexual health education.
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Introduction

Background

Globally, the HIV epidemic continues to disproportionately burden sexual minority men. In Canada, this includes men who identify as gay, bisexual, two-spirit (used by the Aboriginal community to describe sexual minority individuals and/or nonbinary gender identity), as well as other men who have sex with men who may not necessarily identify as gay or bisexual—hereafter, all sexual minority men will be referred to as GB2M. In 2011 in Canada, there was an estimated 71,300 people living with HIV and nearly half of those were GB2M (n=33,330); nearly half of new HIV infections in 2011 were among GB2M (1480/3175, 46.61%) [1]. These figures have not changed much since 2008 [1]. As well, nearly one in five of all HIV-positive GB2M are unaware of their HIV infection [1]. Ontario—Canada’s most populated province—accounts for the largest proportion (40.9%) of all HIV-positive tests reported nationally [2]. In Ontario, 60% of all people living with HIV/AIDS (PHA) are GB2M, who also accounted for 73% of all new diagnoses among men in 2012 [3].

Sexual Minority Men, HIV, and the Context of the Internet

GB2M have been using the Internet and online mobile technologies for well over 20 years to connect with one another for social and sexual relations [4]. Because of advancements in these technologies, men who use the Internet to seek sex with other men (MISM) have adapted to evolving technology that provides new options for connecting and obtaining sexual health information [4]. Even though many jurisdictions have advanced human rights for lesbian, gay, and bisexual people, many GB2M live, work, and socialize in contexts where same sex activity is stigmatized, and sexuality and sexual behavior are restricted or met with disapproval [5]; thus, many resort to online and mobile technologies to communicate and interact with other GB2M [6]. In a 2013 telephone interview study, 49.9% of GB2M in Canada reported using the Internet to look for sex in the past 6 months and 14% used a sociosexual mobile app (eg, Grindr) [7]. In another Canadian study published in 2013 but conducted online, 88% of participants used the Internet to find sex partners [8]. These two figures likely provide the bounds of the true estimate. Regardless, the Internet is the most frequently used resource for sex (eg, one-third of Ontario GB2M surveyed in 2006 used the Internet at least once a week to look for sex) [9].

In particular, these technologies offer what Cooper has referred to as the Triple A Engine effect [10]. That is, using online and mobile technologies for communication with other MISM for social and sexual reasons is appealing and common because of three factors: Affordability, Accessibility, and Anonymity. Subsequent additions to this model include Acceptability (greater tolerance online) [11], Approximation (greater ability to experiment) [12], and most recently Affirmation (explore and confirm one’s identity) and Assessment (ability to prescreen and assess compatibility of potential partners) [13]. The components of this descriptive framework can assist researchers and providers in understanding how online outreach may be an important and beneficial tool to address online HIV/sexually transmitted infection (STI) prevention and sexual health promotion among MISM.

Online Partners and Sexual Behavior

GB2M use electronic media to look for sex, friendship, and connection online. GB2M who seek sexual partners online report high rates of behaviors associated with HIV risk (eg, unprotected anal intercourse [UAI] with a serodiscordant partner) [14]. Among a 2008 community-based sample of GB2M in British Columbia, Canada, men who sought partners online were more likely to report 10 or more sexual partners in the past year compared with those who did not seek partners online [15].

Online HIV/Sexually Transmitted Infection Prevention

Some AIDS service organizations (ASOs), community-based organizations (CBOs), public health groups, and Internet providers have developed programs and models that work directly with MISM to support sexual health. MISM appear to lack basic knowledge of HIV (eg, how HIV is transmitted and how condoms should be used), have had questions about HIV testing, and feel that community resources do not meet their needs [16]. Previous research has shown that the majority of MISM hold favorable attitudes toward online health promotion [14,17-19]. Online sexual health promotion can be an effective and low-cost method to educate MISM [18,20,21]. A 2013 study of MISM aged 18-24 years in Southern California found that the number one reason for using Grindr, a sociosexual mobile app, was to meet hookups (for sex); 70% of young MISM expressed a willingness to participate in app-based HIV prevention [22]. Online interventions have demonstrated a reduction in UAI [23], particularly among unknown or serodiscordant partners [24]. Other research has demonstrated efficacy in online interventions to increase HIV/AIDS knowledge, self-efficacy, and condom use among MISM [25]. As participants, MISM expect online health promotion to respect the online culture, build trust, and deliver well-crafted and focused messages [16]. A recent systematic literature review [26] on Internet and mobile app use for sexual health promotion among MISM in Canada highlighted the need for more research.
that examines this phenomenon and its implications. Specifically, though agencies are offering online outreach services, we know very little about how these online outreach services are understood, accessed, or relevant for the sexual health of MISM in Canada.

**Online Outreach to Men Who Use the Internet to Seek Sex With Other Men in Ontario, Canada**

The ASO and sexual health sectors, as well as public health providers and public health scientists, have suggested a need to reconceptualize online media as vital tools for HIV prevention [4,27]. Though the Internet has been used in a number of ways for outreach to MISM (eg, e-blasts, social media, and chat rooms) over the past two decades, this study is focused on the notion of online outreach services that involve trained staff and/or volunteers logging into online sites and apps and responding to questions from, and providing referrals for services to, MISM in these environments. For the purposes of this research, online outreach is broadly defined as the delivery of information and/or support services regarding HIV, STIs, and general health with a particular focus on sexual health via any Internet website, mobile phone app, or Web-based tool that MISM use as a means of connecting with other MISM for social/sexual activity. Resources and geography limit comprehensive online outreach for MISM in Ontario. In terms of geographic coverage, while there is some Internet-based service provision in all regions of Ontario, 70% of online outreach is provided by agencies in Toronto, the province’s most populous metropolitan area [3]. It is important to note that for resource reasons, most of this online outreach is conducted at varying times of the day, including weekends, weekdays, and weeknights, depending on the provider’s capacity and availability. It is not a 24-hour service and it is not available through all apps or websites. Some app or website providers prohibit this type of service on their sites as it interrupts the user experience. In Ontario, online outreach providers are generally either trained sexual health outreach workers or public health staff.

Online outreach has become a key tool in the delivery of sexual health information and services affecting MISM [3,8,22,28,29]. In light of the predominance of the Internet as a social and sexual venue for GB2M in Ontario, outreach in physical venues is no longer sufficient; online outreach can help reach more GB2M. This study developed out of consultations with community providers who were conducting online outreach to MISM. Often these providers were doing this outreach because they were aware that this is where the men they wished to reach were located, or because physical venues were not available or less popular. Given the numerous calls for more research directed at understanding how online tools can benefit sexual health promotion [26,30], few of these articles focused specifically on online outreach. Therefore, there is little evidence of the reach, depth, impact, or effectiveness of this type of outreach. Though ASOs and public health practitioners have developed apps specific to HIV prevention, these are infrequently downloaded and often poorly rated, suggesting that these apps may not be useful or that MISM prefer accessing information within the apps they use [31]. Agencies in Ontario have reported that “there is still some uncertainty about how to do Internet-based outreach well, as well as ongoing challenges in tracking and assessing the impact of this work” [3]. Several agencies report an increased demand for online outreach services [3]. Taken collectively, there is great interest in improving online outreach, but also some challenges conceptualizing, sustaining, and evaluating online media as effective learning environments.

Without better evidence and understanding of how MISM are seeking and/or experiencing online outreach, there remains a missed opportunity to connect with GB2M “where they are at” with the goals of preventing HIV/STI transmission and improving sexual health. This study sought to examine how MISM in Ontario access, experience, and perceive online outreach. That is, whether they find it useful, relevant, and applicable to their sexual health. The aim of this study was to assist in the development of tools that would be useful for sexual health online outreach for MISM.

**Methods**

**Study and Participants**

Data were drawn from a mixed-methods, community-based research study entitled *Cruising Counts*, which involved partnerships from across Ontario, Canada’s largest province. The research team included various frontline staff and managers from ASOs who were providing or had provided online outreach services to MISM, staff of the provincial Gay Men’s Sexual Health Alliance, a provincial HIV/AIDS health policy expert, and researchers from three academic institutions. A community advisory board composed of MISM met quarterly to inform and provide feedback on the research process, data collection tools, and knowledge translation activities. All study protocols were granted ethics clearance from the University of Toronto Research Ethics Board.

Between December 2013 and January 2014, participants were recruited from across Ontario using electronic advertisements on sociosexual websites (eg, Squirt.org, recon.com, bgclive.com, and craigslist.ca), mobile apps (eg, Grindr), social media (eg, Facebook and Twitter), and printed flyers distributed through ASOs. Participants were asked to complete an anonymous online questionnaire regarding their technology use, online behavior (sociosexual and health related), experience of online outreach, and demographics (see Table 1). To be eligible, participants must have sought sexual partners or sexual health information online in the past 6 months (or had an interest in doing so); identify as a gay, bisexual, two-spirit, straight, queer, or questioning cis- or transgender man; had in the past had sex with another man (or an interest in doing so); be at least 16 years old; and either lived or worked in Ontario or had visited Ontario at least three times in the past year. Participants were offered an opportunity to enter a random draw for one of 40 cash prizes of Can $100, which were delivered via Interac e-Transfer.

**Measures**

**Online Outreach**

Our primary dependent variable was participants having experienced online outreach or not. Participants were prompted with the following definition: “By online outreach services, we...”
mean that while you were online or using an app, you had any interactive conversations, whether in real time or not (can include chatting, responding to postings/message boards, or messaging), between you and an online outreach worker.” Participants were asked, “Have you ever encountered or used online outreach services?” and to indicate who initiated the contact (participant or provider). Those who were contacted by online outreach services were asked if they were told why they were being contacted, whether a photo was used (agency logo, personal, unsure), and whether they were comfortable being contacted.

All participants who had experienced online outreach rated several aspects of their last experience (see Table 2 for items) on a 5-point Likert scale from 1 (disagree) to 5 (agree), which were dichotomized into agree (4 or 5) or not (1-3). Participants were asked to indicate any changes that resulted from their last online outreach encounter (see Table 3 for items), if they would use online outreach services again (yes or no), and to explain why or why not through an open-ended text response. Those participants who had not encountered online outreach were asked to indicate why: no need/interest, not available when needed, don’t trust, or don’t know about it or where to find it. All participants were asked to provide qualitative feedback on any difficulties they had trying to access these online outreach services if these services were of interest to them.

**Demographics**

Independent variables for this analysis included age (in years), race/ethnicity (white, black, Latino, Aboriginal, South Asian, Southeast/East Asian, mixed race, or other), sexual orientation (gay/homosexual, bisexual, or other), gender (cis-gender male or not), two-spirit status (yes or no), trans person (yes or no), student (yes or no), social assistance (Ontario Disability Support Program [ODSP]/Employment Insurance [EI]/Ontario Works or not), highest level of formal education attained (no postsecondary education, some postsecondary education, or finished postsecondary education or any postgraduate education), immigration status (Canadian citizen/permanent resident or not), and self-reported HIV status (HIV negative, HIV positive, or unknown). Further, geographic location was grouped into major provincial regions (Toronto, Central Ontario, Southwestern Ontario, Eastern Ontario, and Northern Ontario) using participants' forward sortation areas (ie, first three characters of a Canadian postal code).

**Analyses**

All quantitative data analyses were conducted using the statistical package Stata/SE version 13 (StataCorp) and P<.05 was considered significant unless otherwise specified. Data were analyzed to determine the prevalence of online outreach experience and associated factors. Descriptive statistics of the overall sample and for those participants who experienced online outreach were prepared. Independent factors associated with experience of online outreach were determined using logistic regression. Univariate analyses were conducted to screen independent variables using a liberal P value of .20 [32]. A final multivariate model was built using a manual backward-stepwise elimination approach [32]. Nonsignificant likelihood ratio tests were used to confirm removal of any categorical variables. Confounding was manually assessed throughout model building; if the addition or removal of a variable resulted in a greater than 30% change in any other independent variable’s coefficient, it was retained in the model [32]. A research assistant manually coded qualitative data, which were collected through open-ended text responses, with iterative consultations with the first and second author (DJB, NJL) and to resolve unclear coding questions.

**Results**

Of the 1830 men who completed the online questionnaire, 151 men (8.25%) reported experience with online outreach, 95 men (5.19%) were unsure if they had, and 25 men (1.37%) refused to answer the question. Table 1 provides the descriptive statistics of the overall sample and the prevalence of, and univariate associations with, reporting online outreach experience. Two factors that were significant at the univariate level, but that were not included in the multivariable analysis, were HIV status and being two-spirited. Compared with HIV-negative men, HIV-positive men were more likely to have experienced online outreach (odds ratio [OR] 2.19, 95% CI 1.35-3.55). Also, two-spirit participants were more likely to have also experienced online outreach compared with those who were not two-spirit (OR 3.38, 95% CI 1.33-8.58). The final multivariate model included race/ethnicity, location, and social assistance as independent factors associated with having experienced online outreach (see right-most column in Table 1). Aboriginal men were more likely than white men to have experienced online outreach (adjusted odds ratio [AOR] 2.75, 95% CI 1.03-7.29). Compared with men who lived in Toronto, men in Southwestern Ontario (AOR 0.49, 95% CI 0.28-0.84) and Eastern Ontario (AOR 0.60, 95% CI 0.37-0.97) were less likely to have experienced online outreach. Finally, men who were receiving some form of social assistance (eg, disability or unemployment insurance) were more likely to have experienced online outreach than those who were not receiving social assistance (AOR 3.23, 95% CI 1.96-5.31).

Of the 1830 men who completed the online questionnaire, 151 men (8.25%) reported experience with online outreach, 95 men (5.19%) were unsure if they had, and 25 men (1.37%) refused to answer the question. Table 1 provides the descriptive statistics of the overall sample and the prevalence of, and univariate associations with, reporting online outreach experience. Two factors that were significant at the univariate level, but that were not included in the multivariable analysis, were HIV status and being two-spirited. Compared with HIV-negative men, HIV-positive men were more likely to have experienced online outreach (odds ratio [OR] 2.19, 95% CI 1.35-3.55). Also, two-spirit participants were more likely to have also experienced online outreach compared with those who were not two-spirit (OR 3.38, 95% CI 1.33-8.58). The final multivariate model included race/ethnicity, location, and social assistance as independent factors associated with having experienced online outreach (see right-most column in Table 1). Aboriginal men were more likely than white men to have experienced online outreach (adjusted odds ratio [AOR] 2.75, 95% CI 1.03-7.29). Compared with men who lived in Toronto, men in Southwestern Ontario (AOR 0.49, 95% CI 0.28-0.84) and Eastern Ontario (AOR 0.60, 95% CI 0.37-0.97) were less likely to have experienced online outreach. Finally, men who were receiving some form of social assistance (eg, disability or unemployment insurance) were more likely to have experienced online outreach than those who were not receiving social assistance (AOR 3.23, 95% CI 1.96-5.31).
### Table 1. Sample demographics and the prevalence of, and factors associated with, online outreach experience.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Overall sample (n=1830), mean (SD) or n (%)</th>
<th>Experienced online outreach (n=151), mean (SD) or n (%)</th>
<th>Univariate associations, OR$^b$ (95% CI)</th>
<th>Multivariate associations, AOR$^c$ (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD)</td>
<td>37.8 (13.2)</td>
<td>36.6 (13.1)</td>
<td>0.99 (0.98-1.01)</td>
<td>Not included</td>
</tr>
<tr>
<td>Race/ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>1448 (79.13)</td>
<td>117 (78.5)</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Black</td>
<td>33 (1.80)</td>
<td>5 (3.4)</td>
<td>2.09 (0.79-5.52)</td>
<td>1.24 (0.41-3.73)</td>
</tr>
<tr>
<td>Latino</td>
<td>45 (2.46)</td>
<td>4 (2.7)</td>
<td>1.13 (0.40-3.20)</td>
<td>0.95 (0.32-2.81)</td>
</tr>
<tr>
<td>Aboriginal</td>
<td>27 (1.48)</td>
<td>6 (4.0)</td>
<td>3.38 (1.33-8.58)$^d$</td>
<td>2.75 (1.03-7.29)$^d$</td>
</tr>
<tr>
<td>Other</td>
<td>29 (1.58)</td>
<td>2 (1.3)</td>
<td>0.90 (0.21-3.85)</td>
<td>0.87 (0.20-3.79)</td>
</tr>
<tr>
<td>South Asian</td>
<td>40 (2.24)</td>
<td>2 (1.3)</td>
<td>0.59 (0.14-2.49)</td>
<td>0.58 (0.14-2.48)</td>
</tr>
<tr>
<td>Southeast/East Asian</td>
<td>112 (6.12)</td>
<td>6 (4.0)</td>
<td>0.64 (0.28-1.50)</td>
<td>0.53 (0.21-1.36)</td>
</tr>
<tr>
<td>Mixed race</td>
<td>70 (3.83)</td>
<td>7 (4.6)</td>
<td>1.27 (0.57-2.84)</td>
<td>1.14 (0.50-2.57)</td>
</tr>
<tr>
<td>Sexual orientation, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gay</td>
<td>1325 (72.40)</td>
<td>117 (77.5)</td>
<td>1.00</td>
<td>Not selected</td>
</tr>
<tr>
<td>Bisexual</td>
<td>438 (23.93)</td>
<td>33 (21.9)</td>
<td>0.85 (0.57-1.26)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>63 (3.44)</td>
<td>1 (0.7)</td>
<td>0.16 (0.02-1.20)</td>
<td></td>
</tr>
<tr>
<td>Two-spirit, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1789 (97.76)</td>
<td>144 (95.4)</td>
<td>1.00</td>
<td>Not selected</td>
</tr>
<tr>
<td>Yes</td>
<td>36 (1.97)</td>
<td>7 (4.6)</td>
<td>2.72 (1.17-6.32)$^d$</td>
<td></td>
</tr>
<tr>
<td>Trans, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1800 (98.36)</td>
<td>147 (97.4)</td>
<td>1.00</td>
<td>Not selected</td>
</tr>
<tr>
<td>Yes</td>
<td>25 (1.37)</td>
<td>4 (2.7)</td>
<td>2.11 (0.72-6.24)</td>
<td></td>
</tr>
<tr>
<td>Cis-gender male, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>31 (0.05)</td>
<td>5 (3.3)</td>
<td>1.00</td>
<td>Not selected</td>
</tr>
<tr>
<td>Yes</td>
<td>1795 (98.09)</td>
<td>146 (96.7)</td>
<td>0.47 (0.18-1.23)</td>
<td></td>
</tr>
<tr>
<td>HIV status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIV positive</td>
<td>146 (7.98)</td>
<td>23 (15.4)</td>
<td>2.19 (1.35-3.55)$^d$</td>
<td>Not selected</td>
</tr>
<tr>
<td>HIV negative</td>
<td>1439 (78.63)</td>
<td>113 (75.8)</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Unsure</td>
<td>217 (11.86)</td>
<td>13 (8.7)</td>
<td>0.74 (0.41-1.34)</td>
<td></td>
</tr>
<tr>
<td>Location, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Toronto</td>
<td>512 (27.98)</td>
<td>55 (37.9)</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Central Ontario</td>
<td>315 (17.21)</td>
<td>24 (16.6)</td>
<td>0.69 (0.42-1.13)</td>
<td>0.67 (0.40-1.13)</td>
</tr>
<tr>
<td>Southwestern Ontario</td>
<td>350 (19.13)</td>
<td>21 (14.8)</td>
<td>0.53 (0.31-0.89)$^d$</td>
<td>0.49 (0.28-0.84)$^d$</td>
</tr>
<tr>
<td>Eastern Ontario</td>
<td>421 (23.00)</td>
<td>29 (20.0)</td>
<td>0.61 (0.38-0.98)$^d$</td>
<td>0.60 (0.37-0.97)$^d$</td>
</tr>
<tr>
<td>Northern Ontario</td>
<td>121 (6.61)</td>
<td>16 (11.0)</td>
<td>1.27 (0.70-2.30)</td>
<td>1.03 (0.55-1.95)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>248 (13.55)</td>
<td>24 (15.9)</td>
<td>1.38 (0.83-2.29)</td>
<td>Not included</td>
</tr>
<tr>
<td>Some postsecondary</td>
<td>855 (46.72)</td>
<td>74 (49.0)</td>
<td>1.18 (0.82-1.71)</td>
<td></td>
</tr>
<tr>
<td>Bachelor’s degree or greater</td>
<td>713 (38.96)</td>
<td>53 (35.1)</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Student, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1505 (82.24)</td>
<td>127 (85.2)</td>
<td>1.00</td>
<td>Not included</td>
</tr>
</tbody>
</table>
Multivariate associations, AOR\(^c\) (95% CI)

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Overall sample (n=1830), mean (SD) or n (%)</th>
<th>Experienced online outreach (n=151), mean (SD) or n (%)</th>
<th>Univariate associations, OR(^b) (95% CI)</th>
<th>Multivariate associations, AOR(^c) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>295 (16.12)</td>
<td>22 (14.8)</td>
<td>0.87 (0.54-1.39)</td>
<td></td>
</tr>
<tr>
<td>Social assistance, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1680 (91.80)</td>
<td>124 (83.2)</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Yes</td>
<td>120 (6.56)</td>
<td>25 (16.8)</td>
<td>3.37 (2.09-5.44)(^d)</td>
<td>3.23 (1.96-5.31)(^d)</td>
</tr>
<tr>
<td>Canadian citizen/permanent resident, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>82 (4.48)</td>
<td>6 (4.0)</td>
<td>1.00</td>
<td>Not included</td>
</tr>
<tr>
<td>Yes</td>
<td>1748 (95.52)</td>
<td>145 (96.0)</td>
<td>1.16 (0.50-2.72)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Missing values excluded from this table.
\(^b\)OR: odds ratio.
\(^c\)AOR: adjusted odds ratio.
\(^d\)P<.05.

Most men had contacted the service provider directly (125/151, 82.8%). For those who had been contacted by an online outreach worker (26/151, 17.2%), most participants reported that the worker explained why they were contacting them (16/26, 62%), that the worker had an agency logo (12/26, 46%) or photo of themselves (5/26, 19%), and that they were comfortable being contacted (17/26, 65%).

Participants rated their last online outreach experiences very positively (see Table 2). Men reported that the individual was friendly (130/141, 92.2%), used language they could understand (122/140, 87.1%), was helpful (115/139, 82.7%), was prompt to reply (107/143, 74.8%), and was knowledgeable and a trusted source of information (92/134, 68.7%). Over three-quarters of men were comfortable (116/144, 80.6%) and felt satisfied (110/142, 77.5%) with the interaction. Half of the men were provided with a useful referral (49/98, 50%). Very few men rated their last online outreach worker as confusing (18/142, 12.7%) or invasive or annoying (13/141, 9.2%).

Table 2. Participants’ ratings of their last online outreach encounter.\(^a\)

<table>
<thead>
<tr>
<th>Survey items</th>
<th>Agreed, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The individual was friendly (n=141)</td>
<td>130 (92.2)</td>
</tr>
<tr>
<td>The individual used language I could understand (n=140)</td>
<td>122 (87.1)</td>
</tr>
<tr>
<td>The individual was helpful (n=139)</td>
<td>115 (82.7)</td>
</tr>
<tr>
<td>I was comfortable with the interaction (n=144)</td>
<td>116 (80.6)</td>
</tr>
<tr>
<td>I was satisfied with the interaction (n=142)</td>
<td>110 (77.5)</td>
</tr>
<tr>
<td>The individual was prompt to reply (n=143)</td>
<td>107 (74.8)</td>
</tr>
<tr>
<td>The individual was knowledgeable and a trusted source of information (n=134)</td>
<td>92 (68.7)</td>
</tr>
<tr>
<td>The individual provided me with a useful referral (n=98)</td>
<td>49 (50)</td>
</tr>
<tr>
<td>The individual was confusing (n=142)</td>
<td>18 (12.7)</td>
</tr>
<tr>
<td>The individual was invasive or annoying (n=141)</td>
<td>13 (9.2)</td>
</tr>
</tbody>
</table>

\(^a\)Missing values excluded from this table.

Table 3 shows the number and proportion of men who self-reported a variety of impacts as a result of their last online outreach experience. Over half of the men reported a better understanding of (88/147, 59.9%), and an increased comfort about (75/147, 51.0%), their level of sexual risk. Online outreach connected some men with a variety of referral services for men: 34.4% (43/125) got an HIV test, 28.6% (42/147) got an STI test, 12.2% (18/147) sought out counseling, 9% (2/22) of HIV-positive men sought HIV-related care, and 6.8% (10/147) of men got STI treatment. More frequent (48/147, 32.7%) and effective (35/147, 23.8%) use of condoms was also reported. Men also reported changes in their sexual partnering decisions with respect to HIV status: 25.2% (37/147) reported only having sex with partners whose HIV status they knew, 17.7% (26/147) reported only having sex with seroconcordant partners, and 4.8% (7/147) reported only having sex with HIV-positive partners whose viral load they knew. Online outreach also seemed to benefit men’s social, mental, and emotional well-being; some men felt less anxious (51/147, 34.7%) and others felt better connected (46/147, 31.3%), more empowered (40/147, 27.2%), and more sexually satisfied (20/147, 13.6%).
Table 3. Self-reported impact as a result of last online outreach encounter \( (n=147) \).a

<table>
<thead>
<tr>
<th>Survey items</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I better understand my sexual risks</td>
<td>88 (59.9)</td>
</tr>
<tr>
<td>I am more comfortable about my level of sexual risks</td>
<td>75 (51.0)</td>
</tr>
<tr>
<td>I increased my knowledge</td>
<td>71 (48.3)</td>
</tr>
<tr>
<td>I feel less anxious</td>
<td>51 (34.7)</td>
</tr>
<tr>
<td>I got an HIV test (only for HIV-negative or status unknown men, ( n=125 ))</td>
<td>43 (34.4)</td>
</tr>
<tr>
<td>I use condoms more frequently</td>
<td>48 (32.7)</td>
</tr>
<tr>
<td>I feel better connected</td>
<td>46 (31.3)</td>
</tr>
<tr>
<td>I got an STI(^b) test</td>
<td>42 (28.6)</td>
</tr>
<tr>
<td>I feel more empowered</td>
<td>40 (27.2)</td>
</tr>
</tbody>
</table>

**I made decisions to**

...only have sex with people whose HIV status I knew                           | 37 (25.2)   |
...only have sex with people who had the same HIV status as I do               | 26 (17.7)   |
...only have sex with HIV-positive people whose HIV viral load I knew          | 7 (4.8)     |
I use condoms more effectively (without slips, tears, or breakage)            | 35 (23.8)   |
I feel more sexually satisfied                                                | 20 (13.6)   |
I sought out counseling                                                       | 18 (12.2)   |
I made no changes                                                             | 15 (10.2)   |
I got HIV care (only for HIV-positive men, \( n=22 \))                         | 2 (9)        |
I got STI treatment                                                           | 10 (6.8)    |

\(^a\)Missing values excluded from this table.
\(^b\)STI: sexually transmitted infection.

The vast majority of participants (98/117, 83.8%; 34 refused to answer) who used online outreach services said that they would use them again. When asked to explain why qualitatively, 86 out of the 98 (88%) men provided reasons that were thematically coded; convenience (24/86, 28%), reliability (22/86, 26%), and anonymity (20/86, 23%) were the most commonly cited reasons for future use. For example, one man stated that these services were “available when needed (24 hrs) and voluntary,” while another explained that “the information was excellent and private.” Others reported they appreciated that these services offer “someone understanding, nonjudgmental, and open to discussing my concerns and answering my questions,” “immediate contact with a compassionate person,” and “human contact.” One man remarked supportively, “I find it difficult to ask the same questions with health care providers face-to-face because I have had negative, homophobic experiences in the past.”

The small minority of men who had previously used online outreach services, but indicated that they would not use them again (19/117, 16.2%), expressed three main reasons for this: (1) negative experiences or perceptions of these services, (2) long wait times to get a response, and (3) a preference or opportunity to interact with health professionals in person. One man stated that the experience “was invasive and [I] couldn’t feel as though I could trust them.” With regard to responsiveness, participants explained that they were “too slow to answer,” “received no response,” and that “the first time I tried contacting someone [in] real time they never replied back.” Finally, some of these men spoke positively about their current access to gay-friendly health services: “It was easier to just go to the nearest health clinic and “I have an excellent support system with my doctor already.”

Overall, the men who accessed online outreach services rated the services as helpful and several explained how these services were becoming important sources of community and service information. For example, one man explained, “I find it difficult sometimes to remember when drop-in anonymous testing hours/locations happen, and the reminder that there is one in my ‘hood is nice.” Participants provided a number of recommendations to consider in the future provision or adaptation of online outreach services. First, even among those who had accessed online outreach services, several men expressed that these services were not readily visible or available. One man stated that these services “need [a] more visible presence online” and another explained, “The only downside is that the individual has to seek out and discover the services available to them—so having this sort of thing more accessible on apps...would be a good idea.” Several men expressed an interest in more real-time conversations: “I wish the interaction could be simultaneous. My responses often had a long delay (like a day or two).” Others explained this in terms of better geographic, temporal, and online venue coverage: “They were helpful with answer[ing] my questions but...they could not refer me to local ones,” “more outreach volunteers in
different locations,” and “They need to be on the sites that we are on, and to be there round the clock 24/7.”

Participants who had explicitly not experienced online outreach (n=1559) said they had not used these services because they had no need or interest (1074/1559, 68.89%), did not know about or where to find them (496/1559, 31.82%), did not trust them (85/1559, 5.45%), or the services were not available when they needed them (76/1559, 4.87%). The few respondents who said they did not trust these services explained that “I’m somewhat intimidated by the lack of privacy,” “Trust would be an issue, as well what personal information would be needed before the advice is given,” and they “need complete secrecy.” Many of the individuals who said that they did not need or were not interested in these services explained that “I go to the clinic about once a year and talk with nurses” or “I prefer to talk with a professional in person!”

All participants were asked to comment on any difficulties they had in trying to access online outreach services. Of 1830 men, 1005 (54.92%) were not interested in accessing these types of services; a further 412 (22.51%) had never experienced any barriers to accessing these services. Of those men who had not accessed online outreach and indicated that they wished to, but had potential difficulties, half of the reasons were either not knowing how to access these services (75/296, 25.3%) or being unaware that these services existed prior to this questionnaire (67/296, 22.6%). Participants reported that they “did not know they [online outreach services] existed or where to find them—I really never heard of this before, otherwise I would have contacted them” and “I had no idea these services existed...so more promotion of these services in the gay community would have been nice.”

Others indicated geographic difficulties with accessing these services. Several participants from smaller cities explained this poses almost paradoxical problems where gay-friendly services are not available (eg, “No access near where I live”), but attempts to make them available pose particular challenges to anonymity. One man explained that he lived in a “small city that hires mostly LGBT [lesbian, gay, bisexual, and transgender] staff. This will not help accessing services as who wants to run into a friend or acquaintance when seeking assistance?” Another participant stated, “In my small town, I still find that looking [for] and getting sexual health info or treatment has a huge stigma attached to it. Traveling to [Toronto] is costly and I can’t do it easily.” Access to Toronto-based services was also a challenge described for men comparably closer: “Services seem to be located downtown Toronto and I live in the suburbs.” Other geographic barriers were related to technology access and coverage: “limited Internet service where I live” and “Unless you’re located in the core of Toronto [major metropolitan center], it’s likely you won’t see an outreach worker on Grindr.”

Some participants expressed that they “don’t know how to tell if info is reliable,” are concerned with “having to give personal information...and feeling like you’re being judged,” or that the “gay outreach community is too small and not sure if what I share will remain confidential.”

Discussion

Principal Findings

This is the first study to examine the perceptions, expressed need, and self-reported impact of online outreach services for MISM (GB2M) in a Canadian context. Similar to findings in the United States [33], our study suggests that online outreach is a useful and important tool in HIV prevention for GB2M. The findings suggest that 8% of MISM in this sample have accessed online outreach services. The community members of the research team considered the reaching of 8% of all GB2M (MISM) through online outreach in their communities to be very successful, since the size of the population online is so large and since they represent a handful of agencies that have been offering these services only in the past couple of years. It is significant that participants are encountering these services in a space online where they are not necessarily going to seek health information and services. Most importantly, our analyses showed online services to be disproportionately used by GB2M who are hard to reach using other means, including HIV-positive men and Aboriginal men. Though several other studies focused primarily on youth [22,25], our findings suggest that there were no differences based on age. It would be useful to ensure broad age ranges for studies examining GB2M and online use.

In univariate analyses, two-spirit men and HIV-positive men were significantly more likely to access online outreach, and for trans-identified men this analysis approach significance. However, in multivariable analysis, Aboriginal participants (not necessarily those who identified as two-spirit) were more likely to access online outreach compared with white men. This may be a useful distinction for agencies serving Aboriginal men, because regardless of how they identify—gay, bisexual, two-spirit—this suggests Aboriginal men of all identities—gay, bisexual, two-spirit—are more likely to access resources available online. Like non-Aboriginal communities, stigma among Aboriginal populations regarding sexual minorities [34] may leave some two-spirit men feeling that online outreach is the preferred place to encounter the Triple A Engine effect of service usage because it is accessible, affordable, and anonymous. Those in Southwestern and Eastern Ontario were less likely than those in Toronto to access outreach. This may be a result of the numerous agencies providing online outreach in Toronto, whereas smaller communities may likely have only one (if any) agency providing such outreach. However, there were no differences in online outreach uptake between men in Northern Ontario, which has more rural and remote regions, and men in Toronto; this indicates the utility of these services to reach men who may be more geographically isolated [25] from both physical communities and in-person health and social services that are often clustered within large urban centers.

Those on social assistance were more likely to access online outreach than those who were not. This may speak to the affordability and accessibility of online resources and the lack of physical barriers/challenges to access them. These factors are important considerations for programming and policy implications when developing strategies in a variety of local jurisdictions and with specific populations. Indeed, a diverse
array of singular and multiple outcomes were noted, including a decrease in anxiety, an increase in condom use, and even a better connection to community. These outcomes suggest online outreach has the capacity to address a comprehensive and integrated approach to care and services. Clearly, the needs go beyond specific condom use issues to those involving access to testing, pre- and post-HIV exposure treatment, and issues related to mental health and social well-being. There is a growing consensus that to address sexual health among GB2M, providers must understand the linkages between HIV/STIs, other health issues, and the social determinants of health along with the notion that multiple health epidemics—substance use, childhood trauma and bullying, mental health—are part of a fabric of syndemics that impact the health and wellness of GB2M across the life spectrum. These findings suggest the use of the Internet and other mobile technologies is a yet unrealized potential tool to link GB2M to rapidly evolving HIV-prevention information, such as the meaning of an undetectable viral load in relation to HIV transmission, and care, such as pre- and postexposure treatment. In addition, these online tools can also be formulated to address the underlying psychosocial factors impacting syndemics among GB2M [27]. Our findings support previous calls to encourage a more holistic approach to the health of MISM [4,27].

Of the men who accessed online outreach, their experiences were mostly favorable, finding the contact helpful and relevant, and reporting that they would use the service again. Half reported that they increased their knowledge on sexual health. Many men reported that they received a referral for testing or other services as an outcome. Nearly 90% of men who reported connection with online outreach reported some change as a result of that interaction. A recent systematic review of the literature has shown that using online tools for HIV prevention among gay and bisexual men were very effective at creating behavior change related to HIV transmission among gay and bisexual men [35].

Of the small number who would not use online outreach again, they primarily reported that they had a negative experience, a long wait time, or a preference for in-person contact. For those who did not access online outreach services, they reported mostly that they did not have a need or interest in the service, they did not know the service existed, or the services were not available at the time required. This feedback is useful when considering the development and implementation of online outreach services. Some regions may be lacking in online outreach due to resource constraints. In addition, MISM may be on certain apps or sites that have little or no online outreach and thus may not be coming into contact with such services. In our sample, most men reported being on numerous sites/apps (data not shown). Of course, it is not feasible that online outreach services can be provided on all sites or apps at all times, but, similar to previous research [28], it appears that MISM are interested in these services and a greater saturation of services may be helpful. It may be beneficial to have a sense of where men are appearing online and attempt to target the most popular sites/apps for a particular population or location, although these also shift over time as new products are released on the market. Therefore, it is important that agencies be aware of these changes in their population and are able to transition/adapt service provision across various platforms, including new and emerging ones [31].

Some men preferred the anonymity of the Internet for health care resources while others felt they had a trusting relationship with their providers. Thus, having resources online and on apps may be an important adjuvant to in-person care [28]. These services cannot and should not be a replacement for in-person care, but it seems clear there is a high demand and interest in online outreach, and that these services are commonly used by diverse MISM who may experience barriers to traditional services [8].

A large proportion of men reported not accessing these services due to a lack of need or interest (1074/1559, 68.89%). Future research would do well to understand the ways in which these men feel they have their health needs met to see if their resources, skills, or knowledge are transferable to other men. They may be using other forms of outreach, have advanced health literacy, or have access to other pertinent health information and care. It may also be that these men may have heightened HIV/STI risk, but do not perceive themselves to be at risk.

Limitations
These findings were primarily self-reported and therefore may be impacted by recall and response bias. Participants were recruited through online venues and agency email blasts and therefore may not accurately capture the characteristics or number of GB2M who are online or using online outreach services. Our findings may not be generalizable to MISM populations across Ontario or in other jurisdictions, but they do provide an indication of important trends that should be investigated in population-based studies and with different study designs. In addition, the small sample size of men who accessed services may mask some of the other differences. Though there were location, race, and socioeconomic differences in those accessing online outreach, our study design could not help us to understand what the reason for these differences were. Finally, the scope of our conclusions is also limited by the lack of information related to funding history, reasons for starting and ending online outreach programs, and issues of program sustainability.

Comparisons With Prior Work
Similar to previous research [36], our findings suggest that MISM are actively using the Internet for information regarding HIV and other STIs. Given that previous research has suggested that GB2M in online environments may lack basic HIV education [17], this study’s findings resonate with previous research that suggests that GB2M are increasingly using the Internet and mobile technologies for sexual contact and sexual health promotion and information. Our findings also show that GB2M are indeed open and willing to use a variety of online resources to access HIV/STI and other health information [4,33]. Previous research has reported this acceptability in a variety of contexts, specifically online forums [18], Web tools [24], mobile-based apps [22], social media networks (ie, Facebook and YouTube) [37], and highly interactive online virtual
environments [23]. The authors attempted to compare the levels of interaction and acceptability of online outreach to other forms of outreach among other GB2M. Though there is robust research focused on the outcomes and use of other forms of outreach, such as bar and bathhouse testing and counseling, there is a paucity of recent research that evaluates the acceptability levels of these tools among GB2M, thus limiting any possibility to compare. However, evidence suggests that previously developed mobile apps aimed at reducing HIV and other STIs have not been rated very well and were not frequently downloaded [31]. It is possible that instead of developing separate apps, engagement in online outreach within currently used apps may be more acceptable to MISM. Future research is needed to examine this possibility. Future research is also needed to test the efficacy and effectiveness of online outreach as a health intervention using experimental or quasi-experimental designs. An economic analysis of online outreach as a health service could help demonstrate the breadth of potential positive outcomes that occur. Additional useful research would be to examine the ways in which those who did not need or desire online outreach understand their sexual health and what they do to maintain it. Comparative research aimed at testing the levels of acceptability to various forms of online outreach for GB2M would provide beneficial data to ascertain the relevance and need for online versus more traditional forms of outreach (eg, bars and bathhouses).

Previous research has also suggested that rural GB2M are willing and interested in online tools for HIV/STI prevention and that such interventions can be efficacious as well [25]. Given Ontario’s large rural areas, it would be important for future research to examine the particular needs and usefulness of online outreach for rural and nonmetropolitan MISM. Our findings suggest that some GB2M desire to have resources accessible in person. This finding resonates with Hottes et al [31] who found that online testing was unlikely to replace in-person HIV testing among gay men, but may be a useful option for some who lack access to resources that are knowledgeable about gay men’s sexual health.

From a theoretical perspective, we found that Cooper’s Triple A Engine effect [10] and its offshoot components [11-13] were especially relevant to the experience of MISM using online outreach services. The elements of Cooper’s work and others who have developed it further [10-13] generally correspond with the data found in our study. These include that online outreach services are affordable, accessible (if one has a mobile phone or Internet connection), and anonymous. Though participation in the study required Internet access, any outreach experienced would be anonymous and free (affordable). In terms of accessibility of the services themselves for those online, the main barrier was a lack of awareness of the service or how to find it. This can help providers to consider better ways to increase awareness of their services. Other components related to the Triple A Engine effect suggested by other authors include Acceptability, Affirmation, and Assessment. Acceptability [11] was moderately evident in this study and future research should more directly examine whether having online outreach in apps is acceptable to GB2M; other research has shown that GB2M are interested in using online tools and resources for sexual health [22,28,31]. Affirmation [13] of oneself and a connection to a community were reported by those who felt they could trust the community providers. Assessment [13] of one’s sexual risk and making changes to one’s behavior as a result of this outreach was reported by most of the men who had encountered online outreach. Clearly, the use of online outreach represents an important and emerging tool to support the sexual health of MISM.

**Conclusions**

Online outreach for HIV/STI prevention is a promising tool for GB2M and the agencies that serve them. For GB2M who access them, these services are helpful, provide useful referrals, and appear to provide some self-reported change in knowledge and behavior. For those who did not use online outreach, the primary reason was that they felt it was not necessary. For some men the response time was too slow or the services were challenging to find. These responses suggest providers might be interested in ensuring shorter response times and more awareness campaigns that inform GB2M about the scope and availability of their online and Web-based services. Shorter response times are important as GB2M who may be exposed to HIV may want to access postexposure prophylaxis (PEP) treatment, which should begin as soon as possible (within 72 hours) of exposure.

These findings suggest that online outreach services show great promise to reach some hard-to-reach populations. Further research may be needed to understand why men from certain regions, or those who are Aboriginal or on social assistance, may use online outreach services more. It is possible that those with marginalized status may have fewer local resources available to them and therefore using the Internet for information and referrals is more convenient and accessible. As per the expanded Triple A Engine effect concepts, because online outreach services are typically free and anonymous, this may be driving the increased usage among those with lesser financial resources and those who are closeted or more likely to suffer stigma. These findings also suggest opportunities for funders and service providers of online outreach to increase the reach and the uptake of such services to reduce the impact and burden of HIV and other STIs among GB2M. Additionally, because various mobile apps and websites cater to specific populations, online outreach has the advantage of providing more population-specific and individualized responses. The outreach can be provided in such a way as to specifically address one person’s current needs within an understood culture. Examples of this include Aboriginal men, men of color, rural men, younger men, and older men.

Finally, these findings suggest that future HIV-prevention interventions aimed at GB2M consider the further development and coverage of online outreach programs and services. Given the positive appreciation of this type of outreach and the accessibility and anonymity it provides, online outreach is an important and emerging tool that has the potential to address the broad range of issues that fuel the HIV epidemic among GB2M; these issues include the dissemination of accurate and timely information, as well as access to testing, care, and services that address the broad range of psychosocial issues that impact GB2M.
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Abstract

Background: Understanding how people participate in and contribute to online health communities (OHCs) is useful knowledge in multiple domains. It is helpful for community managers in developing strategies for building community, for organizations in disseminating information about health interventions, and for researchers in understanding the social dynamics of peer support.

Objective: We sought to determine if any patterns were apparent in the nature of user participation across online health communities.

Methods: The current study involved a systematic review of all studies that have investigated the nature of participation in an online health community and have provided a quantifiable method for categorizing a person based on their participation style. A systematic search yielded 20 papers.

Results: Participatory styles were classified as either multidimensional (based on multiple metrics) or unidimensional (based on one metric). With respect to the multidimensional category, a total of 41 different participation styles were identified ranging from Influential Users who were leaders on the board to Topic-Focused Responders who focused on a specific topic and tended to respond to rather than initiate posts. However, there was little overlap in participation styles identified both across OHCs for different health conditions and within OHCs for specific health conditions. Five of the 41 styles emerged in more than one study (Hubs, Authorities, Facilitators, Prime Givers, and Discussants), but the remainder were reported in only one study. The focus of the unidimensional studies was on level of engagement and particularly on high-engaged users. Eight different metrics were used to evaluate level of engagement with the greatest focus on frequency of posts.

Conclusions: With the exception of high-engaged users based on high post frequency, the current review found little evidence for consistent participatory styles across different health communities. However, this area of research is in its infancy, with most of the studies included in the review being published in the last 2 years. Nevertheless, the review delivers a nomenclature for OHC participation styles and metrics and discusses important methodological issues that will provide a basis for future comparative research in the area. Further studies are required to systematically investigate a range of participatory styles, to investigate their association with different types of online health communities and to determine the contribution of different participatory styles within and across online health communities.

(J Med Internet Res 2015;17(12):e271) doi:10.2196/jmir.4705
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Participation rates of people in online communities are known to be highly variable with some people contributing much more than others. Across all types of online communities, the variability in degree of user participation consistently follows a pattern [1]. In particular, this pattern in participation is described by a power law. This power law means, for example, that the top 1% of participants contribute as much as 75% of the posts in an online health community (OHC) [2,3]. This pattern is indicative of a coherent community [2], and these highly engaged individuals are repeatedly observed in well-established OHCs [4]. These individuals are of interest. Their high participation rates and predictable presence suggest that they may be of particular value to the OHC.

Although post frequency may constitute a simple indicator of engagement, from post frequency alone it is not possible to ascertain exactly what ways a person contributes. Post frequency does not indicate whether a person starts new discussions, welcomes newcomers, is available at critical times in the day when people are most likely to need support, or is knowledgeable about certain topics. In order to ascertain whether people contribute these different kinds of value, it is necessary to measure their participation based on various other metrics.

There may be value for those who are involved in the development of an OHC to identify users who contribute particular types of value to the OHC. This points to the need for multiple metrics to define user contributions. For example, in a qualitative paper on building and sustaining OHCs, Young described how certain core members were vital to the development and sustainability of an OHC [5]. As the community manager from the inception of this OHC, Young was able to provide an account of the different ways that these users had contributed to the development of the OHC including facilitating discussion and fostering a supportive culture. Young also suggested ways that OHC managers might harness the contributions of these individuals to help build the community by, for example, highlighting their best posts or inviting them to contribute to a community resource such as a newsletter.

For a variety of reasons, including time constraints and size of the community, not all community managers are able to have a strong qualitative understanding of the roles of particular individuals in their OHC. However, community managers would potentially benefit from a simple operationalization of user participation in terms of metrics that are automatically collected in the log data of the OHC software. This would help them to identify the core members and various other users who contribute in different ways so that they may apply the community building techniques recommended by Young [5].

OHCs also provide an opportune setting for interventions that encourage certain positive health behaviors [6]. Knowing who the most influential people are in an OHC, or how to reach most of the community via the smallest subset of people, might inform dissemination activities such as promoting new evidence-based treatments or recommending correct use of certain medications.

Finally, there is scientific value in investigating the ways in which different people participate in OHCs across multiple contexts. There may be patterns in the way in which people participate that can be found across multiple different OHCs. These patterns may help us learn more about the social dynamics of OHCs and the way that people seek help and provide it to others.

User profiling by categorizing participation styles is conducted in studies of online communities more broadly. There are some roles such as “newbies” and “celebrities” that may be found in any online community, but most others are likely to be specific to the type of community [7]. For example, “technical editors” and “substantive experts” are found in Wikipedia [8], but these may not be relevant to or found in OHCs. We expect that OHCs will have high-profile users who are akin to “celebrities,” but the nomenclature and the metrics used to define these users may be tailored to the supportive context and health discussion focus of the community. There may be further similarities and differences between participation styles in communities of different health types.

This study seeks to advance this area by conducting a systematic review of all studies that provide replicable, quantifiable criteria for categorizing the nature of participation in an OHC. We aimed to document all participation styles that had been identified to date and the OHCs from which they came. Our objective was to determine if any patterns were apparent in the nature of user participation across OHCs for different health conditions or within each.

Methods

A systematic review was conducted to identify articles that investigated participation styles in an online health community. For the current purposes, an online health community was defined as any Internet-based platform designed to enable people to communicate about health issues. A participation style was defined as any type of engagement with an OHC that can be measured quantitatively. This does not include simply the presence or absence of participation (ie, posters and lurkers), as this has been well documented elsewhere [9], but rather is aimed at understanding the nature of participation for those who are actively engaged in the community.

Search Strategy

Three databases (PubMed, PsycINFO, and Cochrane) were searched for all articles prior to December 2014. Adapted search terms from Eysenbach et al [10] and Griffiths et al [11] were used to identify the concept of OHC (see Multimedia Appendix 1). These search terms were combined with the following terms to identify the participation style concept: (participatory pattern*) OR (posting pattern*) OR (posting behavior pattern*) OR (use pattern*) OR (communication pattern*) OR (usage pattern*) OR (system use*) OR (traffic) OR (participative stance*) OR (participant contribution*) OR (posting habits*) OR (participation rate*) OR (posting rate*) OR (user engagement) OR (level* of engagement*) OR (pattern* of engagement*) OR (type* of engagement*) OR (share information) OR (community structure) OR (social dynamics).

http://www.jmir.org/2015/12/e271/
In addition, papers from relevant journals and conference proceedings in the computer and information science field published since 2005 (including the American Medical Informatics Association Annual Symposium, Journal of the American Medical Informatics Association, Journal of the Association for Information Science and Technology, and International Conference on Healthcare Informatics) and a new journal that was not yet indexed at the time of the search (Internet Interventions) were screened for relevant articles.

**Article Selection**

A total of 7457 articles were screened. Of these, 3150 were retrieved from the database search and 4307 were from the additional journals and conference proceedings. A total of 82 duplicate articles were identified and removed. Relevant articles were selected through a multistage process (Figure 1). Initially, titles were screened by 2 raters (BC and KA). Any article that mentioned an online community or synonym thereof in the title (or online health community in the case of the Journal of the Association for Information Science and Technology) was included. This reduced the number of articles to 158. The abstracts of these articles were subsequently screened by the 2 raters. Any article that investigated ways that people participate in an online health community was included. Articles based on self-report measures of OHC use and research protocols were excluded. The full articles for the 36 remaining abstracts were retrieved and read by both raters. Any disagreements between the raters were resolved by discussion.

**Figure 1.** Study identification flow diagram: PubMed (PM), PsychINFO (PI), Cochrane (C), Internet Interventions (II), International Conference on Healthcare Informatics (ICHI), American Medical Informatics Association Annual Symposium (AMIA), Journal of the American Medical Informatics Association (JAMIA), Journal of the Association for Information Science and Technology (JASIST).

**Inclusion Criteria**

The final set of articles included any study that (1) quantitatively investigated ways that people participate in an online health community, and (2) categorized users based on any quantifiable metric that can be used to show they have engaged with the community.
Exclusion Criteria

Studies that converted written content to quantitative data by a means that was computerized (eg, machine learning algorithm) were included, but studies that relied on human interpretation of written content to create quantitative data were not. This ensured that the methods identified could be accurately replicated and would be scalable to large OHCs. For similar reasons, studies that used self-report data from surveys were not included. This meant that only studies reporting data that had been automatically logged by the OHC software or that had been extracted by programs that crawl publicly available data were included in this systematic review. Protocol papers, articles not written in English, and papers on OHCs solely for health practitioners were not included.

After applying these criteria, a set of 15 papers were included. The reference lists of included papers and those that cited them (as per Google Scholar) were hand searched. This yielded an additional 5 papers, resulting in a final set of 20 included papers.

Coding

The included papers were coded by 1 rater (BC). Each participation style identified by a paper was listed. Three attributes of each participation style were coded: (1) the name used by the authors to describe the participation style, for example, “superuser,” (2) the metrics used to quantitatively describe their style of participation, for example, frequency of posts, and (3) the inclusion criteria used to determine who was categorized as having that participation style, for example, the top 1% of users whose frequency of posts was greatest were deemed to be superusers.

Results

Across the final set of 20 papers, users were categorized into participation styles a total of 74 times, of which 28 were duplicates. These duplicates included participation styles that had been assigned different names by different studies but used the same metrics and same inclusion criteria (or very similar) to define them. By merging all these redundant categorizations into the same participation style, we determined that 44 participation styles had been identified in OHCs to date.

Table 1 [2,3,12-29] shows a summary of information about the OHCs where the participation styles were identified. Some studies investigated more than one OHC. In total, there were 26 different OHCs. These were used for a variety of different health topics including smoking cessation (n=7), cancer (n=6), mental health issues (n=6), diabetes (n=5), multiple sclerosis (n=1), and social innovation in health care (n=1). These OHCs were based in different countries including the United States (n=8), Canada (n=2), Australia (n=1), Germany (n=1), New Zealand (n=1), Norway (n=1), Taiwan (n=1), and the United Kingdom (n=1). The country of origin for 10 OHCs was not reported. The sample of people drawn from each OHC ranged in size from 77 to 49,552 people. Most included between 1000 and 10,000 people; however, one group of 5 OHCs included more than 140,000 people between them. All of the studies were published in 2007 or later, with 12 of the 20 published since 2013.

Table 2 [2,3,12-29] shows a summary of these types of participation. Within Table 2, we have grouped participation styles first into two categories: those based on multiple metrics (multidimensional) and those based on one metric (unidimensional). Each of these is also then divided into up to 3 categories according to the predominant type of metric used to define the participation style: activity-based, network-based, and content-based metrics. Table 3 [30,31] contains a list of the metrics and a description of what they measure.

There were 41 participation styles in the multidimensional category (13 activity based, 11 network based, and 17 content based). In all instances where a unidimensional participation style was identified, the studies divided the users into no more than 3 groups that we have summarized as high, medium, and low engagement. There were 8 different metrics used in the high engagement category (5 activity based, 3 network based), 3 in the medium category (2 activity based, 1 network based), and 4 in the low category (3 activity based, 1 network based).

The results of each subcategory of participation style (content based, network based, and activity based) are described in turn for the 41 multidimensional participation styles. Following this, the results of the unidimensional participation styles are described together for each of the 3 participation styles identified.
<table>
<thead>
<tr>
<th>Online health community name</th>
<th>Year of study</th>
<th>Health condition</th>
<th>Country</th>
<th>Sample size, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOL-Cancer Forum</td>
<td>2007 [27]</td>
<td>Cancer</td>
<td>Not reported</td>
<td>84</td>
</tr>
<tr>
<td>Cancer Survivors Network</td>
<td>2014 [22,23]</td>
<td>Cancer</td>
<td>United States</td>
<td>27,173</td>
</tr>
<tr>
<td>Cancer Compass</td>
<td>2011 [28]</td>
<td>Cancer</td>
<td>United States</td>
<td>7991</td>
</tr>
<tr>
<td>Breastcancer.org</td>
<td>2014 [29]</td>
<td>Cancer (breast)</td>
<td>United States</td>
<td>49,552</td>
</tr>
<tr>
<td>Cancer Compass</td>
<td>2010 [17]</td>
<td>Cancer (melanoma)</td>
<td>United States</td>
<td>851</td>
</tr>
<tr>
<td>Five unnamed forums in English and Spanish</td>
<td>2013 [14]</td>
<td>Diabetes</td>
<td>Not reported</td>
<td>&gt;140,000</td>
</tr>
<tr>
<td>DepressionCenter</td>
<td>2014 [3]</td>
<td>Mental health (depression)</td>
<td>Not reported</td>
<td>5151</td>
</tr>
<tr>
<td>PTT.CC—Psychosis Support Group</td>
<td>2009 [26]</td>
<td>Mental health (psychosis)</td>
<td>Taiwan</td>
<td>438</td>
</tr>
<tr>
<td>Deutsche Multiple Sklerose Gesellschaft</td>
<td>2014 [20]</td>
<td>Multiple sclerosis</td>
<td>Germany</td>
<td>1169</td>
</tr>
<tr>
<td>The Canadian Cancer Society’s Smokers’ Helpline Online</td>
<td>2012 [21]</td>
<td>Smoking</td>
<td>Canada</td>
<td>1670</td>
</tr>
<tr>
<td>QuitBlogs</td>
<td>2014 [18]</td>
<td>Smoking</td>
<td>New Zealand</td>
<td>3448</td>
</tr>
<tr>
<td></td>
<td>2013 [16]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>StopSmokingCenter</td>
<td>2012 [21]</td>
<td>Smoking</td>
<td>United States</td>
<td>1627</td>
</tr>
<tr>
<td>#HCSMCA</td>
<td>2013 [24]</td>
<td>Social innovation in health care</td>
<td>Canada</td>
<td>486</td>
</tr>
</tbody>
</table>
Table 2. Summary of participation styles including name, metrics, and inclusion criteria.

<table>
<thead>
<tr>
<th>Name</th>
<th>Metrics</th>
<th>Inclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Multidimensional</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Content based</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Influential user [23]</td>
<td>69 activity, network, and content features including influential responding replies</td>
<td>Machine learning classifier (relying initially on expert judgement to identify exemplars)</td>
</tr>
<tr>
<td>Leader [22]</td>
<td>68 activity, network and content features</td>
<td>Machine learning classifier (relying initially on expert judgement to identify exemplars)</td>
</tr>
<tr>
<td>Opinion leader [16]</td>
<td>Word vectors, degree</td>
<td>Latent semantic analysis and high degree</td>
</tr>
<tr>
<td>Information providers [29]</td>
<td>Social support type</td>
<td>High information support</td>
</tr>
<tr>
<td>Community builders [29]</td>
<td>Social support type</td>
<td>High companionship support</td>
</tr>
<tr>
<td>Emotional support providers [29]</td>
<td>Social support type</td>
<td>High emotional support</td>
</tr>
<tr>
<td>Information seekers [29]</td>
<td>Social support type</td>
<td>High information support seeking</td>
</tr>
<tr>
<td>Emotional support seekers [29]</td>
<td>Social support type</td>
<td>High emotional support seeking</td>
</tr>
<tr>
<td>Information enthusiasts [29]</td>
<td>Social support type</td>
<td>High information support seeking, high information support</td>
</tr>
<tr>
<td>All-around contributors [29]</td>
<td>Social support type</td>
<td>No particular metric stands out</td>
</tr>
<tr>
<td>Balanced source user [20]</td>
<td>Source of information</td>
<td>Cited information from a range of sources</td>
</tr>
<tr>
<td>Social media fan [20]</td>
<td>Source of information</td>
<td>High social media</td>
</tr>
<tr>
<td>Organization follower [20]</td>
<td>Source of information</td>
<td>High organizations</td>
</tr>
<tr>
<td>Homepage promoter [20]</td>
<td>Source of information</td>
<td>High static informational websites</td>
</tr>
<tr>
<td>Seeker of health care [20]</td>
<td>Source of information</td>
<td>High health practitioners</td>
</tr>
<tr>
<td>User of uncommon sources [20]</td>
<td>Source of information</td>
<td>High uncommon sources</td>
</tr>
<tr>
<td>Sophisticated contributor [20]</td>
<td>Word count, source of information</td>
<td>High word count, high academic references</td>
</tr>
<tr>
<td><strong>Network based</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Key player [15]</td>
<td>Degree (nonredundant)</td>
<td>Key Player 1.4 software</td>
</tr>
<tr>
<td>Hub [14,17,28]</td>
<td>Out-degree, in-degree</td>
<td>Hyperlink-induced topic search algorithm</td>
</tr>
<tr>
<td>Authority [14,17,28]</td>
<td>Out-degree, in-degree</td>
<td>Hyperlink-induced topic search algorithm</td>
</tr>
<tr>
<td>Facilitator [17,28]</td>
<td>Out-degree, in-degree</td>
<td>Hyperlink-induced topic search algorithm</td>
</tr>
<tr>
<td>Trusted user [14]</td>
<td>Out-degree, in-degree</td>
<td>PageRank algorithm</td>
</tr>
<tr>
<td>Help-seeker [14]</td>
<td>Out-degree, in-degree</td>
<td>Low in-degree, high out-degree (within the scope of the edge between 2 users)</td>
</tr>
<tr>
<td>Star [27]</td>
<td>Out-degree, in-degree</td>
<td>Top ranked individual (outlier)</td>
</tr>
<tr>
<td>Prime givers [14,27]</td>
<td>Out-degree, in-degree</td>
<td>Very high out-degree, high in-degree</td>
</tr>
<tr>
<td>Serious members [27]</td>
<td>Out-degree, in-degree</td>
<td>Moderate out-degree, moderate in-degree</td>
</tr>
<tr>
<td>Moderate users [27]</td>
<td>Out-degree, in-degree</td>
<td>Low out-degree, low in-degree</td>
</tr>
<tr>
<td>Takers [27]</td>
<td>Out-degree, in-degree</td>
<td>No out-degree, low in-degree</td>
</tr>
<tr>
<td><strong>Activity based</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caretaker [19]</td>
<td>Time logged in, episodes, reading, posting, thread initiation</td>
<td>High time logged in, low episodes, high reading, low posting, low thread initiation</td>
</tr>
<tr>
<td>Here for you [19]</td>
<td>Thread initiation, posting, forum</td>
<td>Low thread initiation, high posting in support forum</td>
</tr>
<tr>
<td>Butterfly [19]</td>
<td>Time logged in, episodes, posting, forum</td>
<td>High time logged in, high episodes, high posting in support forum</td>
</tr>
<tr>
<td>Name</td>
<td>Metrics</td>
<td>Inclusion criteria</td>
</tr>
<tr>
<td>----------------------------------------------</td>
<td>-------------------------------------------------------------------------</td>
<td>-----------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Crisis-oriented individual</td>
<td>Posting, forum</td>
<td>High posting in support forum</td>
</tr>
<tr>
<td>[19]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discussant [19,20]</td>
<td>Thread initiation, posting, forum</td>
<td>High thread initiation, high posting in discussion forum</td>
</tr>
<tr>
<td>Average user [20]</td>
<td>Thread initiation, posting, forum, topic, days active, word count, source of information</td>
<td>No particular metric stands out</td>
</tr>
<tr>
<td>Highly active relational poster [20]</td>
<td>Posts per day, thread participation, thread initiation</td>
<td>High posts per day, high thread participation, low thread initiation</td>
</tr>
<tr>
<td>Topic-focused responder [20]</td>
<td>Thread initiation, posting, topic, days active</td>
<td>Low thread initiation, low posts per day, high fraction of topic-related posts, low days active</td>
</tr>
<tr>
<td>Topic-spammer [20]</td>
<td>Posting, days active, word count, topic, source of information</td>
<td>Low days active, high posting, low word count, high fraction of topic-related posts, low references</td>
</tr>
<tr>
<td>Long-term high-activity users [25]</td>
<td>Days active, posting</td>
<td>High days active, high posting</td>
</tr>
<tr>
<td>Short-term high-activity users [25]</td>
<td>Days active, posting</td>
<td>Low days active, high posting</td>
</tr>
<tr>
<td>Short-term low-activity users [25]</td>
<td>Days active, posting</td>
<td>Low days active, low posting</td>
</tr>
<tr>
<td>Long-term low-activity users [25]</td>
<td>Days active, posting</td>
<td>High days active, low posting</td>
</tr>
</tbody>
</table>

**Unidimensional**

**Activity based**

<table>
<thead>
<tr>
<th>Rule</th>
<th>Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>High-engaged user</td>
<td>Posting &gt;2 posts [12]; top 1% of users [2,3]; top 10 users [24]; &gt;180 posts [18]; top 100 users [21]</td>
</tr>
<tr>
<td>Reading</td>
<td>&gt;5 posts [12]</td>
</tr>
<tr>
<td>Time logged in</td>
<td>Top 33.3% of users [13]</td>
</tr>
<tr>
<td>Thread initiation</td>
<td>Top 100 users [21]</td>
</tr>
<tr>
<td>Thread participation</td>
<td>Top 100 users [21]</td>
</tr>
<tr>
<td>Friendship</td>
<td>Mutual friend nomination between 2 users and &gt;4 interactions between them [15]</td>
</tr>
<tr>
<td>In-degree</td>
<td>Top 10 users [24]; high in-degree [26]</td>
</tr>
<tr>
<td>Out-degree</td>
<td>Top 10 users [24]; high out-degree [26]</td>
</tr>
<tr>
<td>Moderate-engaged user</td>
<td>Posting 2-10 percentile (9%) of users [2,3]</td>
</tr>
<tr>
<td>Time logged in</td>
<td>Middle 33.3% of users [13]</td>
</tr>
<tr>
<td>Friendship</td>
<td>Friend nomination of another user and &gt;0 interactions with them [15]</td>
</tr>
<tr>
<td>Low-engaged user</td>
<td>Posting 1-2 post [12,18]; bottom 90% of users [2,3]</td>
</tr>
<tr>
<td>Reading</td>
<td>1-5 posts [12]</td>
</tr>
<tr>
<td>Time logged in</td>
<td>Bottom 33.3% of registered users [13]</td>
</tr>
<tr>
<td>Friendship</td>
<td>Any interactions with another user [15]</td>
</tr>
</tbody>
</table>
Table 3. A description of the metrics used to classify participation styles.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Activity-based metrics:</strong></td>
<td>measure the individual actions taken by users in an OHC</td>
</tr>
<tr>
<td>Posting</td>
<td>Number of posts a person has made in the OHC</td>
</tr>
<tr>
<td>Time logged in</td>
<td>Amount of time a person has spent accessing the OHC</td>
</tr>
<tr>
<td>Reading</td>
<td>Number of posts that a person has read</td>
</tr>
<tr>
<td>Thread initiation</td>
<td>Number of times a person has created a thread</td>
</tr>
<tr>
<td>Episodes</td>
<td>Number of times a person has accessed the OHC</td>
</tr>
<tr>
<td>Days active</td>
<td>Number of days between a person’s first and last post</td>
</tr>
<tr>
<td>Forum</td>
<td>Number of posts a person has made in a particular subforum of the OHC, eg, support or discussion</td>
</tr>
<tr>
<td>Thread participation</td>
<td>Number of different threads a person has posted in</td>
</tr>
<tr>
<td><strong>Network-based metrics:</strong></td>
<td>measure the relationship and interactions between users</td>
</tr>
<tr>
<td>Degree (in/out)</td>
<td>The number of people a person has communicated with. Where it is possible to tell who the source of the communication was and to whom it was directed, the number of people a person has made outgoing communication with is called the “out-degree” and the number of people that a person has received communication from is called the “in-degree.” When it is not possible to tell the direction, the communication is counted for both people as a measure of degree. Degree is considered to be a measure of a user’s centrality in a network [30,31].</td>
</tr>
<tr>
<td>Friendship</td>
<td>The extent to which a person is connected with at least one other person in the OHC as defined by 3 thresholds: Low—any interactions with another user; Moderate—friend nomination of another user and ≥0 interactions with them; and High—mutual friend nomination between 2 users and ≥4 interactions between them.</td>
</tr>
<tr>
<td><strong>Content-based metrics:</strong></td>
<td>measure the nature of the content within posts</td>
</tr>
<tr>
<td>Word vectors</td>
<td>A representation of the proportion of words in a message that fit a certain topic.</td>
</tr>
<tr>
<td>Influential Responding Replies</td>
<td>Number of posts a person has made that have influenced the sentiment of the thread initiator</td>
</tr>
<tr>
<td>Social support type</td>
<td>Number of posts a person has made that either provide or seek information support, emotional support, or companionship</td>
</tr>
<tr>
<td>Topic</td>
<td>Number of posts a person has made which included subject matter on a specific topic</td>
</tr>
<tr>
<td>Source of information</td>
<td>Number of citations a person has made from a particular source</td>
</tr>
<tr>
<td>Word count</td>
<td>Number of words in a post</td>
</tr>
</tbody>
</table>

Multidimensional

**Content-Based**

*Leaders and Influential Users*

Zhao et al [23] created a machine learning classifier with 69 metrics that was used to identify influential users in an OHC. These users were regarded as leaders who could influence the emotional sentiment of other users. This study built on previous research by Zhao et al [22], which used 68 metrics such as number of posts, in-degree, and days active in a classifier to first identify leaders in the OHC. Zhao et al [23] then created a metric called “influential responding replies (IRRs).” This was the number of times a person was able to affect the sentiment of another person when responding to their initial post. It was found that this metric alone outperformed the classifier with 68 metrics, and together they created the best performing classifier. In order to train this IRR-enhanced classifier, it was necessary to have a list of users who were deemed to be influential users by moderators of the OHC. There were 41 users in this list. In total, the moderators identified 126 influential users. A list of the top 50, 100, and 150 influential users identified by the classifier was made up with 90%, 77.7%, and 68.7% users from the moderator list of 126 respectively. The highest percentage possible in the 150 influential user condition was 84.0% (126/150).

**Opinion Leaders**

Myeni et al [16] used latent semantic analysis to identify users who were involved in discussion about particular concepts such as personal experiences, advice, or adherence to interventions. Users whose mean word vector scores for a concept were one standard deviation above the sample mean were grouped together in a social network. Within each theme-based social network, Opinion Leaders were identified as people who had the highest degree. These people were considered to be influential in their specific domain and may be particularly useful to identify when delivering relevant targeted interventions. Subsequent research has shown that exposure to users who were abstinent from smoking in the theme-based networks of “social support” and “traditions” were more likely to be abstinent themselves [32].

Community Builders, Information Enthusiasts, and All-Around Contributors

Wang et al [29] created a machine learning classifier to determine which posts in a cancer OHC with more than 2.8 million posts contained each of the following types of content: providing informational support, providing emotional support, seeking informational support, and seeking emotional support and companionship. The authors then used a k-means clustering algorithm [33] to categorize all users based on the proportion of posts they made with each type of content. This produced 7 types of users. Five were typified by writing a high proportion of posts that predominantly contained one type of each of the above 5 content types. The remaining two, information enthusiasts and all-around contributors, were typified by having equally high proportions of posts seeking and providing informational support, and having equal amounts of all types of content, respectively. The all-around contributor was the most common type of user of all 7 (making up 32% of all users). Community builders were among the least common (8%) but were responsible for writing the most posts on average along with all-around contributors. Those who primarily engaged in informational and emotional support types posted less and did not remain in the forum as long as community builders and all-around contributors.

Balanced Source User, Social Media Fan, Organization Follower, Homepage Promoter, Seeker of Health Care, and User of Uncommon Sources

Sudau et al [20] observed that people tend to favor different sources of information to support the points that they make in posts. A number of participation styles represent this bias. In order to determine these participation styles, Sudau et al used a k-means clustering algorithm [33] to form 6 groups of similar users based on the frequency of different hyperlinks they used from 8 domain classes. The groups were labeled according to what Sudau et al thought best described their referencing tendencies.

Sophisticated Contributor

A sophisticated contributor is a user whose posts are longer than those of the average user participation style and contain more references. In contrast to the activities of most users, these references are more often to scientific publications than to social media sources. Sudau et al [20] identified this participation style in 4 of 171 users. Sophisticated contributor posts were three times as long and contained five times as many references as posts by Average Users.

Network Based

Key Players

Cobb et al [15] sought to identify a set of users who were maximally connected to other users throughout the social network of the OHC. A set of key players is a small group of a specified number of users who are connected with as many other people in the network as possible, for example, through private message, posting, or friendship. Cobb et al used Key Player 1.4 software [34] to determine the reach of a set of 50 key players. These 50 key players were connected to 64% of other users in the network. Note that these are not necessarily the 50 most connected individuals in the OHC; that is, they are not the top 50 users ranked by degree. Rather, the algorithm considers redundancy. If introducing a new key player to the set does not increase the set’s overall reach, that player is not added. The optimum key player set of 50 users may not necessarily contain all the users in the 49 set nor will either necessarily contain the user who, as an individual, is the most connected person in the network. The intention of the algorithm is to enable maximum access to the whole network through minimal nodes. This, for example, enables maximum efficiency in dissemination of information.

Hubs, Authorities, and Facilitators

Hubs and authorities are concepts borrowed from the computer science literature on the Web. Hubs and authorities are identified using the hyperlink-induced topic search (HITS) algorithm [35]. In this algorithm, every website receives both a hub and an authority score. High-scoring authorities are websites that are linked to high-scoring hubs. High-scoring hubs are websites that link to high-scoring authorities. Websites with high authority scores tend to those that provide good information on a specific topic. Hubs direct people to these various authorities. The algorithm can be applied to any network consisting of nodes and links between them by analyzing the pattern of out-degree and in-degree across the network. Accordingly, both Chomutare et al [14] and Durant et al [17,28] have used the HITS algorithm to identify people in OHCs as authorities and hubs. The 3 papers have posited that those identified as hubs are people who disseminate information by promoting discussion. They have a relatively high out-degree in the network compared with their in-degree. They are important for sustaining the activity levels of the community. Authorities are people whose opinion is highly respected in the community. They have a relatively high in-degree. A third participation style—a facilitator—was also proposed by Durant et al [17]. A facilitator is a person who is ranked similarly highly as a hub and as an authority. They are considered to be more effective for sustaining communication in the OHC than those who are hubs or authorities alone. Durant et al [28] sought to track the presence of facilitators over time by segmenting and analyzing the network each year over an 8-year period and found that the top 5% were rarely the same individuals in consecutive years.

Trusted Users

Similar to the HITS algorithm, the PageRank algorithm [36] is another method originating in the computer science literature on the Web. Rather than identifying 2 types of users, the PageRank algorithm identifies one type. The score given to each node in the network by the PageRank algorithm is the probability of arriving at that node given a random walk around the network via the links between them. This means that nodes that are linked to more often have higher probabilities of being landed on, and nodes that are linked to more often by other high-scoring nodes have even higher scores. If it is assumed that a directional link between 2 nodes is a vote of support to the other, this algorithm identifies trusted users. This algorithm was the basis for Google search. Chomutare et al [14] have applied it to an OHC and have made the same assumption. They found that 6 out of 10 of the highest ranked users by in-degree were also in the top 10 identified by the PageRank algorithm.
Help-Seekers

In a relationship between 2 people where one communicates with the other much more often, the person who instigates more communication (higher out-degree than in-degree) is labeled a Help-Seeker. Chomutare et al [14] suggested that this pattern of metrics might reflect a person who is struggling with their health issue. However, the authors noted that the nature of the help-seeking is not exactly clear as the user may either be strongly motivated to engage in self-care or they may be a particularly needy user, and neither can be concluded without content analysis. The authors originally suggested the label “needy user” for this participation style, but we have renamed it “help-seeker” given the ambiguity and lack of clarity around the concept of needy in this context.

Star, Prime Givers, Serious Members, Moderate Users, and Takers

The earliest recorded participation styles were identified by Bambina [27] who compared the in-degree and out-degree of users and grouped them around a pattern in the results that was related to engagement. Bambina first noted one outlier: a person who had both the highest in-degree and out-degree. Bambina referred to this person as the “star.” This person provided the most support to others including notably many new individuals with whom many others did not communicate. Bambina noted that the next most engaged people by both in-degree and out-degree all tended to provide more support than they received, that is, have higher out-degree than in-degree. These were named “prime givers” (n=6). Chomutare et al [14] observed the same pattern in a social network analysis that they conducted, but they did not report whether it was associated with providing support. Bambina also noted 2 groups who had relatively similar in-degree and out-degree within each group. These were the designated “serious members” (10) and “moderate users” (n=15). Last was a group labeled the “takers” who never provided support but who initiated a conversation and received support from others (n=52).

Activity-Based

Caretakers

Jones et al [19] identified one user in a sample of 77 people as having a participation style called the “caretaker.” They identified this person, as they did for all participation styles, through visual inspection of scatterplots of various metrics. The OHC was a support group for young people who self-harm. Given the large amount of time the person spent logged in, they actively participated very little. The times they did post were largely in response to other users rather than initiating their own threads. Jones et al concluded that this person might be watching over the whole forum and looking out for others in need. This person undertook the caretaker role despite the OHC being a moderated forum.

Here for You

One user in a sample of 77 people was considered to take the “here for you” participation style by Jones et al [19]. Like the caretaker, they did not create many threads of their own. However, in contrast to the latter, they did post large amounts of comments in response to other people who needed support.

Butterfly

Another user in the Jones et al [19] sample was classified as being characterized by a butterfly participation style. This person logged in many more times than anyone else. They spent short amounts of time checking out a few pages and then logged out again. They posted mostly in the support forum (as opposed to the discussion forum or off-topic forum). Like the crisis-oriented individuals in the following section, they were considered by the moderators to be in crisis and needing support as opposed to providing it.

Crisis-Oriented Individuals

Six users of the Jones et al [19] sample were classified as crisis-oriented in their participation style. These people posted in large numbers in the support forum. It is not possible to confirm from the objective metrics alone whether such people were in crisis or providing support; however, it was confirmed by the moderators of the forum that all 6 were indeed in crisis. These users did not visit the OHC as frequently as the user with the butterfly participation style.

Discussants

A discussant is a user who is mainly focused on discussion about health-related topics as opposed to providing or receiving support. They initiate a high number of threads in the discussion section of the OHC and participate actively in them. This participation style was identified by both Jones et al [19] and Sudau et al [20].

Average Users

A user type that is not distinctly based on any metric, the average user category was identified by the application of a second k-means clustering algorithm conducted by Sudau et al [20]. This analysis was designed to form 6 groups of similar users based on 9 metrics that measured their active participation in the community. Sudau et al labeled the groups according to their distinguishing features. Average users were a group that were thought not to exhibit any distinguishing features. This group constituted 63% of the people included in the analysis.

Highly Active Relational Posters

These are the most active users of an OHC by post frequency. Sudau et al [20] noted these users maintain “small talk,” which may be good for community building. They participate in many different threads but do not initiate many themselves.

Topic-Focused Responders

A user whose activity is concentrated on a specific topic, the topic-focused responder is distinct from a discussant in that they do not post as much and do not initiate as many threads. Sudau et al [20] included only people who had made at least five posts on a certain topic in their analysis. Topic-focused responders met this criterion but they did not have many other posts. They tended to focus mainly on responding to others who had initiated the topic. Sudau et al suggested this style may be similar to the here for you participation style identified by Jones et al [19], but we have separated them because of the distinction between discussion and support.
**Topic-Spammers**
This is a user who is active for a very short period, that is, only a few days. In that time, they contribute a high number of posts on a specific topic in the discussion forum. However, these are not particularly sophisticated posts, rather they are short and lack references. This participation style was identified by Sudau et al [20].

**Short-Term and Long-Term, High-Activity and Low-Activity Users**
Stearns et al [25] noted that the bulk of users in a smoking cessation OHC are made up of short-term users (active for approximately less than 1 week), who, regardless of whether they have high or low activity, tend to be involved in the OHC for personal gain. Long-term users with low activity are noted to have smaller social circles and a stronger interest in particular topics. Stearns et al state that long-term high-activity users are most like Young’s [5] “core members” who are vital to the sustainability of the OHC.

**Unidimensional**
All but one of the studies [24] that made unidimensional classifications did so for the purpose of determining if the type and level of engagement a person showed was predicted by demographic factors and whether high engagement predicted specific health outcomes. Some studies made statements about the nature of participation of users in the OHC. Given that the purpose of this review was to investigate the nature of participation, we focus on reporting these findings in the following sections considering first high-engaged users, followed by moderate- and low-engaged users.

**High-Engaged Users**
All 8 studies that made a unidimensional categorization [2,3,12,13,15,18,21,24] classified users into a participation style that we call high-engaged users. There were 8 different metrics used across these studies that all indicate a different type of high engagement. These included posting frequency, thread initiation, thread participation, level of in-degree/out-degree, reading of posts, time logged in, and friendship (see Table 3 for definitions).

Frequency of posting was the most commonly used metric used by 6 of the 8 studies [2,3,12,18,21,24]. It was used to classify users in a total of 9 OHCs, with 4 of those being for smoking cessation, 4 for mental health issues, and 1 for social innovation in health care. Users who were highly engaged according to posting frequency were regarded by all but one of the studies [12] as being valuable to the OHC because they sustained activity levels and in doing so facilitated the engagement of others. Four of the 6 studies referred to these people as either “superusers” [2,3,21] or “community leaders” [24]. This regard spanned across all the types of OHCs mentioned earlier.

Thread initiation and thread participation (together with posting frequency) were used by one study [21] to classify the top 100 ranked users, denoting them “superusers.” The moderators of the OHC were asked to identify leaders within it. The authors noted that although most studies have previously identified leaders in an OHC using posting frequency alone, the moderators thought it was necessary to also include users who start many conversations and who participate in many different conversations in their definition of a “superuser.”

In-degree and out-degree were employed by 2 studies to classify users as highly engaged [24,26]. The authors of one study [24] regarded users with high in-degree (top 10) as authorities on topics, similar to the hubs and authorities discussed earlier. This study was conducted on an OHC that existed within Twitter. It was noted that those people with the highest in-degree were also people who had the highest number of followers on Twitter in general. Users with high in-degree were considered to be valuable for engaging other less active users in discussion. It was noted that the 6 users were both top 10 ranked users by in-degree and out-degree. These 6 people were thought to be communicating on topics that resonated with the community and were considered to be “community leaders.” In a study of a mental health OHC for psychosis, Chang et al [26] referred to users with either a high in-degree or out-degree as “stars” after Bambina’s [27] single outlying user.

Other metrics employed to classify users as highly engaged included reading [12], time logged in [13], and friendship [15].

**Moderate-Engaged Users**
Four studies classified users as moderately engaged based on 3 different metrics. Two were based on posting frequency [2,3], and one each on time logged in [13] and friendship [15].

**Low-Engaged Users**
Six studies classified users as low engaged based on 4 different metrics. Four were based on posting frequency [2,3,12,18], and one each on reading [12], time logged in [13], and friendship [15].

**Discussion**

**Principal Findings**
This systematic review synthesized findings from studies that investigated the nature of participation in an OHC by categorizing users based on metrics of participation. The aim of this review was to identify the different ways in which users participate and contribute to OHCs, although we acknowledge that the resultant list of participation styles may not provide a comprehensive account of all possible styles. Our objective was to determine whether any patterns were apparent in the types of participation styles that were identified across and within different health conditions. With the exception of an overlap in engagement measured by posting frequency (which has been discussed elsewhere [3]), there was little overlap in participation styles identified across OHCs for different health conditions or within OHCs for specific health conditions. Consequently, it is not possible for this study to address this objective. This area of research is in its infancy, with most of the studies included in this review being published in the last 2 years. Despite this shortcoming, the current review delivers a nomenclature for OHC participation styles and metrics that will provide a basis for future comparative research in the area. To inform future research, we discuss in the following section some
methodological considerations for studies seeking to replicate or expand on the methods identified by this review.

**Methodological Considerations**

**Posting Frequency**

It was common for studies to use posting frequency as the sole means of classifying highly engaged users in an OHC. It was also common among these studies for researchers to regard these users as being particularly valuable to the OHC. However, it is not possible to know from post frequency alone in what way a person is contributing to an OHC. They might be contributing trivial or critical messages or their post might in other ways fail to support others. The rationale for the inference that high engagement is synonymous with high value may relate to another commonality across papers. The authors in question were also community managers of the OHCs that they were studying; therefore, they may have based their conclusions on reading content posted by these users. However, content analysis research is required to investigate whether posting frequency is a valid means of identifying generically valuable users.

**Machine Learning**

Zhao et al [22,23] used a complex method of identifying the participation styles of leaders and influential users that may be subject to issues with generalizability. Ideally, the classifier would be transferable across OHCs. However, there is currently no evidence to support such transferability. Indeed by using 69 metrics in their machine learning classifier, they may have created a model that is overfitted to the data of the OHC from which it came and it may not work well at identifying leaders or influential users in other OHCs, even of the same health condition. Furthermore, an essential prerequisite for the development of the method was identifying a priori, using subjective judgments, a sample of leaders and influential users for use in the learning classifier trial. Thus, if Zhao’s classifier is not generalizable, research to identify a new model requires expertise, or access to expertise, in identifying leaders and influential users through qualitative methods in addition to advanced understanding of machine learning methods. Despite these challenges, research in this area offers promise, particularly as influential users most closely resemble those vital users whom Young [5] described as core members. For those who are not inclined to build their own classifier, it is noteworthy that one particularly useful and generalizable aspect of the method for determining influential users was the discovery of the metric influential responding replies, which is defined as the number of posts a person has made that have influenced the sentiment of the thread initiator. Zhao reported that this metric was a better predictor of influential user status than the other 68 metrics combined. IRRs are determined by analyzing the degree of positive and/or negative sentiment expressed in the text. There are many existing programs that can conduct this kind of sentiment analysis, such as Linguistic Inquiry and Word Count [37]. However, note that it is important to test the validity of these programs in any new dataset by comparing human and computer ratings. As Zhao points out, the word “positive” in the context of a cancer diagnosis can be a negative concept. Applying a standard sentiment analysis program in this context would yield invalid results.

Wang et al [29] also used a machine learning classifier; however, their method may be more reliably replicated without expert knowledge. The classifier was designed to detect the presence or absence of certain types of social support in posts. They used 5 human coders to classify a sample of posts that could be used for training the classifier. These people were not domain experts. Similar research has involved contracting online Amazon Mechanical Turk workers to code the presence of social support in posts for the same purpose [38]. These people also did not have prior experience in this area.

**Centrality Algorithms**

Similar to IRR, some participation styles described users who were useful in a particular way that would be potentially identifiable in any OHC, or for that matter, any social network. These were based on algorithms that used measures of centrality such as in-degree and out-degree. This includes authorities, hubs, facilitators, and trusted users. While these categories are quite useful, it should be noted that these algorithms are calculated in such a way that they introduce bias based on time elapsed such that users who participate earlier in the OHC receive higher scores [39]. There are methods to adjust for this [40].

**K-means Clustering and Multivariate Outliers**

Other more specific participation styles described users who have particular characteristics and may be found only in a subset of OHCs. This included, for example, the caretaker or the topic-spammer. The techniques used to identify these participation styles, k-means clustering algorithms and multivariate outliers, may not necessarily identify the same participation styles in other OHCs. However, they may be useful for identifying other particular or unique ways of participating in OHCs.

**Limitations and Future Research**

The scope of this study is quite broad. We included all studies that categorized a type of participation in an OHC except for identifying participation styles. The possibility that the culture and nature of participation in populations with different health conditions and with or without moderators could differ markedly. There was little overlap in the use of categorizations to define particular participation styles either in OHCs broadly or within specific health conditions. Thus, it is not possible to draw many specific conclusions at this early stage. A possible limitation and reason for this is that we may not have included all relevant studies, as our search terms may not have encompassed all the different terms used to describe participation styles at this early stage of research. Nevertheless, by synthesizing the findings of the included studies, this review provides a basis for future research to investigate the validity of styles identified to date by attempting to replicate findings for specific OHCs and exploring their validity across different OHCs. Future research should also investigate new participation styles not documented in this review.

**Conclusion**

Our systematic review identified a range of participation styles. Some of them may be generalizable to other OHCs. Others were more specific to particular OHCs but were identified by methods...
that could be used elsewhere. The findings of this review are intended to support the work of community managers in building community, organizations seeking to design targeted interventions and disseminate information through certain types of people in OHCs, and researchers seeking to understand the nature of peer support. We anticipate that this review will be useful for these groups in conducting investigations to determine the presence of participation styles that may be relevant to their work. However, it is too early to draw any conclusions about which OHCs would be most likely to contain users who have specific participation styles.
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Abstract

Background: The Internet provides a platform to access health information and support self-management by consumers with chronic health conditions. Despite recognized barriers to accessing Web-based health information, there is a lack of research quantitatively exploring whether consumers report difficulty finding desired health information on the Internet and whether these consumers would like assistance (ie, navigational needs). Understanding navigational needs can provide a basis for interventions guiding consumers to quality Web-based health resources.

Objective: We aimed to (1) estimate the proportion of consumers with navigational needs among seekers of Web-based health information with chronic health conditions, (2) describe Web-based health information-seeking behaviors, level of patient activation, and level of eHealth literacy among consumers with navigational needs, and (3) explore variables predicting navigational needs.

Methods: A questionnaire was developed based on findings from a qualitative study on Web-based health information-seeking behaviors and navigational needs. This questionnaire also incorporated the eHealth Literacy Scale (eHEALS; a measure of self-perceived eHealth literacy) and PAM-13 (a measure of patient activation). The target population was consumers of Web-based health information with chronic health conditions. We surveyed a sample of 400 Australian adults, with recruitment coordinated by Qualtrics. This sample size was required to estimate the proportion of consumers identified with navigational needs with a precision of 4.9% either side of the true population value, with 95% confidence. A subsample was invited to retake the survey after 2 weeks to assess the test-retest reliability of the eHEALS and PAM-13.

Results: Of 514 individuals who met our eligibility criteria, 400 (77.8%) completed the questionnaire and 43 participants completed the retest. Approximately half (51.3%; 95% CI 46.4-56.2) of the population was identified with navigational needs. Participants with navigational needs appeared to look for more types of health information on the Internet and from a greater variety of information sources compared to participants without navigational needs. However, participants with navigational needs were significantly less likely to have high levels of eHealth literacy (adjusted odds ratio=0.83, 95% CI 0.78-0.89, P<.001). Age was also a significant predictor (P=.02).

Conclusions: Approximately half of the population of consumers of Web-based health information with chronic health conditions would benefit from support in finding health information on the Internet. Despite the popularity of the Internet as a source of health information, further work is recommended to maximize its potential as a tool to assist self-management in consumers with chronic health conditions.

(J Med Internet Res 2015;17(12):e288) doi:10.2196/jmir.4345
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online; health information; health literacy; patient activation; information seeking; information needs; Internet; chronic disease; patients; survey

Introduction
The Internet offers a wealth of information on numerous topics. Its pervasiveness in everyday life means it is a common source of information for many consumers [1]. Many consumers use it to obtain health-related information [2-5]. Accordingly, a number of studies have examined the role of the Internet in health care and its influence on the traditional relationship between consumers and their health professionals [6-10]. Traditionally, health professionals have been the primary source of health information, providing information through patient education [11]. Consumers are now afforded greater access to information, have greater potential to be more informed, and are able to play a greater role in caring for their health [11].

Consumers also play an important role in health care, particularly given a trend towards greater burden of chronic health conditions [12]. Such conditions often require daily self-management. In Australia, annual expenditure on chronic health conditions is estimated at AUD $11.0 billion [13]. Internationally, a number of chronic health conditions have been listed in the top 10 leading causes of mortality [14]. Consequently, initiatives should focus on supporting consumers with chronic health conditions to better manage their conditions.

The popularity of the Internet for health-related purposes enables its use to support self-management. Indeed, numerous studies have examined the popularity of Internet use as a source of health information [2,3,5,15-17]. In the United States, 80% of Internet users use it for health information [3]. It appears that the use of the Internet for health information is more popular in Internet users with chronic health conditions or disabilities compared to Internet users without chronic health conditions or disabilities [18]. While fewer data are available within the Australian context, a 2010 study [5] suggested that almost 80% of Internet users in Australia access the Internet for health information. Despite the popularity of its use for health information, a number of studies have identified barriers to accessing Web-based health information [19-22]. The volume of health information available on the Internet [19-22], the abundance of poor quality information [19,20,23], and the lack of strict publishing guidelines [19] are some examples. Furthermore, a 2001 review on consumers’ Web-based health-information seeking identified factors contributing to potential misinformation and subsequent potential for harm if consumers were to access and act upon misleading information [19]. Hence, there is a need to better understand consumers’ Web-based health information-seeking behaviors (HISB) to better support consumers in their self-management.

Numerous studies have explored the characteristics of consumers’ Web-based HISB [3-5,23-44]. However, within the context of consumers with chronic health conditions, the majority of studies appear to focus on specific chronic health conditions [24,26,28-32,34-38], age [33,41], or ethnic groups [40], or they involve general populations that include consumers without chronic health conditions [3-5,23,25,27,39]. The applicability of findings from such studies to other populations may be limited. We believe that exploration of Web-based HISB in a population of health information consumers with a variety of chronic health conditions can facilitate identification of general characteristics or trends of Web-based HISB; such characteristics can then be compared to existing and future studies that focus on specific populations.

A qualitative study was recently conducted using consumers of Web-based health information who identified as having one or more chronic health conditions [20]. This study explored the Web-based HISB of its participants and identified a number of potentially related characteristics. However, the applicability of these characteristics to a wider population is unknown. While a large-scale quantitative study has explored the characteristics of consumers with chronic health conditions and the proportion of Internet and non-Internet users [42], no large-scale quantitative studies examine the breadth of HISB characteristics reported by consumers in the aforementioned qualitative study [20]. For example, previous studies have examined characteristics such as the frequency of Internet use for health-related purposes [45] and consumers’ experiences with locating Web-based health information [46]. Within the context of health information consumers with a variety of chronic health conditions, characteristics of Web-based HISB such as the types of health information sought on the Internet and reasons for seeking Web-based health information have yet to be quantitatively determined.

Related to Web-based HISB, as identified by [20], are the concepts of health literacy, eHealth literacy, and patient activation. Numerous studies have identified health literacy [47-51] and eHealth literacy [52,53] as important skills in locating, accessing, and utilizing quality health information for health care management. Patient activation is defined as patients’ belief that they “have important roles to play in self-managing care, collaborating with providers, and maintaining their health. They know how to manage their condition and maintain functioning and prevent health declines; and they have the skills and behavioral repertoire to manage their condition, collaborate with their health providers, maintain their health functioning, and access appropriate and high-quality care” [54]. Some evidence supports a statistically significant relationship between health literacy and patient activation [55,56]. However, to our knowledge, no study to date has examined the relationship between eHealth literacy and patient activation.

Despite the aforementioned barriers to acquiring desired Web-based health information, health information seeking using the Internet remains a prevalent activity. Thus, beyond understanding consumers’ Web-based HISB, eHealth literacy, and patient activation, researchers have not yet explored whether consumers have difficulty finding, and indicate a desire for support to find, Web-based health information (ie, navigational needs). While findings from a qualitative study suggest a
potential need for support interventions among consumers [20], the applicability of this finding to a wider population has yet to be determined. Furthermore, there are no studies examining potential determinants or predictors of navigational needs. Once an understanding of navigational needs and an estimate of the proportion of the population with navigational needs is ascertained, future studies can then explore consumers’ preferences for support interventions within and between various populations, such as populations with specific chronic health conditions, which better support consumers in their self-management.

Thus, this study aims to address the following objectives: (1) estimate the proportion of consumers with navigational needs among consumers of Web-based health information living with chronic health conditions, (2) describe the following characteristics of consumers with navigational needs: Web-based HISB, patient activation, and eHealth literacy, and (3) explore variables predicting navigational needs of these consumers.

Methods

Overview

A Web-based questionnaire was developed via the Qualtrics platform to identify the proportion of consumers with navigational needs and to explore their demographics, Web-based HISB, eHealth literacy, and patient activation.

Ethical approval for this study was granted by the Curtin University Human Research Ethics Committee (HR06/2013).

Participants and Recruitment

The target population for this study was adult Web-based health information consumers with chronic health conditions residing in Australia. Participants were included in this study if they consented to the study and indicated they met the following criteria: (1) able to easily read and write in English, (2) aged 18 years or older, (3) use of the Internet to find information about their health, and (4) have at least one chronic health condition.

Recruitment was conducted by Qualtrics through their partnership with a Web-based survey research company, ResearchNow, which hosts a large diverse pool of participants and has the ability to select representative samples meeting specified eligibility criteria [57].

Sample Size

The sample size was determined using conservative parameters for prevalence studies [58]—our focus for prevalence estimation being the proportion of the target population with navigational needs (Objective 1). In the absence of literature reporting this prevalence, we used the following parameters: expected population proportion of 50%, 95% confidence interval, and a level of precision of estimate within 5% either side of the true population proportion. These parameters indicated a required sample size of 385 participants [58]. To account for potential invalid responses, the required sample was increased to 400 participants (a level of precision of 4.9% either side). This sample size was also deemed adequate to conduct descriptive and inferential statistical analyses to address the other objectives.

The research company was contracted to meet the quota of 400 submitted questionnaires.

Questionnaire Development

Initial Questionnaire Construction

Questions and response items pertaining to navigational needs and Web-based HISB were predominantly drawn from interview questions and participant responses from a qualitative study [20] of health consumers with chronic health conditions who used the Internet. To ensure that questions asked verbally in the aforementioned qualitative study [20] were suitable for a written questionnaire, the wording of the interview questions was modified by the primary researcher with review from the other researchers on the research team. Similarly, decisions for choosing which interview questions were to be included as survey questions were made by the primary researcher in collaboration with the research team. Further items were added to supplement these questions and facilitate statistical analysis after discussion with all authors. Question types were a mix of 5-point Likert-type scales and multiple-response, multiple-choice options. Where relevant, multiple-choice items facilitated “other” responses to be typed and later manually coded for analysis. To mitigate the potential for selection bias within questions, the order of response items within each multiple-choice question was randomized where appropriate [59]. To reduce the number of questions and therefore respondent fatigue, adaptive questioning was used [59].

The eHealth Literacy Scale (eHEALS), a measure of perceived eHealth literacy [60], and PAM-13 [61], a measure of patient activation, were used to assess eHealth literacy and patient activation, respectively. Both of these scales had been assessed for validity and reliability [54,60-68] and were incorporated with permission from their respective authors/licensors.

Pilot Test

A target of 40 completed responses (10% of the final sample) was used to pilot test the questionnaire. Participants recruited for this stage were to meet the same eligibility criteria as our test sample and were recruited by Qualtrics via ResearchNow. Participants from the pilot sample were excluded from participation in the test sample to mitigate response bias.

The purposes of pilot testing were to assess comprehension of questions and response items and to examine questions with invalid or poor responses. Participants were encouraged, in space provided after each question, to provide comments regarding the comprehensibility of questions and response items.

Questionnaire Refinement

Based on participant feedback in the pilot test, a number of amendments were made to the wording of questions and response items, along with presentation of the questions for completion in Web-based format. First, the questionnaire enabled “attention-filter” questions; thus, response items were added to identify invalid responses (eg, “I am paying attention; please select ‘disagree’ for this line”). Three attention filters were included in this questionnaire: two questions instructed participants not to select the item. These attention
filters were inserted into parts of the questionnaire that required longer attention spans (eg, long questions or questions with numerous response items). Second, wording of questions with lower response rates were revised, and these questions were marked as forced responses where possible to facilitate statistical analysis. To ensure participants were permitted to respond with “not applicable” for forced response questions, an “Other” option was provided wherever possible, with free-text space to explain their situation. Third, the mean survey completion time from the pilot test was relayed to Qualtrics to determine a “duration filter” for the test sample. The time parameter for the duration filter was calculated to be one-third of the mean pilot questionnaire completion time, as recommended by Qualtrics, and excluded participants who completed the questionnaire in a shorter-than-expected time. All questions and response items were examined by the research team to ensure readability and face validity prior to survey administration.

A Flesch-Kincaid Grade Level test [69] was conducted to test the readability of the questionnaire, including the informed consent and eligibility screening page, to compare to participants’ reported level of education.

Reliability Testing
A subset of 48 participants (approximately 10%, allowing extra in the case of delays in acceptance or questionnaire completion) was invited 2 weeks after completion of the questionnaire to retake the questionnaire, to confirm the test-retest reliability of the eHEALS and PAM-13 against reported values.

Analysis
Overview
All statistical analyses were conducted using SPSS version 21. Descriptive statistics were used to address Objective 1. Descriptive statistics, Pearson correlation, and multivariate linear regression were utilized to address Objective 2. Bivariate and multivariate binary logistic regressions were conducted to address Objective 3. Scores for the eHEALS and PAM-13 were calculated as per the authors’ instructions and were used in the regression modeling (Objectives 2 and 3).

All variables to be tested in the regression analyses were entered via a forced-entry method, as this method is more stable against random variation in the data, compared to other methods such as stepwise methods [70]. Demographic variables of age, sex, and level of education were entered alongside the other test variables, as these variables have been identified as potential contributors to the usage of Web-based health information [40,71]. The demographic variable examining residence in major cities or rural areas was also included in the regression model, as rurality has been identified as a potential barrier to Internet access [5]. Given the categorical nature of our demographic variables, categories with low or zero frequencies were aggregated with other categories, where logical, to allow for valid statistical conclusions. To illustrate, for the “age” variable (see Table 1), less than 1% of participants indicated that they were above the 55-64 years age category; the categories 65-74, 75-84, and 85+ were therefore combined with the 55-64 age category and relabeled as 55+ for inferential statistical analysis. Similarly, for the remoteness of residence variable (see Table 1), few participants indicated that they reside in remote areas; this category was aggregated with rural or regional areas to allow for comparison between major city areas versus rural/regional/remote. Such decisions for aggregating categories were made by the primary researcher in discussion with all other researchers within the research team. The level of significance (alpha) was set at $P<.05$. 
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Table 1. Demographic descriptors of respondents (N=400).

<table>
<thead>
<tr>
<th>Category</th>
<th>No navigational needs (N=195), n (%)</th>
<th>Navigational needs (N=205), n (%)</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>73 (37.4)</td>
<td>82 (40.0)</td>
<td>155 (38.8)</td>
</tr>
<tr>
<td>Female</td>
<td>122 (62.6)</td>
<td>123 (60.0)</td>
<td>245 (61.3)</td>
</tr>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>22 (11.3)</td>
<td>22 (10.7)</td>
<td>44 (11.0)</td>
</tr>
<tr>
<td>25-34</td>
<td>49 (25.1)</td>
<td>71 (34.6)</td>
<td>120 (30.0)</td>
</tr>
<tr>
<td>35-44</td>
<td>35 (17.9)</td>
<td>36 (17.6)</td>
<td>71 (17.8)</td>
</tr>
<tr>
<td>45-54</td>
<td>52 (26.7)</td>
<td>30 (14.6)</td>
<td>82 (20.5)</td>
</tr>
<tr>
<td>55-64</td>
<td>36 (18.5)</td>
<td>44 (21.5)</td>
<td>80 (20.0)</td>
</tr>
<tr>
<td>65-74</td>
<td>1 (0.5)</td>
<td>2 (1.0)</td>
<td>3 (0.8)</td>
</tr>
<tr>
<td>75-84</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>≥85</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td><strong>Level of formal education</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No formal education</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Primary school</td>
<td>2 (1.0)</td>
<td>0 (0.0)</td>
<td>2 (0.5)</td>
</tr>
<tr>
<td>Junior high school</td>
<td>21 (10.8)</td>
<td>13 (6.3)</td>
<td>34 (8.5)</td>
</tr>
<tr>
<td>Senior high school</td>
<td>38 (19.5)</td>
<td>47 (22.9)</td>
<td>85 (21.3)</td>
</tr>
<tr>
<td>TAFE or technical college</td>
<td>53 (27.2)</td>
<td>62 (30.2)</td>
<td>115 (28.8)</td>
</tr>
<tr>
<td>University</td>
<td>81 (41.5)</td>
<td>83 (40.5)</td>
<td>164 (41.0)</td>
</tr>
<tr>
<td><strong>Remoteness of residence</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Major city area</td>
<td>122 (62.6)</td>
<td>144 (70.2)</td>
<td>266 (66.5)</td>
</tr>
<tr>
<td>Rural or regional area</td>
<td>69 (35.4)</td>
<td>61 (29.8)</td>
<td>130 (32.5)</td>
</tr>
<tr>
<td>Remote area</td>
<td>4 (2.1)</td>
<td>0 (0.0)</td>
<td>4 (1.0)</td>
</tr>
</tbody>
</table>

### Navigational Needs

The term “navigational needs” has been used above and refers to individuals who report having difficulty finding, and would like support in locating, desired Web-based health information. As no objective measure of navigational needs is available in the literature, we operationally defined the term as individuals who identified that they at least “sometimes” have difficulty locating desired Web-based health information (Criterion 1) and indicated that they would like help locating desired Web-based health information (Criterion 2).

These participants were considered a subset of the total respondents for the purposes of data analysis and were descriptively compared (Objectives 1 and 2). For Objective 3, this subset was compared to the remainder of the sample using binary logistic regression to determine predictors of navigational needs.

### Reliability Tests

Statistical procedures to test the reliability of the eHEALS and PAM-13 [60,62,64-68] were replicated in our study (Objective 2, patient activation and eHealth literacy). These tests included internal consistency (Cronbach alpha) and intraclass correlation coefficient (ICC). ICC was assessed via a two-way mixed effects model [72] using an absolute agreement definition, ICC (3,1). This decision was made given the self-reported nature of our questionnaire and our intent to assess the agreement of participant responses to both PAM-13 and eHEALS between test and retest. Results from each of these tests were considered alongside relevant guidelines to assist interpretation [72,73].

### Results

#### Summary

The survey was conducted during May 2014. In order to obtain our target of 400 submitted questionnaires, a total of 1104 individuals were invited by ResearchNow from their diverse participant pool. Of these 1104 individuals, 1027 agreed to participate (93.03% consent). Of the 1027 individuals, 514 individuals (50.05%) met our eligibility criteria, and 400 (77.82%) completed the questionnaire.

In the retest sample 2 weeks post-completion, 47 of the 48 participants contacted agreed to participate again (98% consent). Of these, 43 completed the questionnaire a second time (91% completion).
The Flesch-Kincaid Grade Level for our questionnaire, including the informed consent and eligibility screening questions, resulted in a readability score of 8.0.

**Proportion of Consumers With Navigational Needs**

As established above, participants were operationally defined as having navigational needs if they met both Criteria 1 and 2. To assess Criterion 1, participants were asked to rate, on a 5-point Likert-type scale (Never, Rarely, Sometimes, Most of the Time, Always), how often they have difficulty finding desired Web-based health information. A total of 216 participants (54.0%) indicated that they experienced difficulty at least sometimes, thereby meeting Criterion 1.

To assess Criterion 2, participants indicated whether they would like help finding desired Web-based health information. A total of 365 participants (91.3%) met this criterion.

A total of 205 participants (51.3%) met both Criteria 1 and 2 for navigational needs. The estimated proportion of consumers with navigational needs among consumers of Web-based health information living with chronic health conditions was thus estimated at 51.3% (95% CI 46.4%-56.2%).

**Demographic Characteristics**

Of the 400 participants, 61.3% were female (245/400), 41.0% reported having a university-level of education (164/400), and 66.5% (266/400) reported being located in major city areas within Australia (see Table 1). Descriptive comparisons of the demographics of participants with and without navigational needs are included in Table 1; significance testing of these comparisons as potential predictors of navigational needs is illustrated later. Overall, demographic characteristics between participants with and without navigational needs appear comparable (see Table 1). Noteworthy exceptions include a higher proportion of participants with navigational needs who were aged 25-34 years old compared to participants without navigational needs (34.6% vs 25.1%), and a lower proportion of participants with navigational needs who were aged 45-54 years old compared to participants without navigational needs (14.6% vs 26.7%). Reported chronic health conditions varied widely, with conditions involving the major organs most prevalent (see Multimedia Appendix 1).

**Web-Based Health Information- Seeking Behaviors**

Descriptive comparisons of the Web-based HISB between participants with and without navigational needs are provided in Tables 2-4 (as well as Multimedia Appendices 2-4). Significance testing was not performed, as multiple-response items did not allow variables to be analyzed independently. The categories of health information reportedly sought varied considerably; however, participants with navigational needs appeared to look for more types of health information compared to participants without navigational needs (see Multimedia Appendix 2). Similarly, when comparing participants with and without navigational needs, participants with navigational needs appeared to use more sources of Web-based health information (see Multimedia Appendix 3).

Most commonly, participants sought information on the Internet to be more informed and engaged in their self-care (see Table 2). In comparing participants with and without navigational needs, we found that participants with navigational needs appear to seek Web-based health information because they are less satisfied with their health professionals, but less interested in wanting to manage their own conditions (see Table 2). However, more participants with navigational needs appeared to act on the acquired health information compared to participants without navigational needs (see Multimedia Appendix 4).

**Table 2. Why Web-based health information is sought (N=400).**

<table>
<thead>
<tr>
<th>Reason for seeking Web-based health information</th>
<th>No navigational needs (N=195), n (%)</th>
<th>Navigational needs (N=205), n (%)</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I want to be more informed.</td>
<td>155 (79.5)</td>
<td>169 (82.4)</td>
<td>324 (81.0)</td>
</tr>
<tr>
<td>I want to help manage my own condition.</td>
<td>143 (73.3)</td>
<td>127 (62.0)</td>
<td>270 (67.5)</td>
</tr>
<tr>
<td>I want to clarify information that has been given to me by a health professional.</td>
<td>114 (58.5)</td>
<td>109 (53.2)</td>
<td>223 (55.8)</td>
</tr>
<tr>
<td>Just out of interest.</td>
<td>105 (53.8)</td>
<td>107 (52.2)</td>
<td>212 (53.0)</td>
</tr>
<tr>
<td>I want to check information that was discussed during a consultation with a health professional.</td>
<td>89 (45.6)</td>
<td>109 (53.2)</td>
<td>198 (49.5)</td>
</tr>
<tr>
<td>I want to look for alternative or additional treatment options.</td>
<td>94 (48.2)</td>
<td>98 (47.8)</td>
<td>192 (48.9)</td>
</tr>
<tr>
<td>I want to have information to read.</td>
<td>91 (46.7)</td>
<td>93 (45.4)</td>
<td>184 (46.0)</td>
</tr>
<tr>
<td>I find there is limited time during a consultation with a health professional.</td>
<td>48 (24.6)</td>
<td>69 (33.7)</td>
<td>117 (29.3)</td>
</tr>
<tr>
<td>I am not provided with enough information during a consultation with a health professional.</td>
<td>38 (19.5)</td>
<td>61 (29.8)</td>
<td>99 (24.8)</td>
</tr>
<tr>
<td>I disagree with certain points made by a health professional.</td>
<td>17 (8.7)</td>
<td>24 (11.7)</td>
<td>41 (10.3)</td>
</tr>
<tr>
<td>Other</td>
<td>12 (6.2)</td>
<td>11 (5.4)</td>
<td>23 (5.8)</td>
</tr>
</tbody>
</table>

*Respondents could select multiple options; percentages do not total 100%.*
Most of the participants, 94.5% (378/400) reported that they discussed health information sourced on the Internet with health professionals at least some of the time. Reasons for this behavior are suggestive of seeking professional opinion, along with a desire to engage further in self-management (see Table 3). Such reasons for discussing Web-based health information with health professionals appear comparable between participants with and without navigational needs. A notable exception is that a greater proportion of participants with navigational needs have discussions with health professionals to “find out more information” compared to participants without navigational needs.

Table 3. Reasons why health information obtained on the Internet is discussed with health professionals (N=378).

<table>
<thead>
<tr>
<th>Reason for discussion</th>
<th>No navigational needs (N=181), n (%)</th>
<th>Navigational needs (N=197), n (%)</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I want to get the health professional’s opinion on information that I found on the Internet.</td>
<td>123 (68.0)</td>
<td>130 (66.0)</td>
<td>253 (66.9)</td>
</tr>
<tr>
<td>I want to find out more information.</td>
<td>98 (54.1)</td>
<td>121 (61.4)</td>
<td>219 (57.9)</td>
</tr>
<tr>
<td>I want to be in control of the management of my health condition(s).</td>
<td>95 (52.5)</td>
<td>101 (51.3)</td>
<td>196 (51.9)</td>
</tr>
<tr>
<td>I trust the health professional.</td>
<td>81 (44.8)</td>
<td>81 (41.1)</td>
<td>162 (42.9)</td>
</tr>
<tr>
<td>I want to discuss alternative treatments, tests, or procedures.</td>
<td>79 (43.6)</td>
<td>74 (37.6)</td>
<td>153 (40.5)</td>
</tr>
<tr>
<td>I want to clarify information that was unclear on the website(s) that I visited.</td>
<td>67 (37.0)</td>
<td>80 (40.6)</td>
<td>147 (38.9)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (1.7)</td>
<td>5 (2.5)</td>
<td>8 (2.1)</td>
</tr>
</tbody>
</table>

*Respondents could select multiple options; percentages do not total 100%.

Similarly, 98.8% (395/400) of the participants reported that they do not discuss health information sourced from the Internet with health professionals at least some of the time. Common reasons reported for not always discussing Web-based health information with health professionals relate to not wanting to embarrass oneself in front of health professionals and a belief that health professionals do not have the time to discuss health information sought on the Internet (see Table 4).

Table 4. Reasons why health information obtained from the Internet may not be discussed with health professionals (N=395).

<table>
<thead>
<tr>
<th>Reason for not discussing</th>
<th>No navigational needs (N=193), n (%)</th>
<th>Navigational needs (N=202), n (%)</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I do not want to embarrass myself in front of my health professional.</td>
<td>58 (30.1)</td>
<td>75 (37.1)</td>
<td>133 (33.7)</td>
</tr>
<tr>
<td>I do not think that health professionals have enough time to discuss what I find on the Internet.</td>
<td>53 (27.5)</td>
<td>71 (35.1)</td>
<td>124 (31.4)</td>
</tr>
<tr>
<td>I feel that I have enough information already.</td>
<td>64 (33.2)</td>
<td>59 (29.2)</td>
<td>123 (31.1)</td>
</tr>
<tr>
<td>I do not want to upset my health professional.</td>
<td>35 (18.1)</td>
<td>52 (25.7)</td>
<td>87 (22.0)</td>
</tr>
<tr>
<td>Other</td>
<td>37 (19.2)</td>
<td>23 (11.4)</td>
<td>60 (15.2)</td>
</tr>
</tbody>
</table>

*Respondents could select multiple options; percentages do not total 100%.

**Patient Activation and eHealth Literacy**

**Summary**

Tables 5 and 6 describe the patient activation and eHealth literacy scores based on the PAM-13 and eHEALS, respectively. Compared to participants without navigational needs, participants with navigational needs appear, on the whole, to be less activated (see Table 5) and have a lower level of eHealth literacy (see Table 6).

Table 5. Summary statistics: PAM-13 scores.

<table>
<thead>
<tr>
<th>PAM-13 score (0.0-100.0)</th>
<th>No navigational needs (N=195)</th>
<th>Navigational needs (N=204)</th>
<th>Total (N=399)*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (SD)</td>
<td>63.1 (12.5)</td>
<td>58.9 (13.3)</td>
<td>61.0 (13.1)</td>
</tr>
<tr>
<td>Median</td>
<td>60.6</td>
<td>58.1</td>
<td>58.1</td>
</tr>
<tr>
<td>Mode</td>
<td>55.6</td>
<td>63.1</td>
<td>55.6</td>
</tr>
<tr>
<td>Range</td>
<td>24.1-100.0</td>
<td>35.5-100.0</td>
<td>24.4-100.0</td>
</tr>
</tbody>
</table>

*Score could not be calculated for one participant due to invalid responses.
Table 6. Summary statistics: eHEALS scores.

<table>
<thead>
<tr>
<th>eHEALS Score (8.0-40.0)</th>
<th>No navigational needs (N=195)</th>
<th>Navigational needs (N=205)</th>
<th>Total (N=400)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (SD)</td>
<td>31.0 (4.1)</td>
<td>28.2 (4.2)</td>
<td>29.5 (4.3)</td>
</tr>
<tr>
<td>Median</td>
<td>31.0</td>
<td>28.0</td>
<td>30.0</td>
</tr>
<tr>
<td>Mode</td>
<td>32.0</td>
<td>32.0</td>
<td>32.0</td>
</tr>
<tr>
<td>Range</td>
<td>16.0-40.0</td>
<td>15.0-40.0</td>
<td>15.0-40.0</td>
</tr>
</tbody>
</table>

**Associations**

Correlations between PAM-13 and eHEALS scores revealed a positive, moderate association ($r=.50$, $P<.001$) (see Table 7). After inclusion of sex, age group (compared to the “55+” reference group), education (university vs no university level of education), and place of residence (major city vs rural) variables into a multivariate model, the only statistically significant predictor of PAM-13 scores was eHEALS scores ($P<.001$).

Table 7. PAM-13 score vs eHEALS score, and demographic variables.

<table>
<thead>
<tr>
<th></th>
<th>B</th>
<th>SE B</th>
<th>β</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>18.01</td>
<td>4.05</td>
<td>-</td>
</tr>
<tr>
<td><strong>Age groups</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24 (vs 55+)</td>
<td>-1.48</td>
<td>2.19</td>
<td>-0.04</td>
</tr>
<tr>
<td>25-34 (vs 55+)</td>
<td>-1.03</td>
<td>1.69</td>
<td>-0.04</td>
</tr>
<tr>
<td>35-44 (vs 55+)</td>
<td>-2.89</td>
<td>1.89</td>
<td>-0.08</td>
</tr>
<tr>
<td>45-54 (vs 55+)</td>
<td>-1.34</td>
<td>1.76</td>
<td>-0.04</td>
</tr>
<tr>
<td>Female</td>
<td>-1.80</td>
<td>1.21</td>
<td>-0.07</td>
</tr>
<tr>
<td>University education</td>
<td>1.45</td>
<td>1.21</td>
<td>0.05</td>
</tr>
<tr>
<td>Living in major city</td>
<td>-0.85</td>
<td>1.27</td>
<td>-0.03</td>
</tr>
<tr>
<td>eHEALS Score</td>
<td>1.53</td>
<td>0.13</td>
<td>0.51a</td>
</tr>
</tbody>
</table>

$(R^2=.27$, Adj. $R^2=.25$)

**Reliability Tests**

Internal consistency for the PAM-13 and eHEALS were assessed via Cronbach alpha for the test sample (n=400) and the retest sample (n=43). Relative test-retest reliability was assessed using ICC (3,1) to assess the overall test-retest reliability of the subset of the test sample (ie, n=43 from n=400) on retest. Results for the reliability tests indicate good-to-excellent internal consistency and excellent test-retest reliability (see Table 8).

Table 8. Reliability statistics for the PAM-13 and eHEALS.

<table>
<thead>
<tr>
<th></th>
<th>Cronbach α</th>
<th>ICC (3,1) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>eHEALS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test (n=400)</td>
<td>.87</td>
<td>N/A</td>
</tr>
<tr>
<td>Test/Retest (n=43)</td>
<td>.92/.91</td>
<td>.79 (0.65-0.88)</td>
</tr>
<tr>
<td>PAM-13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test (n=400)</td>
<td>.86</td>
<td>N/A</td>
</tr>
<tr>
<td>Test/Retest (n=43)</td>
<td>.92/.88</td>
<td>.86 (0.75-0.92)</td>
</tr>
</tbody>
</table>

**Predictors of Navigational Needs**

After inclusion of age, sex, level of education (university vs no university level education), place of residence (major city vs rural), the PAM-13 score, and the eHEALS score into a multivariate model, only age ($P=.02$)—specifically, the 45-54 age group ($P=.048$)—and the eHEALS score ($P<.001$) were statistically significant predictors of navigational needs (see Table 9). Overall, the predictor variables (demographic variables, PAM-13, and eHEALS scores) used in this binary logistic regression analysis explained 18.7% of the variance in having navigational needs, measured using Nagelkerke’s $R^2$ [70].
Table 9. Predictors of navigational needs.

<table>
<thead>
<tr>
<th>Predictors</th>
<th>Navigational needs (N=205)</th>
<th>No navigational needs (N=195)</th>
<th>OR (95% CI)</th>
<th>Adjusted OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>22 (10.7)</td>
<td>22 (11.3)</td>
<td>0.80 (0.39-1.67)</td>
<td>0.94 (0.42-2.11)</td>
</tr>
<tr>
<td>25-34</td>
<td>71 (34.6)</td>
<td>48 (24.6)</td>
<td>1.17 (0.66-2.05)</td>
<td>1.54 (0.81-2.92)</td>
</tr>
<tr>
<td>35-44</td>
<td>36 (17.6)</td>
<td>35 (17.9)</td>
<td>0.83 (0.44-1.56)</td>
<td>0.96 (0.48-1.96)</td>
</tr>
<tr>
<td>45-54</td>
<td>30 (14.6)</td>
<td>52 (26.7)</td>
<td>0.46 (0.25-0.87)</td>
<td>0.51 (0.26-0.99)</td>
</tr>
<tr>
<td>55+ (reference group for “age group” variable)</td>
<td>46 (22.4)</td>
<td>37 (19.0)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Female</td>
<td>123 (60.0)</td>
<td>122 (62.6)</td>
<td>0.90 (0.60-1.34)</td>
<td>0.98 (0.62-1.55)</td>
</tr>
<tr>
<td>University education</td>
<td>83 (41.1)</td>
<td>81 (41.5)</td>
<td>0.96 (0.64-1.43)</td>
<td>0.95 (0.60-1.50)</td>
</tr>
<tr>
<td>Living in major city</td>
<td>145 (40.5)</td>
<td>121 (62.1)</td>
<td>1.41 (0.93-2.15)</td>
<td>1.33 (0.83-2.15)</td>
</tr>
<tr>
<td>eHEALS score, mean (SD)</td>
<td>28.2 (4.2)</td>
<td>31.0 (4.1)</td>
<td>0.84 (0.80-0.89)</td>
<td>0.83 (0.78-0.89)</td>
</tr>
<tr>
<td>PAM-13 score, mean (SD)</td>
<td>58.9 (13.3)</td>
<td>63.1 (12.5)</td>
<td>0.98 (0.96-0.99)</td>
<td>1.00 (0.98-1.02)</td>
</tr>
</tbody>
</table>

*aValues presented as n (%) unless otherwise noted.

**Discussion**

Principal Findings

Approximately half the population (51.3%, 95% CI 46.4-56.2) of consumers seeking Web-based health information and living with chronic health conditions was estimated to have navigational needs. These consumers reported at least some difficulty locating desired health information and indicated preferences for guidance to find desired health information on the Internet. While age and perceived eHealth literacy levels were associated with consumers’ navigational needs (Table 9), our study suggests that the majority of the population (91.3%), including consumers who did not report having difficulty locating desired Web-based health information, would still like some form of guidance. Given that approximately 75% of the total population in Australia reported having at least one chronic health condition [74], close to 75% of the Australian population has Internet access [5], and nearly 80% of Internet users use the Internet for health-related activities [5], it appears that a sizeable proportion of the total Australian population would likely be willing to receive some form of guidance in locating desired Web-based health information. A previous qualitative study [20] suggested health professionals could play a role in helping consumers locate desired Web-based health information. This and other types of assistance will be explored elsewhere using our current data.

Findings from this study suggest consumers with at least one chronic condition want to be more informed about their health, and consumers seek information as a way to help manage their conditions. These findings support literature on the use of the Internet as a mechanism by health consumers to assist self-management [6,7,11,26]. When comparing participants with and without navigational needs, this study found that participants with navigational needs appear to look for more types of Web-based health information and from a greater variety of sources. Thus, this study adds to existing literature by providing some descriptive characteristics about the Web-based HISB of consumers with navigational needs.

The majority of participants reported discussing Web-based health information with health professionals; the most common reason was to ascertain the opinions of health professionals on the retrieved health information. Only 10.3% of our participants indicated they use the Internet to find health information when disagreeing with advice from their health professionals. While not underestimating the proportion of these participants, this suggests consumers living with chronic health conditions predominantly use Web-based health information for reasons other than overriding advice given by health professionals. Collectively, these findings appear in line with studies [6-8] examining the role of the Internet in the consumer-health professional relationship, in that the Internet has the potential to better facilitate this relationship. However, when comparing participants with and without navigational needs, this study found that participants with navigational needs were less likely to be satisfied with their health professionals and more likely to not discuss information with their health professionals because
they did not want to embarrass themselves in front of their health professionals (see Table 4). Thus, this study provides initial insight into aspects of HISB in consumers with navigational needs and suggests that health professionals may need to have conversations with consumers that greater encourage discussion of health information sought using the Internet.

In our study, when compared to participants without navigational needs, participants with navigational needs appeared to have lower levels of patient activation and eHealth literacy (Tables 5 and 6). However, as established earlier, participants with navigational needs sought more types of health information from a greater variety of Web-based sources. Furthermore, participants with navigational needs were more likely to report that they discussed information sought using the Internet with their health professionals for the purpose of obtaining more information (Table 3). Such findings suggest that, despite having a seemingly greater desire to obtain information, participants with navigational needs are less able to find such information (lower eHealth literacy) and are less confident in their searching abilities (lower patient activation). This reinforces the need to provide assistance to consumers with navigational needs and provides further justification that more research needs to be conducted to address navigational needs.

Further to our use of the PAM-13 and eHEALS measures, our data revealed a moderate but statistically significant correlation between the PAM-13 and eHEALS ($r=50, P<.001$), supporting a relationship between patient activation and perceived eHealth literacy, as well as confirming other studies [55,56]. These findings extend the literature in that patient activation appears to be a prominent concept in the context of eHealth literacy and suggests this association is present even after accounting for demographic variables of age, sex, level of education, and place of residence (major cities versus rural). While self-perceived eHealth literacy refers to individuals’ self-perceived abilities to obtain and utilize Web-based health information for the purpose of self-management [52], patient activation refers to individuals’ self-belief in their behavioral repertoires, abilities, and knowledge pertaining to self-management [54]. Given the apparent overlap in these two concepts, health information consumers who self-identify as being motivated and having the ability and knowledge to self-manage their conditions could also be assumed to be more adept at utilizing the Internet for self-management purposes.

The validity and reliability of the eHEALS and PAM-13 have been well established [54,60-68]. Our internal consistency and test-retest reliability analysis confirmed the reliability of both instruments in the current sample. Given that reliability is a prerequisite for validity [75], and the pre-establishment of validity in these two measures, these measures are likely to also be valid in our sample. By using these two measures as proxies for key concepts in predicting navigational needs, we believe our conclusions regarding the predictors of navigational needs are empirically justified.

**Strengths and Limitations**

A key strength of this study lies in our overall approach to developing the questionnaire. Specifically, the use of attention filters and a duration filter helped ensure that our participants provided complete and valid responses. The incorporation of two scales (PAM-13 and eHEALS) with prior evidence of validity and reliability allowed for trustworthy conclusions to be drawn from the data. The use of forced responses minimized potential for missing data; only one participant’s PAM-13 score could not be calculated from having selected several “Not Applicable” options within the scale. The use of questions and response items pertaining to Web-based HISB and navigational needs, based on a qualitative study conducted on a similar target population [20], provided initial empirical validation. This means the characteristics of consumers’ Web-based HISB and navigational needs from our study may more accurately reflect the target population, compared to questionnaires where the items had not been created from the consumer perspective. Furthermore, our use of randomization of response items perceiving mitigated response bias.

Various steps ensured our questions were easily comprehended by our participants: inviting participants to comment on comprehension in our pilot survey, face validity checks by our research team, and the use of the Flesch-Kincaid Grade level test. The readability score of 8.0 indicates participants who have completed at least the 8th grade of formal education would be able to comprehend the questionnaire [69]. Based on the demographics of our participants, this suggests that 99.5% of our participants (398/400 participants) would have been able to comprehend the questions and response items in our questionnaire.

While we requested Qualtrics to gather a representative sample of the Australian population, information pertaining to their sampling technique in doing so was not disclosed. As established earlier, there is a lack of data on population demographics in the context of Australian Internet use, limiting our ability to compare this sample with national demographic data. Furthermore, a representative sample does not necessarily translate to a random sample. Given our sample size calculation for prevalence studies assumes random sampling technique, the level of precision for our study cannot be accurately determined, and external validity cannot be assured. However, based on a report [76] from the Australian Institute of Health and Welfare (AIHW), the population prevalence versus the prevalence in our sample is comparable for cardiovascular diseases (22% vs 29.8%) and mental health conditions (20% vs 25.5%)—two of the three most commonly reported conditions in our sample (Table 2). This comparison, however, does not take into consideration variation in the prevalence of such conditions between Internet users and non-users. Furthermore, our sample is of consumers with chronic health conditions, whereas the AIHW report [76] expresses prevalence as a proportion of the entire Australian population. Nevertheless, our sample size was sufficient for the required analyses, and given the moderately large sample size and the diverse demographic characteristics of our participants, it appears our findings can be applied to a wider population.

A further limitation to our study was the use of multiple-response, multiple-choice questions for our Web-based HISB domain to generate a comprehensive description of this domain. The permutations of options meant the data were only reported descriptively; a much larger sample would be required.
to facilitate comparisons between cohorts of respondents. Similarly, test-retest reliability of such multiple-response, multiple-choice questions could not be determined.

This study did not determine the device(s) or platform(s) used to access Web-based health information. The availability of mobile-friendly versions of certain websites should improve access to Web-based health information [77]. In addition, our questionnaire did not explicitly explore social media as a health information source. These responses were elicited via an “Other” option (Table 5), but not to the extent suggested in literature reporting social network sites are becoming popular sources of general information for many users [42]. While such social network sites are reportedly less popular for people with chronic health conditions in the United States [42], their use is reportedly increasing [78].

**Further Research**

Despite the perception of the health professional as the most trusted source of Web-based health information [79], our study suggests that their role in guiding consumers to Web-based health information appears underutilized by consumers. We therefore recommend further investigation into why this role is underutilized and believe that both consumer and health professional perspectives should be explored. Once more in-depth understanding is attained, further research could explore the current roles of various health professions and investigate pragmatic ways that navigational guidance can be provided. While initiatives such as the use of social networking technologies by health professionals to provide guidance [80] and “information prescriptions” [81-85] have been implemented, to our knowledge, these initiatives have not considered consumers’ navigational needs, and this represents a topic for future development.

While age and perceived eHealth literacy levels were found to be statistically significant predictors of navigational needs, the variables included in our multivariate binary logistic regression model explain only 18.7% of the variance in a consumer being identified with navigational needs. Other variables associated with the navigational needs of consumers remain unexplored, and these may inform individualized approaches to supporting navigational needs. We therefore recommend further investigation into identifying additional predictors of navigational needs.

One could expect consumers with higher levels of perceived eHealth literacy would be less likely to have navigational needs. Indeed, this was the case in our study. Our study also identified a significantly lower likelihood of navigational needs in participants aged 45-54 years, compared to those aged 55 years and above. Further investigation is recommended to determine characteristics of this middle-aged group, why this specific age group was less likely to have navigational needs compared to those 55 years and above, and suitable interventions to meet their needs.

A positive correlation was found between patient activation and eHealth literacy, albeit moderate. Until empirical data can better account for the variance in the relationship, future interventions aimed to address either patient activation or eHealth literacy should retain both constructs. Finally, given our universal approach to exploring Web-based HISB of health information consumers with a variety of chronic health conditions, future studies that focus on specific chronic health conditions can compare their findings against this study to determine commonalities and variations between and across chronic conditions.

**Conclusions**

This study highlights the proportion of people with chronic health conditions who use the Internet and who have navigational needs, and reports that a majority of this population would want help locating desired Web-based health information. While we identified a number of associations that help identify individuals who would benefit from guidance in navigating Web-based health information, given that the majority of the population would want assistance, more universal approaches may be valuable to help all consumers locate desired Web-based health information.
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In Figure 2 of the paper “How Consumers and Physicians View New Medical Technology: Comparative Survey” (J Med Internet Res 2015;17[9]:e215), authors erroneously inverted the bars indicating the proportion of people who believed access to electronic health records would increase anxiety in patients, improve health management, or increase the number of unnecessary medical tests. The originally published paper showed the proportion of respondents who answered “No” to the question. The corrected figure now displays the proportion of people who responded “Yes.” The online version of this JMIR paper has been updated with this figure, and a corrected version was sent to PubMed Central.
Figure 2. Proportion of responders who believed access to electronic health records would increase anxiety in patients, improve health management, or increase the number of unnecessary medical tests (error bars represent 95% confidence intervals).