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Abstract
Financial health incentives, such as paying people to lose weight, are being widely implemented by Western nations and large corporations. A growing number of studies have tested the impact of incentives on health behaviors, though few have evaluated the approach on a population-scale. In this issue of the Journal of Medical Internet Research, Liu et al add to the evidence-base by examining whether a single incentive can motivate enrollment and engagement in a preventive eHealth program in a sample of 142,726 Canadian adults. While the incentives increased enrollment significantly (by a factor of about 28), a very high level of program attrition was noted (90%). The “foot in the door” incentive technique employed was insufficient; enrollees received incentives for signing-up for, but not for engaging with, the eHealth program. To supplement this technique and drive sustained behavior change, several theoretically- and empirically-based strategies are proposed. Specifically, incentives indexed to behavioral achievements over time are highlighted as one approach to boost engagement in this population in the future.

(J Med Internet Res 2014;16(7):e179) doi:10.2196/jmir.3701
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Attrition (non-use or dropout) is one of the hallmarks of eHealth interventions [1] and a particular problem for online lifestyle interventions [2], but also in the offline setting. Financial health incentives, such as paying people to attend nutrition classes, get vaccinated, or lose weight, are being widely implemented by Western nations and large corporations [3-5]. A growing number of studies have tested the impact of incentives on “single-shot” (eg, clinic visits) [6] and “lifestyle” (eg, exercise) [7] health behaviors with promising results, though few have evaluated the approach on a population-scale. Notably, Stock et al conducted a unique evaluation of a large-scale incentive program in Germany (N=70,429) and found that modest incentives motivated participation in disease prevention programs, saving the German Statutory Health Insurance about € 100 per person per year in direct health costs [8]. In this issue of the Journal of Medical Internet Research, Liu et al add to the evidence-base by examining whether a single incentive exposure (20 loyalty points worth about Can $2) can motivate enrollment and continued participation in a preventive eHealth program in a sample of 142,726 Canadian adults [9].

Not surprisingly, and consistent with the “single-shot” incentives literature, the authors found that individuals offered the incentive were 28 times more likely to enroll in the eHealth program. The question is, was this impressive boost in enrollment meaningful considering the significant attrition (about 90%) noted by the authors? The data would suggest that this was the case. Although program attrition was substantial, the fact remains that about...
5000 adults who might not have otherwise enrolled in the eHealth program (without the contingent incentive) continued onto the next step of the program (ie, assessing their readiness to change), and about 1000 of those individuals remained engaged 6 weeks later (ie, with a second round of assessing readiness to change). It is not clear whether this level of engagement (assessing readiness to change on two occasions and, presumably, reading tailored-education materials) was sufficient to stimulate “lifestyle” health behaviors to the extent required to produce clinically or health-economically relevant changes. This is a topic for future study (linking participation to administrative databases, for example). Regardless, the incentive approach employed here holds great promise for enhancing the delivery (reach) of Web-based prevention programs. In the midst of this potential, however, there is room to improve upon the design, and maximize the impact, of the incentive offering.

First, the “foot in the door” design technique employed was insufficient to drive eHealth program engagement in this population. While getting people to agree to do something small (put their “foot in the door”: ie, enroll in the eHealth program), can sometimes make them more likely to do something big (ongoing eHealth program use), according to behavioral economics [10], this is not what transpired here. Rather, it appears that “rewards simply motivated people to get rewards”, an often-cited risk of incentives for health [11]. Once incentives are removed, it is said that people tend to revert to baseline behaviors or worse, if autonomous motivation is undermined by extrinsic rewards. New evidence suggests, however, that well-designed incentives can actually promote quality behavior change (ie, by protecting/building autonomous motivation), and increase the potential for sustained effects [12].

The authors recommend supplemental strategies to maintain engagement that stem from previous work in the area of incentives for exercise [7]. From the list of design suggestions mentioned, the most critical suggestion likely has to do with indexing incentives to behavioral occurrences over time. “Lifestyle” health behaviors (like exercise or eHealth program use) can be hard to adopt, in part, because the costs (eg, time) of engaging in these behaviors are usually borne in the present (carrying disproportionate weight in decision making, a phenomenon referred to as the “present bias”) [10], and the benefits (eg, health) are often delayed and thus discounted. As a result, people tend to act in favor of their immediate self-interest, at the expense of their long-term wellbeing. Offering incentives for regular (perhaps daily or weekly) eHealth program use (eg, completing stage of change assessments, or diet/exercise diaries) may increase the immediately rewarding aspects of participation and in turn people’s propensity to log into and use the eHealth tool.

Regular incentive offerings need not be prohibitively costly either. In fact, with a stronger application of behavioral economic principles [13], and considering the full range of incentive design options [14], it may be possible to produce greater effects with the same investment ($77,000, or about $2 per enrollee). For example, it is worth exploring whether the proportion of Canadians engaged at 6 weeks would increase if 10 Air Miles (vs 20 Air Miles) were offered for enrollment, with the remaining Air Miles (ie, 10) offered for behavioral achievements over subsequent weeks (eg, 2 Air Miles per week fruit/vegetable intake self-reported). To further optimize the approach, a lottery could be layered on top of this assured incentive scheme, where participants who perform desired behaviors are entered into weekly draws to win additional Air Miles. This lottery feature could be used to exploit peoples’ tendency to overweight small probabilities [10] and drive target behaviors without significant additional resource. Notably, according to Klein & Karlawish, older adults may be more sensitive to lottery-based incentives than their younger counterparts [15]. Also, tailoring incentive offerings to demographic groups may boost enrollment and engagement. For example, making “meaningful” incentives more salient, by marketing iTunes credits to teenagers, wellness holiday credits to working adults, or grocery store vouchers to seniors, may increase the impact of relatively modest rewards. The newly developed Health Incentive Program Questionnaire may be useful in identifying preferred, more meaningful, and valuable voucher options (Mitchell et al, under review).

Though the Liu et al [9] paper is constrained by several limitations (eg, selection bias, sub-optimal incentive design, self-reported outcomes) it is an important launching pad for more sophisticated population-level evaluations of incentives for health. Incentives have emerged as a practical and acceptable public health policy alternative in Canada (and elsewhere), and so to promote broad, effective, and sustained implementation, future evaluations should stretch beyond the question, “Do incentives work?” to questions of moderations, such as, “Who or what behaviors are most sensitive to incentive intervention?”, “What types or sizes of incentives work best or are necessary?”, and “How long must incentives be in place to produce long-lasting change?”. Learning more about how to design incentives that produce clinically or health-economically significant changes, without being prohibitively costly, will only help to optimize this promising intervention in the future.
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Abstract

Background: Internet-based health programs have been shown to be effective in reducing risk for cardiovascular disease. However, their rates of enrollment and engagement remain low. It is currently unclear whether rewards from established loyalty programs can serve as a conditioned stimulus to improve the use of a freely available Internet-based program.

Objective: The objectives of the study were to (1) examine enrollment rates and levels of engagement with the My Health eSupport program between a Conditioned Reward group and a Control group, and (2) investigate the influence of loyalty rewards and participant characteristics on levels of enrollment and program engagement.

Methods: The study sample (n=142,726) consisted of individuals who were offered enrollment in an Internet-based health intervention (My Health eSupport) after completing the Heart&Stroke Risk Assessment on the Heart and Stroke Foundation website. My Health eSupport programs provided encouragement and tips for lifestyle change. This is a free, self-guided, fully automated program that proactively delivers tailored email messages at 2-week intervals based on the participant’s stage of motivational “readiness” and priority for lifestyle change. Participants in the Conditioned Reward group were offered a single exposure of 20 loyalty reward points from the Air Miles loyalty program for completing the Heart&Stroke Risk Assessment (10 reward points) and enrolling in the Internet-based program (10 reward points). Meanwhile, no rewards were given to the Control group participants. All data were collected between February 1, 2011 and February 10, 2012.

Results: In total, 51.38% (73,327/142,726) of individuals in the Conditioned Reward group and 48.62% (69,399/142,726) of individuals in the Control group completed the Heart&Stroke Risk Assessment. Subsequently, significantly more individuals from the Conditioned Reward group (52.96%, 38,835/73,327) enrolled in the My Health eSupport program than Controls (4.07%, 2826/69,399). Regression analyses indicated that individuals were 27.9 times (95% CI 26.4-29.4; \( \text{P}<.001 \)) more likely to join the My Health eSupport program when presented with loyalty rewards controlling for gender, age, education, ethnicity, employment, and number of modifiable risk factors. However, ongoing engagement level was low in both groups and it was not influenced by loyalty rewards. Instead, individuals were more likely to engage with the My Health eSupport program if they were greater than 60 years of age (OR 12.56, 95% CI 5.66-27.8; \( \text{P}<.001 \)), were female (OR 1.27, 95% CI 1.09-1.46; \( \text{P}=.002 \)), or had one or more modifiable risk factors (OR 1.38, 95% CI 1.31-1.45; \( \text{P}<.001 \)).
Conclusions: Our findings suggest that a single exposure of loyalty rewards may be used to encourage individuals to enroll in an Internet-based preventative health program, but additional strategies are required to maintain engagement level. Future studies need to examine the schedules of loyalty reward reinforcement on the long-term engagement level of Internet-based health programs.

(J Med Internet Res 2014;16(7):e163) doi:10.2196/jmir.3458
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Introduction
Cardiovascular diseases (CVDs) are the number one cause of death globally. It is estimated that the number of people who die from CVDs will reach 23.3 million by 2030 [1]. Studies have shown that more than 80% of CVDs can be prevented through lifestyle changes, such as regular exercise and a healthy diet [2].

The wide adoption of Internet usage presents an incredible opportunity for delivering preventive health initiatives at a population level. In 2012, approximately 83% of Canadians had personal access to the Internet: 85% of whom live in metropolitan areas and 75% in rural areas [3]. This includes 63-78% of Canadians who are in the lowest income quartiles and 84% of Canadians between 45 and 64 years, which is an age group with increased risk for CVD. Several randomized controlled trials and meta-analyses have shown that Internet-based lifestyle interventions can help individuals improve self-care behaviors (physical activity, dietary habits) [4,5], psychological functioning (anxiety, quality of life) [6], and clinical outcomes (blood pressure, weight, blood glucose) [7-9]. However, enrollment and engagement in Internet-based health interventions remain a challenge [10-12]. This can limit the significant impact that Internet-based interventions have on health behavior change at a population level.

External rewards such as financial and loyalty rewards have been used as a strategy to increase the enrollment and engagement of behavioral interventions [13,14]. The theoretical rationale for using these external rewards to reinforce behavior change is based on both operant learning and behavioral economic theory [13,15]. The key principle of operant learning is that behavior is conditioned by contingencies that are rewarding or punishing in nature [13]. Economic theory includes the principles from operant theory and states that an individual tends to behave in ways that maximize one’s immediate reward [13,15]. According to these theories, the propensity for enrollment and sustained engagement in Internet-based programs may be enhanced by introducing external rewards. On the contrary, self-determination theory (SDT) asserts that an external reward may weaken intrinsic motivation for behavior change and this is known as the “crowding out” effect [16,17]. It is currently unclear whether a single bout of reward from a loyalty program can serve as a conditioned stimulus affecting the enrollment and engagement of a freely available Internet-based health program. An advantage of using loyalty rewards over financial ones is that it may be more sustainable as both businesses and consumers can mutually benefit. Loyalty reward programs can help businesses gain new and retain existing customers by rewarding them with loyalty “reward points”. These customers can then redeem their reward points for goods and/or services from the loyalty program. Thus, the aims of this study were to (1) examine enrollment rates and levels of engagement with the My Health eSupport program between the Conditioned Reward and the Control group, and (2) investigate the influence of loyalty rewards and participant characteristics on levels of enrollment and program engagement. A previous study reported that a single bout of financial reward (US$2.00-$20.00) could increase enrollment and response to a follow-up survey 3 months after enrollment for an Internet-based health program [18]. Therefore, we hypothesized that enrollment rates and level of engagement would be higher in the Conditioned Reward group than Controls. Results were expected to be influenced by age, ethnicity, education, gender, employment status, and the number of modifiable risk factors [11,18].

Methods
Overview
This was an observational study and the data was collected by the Heart and Stroke Foundation of Canada (HSFC) between February 1, 2011 and February 10, 2012. The HSFC is a non-profit public organization that aims to empower Canadians to live healthy lives free of heart disease and stroke by raising awareness of the key risk factors and encouraging and supporting them to play an active role in managing their health. Study participants were 18 years or older and provided consent for the study. All personal identifiers were removed prior to retrieving the records from the HSFC database. This study was approved by the University Health Network Ethics Board.

Recruitment and Study Protocol
The study sample consisted of individuals who were invited to participate in an Internet-based heart health program (My Health eSupport) after completing their Heart&Stroke Risk Assessment and were included in our analyses. This sample was comprised of two groups: Conditioned Reward vs Control. Participants in the Conditioned Reward group were recruited from the Air Miles loyalty program using a standardized recruitment email. The email described the opportunity to receive a non-cash, uniform reward of up to 20 Air Miles reward points for completing the Heart&Stroke Risk Assessment and another 10 Air Miles for enrolling in My Health eSupport. No additional
rewards were given after enrollment. The Heart&Stroke Risk Assessment was a free e-tool on the HSFC website that first enabled individuals to assess their lifestyle in regard to CVD risk. It then offered enrollment to the My Health eSupport program. Enrollment in the My Health eSupport program required the participants to first complete the Heart&Stroke Risk Assessment and create a log-in ID on the HSFC website. Air Miles participants accessed the Heart&Stroke Risk Assessment and claimed the reward using a unique Web link embedded in the recruitment email. Air Miles participants who completed the Heart&Stroke Risk Assessment were assigned to the Conditioned Reward group. Participants in the Control group accessed the Heart&Stroke Risk Assessment on the HSFC website without using the unique Web link provided by the Air Miles loyalty program. Control participants did not receive any rewards for completing either program.

Program Description
The My Health eSupport program was a free, self-guided, fully automated healthy lifestyle program that proactively delivered tailored email messages at 2-week intervals. The emails contained information on heart healthy living with links to the HSFC website. The initial email from My Health eSupport was delivered to the participants following enrollment. The email guided participants to report their stage of motivational “readiness” to adhere to Health Canada guidelines for diet (daily intake of fruit, vegetables, and restriction of dietary fat and salt), exercise (planned exercise and daily activity), and smoke-free living. Readiness for change was operationally defined for each behavior according to the conventional algorithm of Prochaska’s Transtheoretical Model [19] (Pre-contemplation, Contemplation, Preparation, Action, and Maintenance). In an effort to reinforce motivation and efficacy for self-directed change [20], subjects were then prompted to choose their priority for lifestyle change from the above-noted behaviors associated with diet, exercise, and smoke-free living. Subsequently, three email messages tailored to the individuals’ readiness and priority for lifestyle change were delivered at 2-week intervals. The assessment of readiness and priority for lifestyle change was then repeated 6 weeks later from the initial assessment.

Measures
This paper evaluated enrollment rates and levels of engagement in the My Health eSupport program in both the Conditioned Reward and Control groups. Enrollment rate was calculated as the number of individuals who enrolled in the My Health eSupport program divided by the number of participants who completed the Heart&Stroke Risk Assessment. Two measures of engagement level with the program were calculated. The initial engagement was defined as the proportion of individuals who completed the assessment of readiness and priority for lifestyle change during the first email. Ongoing engagement was defined as completion of the assessment of readiness and priority for lifestyle the second time at 6 weeks following initial engagement. Participants completed the second assessment of readiness and priority for lifestyle change within 8 weeks from receiving the re-assessment email. Characteristics of participants were extracted from self-reported data in the Heart&Stroke Risk Assessment, which is an online self-assessment questionnaire. Characteristics included age, gender, education level, ethnicity, employment, medical condition(s), and body mass index (calculated from height and weight). Modifiable CVD risk factors were defined as the following: physical activity level (whether participants achieved 30-60 minutes of moderate exercise, 4 times per week), smoking status (Yes or No), excess alcohol consumption (Male: consumed ≥2 drinks a day or >14 drinks a week; Female: consumed ≥2 drinks a day, >9 drinks a week), and whether participants consumed high fat foods (3 or more times per week), fruits and vegetable (5 or more servings per day), and food with high salt content (3 or more times per week).

Data Analysis
Chi-square and independent t tests were used to compare characteristic differences between the Conditioned Reward and Control groups. Statistical significance can be influenced by a large sample size [21]; therefore, we calculated effect size using Cramer’s V (post chi-square statistic) and Cohen’s d (post independent t test) to determine the strength of these statistically significant results. A weak, moderate, and strong association (effect size) for Cramer’s V was defined as <0.2, 0.2-0.6, and >0.6, respectively [22]. Meanwhile, a small, moderate, and large effect size for Cohen’s d was defined as ≤0.2, 0.5, and ≥0.8, respectively [23]. Binary logistic regressions were conducted to estimate the association between loyalty rewards and enrollment (model 1), initial engagement (model 2), and ongoing engagement (model 3) of the Internet-based health program. Odds ratios were calculated to identify the effects of loyalty rewards on the likelihood of enrolling and engaging with the My Health eSupport program. Based on previous research [11,18], all models were adjusted for age, ethnicity, education, gender, employment status, and the number of modifiable risk factors. Data were analyzed using SPSS version 19 and significance was accepted at an alpha level of .01.

Results
Participants
A total of 73,327 individuals in the Conditioned Reward group and 69,399 individuals in the Control group completed the Heart&Stroke Risk Assessment. Baseline characteristics of the participants are presented in Table 1. Overall, both groups attracted a larger proportion of females than males (68.48%, 97,732/142,726 vs. 31.52%, 44,994/142,726). Most of the participants were Caucasian (83.54%, 119,239/142,726). The most common illnesses in both groups were hypertension (22.43%, 32,014/142,726) and dyslipidemia (17.86%, 25,487/142,726). More than 50% of individuals reported having a BMI higher than 25. Two of the most common lifestyle factors associated with CVD risk for both groups were physical inactivity (44.10%, 62,942/142,726) and inadequate fruit and vegetable consumption (43.32%, 61,828/142,726) (Table 2).
<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Conditioned Reward=73,327 n (%)</th>
<th>Control=69,399 n (%)</th>
<th>P value</th>
<th>Effect size</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>50.4 (14.2)</td>
<td>50.5 (14.4)</td>
<td>.54</td>
<td>0.003</td>
</tr>
<tr>
<td><strong>Female</strong></td>
<td>49,778 (67.88%)</td>
<td>47,954 (69.11%)</td>
<td>&lt;.001</td>
<td>0.01</td>
</tr>
<tr>
<td><strong>Completed university education</strong></td>
<td>43,783 (60.74%)</td>
<td>41,208 (60.53%)</td>
<td>.40</td>
<td>0.002</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caucasian</td>
<td>62,658 (85.48%)</td>
<td>56,581 (81.62%)</td>
<td>&lt;.001</td>
<td>0.13</td>
</tr>
<tr>
<td>South Asian</td>
<td>1688 (2.30%)</td>
<td>1911 (2.76%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chinese</td>
<td>3040 (4.15%)</td>
<td>1236 (1.78%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aboriginal</td>
<td>1038 (1.42%)</td>
<td>1253 (1.81%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>African/black</td>
<td>683 (0.93%)</td>
<td>1160 (1.67%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>0.03</td>
</tr>
<tr>
<td>Married</td>
<td>42,396 (57.85%)</td>
<td>40365 (58.18%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Widowed, divorced</td>
<td>10,177 (13.89%)</td>
<td>8423 (12.14%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>10,787 (14.72%)</td>
<td>10,397 (14.99%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Employment</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>0.07</td>
</tr>
<tr>
<td>Full or part-time</td>
<td>41,279 (56.33%)</td>
<td>40,345 (58.16%)</td>
<td>&lt;.001</td>
<td>0.07</td>
</tr>
<tr>
<td>Self-employed</td>
<td>6675 (9.11%)</td>
<td>6726 (9.70%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>14,644 (19.98%)</td>
<td>11,654 (16.80%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stay-at-home parent</td>
<td>3049 (4.16%)</td>
<td>2350 (3.39%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Type of employment</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>0.08</td>
</tr>
<tr>
<td>Management/white collar</td>
<td>45,660 (63.00%)</td>
<td>43,364 (68.81%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sales or services</td>
<td>9491 (13.09%)</td>
<td>6757 (10.72%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trades</td>
<td>6408 (8.84%)</td>
<td>6082 (9.65%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Body Mass Index</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>0.13</td>
</tr>
<tr>
<td>Underweight (&lt;18.5)</td>
<td>1464 (2.00%)</td>
<td>1109 (1.60%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal weight (18.5-24.9)</td>
<td>21,942 (29.93%)</td>
<td>19,384 (27.94%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overweight (25-29.9)</td>
<td>21,240 (28.97%)</td>
<td>22,356 (32.21%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obesity (≥30)</td>
<td>16,459 (22.45%)</td>
<td>20,039 (28.88%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Mean number of cardiovascular co-morbidities (SD)</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>0.03</td>
</tr>
<tr>
<td>Diabetes</td>
<td>5298 (7.23%)</td>
<td>3072 (4.43%)</td>
<td>&lt;.001</td>
<td>0.06</td>
</tr>
<tr>
<td>Dyslipidemia</td>
<td>13,984 (19.07%)</td>
<td>11,503 (16.58%)</td>
<td>&lt;.001</td>
<td>0.03</td>
</tr>
<tr>
<td>Heart disease</td>
<td>2795 (3.81%)</td>
<td>2662 (3.84%)</td>
<td>.81</td>
<td>0.001</td>
</tr>
<tr>
<td>Hypertension</td>
<td>15,520 (21.17%)</td>
<td>16,494 (23.77%)</td>
<td>&lt;.001</td>
<td>0.11</td>
</tr>
<tr>
<td>Stroke</td>
<td>1254 (1.71%)</td>
<td>1327 (1.91%)</td>
<td>.004</td>
<td>0.01</td>
</tr>
<tr>
<td>Mood disorder</td>
<td>11,906 (16.24%)</td>
<td>8857 (12.76%)</td>
<td>&lt;.001</td>
<td>0.05</td>
</tr>
<tr>
<td>Sleep apnea</td>
<td>3988 (5.44%)</td>
<td>3065 (4.42%)</td>
<td>&lt;.001</td>
<td>0.02</td>
</tr>
</tbody>
</table>
Table 2. Baseline modifiable risk factors.

<table>
<thead>
<tr>
<th>Modifiable risk factors</th>
<th>Conditioned Reward n=73,327 n (%)</th>
<th>Control n=69,399 n (%)</th>
<th>P value</th>
<th>Effect size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical inactivity</td>
<td>30,972 (42.24%)</td>
<td>31,970 (46.07%)</td>
<td>.001</td>
<td>0.49</td>
</tr>
<tr>
<td>Smoker</td>
<td>5704 (8.22%)</td>
<td>8270 (11.30%)</td>
<td>&lt;.001</td>
<td>0.05</td>
</tr>
<tr>
<td>Excess alcohol</td>
<td>17,095 (23.31%)</td>
<td>16,615 (23.94%)</td>
<td>.005</td>
<td>0.01</td>
</tr>
<tr>
<td>Fatty foods</td>
<td>8537 (11.69%)</td>
<td>10,663 (15.42%)</td>
<td>&lt;.001</td>
<td>0.06</td>
</tr>
<tr>
<td>Infrequent fruit and vegetable</td>
<td>30,601 (41.82%)</td>
<td>31,227 (45.05%)</td>
<td>&lt;.001</td>
<td>0.03</td>
</tr>
<tr>
<td>Salt</td>
<td>19,738 (26.92%)</td>
<td>14,205 (20.47%)</td>
<td>&lt;.001</td>
<td>0.08</td>
</tr>
<tr>
<td>Mean number of modifiable risk factors (SD)</td>
<td>2.51 (1.37)</td>
<td>2.58 (1.37)</td>
<td>&lt;.001</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Enrollment Rates

Enrollment in the My Health eSupport program was higher in the Conditioned Reward group (52.96%, 38,835/73,327) than the Controls (40.7%, 2826/69,399). Loyalty rewards provision was the strongest predictor for enrollment in the My Health eSupport program (OR 27.9, 95% CI 26.4-29.4; P<.001). Factors influencing enrollment are presented in Table 3.

Table 3. Prediction of enrollment and engagement.

<table>
<thead>
<tr>
<th>Factors</th>
<th>Enrollment</th>
<th>Initial engagement</th>
<th>Ongoing engagement</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR</td>
<td>(95% CI)</td>
<td>OR (95% CI)</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>P value</td>
<td>P value</td>
</tr>
<tr>
<td>Loyalty rewards (Conditioned Reward vs Control)</td>
<td>27.9</td>
<td>(26.4-29.4)</td>
<td>.001</td>
</tr>
<tr>
<td>Gender (female vs male)</td>
<td>0.96</td>
<td>(0.93-0.99)</td>
<td>.007</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤29 years</td>
<td>1.98</td>
<td>(1.82-2.15)</td>
<td>.001</td>
</tr>
<tr>
<td>30-39 years</td>
<td>1.69</td>
<td>(1.56-1.82)</td>
<td>.001</td>
</tr>
<tr>
<td>40-49 years</td>
<td>1.80</td>
<td>(1.66-1.94)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>50-59 years</td>
<td>1.80</td>
<td>(1.66-1.94)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>≥60 years</td>
<td>2.12</td>
<td>(1.96-2.30)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ethnicity (Caucasian vs other)</td>
<td>1.20</td>
<td>(1.15-1.25)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Total number of modifiable risk factors</td>
<td>0.96</td>
<td>(0.95-0.97)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Employment (employed vs not employed)</td>
<td>1.02</td>
<td>(0.99-1.06)</td>
<td>.201</td>
</tr>
<tr>
<td>University education (completed vs not completed)</td>
<td>1.05</td>
<td>(1.01-1.08)</td>
<td>.004</td>
</tr>
</tbody>
</table>

Engagement Level

After participants enrolled in the My Health eSupport program, only 12.43% (4829/38,835) of individuals in the Conditioned Reward group and 8.49% (240/2826) of the Controls assessed their readiness for change and selected a priority area for lifestyle change. Out of these participants, 20.98% (1013/4829) in the Conditioned Reward group and 24.17% (58/240) in the Control group completed the second assessment at week 6. In our regression analyses, loyalty rewards strategy was negatively associated with initial engagement (OR 0.79, 95% CI 0.66-0.92; P<.004) and it was not a significant predictor for ongoing engagement (P=.66). Meanwhile, age, gender, and numbers of modifiable risk factors were significant predictors of ongoing engagement (Table 3).

Discussion

Principal Findings

The main finding of this study was that a single exposure of loyalty rewards significantly influenced enrollment for the My Health eSupport program. Individuals were 27.9 times more likely to enroll when presented with loyalty rewards. However, contrary to our hypothesis, ongoing engagement was not influenced by loyalty rewards. Individuals were more likely to engage with the program if they were greater than 60 years of age, female, or had one or more modifiable risk factors. These findings suggest that a single exposure of loyalty rewards may be used to encourage individuals to sign up for an Internet-based preventative health initiative, but supplemental strategies are required to maintain engagement.

Our findings on the effects of loyalty rewards with online enrollment were consistent with other study findings using...
Some researchers have cautioned against the use of any external incentives, and (3) incorporating incentives that are designed rather than lottery or chance-based reward, (2) offering larger rewards that may help increase adherence to exercise programs. These included (1) providing an assured financial incentive rather than lottery or chance-based reward, (2) offering larger incentives, and (3) incorporating incentives that are designed to be indexed (eg, $25/pound of weight loss), or escalating (eg, $10 for the first pound lost, $15 for second pound lost, etc) [17].

It is important to take into consideration that the participants in the Conditioned Reward group were from the Air Miles loyalty reward program. These individuals may have perceived the value of the loyalty reward as being greater than the direct monetary value of $2.00. As a result, our findings may be limited in the ability to generalize beyond Air Miles members.

Engagement level with Internet-based interventions has always been a challenge as high dropout and losses to follow-up are common. This phenomenon is described by Eysenbach as “the law of attrition” [25]. It is hypothesized that the attrition curve can be a valuable marker of the underlying causes for attrition. In our study, the attrition followed an L-shaped curve, which reflected an initial rapid decline of participants, with a remaining group of steady “hardcore” users who continuously used the system over the 6-week interval of this study. This type of attrition curve may indicate that the enrolled participants may not be the appropriate user group for the HSFC website [25] and/or that participants did not perceive the benefits of continued engagement with the Internet-based health intervention [26]. Since the My Health eSupport program was designed to reduce CVD risk through lifestyle changes, it may not be surprising that the minority of individuals who continued to engage with the eSupport program were those with higher CVD risk, such as older individuals or individuals with one or more modifiable CVD risk factors.

A single exposure of loyalty reward may have also contributed to the low level of engagement with the My Health eSupport program. Since rewards were presented at the point of enrollment, some individuals in the Conditioned Reward group may have enrolled for the sole purpose of obtaining this reward. This may explain the negative association found between loyalty rewards and initial engagement level. Charness et al [27] found that financial rewards may need to be presented on a number of occurrences (for at least 5 weeks) in order to help individuals pass the “threshold” level needed to sustain an activity on their own for up to 16 weeks. The long-term effectiveness (>6 months) of using financial incentives to maintain behavior change remains unclear, primarily due to the fact that the majority of studies are short term (<6 months) [17]. A recent meta-analysis reported several design features for financial rewards that may help increase adherence to exercise programs. These included (1) providing an assured financial incentive rather than lottery or chance-based reward, (2) offering larger incentives, and (3) incorporating incentives that are designed to be indexed (eg, $25/pound of weight loss), or escalating (eg, $10 for the first pound lost, $15 for second pound lost, etc) [17]. It is important to incorporate these design features into future studies aimed at behavior change using loyalty rewards.

Some researchers have cautioned against the use of any external incentives as they may have the undesired effects of inhibiting intrinsic motivation [27,28]. Future studies on Internet-based interventions should consider how indexed or escalated loyalty rewards could be used to sustain program engagement while maintaining or increasing intrinsic motivation associated with a health behavior change. Based on self-determination theory, intrinsic motivation is fulfilled by the psychological needs of competence (a sense of mastery), autonomy (ownership over behavior), and social relatedness (feel socially connected to others) [29]. Mitchell et al suggested that extrinsic rewards may be used to fulfill these psychological needs in order to avoid harming intrinsic motivation by (1) rewarding achievements of realistic self-regulatory goals (eg, the use of self-monitoring), (2) providing choice for the types of reward and the activities chosen, and (3) offering rewards that are related to social outcomes (eg, group contingencies or charitable donations) [17]. Additionally, it may be necessary to combine loyalty rewards with previously established key components of counselling in order to maintain levels of engagement in Internet-based interventions. These components include: goal setting and self-monitoring; the provision of feedback based on the patients’ activity; self-efficacy enhancement; and relapse prevention [30].

Limitations and Strengths
Several limitations of the present study should be noted. The accuracy of self-reported data is open to challenge for validity. Self-report bias such as lifestyle behaviors of exercise, diet, and smoking could have influenced the accuracy of our results. Engagement with the system was defined when participants re-assessed their readiness for change and selected another priority area for lifestyle change. It is possible that individuals maintained engagement with the program but never completed the re-assessment, which may underestimate the levels of engagement with the My Health eSupport Program. There are other variables that may be associated with levels of enrollment and engagement which were not assessed, such as income, anxiety, and depression. Finally, there may be selection bias in our study as the Conditioned Reward group consisted of participants from the Air Miles loyalty reward program. This may limit our ability to generalize our findings beyond Air Miles members. A strength of this study includes the large sample size. This is one of the first “real-world” (eg, population-based) studies that has been conducted to examine the effects of loyalty rewards on enrollment and engagement with an Internet-based intervention.

Conclusions
Internet-based interventions hold great potential for delivering preventive health initiatives at a population level. A single exposure of loyalty rewards can increase enrollment but additional strategies are required to maintain engagement level. This study has significant design implications for incorporating loyalty rewards as an effective enrollment strategy for future Internet-based interventions. More research is needed that explores the long-term effects of using loyalty rewards to reinforce engagement level and the associated efficacy of Internet-based health programs.
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Abstract

Background: Depressive disorders are highly prevalent in the working population and are associated with excessive costs. The evidence for effective worker-directed interventions for employees with depressive symptoms is limited. Treating employees with depressive symptoms via the Internet before they report sick from work could be beneficial and cost saving.

Objective: In this study, we tested the effectiveness over the period of 1 year of a Web-based guided self-help intervention, called Happy@Work, for employees with depressive symptoms who were not on sick leave.

Methods: A two-arm randomized controlled trial comparing a worker-directed, Web-based, guided self-help intervention to care as usual (CAU) was carried out. We recruited employees from 6 companies via the company’s Intranet and by putting up posters. The inclusion criteria were elevated depressive symptoms as measured by a score ≥16 on the Center for Epidemiologic Studies Depression scale (CES-D) and not being on sick leave. The intervention contained 6 lessons and consisted of problem-solving treatment and cognitive therapy. Participants were asked to submit weekly assignments via the website after completion of a lesson and they received feedback from a coach via the website. Self-report questionnaires on depressive symptoms (CES-D; primary outcome), burnout (Maslach Burnout Inventory, MBI), work performance (Health and Work Performance Questionnaire, HPQ), duration of absenteeism, and anxiety (Hospital Anxiety and Depression Scale, HADS; secondary outcomes), were completed at baseline, posttreatment, and at 6-, and 12-month follow-up. Several subgroup and per-protocol analyses were performed.

Results: A total of 231 employees were randomized to either the intervention group (n=116) or to CAU (n=115). Completion of assessments varied between 54%-74%. Improvement in depressive symptoms between baseline and posttreatment was shown in all participants and these effects sustained over time. However, there were no differences between the 2 groups (adjusted regression coefficient=0.46, 95% CI –2.11 to 3.03, \(P=.72\); Cohen’s \(d=0.05\)). Differences between groups were also not significant for the secondary outcomes. No subgroups were identified to show differences between the groups, nor did we find a between-group effect in the per-protocol analyses.
Conclusions: This study showed that a worker-directed, Web-based, guided self-help intervention was not more effective than CAU in reducing depressive symptoms among employees with depressive symptoms who were not on sick leave over the period of 1 year. An intervention for this specific target group might not be necessary because the recovery in the CAU group was comparable to the intervention group and sustained over a 12-month period.


KEYWORDS depression; employees; occupational intervention; self-help; prevention; burnout; Internet

Introduction

Depressive disorders are highly prevalent in the general [1-3] and working [4,5] populations and lead to excessive costs [6,7]. Approximately 70%-85% of the costs are because of work absenteeism, work impairment, and loss of work productivity, which suggests that companies pay the largest part of the total costs of depression [8-12].

Research on the treatment of depression has been extensive and has shown that depression can be treated effectively with different forms of psychotherapies [13-18]. Traditionally, most types of psychotherapies are delivered face-to-face in mental health care settings, but there is increasing evidence for the effectiveness of treatments that are delivered via the Internet [19-23]. In general, studies on the effectiveness of Web-based interventions for the treatment of depressive symptoms show positive short-term effects [21], but there are fewer studies available that have also studied the long-term effects of Web-based interventions [21]. In a recently published meta-analysis on the effects of computer cognitive behavior therapy (CCBT) for depression, Richards and Richardson [21] reported the results of 14 studies that included a long-term follow-up, primarily up to 6 months with few studies reporting outcomes up to 12 months. They showed a small but significant effect of CCBT on depression (d=0.20) but stressed that more studies are needed to confirm the benefits of Web-based interventions at long-term follow-up [21].

The large number of studies on the treatment of depression in mental health care is in contrast with the few studies on worker-directed interventions for employees with depression or depressive symptoms. It is, however, important to develop evidence-based worker-directed interventions for employees with depression that involve work-related aspects, such as high job demands and work-life balance, because work-related aspects play an important role in the development and perpetuation of depression [24-26]. The Organisation for Economic Co-operation and Development (OECD) [4] has recently recommended to increase the evidence for worker-directed treatments of mental health problems and have highlighted the importance of intervening before employees take sick leave. Early intervention (before sick leave) is important because it may prevent worsening of mental health problems; consequently, it has the potential to reduce the costs of work absenteeism and loss of work productivity [4,26,27].

Several studies have been published on the effectiveness of face-to-face or Web-based worker-directed interventions for non-sick-listed employees [28-38]. Most of these studies were aimed at employees with stress or burnout symptoms who had not (yet) reported sick from work. All these studies showed positive effects of the interventions on symptom reduction. Care-as-usual (CAU) and waiting-list control groups were used most frequently as reference groups and the highest effects were seen in studies with a waiting-list control group. However, it is known that studies that use a waiting-list control comparator have a tendency to show stronger effect sizes of the intervention because they are less likely to positively affect the outcome compared with active control groups, such as CAU [39]. Two of these studies [30,31] examined face-to-face interventions for non-sick-listed employees with depressive symptoms. To our knowledge, no studies have been published on the effectiveness of Web-based worker-directed interventions for employees with depressive symptoms who are not on sick leave. Web-based treatments may be of special benefit to the working population because the employee will not have to take time off from work for therapist visits and participation in Web-based treatments is more anonymous compared to face-to-face treatment.

Considering the importance of developing Web-based worker-directed interventions for employees with depression and the limited knowledge on the long-term effects of such interventions, we conducted a randomized controlled trial with a long-term follow-up period of 12 months in which we examined the effects of such an intervention for employees with depressive symptoms who were not on sick leave compared to a CAU control group. The design of this study has been published elsewhere [40]. A process evaluation of this study (submitted paper) revealed that the intervention was conducted according to protocol and seemed feasible for further implementation. The posttreatment effects of the Web-based guided self-help intervention showed significant but small effect sizes in favor of the intervention group for anxiety symptoms and emotional exhaustion. The intervention group improved substantially on the primary outcome of depressive symptoms, but the CAU control group improved considerably as well and there was no significant difference between both groups [41]. It is of importance to examine whether the improvement in both groups is sustainable over time or if there will be an increase of depressive symptoms in 1 or both groups. Therefore, in this study we examined between-group differences over a 1-year follow-up period on depressive symptoms, burnout symptoms, work performance, and anxiety symptoms. In addition, we...
studied the effects of the intervention on absenteeism and we performed several subgroup analyses regarding educational level, age, gender, working hours, and baseline depression score because different effects for these subgroups might be possible.

**Methods**

**Participants**

The design and short-term outcomes of this study have been described in detail elsewhere [40,41]. Therefore, we will describe the design briefly. Participants were recruited via 6 different companies in the Netherlands—2 banking companies, 2 research institutes, 1 security company, and 1 university—through banners and digital pamphlets on the company’s Intranet and via posters. Employees who showed interest in the study received an information leaflet and an informed consent form via email. After participants gave informed consent, they received a link to an online screening questionnaire via email. Employees with elevated depressive symptoms as measured by a score of 16 or higher on the Center for Epidemiologic Studies Depression scale (CES-D) who were not on sick leave (at the time they completed the baseline questionnaire) were eligible to take part in the study. Furthermore, access to the Internet and an email address were required. Participants were excluded if they had been using medication for depressive symptoms for less than 1 month or if they had a legal labor dispute with the employer. Once included, participants were randomized to the Web-based intervention or the CAU control group. The recruitment and retention details are shown in Figure 1.

**Figure 1.** Flowchart of participants.
Procedure

This study was a randomized controlled trial with 2 arms: a Web-based guided self-help intervention (called Happy@Work) and a CAU group. The study was approved by the Medical Ethics Committee of the VU University Medical Center (registration number 2011/2) and registered in the Dutch Trial Register (NTR2993). The sample size was determined at 200 participants, based on a power of .80, an alpha of .05, and an expected dropout percentage of 30% to show a posttreatment effect size Cohen’s $d$ of 0.50. A total of 231 participants were randomized to the Happy@Work intervention (n=116) or the CAU group (n=115). Randomization took place at an individual level after completion of the baseline measurement (questionnaire and clinical interview). We used stratification at 2 levels: (1) use of antidepressants and (2) receiving treatment from a psychologist or psychiatrist at study entry. Block randomization was used with random blocks containing 4, 6, or 8 allocations. An independent researcher made the allocation schedule with a computerized random number generator and the investigators had no knowledge of the schedule. The participants were informed about randomization outcome via email. Participants completed online questionnaires at baseline and posttreatment at 8 weeks (t1), 6 months (t2), and 12 months (t3).

Interventions

**Happy@Work**

The intervention Happy@Work [42] is a brief Web-based intervention delivered with minimal guidance. It consists of 2 evidence-based treatments: problem-solving treatment (PST) [43] and cognitive therapy (CT) [44], and a guideline for employees to help them to prevent work-related stress [45,46]. Happy@Work consists of 6 weekly lessons with an option of 1 week extra time in case of delay. Each lesson has a different theme, but always follows the same structure: information about the theme, examples, and assignments. Themes of the lessons are introduction of problem solving (lesson 1), problem-solving methods (lesson 2), changing cognitions (lesson 3), dealing with work-related problems (lesson 4), social support (lesson 5), and relapse prevention (lesson 6). Participants receive feedback on assignments from a coach. Coaches were trained Master’s-level students in clinical psychology. All coaches used a protocol-treatment manual. To ensure treatment fidelity, all feedback was reviewed by a supervisor (AG) before it was placed on the website. Happy@Work is a tunneled intervention, which means that participants can start with a new lesson after they have received feedback on their assignments from a coach. Participants were viewed as treatment completers if they had followed at least the basic information and assignments of PST and CT (completion of lessons 1-3).

At the start of the intervention, an account was generated by the researchers on the website and a coach was assigned to the participant on the website. Once the account was generated, an automatic email was sent to the participant with a link to activate the account. Participants used their email address and a self-created password to log in once the account was activated. Reminders were sent to participants via email when deadlines were not met. There were no changes to the content, bugs, or periods with downtime during the trial. Screenshots of the intervention can be found in Figure 2 and in Multimedia Appendix 1.

**Figure 2.** Screenshot of the Happy@Work intervention.
Participants randomized to the CAU group received an email with the randomization outcome only and were advised to consult their (occupational) physician or a psychologist if they wanted treatment for their depressive symptoms. Participants in both conditions were free to seek any additional (mental) health care.

**Measures**

**Depressive Symptoms**

The primary outcome was depressive symptoms as measured by the CES-D [47]. This questionnaire is widely used for identifying people with depressive symptoms. Its validity has been tested in different populations [48-50]. The CES-D consists of 20 items and the total score varies between 0 and 60. The baseline Cronbach alpha in this study was .82. A score of 16 or higher represents a clinically significant level of depressive symptoms [47]. The cut-off score of 16 was used in this study as an inclusion criterion. This cut-off score is used frequently in studies and has shown to have good sensitivity (0.95), specificity (0.85), and positive predictive value of major depression (0.11) in a sample of employees [50].

**Burnout Symptoms**

Burnout symptoms were measured with the Dutch version of the Maslach Burnout Inventory-General Scale (MBI) [51,52]. This self-report questionnaire contains 15 items and 3 dimensions: emotional exhaustion (5 items), cynicism (4 items), and reduced professional efficacy (6 items). Every item was scored on a 7-point Likert scale (0-6). Following the manual of the questionnaire [52], a total score for every dimension was calculated by adding the item scores and by dividing the total score by the number of items, with higher scores indicating more severe symptoms. We rescored the professional efficacy dimension with higher scores indicating less feeling of professional efficacy. The baseline Cronbach alphas for the different dimensions in this study were .83 for exhaustion, .83 for cynicism, and .79 for reduced professional efficacy.

**Work Absenteeism**

Work absenteeism was measured with the second part of the Trimbos and iMTA Questionnaire on Costs Associated with Psychiatric Illness (TiC-P) the Short Form Health and Labor Questionnaire (SF-HLQ) [53]. The participant was asked to report the total number of days absent from work because of illness in the time period between the assessments at 8 weeks (t0-t1), 4 months (t1-t2), and 6 months (t2-t3). The recall period at baseline assessment was 3 months. Research has shown that participants can report valid and accurate rates of work absenteeism up to 6 months [54].

**Work Performance**

We used the general work performance scale of the World Health Organization (WHO) Health and Work Performance Questionnaire (HPQ) [55], which contains 4 items. Item 4 gives the best and easiest indication of the participant’s perception of their own work performance [56] by asking participants to rate their overall work performance during the past 4 weeks compared to employees in comparable functions. We only report on that item in this study. Work performance was scored on a 7-point Likert scale with a higher score indicating poorer work performance compared to other employees [56].

**Anxiety Symptoms**

The anxiety subscale of the Hospital Anxiety and Depression Scale (HADS) was used to measure anxiety symptoms [57]. The anxiety subscale of the HADS consists of 7 items. Scores range from 0 to 21, with higher scores indicating more anxiety. The HADS has shown good homogeneity and reliability in different normal and clinical Dutch samples [58]. The baseline Cronbach alpha in this study was .76.

**Clinical Interview**

The WHO Composite International Diagnostic Interview version 2.1 (CIDI) [59] is a structured interview to assess psychiatric diagnosis defined in the American Psychiatric Association’s Diagnostic and Statistical Manual of Mental Disorders, 4th edition, Text Revision (DSM-IV-TR) [60]. For this study, 2 sections of the CIDI were assessed: the mood disorders section and the “other” anxiety disorders (social phobia, panic disorder, agoraphobia, and generalized anxiety disorder) section. The CIDI was conducted by trained interviewers via telephone at baseline (T0) and 6-month follow-up and was used for diagnostic purposes.

**Health Care Utilization**

A revised version of the Trimbos and iMTA Questionnaire on Costs Associated with Psychiatric Illness (TiC-P) [53] was used to collect data on health care utilization. The TiC-P is a self-report questionnaire and consists of 2 different parts that can be administrated separately. Part I was used, which contains 12 items concerning health care utilization by participants. There were 2 questions added to the questionnaire about the frequency of utilization of different health care services of the company: occupational physician and occupational social work. The questionnaire was used at T0 to assess health care utilization up to 3 months before the start of the study and at posttreatment (t1) assessment to assess health care utilization between baseline and posttreatment assessment.

**Other Measures**

We included several demographic questions and questions about working hours and working days in the baseline questionnaire.

**Statistical Analyses**

**Effectiveness**

Linear mixed modeling (LMM) was used to examine treatment differences. Two LMM analyses were performed: (1) unadjusted analyses, only controlling for the baseline score of the outcome measure and (2) adjusted analyses, controlling for other baseline variables, such as age, gender, marital status, educational level, nationality, and working hours, as well as the baseline outcome score. In LMM analyses, the regression coefficient represents the overall mean difference between the groups over time, so over all assessments after baseline. Reporting the overall mean difference between the groups over time was chosen because we were interested in the difference between the groups over the entire period of 1 year. If the regression coefficient is
positive, the mean difference is in favor of the intervention group; if the regression coefficient is negative, the mean difference is in favor of the CAU group.

An overall between-group effect size for every outcome variable was calculated according to Cohen’s $d$ [61]. The Cohen’s $d$ was calculated by dividing the overall mean difference between the groups (expressed as regression coefficient) by the overall SD of the observed data. Effect sizes $\geq 0.8$ are assumed to be large, effect sizes between 0.5-0.8 are moderate, and effect sizes between 0.2-0.5 are assumed to be small [61]. Furthermore, in additional analyses we calculated the Cohen’s $d$ for depressive symptoms on every assessment based on the observed data. The Cohen’s $d$ was calculated by subtracting the mean score of the CAU group from the mean score of the intervention group and dividing that result by the pooled standard deviation.

All analyses were performed according to the intention-to-treat (ITT) principle. Missing data were handled by multiple imputation via data augmentation. Data augmentation is an iterative Markov chain Monte Carlo method to generate the imputed values assuming a multivariate normal distribution. Five imputations were used in all analyses and reported in the effectiveness analyses. Results of the mean and standard deviations reported are of the observed data.

**Subgroup and Per-Protocol Analyses**

We performed several a priori subgroup analyses on the primary outcome depressive symptoms. These subgroup analyses were educational level, age ($\leq 35$ versus $\geq 35$), gender, working full time ($\geq 36$ hours per week) versus part time ($<36$ hours per week), and high baseline score as defined by a score of $\geq 27$ on the CES-D (used more often as an indicator of more severe depressive symptoms) [62-64]. In the subgroup analyses, the specific subgroup was selected from all study participants and the difference between the groups over time was then compared. Furthermore, we performed a per-protocol analysis based on treatment completers (completed $\geq 3$ lessons of the intervention).

**Sensitivity Analyses**

We also performed all analyses on the data for 100 imputations. Because there is a current debate whether it is necessary to perform multiple imputations in combination with mixed-model analyses in longitudinal studies [65], we also performed the LMM analyses without multiple imputations. All multiple imputations and LMM analyses were performed in STATA version 11.2 (StataCorp LP, College Station, TX, USA) with the procedures mi and xtmixed.

**Results**

**Participants and Response Rates**

Figure 1 shows the flow of participants through the trial. A total of 231 participants were included in the trial, 29.7% (231/778) of the employees who showed initial interest in the study. Of these, 116 participants were randomized to the intervention group and 115 to the CAU group. Most participants (n=166) were employed by 1 of the 2 banking companies, 39 by the 2 research institutes, 11 by the security company, and 15 by the university. Of the 231 participants, 10 (4.3%) used medication without psychological treatment, 24 (10.4%) received psychological treatment but no medication, and 4 participants (1.7%) used both medication and received psychological treatment at baseline. Thus, most participants in both groups (83.6%, 193/231) were not receiving treatment for their depressive symptoms at baseline.

As shown in Table 1, most participants were female (62.3%, 144/231), born in the Netherlands (95.2%, 220/231), involved in an intimate relationship (76.2%, 176/231), highly educated (63.6%, 147/231), and worked for 34 hours per week on average.
Table 1. Participants’ demographic characteristics at baseline.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>All (N=231)</th>
<th>Intervention (n=116)</th>
<th>CAU (n=115)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>43.4 (9.2)</td>
<td>43 (8.9)</td>
<td>43.8 (9.6)</td>
<td>.51</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.20</td>
</tr>
<tr>
<td>Female</td>
<td>144 (62.3)</td>
<td>77 (66.4)</td>
<td>67 (58.3)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>87 (37.7)</td>
<td>39 (33.6)</td>
<td>48 (41.7)</td>
<td></td>
</tr>
<tr>
<td>Country of birth, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td>Netherlands</td>
<td>220 (95.2)</td>
<td>107 (92.2)</td>
<td>113 (98.3)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>11 (4.8)</td>
<td>9 (7.8)</td>
<td>2 (1.7)</td>
<td></td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.46</td>
</tr>
<tr>
<td>Relationship</td>
<td>176 (76.2)</td>
<td>86 (74.1)</td>
<td>90 (78.3)</td>
<td></td>
</tr>
<tr>
<td>No relationship</td>
<td>55 (23.8)</td>
<td>30 (25.9)</td>
<td>25 (21.7)</td>
<td></td>
</tr>
<tr>
<td>Education, a n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.25</td>
</tr>
<tr>
<td>Low</td>
<td>16 (6.9)</td>
<td>11 (9.5)</td>
<td>5 (4.3)</td>
<td></td>
</tr>
<tr>
<td>Middle</td>
<td>68 (29.4)</td>
<td>31 (26.7)</td>
<td>37 (32.2)</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>147 (63.6)</td>
<td>74 (63.8)</td>
<td>73 (63.5)</td>
<td></td>
</tr>
<tr>
<td>Working hours, b mean (SD)</td>
<td>33.9 (5.0)</td>
<td>33.7 (4.8)</td>
<td>34.0 (5.3)</td>
<td>.65</td>
</tr>
<tr>
<td>Working days, mean (SD)</td>
<td>4.3 (0.7)</td>
<td>4.3 (0.6)</td>
<td>4.2 (0.7)</td>
<td>.32</td>
</tr>
</tbody>
</table>

aLow: primary education or lower general secondary education; middle: intermediate vocational education or high school; high: higher vocational education or university.
bMean working hours per week according to contract of the employee.

Diagnosis

All participants completed the baseline clinical interview. At 6-month follow-up, a total of 170 participants (73.6%, 170/231) participated in the clinical interview. A total of 57 participants (24.7%) were diagnosed with a current major depressive disorder, dysthymic disorder, or both at baseline: 23 participants from the intervention group and 34 in the CAU group. At 6-month follow-up, 19 participants were diagnosed with a current major depressive disorder, dysthymic disorder, or both: 6 participants from the intervention group and 13 in the CAU group. From the 57 participants who were diagnosed with a current major depressive disorder, dysthymic disorder, or both at baseline, 9 participants suffered from a current major depressive disorder, dysthymic disorder, or both at 6-month follow-up as well: 2 participants from the intervention group and 7 participants from the CAU group. There were 10 participants who were diagnosed with a current major depressive disorder, dysthymic disorder, or both at 6-month follow-up but not at baseline. Of those 10 participants, 4 participants were from the intervention group and 6 participants were from the CAU group.

Health Care Utilization

At posttreatment, we analyzed the health care utilization of both groups to get a more detailed view on health care utilization by the CAU group. Only a small number of the total participants made use of health care and this was not significantly different between the groups. A detailed description of health care use can be found elsewhere [41].

Attrition and Adherence

Study Attrition

The attrition rates for the study sample were 26% at posttreatment assessment, 32% at the 6-month follow-up assessment, and 46% at the 12-month follow-up assessment. Participants in the CAU group completed the posttreatment assessment ($\chi^2=11.5$, $P=.001$) and the 6-month follow-up assessment ($\chi^2=4.9$, $P=.03$) more often. There were no differences between the groups for completion of the 12-month follow-up assessment. Attrition rates for the posttreatment assessment were lower in participants who completed the intervention ($\chi^2=32.1$, $P<.001$).

Intervention Adherence

Of the 116 participants randomized to the intervention group, 9.5% (11/116) did not start or complete the first lesson of Happy@Work. A total of 67 participants (57.8%) were seen as treatment completers because they completed 3 or more lessons of the intervention. A total of 29 of 116 participants dropped out of the intervention at their own request or because of prolonged inactivity on the website. The other participants were not able to complete more lessons within the time limit of 7 weeks. Most participants who dropped out did not report a reason for dropout (15/116, 12.9%). When reasons were reported (14/116), they pertained mostly to lack of time (8/14, 57.1%).
Table 2. Observed scores of the intervention and care-as-usual (CAU) groups on different outcome measures.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Assessment time, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline (t0) (n=231)</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>CES-D</td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>25.7 (7.5)</td>
</tr>
<tr>
<td>CAU</td>
<td>26.1 (7.0)</td>
</tr>
<tr>
<td>MBI-exhaustion</td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>3.3 (1.2)</td>
</tr>
<tr>
<td>CAU</td>
<td>3.3 (1.1)</td>
</tr>
<tr>
<td>MBI-cynicism</td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>2.8 (1.3)</td>
</tr>
<tr>
<td>CAU</td>
<td>3.1 (1.3)</td>
</tr>
<tr>
<td>MBI-reduced professional efficacy</td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>2.6 (1.0)</td>
</tr>
<tr>
<td>CAU</td>
<td>2.7 (0.9)</td>
</tr>
<tr>
<td>Absenteeism (days) a</td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>1.8 (2.7)</td>
</tr>
<tr>
<td>CAU</td>
<td>2.0 (3.3)</td>
</tr>
<tr>
<td>Work performance</td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>4.1 (1.6)</td>
</tr>
<tr>
<td>CAU</td>
<td>4.3 (1.8)</td>
</tr>
<tr>
<td>HADS</td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>10.6 (3.8)</td>
</tr>
<tr>
<td>CAU</td>
<td>10.2 (3.2)</td>
</tr>
</tbody>
</table>

aRecall periods differed per assessment: 3 months (t0), 8 weeks (t1), 4 months (t2), 6 months (t3).

**Effectiveness**

All participants improved between baseline and posttreatment on the primary outcome depressive symptoms and this improvement sustained over time (see Table 2). However, the overall estimated mean difference between the groups over time was not significant (see Table 3). This indicates that the estimated mean difference between the groups over the period of 1 year was not significant. The overall between-group effect size was small ($d=0.05$). The Cohen’s $d$ per assessment were all small to moderate effect sizes and nonsignificant (t1: $d=0.26$, 95% CI $-0.04$ to 0.56; t2: $d=-0.12$, 95% CI $-0.43$ to 0.20; t3: $d=0.24$ 95% CI $-0.12$ to 0.59).

For the secondary outcomes, the same pattern of results was seen as with the depressive symptoms. There were improvements between baseline and posttreatment assessment on the secondary outcomes and these improvements sustained over time (see Table 2), but there were no significant differences between the groups over time. The overall between-group effect sizes for the secondary outcomes were all small (see Table 3). The absenteeism outcome was expressed in duration of absenteeism during the time period between 2 assessments. Therefore, it is not possible to study whether there was an increase or decrease of absenteeism duration over time, but only the differences between the groups on absenteeism duration can be examined. The overall estimated mean difference between the groups over time was not significant (see Table 3).
Table 3. Overall effectiveness on different outcome measures.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Unadjusted coefficient\textsuperscript{a}</th>
<th>95% CI</th>
<th>P</th>
<th>Effect size\textsuperscript{b}</th>
<th>Adjusted coefficient\textsuperscript{c}</th>
<th>95% CI</th>
<th>P</th>
<th>Effect size\textsuperscript{b}</th>
</tr>
</thead>
<tbody>
<tr>
<td>CES-D</td>
<td>0.14</td>
<td>-2.00, 2.27</td>
<td>.90</td>
<td>0.01</td>
<td>0.46</td>
<td>-2.11, 3.03</td>
<td>.72</td>
<td>0.05</td>
</tr>
<tr>
<td>MBI-exhaustion</td>
<td>0.10</td>
<td>-0.14, 0.33</td>
<td>.42</td>
<td>0.08</td>
<td>0.10</td>
<td>-0.13, 0.33</td>
<td>.40</td>
<td>0.08</td>
</tr>
<tr>
<td>MBI-cynicism</td>
<td>-0.08</td>
<td>-0.33, 0.17</td>
<td>.54</td>
<td>-0.06</td>
<td>-0.07</td>
<td>-0.32, 0.18</td>
<td>.57</td>
<td>-0.05</td>
</tr>
<tr>
<td>MBI-reduced professional efficacy</td>
<td>0.00</td>
<td>-0.24, 0.24</td>
<td>.98</td>
<td>0.00</td>
<td>0.04</td>
<td>-0.20, 0.27</td>
<td>.76</td>
<td>0.04</td>
</tr>
<tr>
<td>Absenteeism</td>
<td>-0.01</td>
<td>-4.69, 4.67</td>
<td>.99</td>
<td>0.00</td>
<td>-0.89</td>
<td>-6.09, 4.31</td>
<td>.72</td>
<td>0.04</td>
</tr>
<tr>
<td>Work performance</td>
<td>0.05</td>
<td>-0.24, 0.35</td>
<td>.72</td>
<td>0.03</td>
<td>0.01</td>
<td>-0.30, 0.32</td>
<td>.94</td>
<td>0.01</td>
</tr>
<tr>
<td>HADS</td>
<td>0.48</td>
<td>-0.29, 1.25</td>
<td>.22</td>
<td>0.12</td>
<td>0.60</td>
<td>-0.19, 1.38</td>
<td>.13</td>
<td>0.15</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Unadjusted regression coefficient: analyses adjusted for baseline outcome score.

\textsuperscript{b}The effect size is presented as an overall effect size represented as Cohen’s $d$: the number of standard deviations in the intervention group has improved more than the CAU group.

\textsuperscript{c}Adjusted regression coefficient: analyses adjusted for baseline variables and baseline outcome score.

**Subgroup Analyses**

Data from the a priori subgroup analyses are reported in Table 4. There were no significant differences in depressive symptoms between the groups over time in any of the subgroups. Because the coefficients from the different subgroups were not substantially different from each other, there were no additional interaction effects tested to study whether there was a difference between the different subgroups over time.

Table 4. Overall effectiveness on depressive symptoms in different subgroups.

<table>
<thead>
<tr>
<th>Subgroup</th>
<th>Unadjusted coefficient\textsuperscript{a}</th>
<th>95% CI</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>0.60</td>
<td>-2.13, 3.33</td>
<td>.66</td>
</tr>
<tr>
<td>Male</td>
<td>-0.35</td>
<td>-4.06, 3.37</td>
<td>.85</td>
</tr>
<tr>
<td><strong>Educational level</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>-0.24</td>
<td>-11.95, 11.46</td>
<td>.97</td>
</tr>
<tr>
<td>Middle</td>
<td>1.12</td>
<td>-3.30, 5.53</td>
<td>.61</td>
</tr>
<tr>
<td>High</td>
<td>-0.34</td>
<td>-2.89, 2.21</td>
<td>.80</td>
</tr>
<tr>
<td><strong>Baseline CES-D score</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Score &lt;27</td>
<td>0.76</td>
<td>-2.05, 3.60</td>
<td>.59</td>
</tr>
<tr>
<td>Score ≥27</td>
<td>-0.37</td>
<td>-4.62, 3.89</td>
<td>.86</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age &lt;35</td>
<td>-0.22</td>
<td>-5.10, 4.66</td>
<td>.93</td>
</tr>
<tr>
<td>Age ≥35</td>
<td>0.28</td>
<td>-2.05, 2.60</td>
<td>.82</td>
</tr>
<tr>
<td><strong>Working hours</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Work part time</td>
<td>-0.95</td>
<td>-4.05, 2.16</td>
<td>.55</td>
</tr>
<tr>
<td>Work full time</td>
<td>0.93</td>
<td>-1.95, 3.82</td>
<td>.52</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Unadjusted regression coefficient: analyses adjusted for baseline depression score.

**Per-Protocol Analyses**

The per-protocol analyses, in which the group of treatment completers was compared to the CAU group, did not reveal any significant results on the primary outcome depressive symptoms (unadjusted regression coefficient=$-0.48$, 95% CI=$-4.28$ to $3.33$, $P=.80$) and all secondary outcomes. The overall estimated mean difference for the MBI exhaustion dimension was 0.10 (95% CI $-0.24$ to $0.43$, $P=.57$), for the MBI cynicism dimension it was 0.14 (95% CI $-0.21$ to $0.49$, $P=.42$), for the MBI reduced professional efficacy dimension it was $-0.03$ (95% CI $-0.48$ to $0.41$, $P=.88$), for work performance it was $-0.14$ (95% CI $-0.79$ to $0.51$, $P=.65$), for absenteeism it was $-1.66$ (95% CI $-7.10$ to $3.78$, $P=.54$), and for anxiety symptoms it was 0.08 (95% CI $-1.06$ to $1.23$, $P=.89$).
Sensitivity Analyses

The analyses from the datasets without imputations and with 100 imputations did not reveal any relevant differences compared to the outcomes from the dataset with 5 imputations (data not shown).

Discussion

Principal Results

This study examined the long-term effects of a worker-directed, Web-based, guided self-help intervention on depressive symptoms, several work-related outcome measures, and anxiety symptoms compared to CAU in employees with depressive symptoms who were not on sick leave. This study did not affirm evidence for the long-term effectiveness of the Web-based intervention compared to CAU for any of the outcome measures. Overall, participants improved substantially on the primary outcome depressive symptoms between baseline and posttreatment assessment and these improvements sustained over the period of 1 year. This was also true for the work-related outcomes of burnout symptoms and work performance as participants improved between baseline and posttreatment with sustainable effects up to 12 months. Overall, participants further improved after posttreatment assessment on anxiety symptoms. However, no difference between the 2 conditions in the course of symptoms was found on any of the outcome measures. Furthermore, there were no significant mean differences between the groups on duration of absenteeism during the follow-up period. We were not able to identify any subgroups that benefited from the treatment compared to CAU. Participants with a relatively high or low score on depressive symptoms, male or female, age <35 or >35 years, working part time or full time, having a low, middle, or high educational level, or who had completed treatment or not did not improve more than the CAU group with respect to their depressive symptoms.

Comparison With Prior Work

The results of this study regarding depressive symptoms are not in line with the positive findings of the meta-analysis on the long-term effects of CCBT for depression by Richards and Richardson [21]. The Cohen’s $d$s that were assessed at each time point, based on the observed data, showed effect sizes that were close to the overall effect size of Richards and Richardson, but they were not significant and the effect size over time was small ($d=0.05$). There are 2 important differences between the studies analyzed in the meta-analysis and our study which make the results of the meta-analysis more difficult to compare to this study: (1) in general, the studies in the meta-analysis examined a target group with more severe depressive symptoms and/or depressive disorders at baseline compared to this study, and (2) none of the studies in the meta-analysis were tested in a workplace context. Two studies have been published on the effects of Web-based interventions in a workplace context that included long-term follow-up results and that focused on a comparable target group of non-sick-listed employees with mild to moderate depressive symptoms at baseline. Both studies tested unguided Web-based interventions. One of these interventions was a worker-directed intervention [28] and the other had no specific focus on work-related problems [66]. Both studies did not report significant effects in favor of the intervention at follow-up (either 3 or 6 months) and showed the same pattern of improvement as was found in this study: substantial improvements between baseline and posttreatment which sustained at follow-up in both groups. This pattern of improvement was also seen in this study, but not in other studies with long-term follow-up assessments [21].

The large reduction in depressive symptoms in the CAU group between baseline and posttreatment was unforeseen and sustained at the follow-up assessments [34,67,68]. We discussed several potential reasons for the large reduction of depressive symptoms in the CAU group when we reported the posttreatment effectiveness of this study. These were spontaneous recovery, a phenomenon which is seen more often in patients with depression [69], recruitment of highly motivated employees who were willing to change which could have led to improvement by itself, positive influences of work (ie, being able to function and stay at work while experiencing depressive symptoms might have had a positive influence on recovery of depressive symptoms), a company’s participation in this study gives a positive signal of an open environment to employees (ie, a change in organizational culture) which could have led to participants in the CAU group discussing their mental health problems with their supervisor which can result in reduction of depressive symptoms, and the email with randomization outcome for the CAU group contained advice to seek treatment for depressive symptoms. This email could have instigated a behavioral change according to the stages-of-change model from Prochaska and colleagues [70]. Only a small percentage of the participants in the CAU group reported having received professional help. However, it could be possible that other participants received help in a different way; for example, via their significant other or via other self-help treatments. In relation to the latter reason for the reduction of symptoms in the CAU group, it could also be possible that for this specific target group filling in a questionnaire about depression during a period of sad mood could have been enough of an intervention by itself. Considering the comparable pattern of findings of this study and the study of Grime [28] and Phillips and colleagues [66] in non-sick-listed employees, it may be possible that spontaneous recovery of depressive symptoms is more common in this specific target group, but all these reasons could have contributed to the large improvements in the control group.

When we examined the posttreatment effects of the Web-based guided self-help intervention on burnout symptoms [41], we found small but significant differences in favor of the intervention group for emotional exhaustion but not on the other 2 dimensions, cynicism and reduced professional efficacy. We explained this finding by postulating that a change in emotional exhaustion might show a first indication of treatment effect on burnout and that the other dimensions, cynicism and reduced professional efficacy, would follow because these are related to cognitions and attitudes that generally take a longer time to show improvement. Apparently, this was not the case because no further improvements on the cynicism and reduced professional efficacy dimensions occurred at follow-up, but the small improvements between baseline and posttreatment assessment sustained during follow-up.
To our knowledge, this is the first study on Web-based interventions that has used absenteeism as an outcome measure. We did not find between-group differences in absenteeism, but we were not able to investigate if there was an increase or decrease in absenteeism over time because of the use of different time periods between assessments. Future research on Web-based interventions, especially when tested in the workplace context, should include absenteeism duration and frequency as an outcome measure.

Limitations

This study has several limitations. The first has to do with the attrition rate and handling of missing data. We were confronted with a high attrition rate which is seen more often in Web-based interventions [71,72]. The attrition rates in this study were equal or lower compared with several similar studies on guided Web-based interventions for depression with long-term follow-up assessments [67,73,74]. The bias that may have been introduced was accounted for by applying multiple imputation techniques. Because of the current debate on the necessity of multiple imputations in combination with mixed-model analysis in longitudinal studies [65], we also performed mixed-model analysis without multiple imputations. The results were comparable, indicating that data were robust and multiple imputations may not have been needed. Second, the participants in this study were primarily Dutch white-collar workers with a high educational level. Therefore, it is uncertain whether the results can be generalized to the general working population or employees with a lower education level. Although our subgroup analysis on educational level did not show significant differences, the subgroup analyses had a lack of power and only 36.4% of the study population had a low or middle educational level. Third, the power-analysis was based on a posttreatment effect and, therefore, the analyses on follow-up assessments have a lack of power. Finally, as stated previously, adherence to the intervention was low and only 57.8% completed at least 3 lessons of the intervention. Therefore, the analyses of comparisons between the intervention group and the CAU group compared the effects of a low adherence intervention, with many participants who only followed a small part of the intervention. The per-protocol analyses did not show significant differences either, but had a lack of power because the analyses were only based on 42.2% of the intervention group.

Implications and Future Research

The results of this study implicate that the intervention Happy@Work is not more effective in reducing depressive symptoms than CAU over the period of 1 year. Overall, participants improved substantially between baseline and posttreatment assessment on depressive symptoms and these improvements sustained over time. Participants also improved on the secondary outcomes, which sustained over time. The large improvements on depressive symptoms in the CAU group were also found in 2 studies with comparable target groups of non-sick-listed employees [28,66]. Therefore, it could be possible that spontaneous recovery of depressive symptoms is more likely in this specific target group. Observational research following non-sick-listed depressed employees over time could provide more insight.

The process evaluation that was performed alongside this trial concluded that the intervention was feasible for further implementation. However, based on the results of this trial we do not recommend to directly implement Happy@Work into routine practice because it was not more effective than CAU over time. It could, however, be possible that the intervention, even though it is not effective from a clinical perspective, could be effective from an economical perspective (eg, cost-effective). This needs further investigation. Further, more research is needed to examine the possibilities of using e-mental health in the workplace setting. This research should focus on the needs of employees with mental health problems and on the ideal moment when intervention is really necessary.

Conclusions

This study showed that the Web-based, worker-directed, guided self-help intervention Happy@Work is not more effective in reducing depressive symptoms than a CAU group over the period of 1 year. Based on the results of this study, we can conclude that an intervention for employees with mild to moderate depressive symptoms who are not on sick leave might not be necessary because the natural recovery in the CAU group was comparable to the intervention group and sustainable over a 12-month period.
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A Web-Based Peer-Modeling Intervention Aimed at Lifestyle Changes in Patients With Coronary Heart Disease and Chronic Back Pain: Sequential Controlled Trial
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Abstract

**Background:** Traditional secondary prevention programs often fail to produce sustainable behavioral changes in everyday life. Peer-modeling interventions and integration of peer experiences in health education are a promising way to improve long-term effects in behavior modification. However, effects of peer support modeling on behavioral change have not been evaluated yet. Therefore, we implemented and evaluated a website featuring patient narratives about successful lifestyle changes.

**Objective:** Our aim is to examine the effects of using Web-based patient narratives about successful lifestyle change on improvements in physical activity and eating behavior for patients with coronary heart disease and chronic back pain 3 months after participation in a rehabilitation program.

**Methods:** The lebensstil-aendern ("lifestyle-change") website is a nonrestricted, no-cost, German language website that provides more than 1000 video, audio, and text clips from interviews with people with coronary heart disease and chronic back pain. To test efficacy, we conducted a sequential controlled trial and recruited patients with coronary heart disease and chronic back pain from 7 inpatient rehabilitation centers in Germany. The intervention group attended a presentation on the website; the control group did not. Physical activity and eating behavior were assessed by questionnaire during the rehabilitation program and 12 weeks later. Analyses were conducted based on an intention-to-treat and an as-treated protocol.

**Results:** A total of 699 patients were enrolled and 571 cases were included in the analyses (control: n=313, intervention: n=258; female: 51.1%, 292/571; age: mean 53.2, SD 8.6 years; chronic back pain: 62.5%, 357/571). Website usage in the intervention group was 46.1% (119/258). In total, 141 trial participants used the website. Independent t tests based on the intention-to-treat protocol only demonstrated nonsignificant trends in behavioral change related to physical activity and eating behavior. Multivariate regression analyses confirmed belonging to the intervention group was an independent predictor of self-reported improvements in physical activity regularity ($\beta=0.09$, $P=0.03$) and using less fat for cooking ($\beta=0.09$, $P=0.04$). In independent t tests based on the as-treated protocol, website use was associated with higher self-reported improvements in physical activity into daily routine ($d=0.22$, $P=0.02$), in physical activity regularity ($d=0.23$, $P=0.02$), and in using less fat for cooking ($d=0.21$, $P=0.03$). Multivariate regression analyses revealed that using the website at least 3 times was the only factor associated with improved lifestyle behaviors.
Conclusions: Usage of the lebensstil-aendern website corresponds to more positive lifestyle changes. However, as-treated analyses do not allow for differentiating between causal effects and selection bias. Despite these limitations, the trial indicates that more than occasional website usage is necessary to reach dose-response efficacy. Therefore, future studies should concentrate on strategies to improve adherence to Web-based interventions and to encourage more frequent usage of these programs.

(J Med Internet Res 2014;16(7):e177) doi:10.2196/jmir.3434
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coronary artery disease; lifestyle; health behavior; back pain; personal narratives as topic; Internet; diet; exercise; Web-based intervention

Introduction
Noncommunicable and chronic diseases, such as coronary heart disease or chronic back pain, create a substantial personal and public burden globally. Diseases of the circulatory system account for 35% of deaths in Europe [1]. Chronic back pain is one of the most frequently occurring diseases of modern civilization; estimated 1-month prevalence is more than 20% globally [2]. Lifestyle-related risk factors, such as physical inactivity and unhealthy eating, are associated with a higher risk for these chronic diseases [3-7]. Thus, lifestyle change is a central aim in secondary prevention. Traditional secondary prevention programs, such as inpatient rehabilitation programs or back therapy training, have proved to be successful in the short term, but they often fail to generate sustainable behavioral changes in everyday life [8,9].

Peer-modeling interventions and integration of peer support and peer experiences in health education are a promising way to improve long-term effects in disease management [10-13]. According to social cognitive theory [14], complex behavioral patterns can be learned by watching others. In research concerning patients’ expectations and information-seeking behavior, patients often report a special interest in patient narratives and peer support [15-17]. Peer support is shown to be effective in improving self-efficacy and recovery from surgery in patients with heart diseases [18,19] as well as reducing disability and pain in chronic pain patients [20]. Interventions featuring patient narratives have a positive effect on cancer screening decisions [21] and self-care in diabetes patients [22,23].

Patient narratives about illness experiences can be found on various Web forums, such as video and social networking websites (eg, YouTube and Facebook), and on publicly funded websites such as the healthtalkonline website (formerly DIPEx) [24]. However, empirical data on the impact of patient narratives and peer modeling on lifestyle behavior modification are still lacking. Therefore, we implemented and subsequently evaluated a website featuring patient narratives about successful lifestyle changes. Our objective was to examine whether the use of this website [25] contributes to improvements in physical activity and eating behavior in chronically ill coronary heart disease and back pain patients.

Methods
The Website
Overview
The website lebensstil-aendern (“lifestyle-change”) is a nonrestricted, no-cost, German language website that provides more than 1000 video, audio, and text clips from interviews with patients living with coronary heart disease and chronic back pain. The website has been online since November 2011 and is certified with the Health on the Net Foundation Code of Conduct (HONcode), a certificate addressing reliability and trustworthiness of medical information on the Internet [26]. Details on implementation, usability evaluation, and usage statistics are reported elsewhere [27].

The Patient Narratives
We interviewed 39 people with coronary heart disease and 27 with chronic back pain who reported that they had successfully modified their behavior in at least 1 lifestyle domain for more than 6 months. These problem-centered interviews [28] focused on strategies and barriers in maintaining a healthy lifestyle. Interviewees were recruited across Germany through media coverage, information events, flyers, word-of-mouth recommendations, and social media.

The interviews lasted between 1 to 3 hours. We extracted short clips addressing different aspects of lifestyle modification. All clips are provided with text and may also contain a video or audio clip depending on the interviewees’ preferences. Before publication, patients were contacted again to decide which clips should be published, whether statements should be removed, and if they wanted to use a pseudonym or their real name. For quality assessment and to avoid potentially harmful suggestions, experienced cardiologists and orthopedists reviewed all patient statements before publication.

Website Structure and Content
The website is structured using a horizontal menu with links to the home page, a news page, the patient narratives, a forum, background information, and a contact form (see Figure 1).

The news page is updated several times a month by the project team and provides news about recent research results and announcements of new patient narratives, recipes, and project-related updates. The patient narratives are divided into 2 indication-specific modules and structured using a vertical menu with the following categories: overcoming your “weaker self”, getting active, eating healthier, reducing stress, getting
support, dealing with the disease, quitting smoking (only in the coronary heart disease module), and keeping the spine in mind (only in the chronic back pain module). In addition to the menu, suitable clips can be found via a filter for age and sex, a tag cloud, searching for keywords, or through overview pages for each patient. Users can comment on single clips and evaluate them (see Figure 2).

The forum contains the same categories as the patient narratives. Posts are accessible for everyone, but users must be registered and logged in to post to the forum.

Figure 1. Screenshot of the lebensstil-aendern home page.
Recruitment

We recruited patients in 7 inpatient rehabilitation centers from September 2012 to August 2013. Patients had to be diagnosed with coronary heart disease (International Statistical Classification of Diseases and Related Health Problems, ICD-10 I20-25) or chronic back pain (ICD-10 M50-54), have sufficient German language skills, and have no disabling cognitive deficits. All patients meeting the inclusion criteria were enrolled and sequentially assigned to the control group and intervention group, respectively (see Figure 3). Sequential allocation was chosen to avoid contamination between groups. The study protocol was approved by the Ethics Committee of the Faculty of Medicine, Leipzig University (reference number: 301-10-04102010).
Intervention

Patients in the intervention group were invited to join a presentation about the website. During the 1-hour presentation, the project team introduced the aims and scopes of the project and provided information on how to find suitable content on the website. They also discussed how to register and post on the forum, and addressed issues of data protection, including anonymity. To give the participants an idea of the website content, 1 to 3 patient narrative videos were shown. To further reduce barriers to using the website, the intervention group received a detailed printed manual and was encouraged to contact the project team in case of problems or questions. Those participants who provided an email address received an email reminder with the link to the website 4 weeks after the
presentation. Patients in the control group received no intervention.

Measures

Both the intervention and control groups completed a questionnaire at some point during participation in a rehabilitation program. Questions addressed sociodemographic characteristics (eg, age, sex, education, and income), diagnosis, body mass index (BMI), and baseline behavior for physical activity and eating routine. The latter 2 were measured on a numerical scale of 0 to 10 asking about the frequency of exercise and the attention paid to a healthy diet. The follow-up questionnaire also included 2 questions about exercise frequency and attention paid to healthy diet. Additionally, patients were asked to rate, on a 5-point Likert scale ranging from slightly deteriorated (−1) to improved substantially (3), their improvements in physical activity (frequency, regularity, integration in daily routine) and eating behavior (eating more healthy foods, avoiding unhealthy foods, eating smaller portions, using less fat for cooking). Lastly, usage of and satisfaction with the website were assessed.

Statistical Analysis

Statistical analysis was conducted using SPSS Statistics version 21 (IBM Corp, Armonk, NY, USA). Uncertainties during data entry (eg, the participants’ handwriting was difficult to decipher or more than 1 box marked as an answer) were discussed by the team and resolved by consensus. Seven participants were excluded for not matching the ICD-10 diagnoses I20-25 or M50-54 and all 118 dropout cases and 3 other cases were excluded for having more than 30% missing data. Missing data in the remaining sample were estimated using multiple imputations under a fully conditional specification and 10 iterations. Because 41.3% (236/571) cases had missing values in any of the variables to be imputed, we imputed 60 datasets [29]. For evaluation, we compared groups by using independent t tests and chi-square tests and calculated Cohen’s d, P values, and 95% confidence intervals for the mean difference between groups (Δ). For regression analyses, regression weights (B) plus their 95% confidence intervals and beta values (standardized regression weights) are reported.

For estimating improvements in exercise frequency and attention paid to a healthy diet, we calculated mean differences (Δ) between the 2 measure points and compared these mean differences in independent t tests. Results are reported both for an intention-to-treat analysis (intervention group vs control group) as well as for an as-treated analysis (website users vs website nonusers). For the regression analyses on the various outcomes in the intention-to-treat analysis, we included intervention group, indication of coronary heart disease, male sex, age per decade, more than 10 years of education, income per €200, BMI, and baseline behavior (exercise frequency for physical activity items and attention toward a healthy diet for eating behavior items). For the regression analyses on the various outcomes in the as-treated analysis, we replaced the intervention group variable with frequent website usage (at least 3 times) and occasional website usage (once or twice).

Results

Dropout Analysis

A total of 699 participants filled out the first questionnaire during rehabilitation. During follow-up, 118 patients (16.8%) dropped out. Dropout was higher among patients with coronary heart disease (21.5% vs 14.1%, χ² = 6.3, P = .01) and in the intervention group (23.2% vs 11.1%, χ² = 18.1, P < .001). On average, those who dropped out were 1.9 years younger (t = 8.11, P = .04) and had a €189 lower income (t = 2.74, P = .006).

Website Usage

In total, 24 of 313 control group participants (7.7%) and 164 of 258 intervention group participants (63.6%) claimed to know the website. Nevertheless, approximately one-quarter of these patients (46/188, 24.5%) never visited the website. Overall, 119 of 258 in the intervention group (46.1%) and 22 of 313 in the control group (7.0%) visited the website; 1 participant (0.7%) stated he used the website 3 to 4 times a week, 6 participants (4.3%) stated they used it once or twice a week, 60 (42.6%) used it once or twice a month, and 74 (52.5%) accessed the website at least once.

Intention-to-Treat Analysis

Participants had a mean age of 53.2 years (SD 8.6), 51.1% (292/571) were women, and 62.5% (357/571) had been diagnosed with chronic back pain (Table 1). Intervention group participants had higher levels of education than control group participants. Income was distributed equally in both samples, but it was slightly lower than the average German net equivalent income of €1835 per month in 2012 [30]. Participants had a preobese BMI of 28.1 kg/m² (SD 5.2), much higher than the German average (25.7 kg/m² in 2009 [31]).

There were no significant differences in outcome variables between the groups (see Table 2). The intervention group showed a tendency to improve the regularity of their physical activity more than the control group but this did not meet statistical significance in t tests. In the regression analysis, belonging to the intervention group emerged as an independent predictor for more recognizable improvements in regularity of physical activity, including younger age, higher income, lower baseline exercise frequency, and prevalence of coronary heart disease compared to chronic back pain (see Table 3). In addition to this, we found a trend in t tests in favor of the intervention group for using less fat for cooking. In the regression analysis, belonging to the intervention group also emerged as an independent predictor, accompanied by independent effects of prevalence of coronary heart disease compared to chronic back pain, lower education, and higher BMI.
Table 1. Baseline characteristics—intention-to-treat analysis.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Control group (n=313)</th>
<th>Intervention group (n=258)</th>
<th>Total (n=571)</th>
<th>t&lt;sub&gt;569&lt;/sub&gt;</th>
<th>2&lt;sub&gt;1&lt;/sub&gt;</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>52.7 (8.1)</td>
<td>53.8 (9.2)</td>
<td>53.2 (8.6)</td>
<td>-1.52</td>
<td>0.2</td>
<td>.13</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>170 (54.3)</td>
<td>122 (47.3)</td>
<td>292 (51.1)</td>
<td></td>
<td>0.2</td>
<td>.69</td>
</tr>
<tr>
<td>Male</td>
<td>143 (45.7)</td>
<td>136 (52.7)</td>
<td>279 (48.9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Indication, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coronary heart disease</td>
<td>115 (36.7)</td>
<td>99 (38.4)</td>
<td>214 (37.5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chronic back pain</td>
<td>198 (63.3)</td>
<td>159 (61.6)</td>
<td>357 (62.5)</td>
<td></td>
<td>2.8</td>
<td>.10</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤10 years of school</td>
<td>236 (75.5)</td>
<td>172 (66.8)</td>
<td>408 (71.5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;10 years of school</td>
<td>77 (24.5)</td>
<td>86 (33.2)</td>
<td>163 (28.5)</td>
<td>4.9</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>Net equivalent income per month (€), mean (SD)</td>
<td>1679 (621)</td>
<td>1713 (633)</td>
<td>1695 (627)</td>
<td>-0.62</td>
<td></td>
<td>.56</td>
</tr>
<tr>
<td>BMI (kg/m&lt;sup&gt;2&lt;/sup&gt;), mean (SD)</td>
<td>28.3 (5.3)</td>
<td>27.9 (5.2)</td>
<td>28.1 (5.2)</td>
<td>0.82</td>
<td>0.41</td>
<td></td>
</tr>
<tr>
<td>Exercise frequency (scale 0-10), mean (SD)</td>
<td>3.89 (2.88)</td>
<td>4.27 (2.81)</td>
<td>4.06 (2.85)</td>
<td>-1.61</td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td>Attention paid to a healthy diet (scale 0-10), mean (SD)</td>
<td>5.61 (2.37)</td>
<td>5.59 (2.60)</td>
<td>5.60 (2.47)</td>
<td>0.10</td>
<td>0.92</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Independent t tests—intention-to-treat analysis.

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Control group (n=313)</th>
<th>Intervention group (n=258)</th>
<th>Mean difference</th>
<th>t&lt;sub&gt;569&lt;/sub&gt;</th>
<th>95% CI</th>
<th>Cohen’s d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical activity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency of doing exercise, Δ (t2–t1)</td>
<td>0.77</td>
<td>0.51</td>
<td>-0.26</td>
<td>3.17</td>
<td>-0.79</td>
<td>-0.27</td>
</tr>
<tr>
<td>Improvements in physical activity frequency, mean</td>
<td>1.26</td>
<td>1.33</td>
<td>0.07</td>
<td>0.92</td>
<td>-0.09</td>
<td>0.23</td>
</tr>
<tr>
<td>Improvements in physical activity regularity, mean</td>
<td>1.19</td>
<td>1.33</td>
<td>0.14</td>
<td>0.98</td>
<td>-0.03</td>
<td>0.30</td>
</tr>
<tr>
<td>Improvements in physical activity in daily routine, mean</td>
<td>1.23</td>
<td>1.31</td>
<td>0.08</td>
<td>0.97</td>
<td>-0.08</td>
<td>0.24</td>
</tr>
<tr>
<td>Eating behavior</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attention paid to a healthy diet, Δ (t2–t1)</td>
<td>1.10</td>
<td>1.20</td>
<td>0.11</td>
<td>2.34</td>
<td>-0.29</td>
<td>0.51</td>
</tr>
<tr>
<td>Improvements in eating more healthy foods , mean</td>
<td>1.31</td>
<td>1.32</td>
<td>0.01</td>
<td>0.88</td>
<td>-0.14</td>
<td>0.17</td>
</tr>
<tr>
<td>Improvements in eating less unhealthy foods, mean</td>
<td>1.32</td>
<td>1.39</td>
<td>0.08</td>
<td>0.95</td>
<td>-0.09</td>
<td>0.24</td>
</tr>
<tr>
<td>Improvements in eating smaller portions, mean</td>
<td>1.08</td>
<td>1.10</td>
<td>0.03</td>
<td>0.89</td>
<td>-0.13</td>
<td>0.18</td>
</tr>
<tr>
<td>Improvements in using less fat for cooking, mean</td>
<td>1.17</td>
<td>1.30</td>
<td>0.13</td>
<td>0.88</td>
<td>-0.03</td>
<td>0.30</td>
</tr>
</tbody>
</table>
### As-Treated Analysis

Users had higher levels of education than nonusers. We did not find any significant differences in baseline variables between nonusers and users in the as-treated analysis (see Table 4).
Website use was associated with larger increases in physical activity: users were more successful in integrating physical activity into their daily routine and in improving their physical activity regularity. We did not find a significantly higher mean difference in the frequency of doing exercise between baseline and follow-up 12 weeks later.

Table 5. Independent t tests—as-treated analysis.

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Mean difference</th>
<th>Nonusers (n=430)</th>
<th>Users (n=141)</th>
<th>95% CI</th>
<th>Cohen’s d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical activity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency of doing exercise, Δ (t2–t1)</td>
<td>0.21</td>
<td>0.60</td>
<td>0.81</td>
<td>0.21</td>
<td>0.07</td>
</tr>
<tr>
<td>Improvements in physical activity frequency, mean</td>
<td>0.14</td>
<td>1.26</td>
<td>1.40</td>
<td>0.14</td>
<td>0.15</td>
</tr>
<tr>
<td>Improvements in physical activity regularity, mean</td>
<td>0.22</td>
<td>1.20</td>
<td>1.42</td>
<td>0.22</td>
<td>0.23</td>
</tr>
<tr>
<td>Improvements in physical activity in daily routine, mean</td>
<td>0.21</td>
<td>1.21</td>
<td>1.43</td>
<td>0.21</td>
<td>0.22</td>
</tr>
<tr>
<td>Eating behavior</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attention paid to a healthy diet, Δ (t2–t1)</td>
<td>0.23</td>
<td>1.09</td>
<td>1.32</td>
<td>0.23</td>
<td>0.10</td>
</tr>
<tr>
<td>Improvements in eating more healthy foods, mean</td>
<td>0.15</td>
<td>1.28</td>
<td>1.43</td>
<td>0.15</td>
<td>0.16</td>
</tr>
<tr>
<td>Improvements in eating less unhealthy foods, mean</td>
<td>0.16</td>
<td>1.31</td>
<td>1.47</td>
<td>0.16</td>
<td>0.16</td>
</tr>
<tr>
<td>Improvements in eating smaller portions, mean</td>
<td>0.17</td>
<td>1.04</td>
<td>1.22</td>
<td>0.17</td>
<td>0.19</td>
</tr>
<tr>
<td>Improvements in using less fat for cooking, mean</td>
<td>0.20</td>
<td>1.18</td>
<td>1.38</td>
<td>0.20</td>
<td>0.21</td>
</tr>
</tbody>
</table>

In the multivariate regression analyses (Table 6), we found small independent effects of frequent website use on improvements in physical activity regularity and improvements in integration of physical activity into daily routine. We also found small effects of frequent website use on all 5 variables measuring eating behavior—frequent website use was an independent predictor for increased attention paid to a healthy diet, improved use of healthy and avoidance of unhealthy foods, improvements in eating smaller portions, and reduced use of fat for cooking.
Table 6. Multivariate linear regression—as-treated analysis. Each line starting with a dependent variable contains information from one regression analysis (N=571) and provides model fit ($R^2$), results for the variables occasional website usage and frequent website usage (regardless of significance), and those variables which were demonstrated to be significant independent predictors in the model.

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>$R^2$</th>
<th>Occasional website usage</th>
<th>Frequent website usage</th>
<th>Further independent predictors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>B (95% CI)</td>
<td>B (95% CI)</td>
<td></td>
</tr>
<tr>
<td>Physical activity</td>
<td></td>
<td>β</td>
<td>β</td>
<td></td>
</tr>
<tr>
<td>Frequency of doing exercise, Δ (t2–t1)</td>
<td>.42</td>
<td>−0.13 (−0.74, 0.49)</td>
<td>−0.01 0.28 (−0.36, 0.92) 0.03</td>
<td>Indication 0.63 (0.13, 1.14) 0.10</td>
</tr>
<tr>
<td>Improvements in physical activity frequency</td>
<td>.06</td>
<td>−0.005 (−0.23, 0.22)</td>
<td>−0.002 0.21 (−0.03, 0.45) 0.07</td>
<td>Age −0.41 (−0.66, −0.15) −11</td>
</tr>
<tr>
<td>Improvements in physical activity regularity</td>
<td>.06</td>
<td>0.12 (−0.12, 0.36)</td>
<td>0.04 0.27 (0.02, 0.51) 0.09</td>
<td>Income 0.04 (0.01, 0.07) 0.13</td>
</tr>
<tr>
<td>Improvements in physical activity in daily routine</td>
<td>.07</td>
<td>0.06 (−0.17, 0.30)</td>
<td>0.02 0.39 (0.14, 0.63) 0.13</td>
<td>Age −0.18 (0.28, 0.09) −17</td>
</tr>
<tr>
<td>Eating behavior</td>
<td></td>
<td>β</td>
<td>β</td>
<td></td>
</tr>
<tr>
<td>Attention paid, a healthy diet, Δ (t2–t1)</td>
<td>.43</td>
<td>−0.14 (−0.59, 0.31)</td>
<td>−0.02 0.73 (0.26, 1.21) 0.10</td>
<td>Baseline behavior −0.64 (−0.71, −0.58) −66</td>
</tr>
<tr>
<td>Improvements in eating more healthy foods</td>
<td>.09</td>
<td>−0.06 (−0.28, 0.17)</td>
<td>−0.02 0.36 (0.12, 0.59) 0.12</td>
<td>BMI 0.03 (0.02, 0.05) 0.19</td>
</tr>
<tr>
<td>Improvements in eating less unhealthy foods</td>
<td>.10</td>
<td>0.04 (−0.20, 0.27)</td>
<td>0.01 0.32 (0.08, 0.56) 0.11</td>
<td>Baseline behavior −0.04 (−0.07, 0.00) −10</td>
</tr>
<tr>
<td>Improvements in eating smaller portions</td>
<td>.10</td>
<td>0.03 (−0.20, 0.25)</td>
<td>0.01 0.28 (0.05, 0.51) 0.10</td>
<td>BMI 0.03 (0.02, 0.05) 0.17</td>
</tr>
<tr>
<td>Improvements in using less fat for cooking</td>
<td>.08</td>
<td>0.02 (−0.21, 0.25)</td>
<td>0.01 0.40 (0.17, 0.64) 0.14</td>
<td>BMI 0.05 (0.03, 0.06) 0.28</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Education −0.21 (−0.39, −0.03) −10</td>
</tr>
</tbody>
</table>

Discussion

Principal Results

The aim of this study was to examine the effects of a Web-based intervention featuring patient narratives about successful lifestyle changes on physical activity and eating behavior for chronically ill coronary heart disease and back pain patients. We conducted a sequential controlled trial in which the intervention group participated in a presentation about the website during rehabilitation.

In the intention-to-treat analysis, there were no significant effects of the intervention in the bivariate analyses and only small interventional effects on physical activity regularity and on using less fat for cooking in the multivariate analyses. However, all but 1 (frequency of doing exercise) of the measured outcome variables showed positive tendencies in the expected direction.
Comparing website users to nonusers in the as-treated analysis, we found an association between website usage and improvements in most physical activity and dietary behavior outcome variables. Multivariate regression analyses revealed that this association persists only in conjunction with frequent website usage (defined as having visited the website at least 3 times) not with occasional website usage.

**Implications and Future Research**

A larger sample size, associated with a sufficiently large power, may have ensured the detection of even small intervention effects. In any case, effect sizes were consistently small and demand a closer look at possible reasons. First, the small intervention effects in the intention-to-treat analysis can be explained in part by the low usage of the website because less than half of the intervention group visited the website. The problem of low usage rates is well known and an often cited problem in trials on Web-based interventions [32-35]. Some personal factors, such as young age, male gender, low income, and low levels of education, are associated with lower rates of preventive service utilization in general [36], further increasing the socially determined health-related disadvantages. In our study, only a lower educational level was related to lower rates of website usage. Thus, other groups who are often difficult to reach seem to benefit from the website.

In addition to the low utilization rates, the intervention dose was probably too low to result in behavioral modifications for most participants. The results of the as-treated analysis indicate that more than occasional website usage is necessary to reach dose-response efficacy. This finding is consistent with results from other studies [37-39] that also found a positive relation between the number of log-ins and outcomes. In these studies, the necessary number of log-ins also was not reached among all users.

Finally, although the integration of peer experiences is seen as promising in health education and disease management and meets the interest of patients with a chronic condition, the additional inclusion of further behavior modification strategies (eg, individual tailoring or providing feedback) may be required in a peer-modeling approach to show satisfactorily large effects on lifestyle behavior [40].

Future studies should concentrate on strategies to improve adherence to Web-based interventions and especially to induce more frequent usage of these programs. Individually tailored interventions may be a promising approach because these interventions, besides being more efficacious, have also been shown to stimulate more frequent use of Web-based interventions and to increase adherence [21,41].

**Limitations**

We were able to assess behavioral change through self-reported nonvalidated measures only, which are subject to response bias. One important aim of rehabilitation programs is to increase awareness for unhealthy lifestyle behavior. Thus, recruiting the participants at this point of time might have led to an overestimation of the 2 baseline variables, which then would have a flattening effect on the mean difference between t2 and t1. Due to time restrictions in the research project, we could only observe the effects of the intervention 3 months after participation in the rehabilitation program. The long-term effects of the intervention remain unclear. Furthermore, we did not control for Internet literacy or Internet usage patterns, which might explain differences in website usage rates and website efficacy.

The as-treated analysis implicates positive results, but does not allow for a causal interpretation because nonmeasured variables associated with more frequent use of the website could account for the improved health behavior or successful patients might tend to more actively seek support and information and use a website such as the lebensstil-aendern website.

For the multivariate regression analyses, model fit was very low. This could either be due to variables accounting for behavioral change but not being included in the model or, considering that all outcome variables were single item variables, unreliable measurements contributing to the large error variances.

**Conclusions**

To our knowledge, our study is the first trial to test the efficacy of Web-based patient narratives on behavioral outcomes in coronary heart disease and chronic back pain patients. In our study, patients that use the website more frequently report more favorable health-related behavior and more marked improvements in physical activity and diet. Even if more motivated patients seek support and information more actively, for this patient group in particular, a website such as the lebensstil-aendern website appears to be a helpful tool.
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Purple: A Modular System for Developing and Deploying Behavioral Intervention Technologies

Abstract

The creation, deployment, and evaluation of Web-based and mobile-based applications for health, mental health, and wellness within research settings has tended to be siloed, with each research group developing their own systems and features. This has led to technological features and products that are not sharable across research teams, thereby limiting collaboration, reducing the speed of dissemination, and raising the bar for entry into this area of research. This paper provides an overview of Purple, an extensible, modular, and repurposable system created for the development of Web-based and mobile-based applications for health behavior change. Purple contains features required to construct applications and to manage and evaluate research trials using these applications. Core functionality of Purple includes elements that support user management, content authorship, content delivery, and data management. We discuss the history and development of the Purple system guided by the rationale of producing a system that allows greater collaboration and understanding across research teams interested in investigating similar questions and using similar methods. Purple provides a useful tool to meet the needs of stakeholders involved in the creation, provision, and usage of eHealth and mHealth applications. Housed in a non-profit, academic institution, Purple also offers the potential to facilitate the diffusion of knowledge across the research community and improve our capacity to deliver useful and usable applications that support the behavior change of end users.
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Introduction

Health care stakeholders are increasingly turning to information and communication technologies to support the development and deployment of interventions aimed at supporting behavior change related to health, mental health, and wellness. These interventions, which we refer to as “behavioral intervention technologies” (BITs) [1,2], make use of Internet-connected devices, such as desktop computers, mobile devices, and/or sensors to provide low-cost, scalable, and effective methods to expand the portfolio of tools available and to enhance the reach, impact, and speedy implementation of current research and practice [3,4]. While the literature on the clinical application of BITs has been growing at an enormous rate, much of the discussion on development methods has been confined to the engineering and computer science communities through conference proceedings of meetings such as CHI (Computer-Human Interaction), UbiComp (Ubiquitous Computing), Pervasive Health, and MobiSys (Mobile Systems). BIT development involves considerable challenges [2], not the least of which stems from the necessary collaboration between...
the clinical researchers, who most often develop the idea for the intervention, and technologists who subsequently create the BIT. Despite the growing number of research teams and resultant BITs, most efforts in this space lack a generalizable technological approach to their development, often producing divergent platforms and software to meet similar needs, solve similar problems, and create BITs with similar sets of features. This paper, intended for a broad readership, describes Purple, a modular system that supports the development and deployment of BITs.

Purple is an iteratively constructed system that has evolved to address the needs of stakeholders who create, deploy, and use BITs, including researchers, technologists, clinicians, and patients. We begin with an overview of Purple’s underlying rationale and history. Because the needs of stakeholders guided the development of Purple’s capabilities, we present a brief description of BIT stakeholders as they relate to Purple. We then provide a brief review of Purple’s current technical features. To give the reader a more concrete understanding of these features, we present two case studies of BITs developed using Purple. The diversity of these case studies in clinical approach and technological componentry illustrates the flexibility of Purple. Yet the use of generalizable components illustrates the usefulness of taking a modular approach with an eye towards repurposing components. This paper aims to aid stakeholders interested in this space by outlining the necessary components of a BIT development system and presenting the features of Purple that seek to address each of these needs.

**Purple**

**Overview**

The field of digital health generally, and BIT research specifically, is an emerging area of transdisciplinary research that requires specific expertise from multiple disciplines as well as the development of shared conceptual frameworks that transcend the perspectives of any one field [5]. Purple aims to address these needs by providing a framework that supports the development of BITs in a manner that is, as much as possible, extensible, modular, and repurposable for a community of researchers. This framework allows individual stakeholders to make use of the contributions and development provided by others and contribute based on their specific expertise.

Many BITs, even when targeting very different behaviors and clinical outcomes, require similar features. These features include methods of enrolling users, user authentication, and content delivery, and the ability to receive, store, and manipulate user information and feed it back to users and investigators on a variety of devices (eg, mobile phones, computers, and tablets). Currently, individual research labs that develop BITs as one-off projects often recreate these features repeatedly. Although some labs have the capacity to build modular systems and repurpose code for subsequent projects, this is the exception rather than the rule with regards to development related to clinical research. Thus, one goal of Purple was to build a system that leverages resources across multiple researchers, labs, and institutions. Indeed, other resources exist that target some of the same goals of Purple, including Open mHealth [6], LifeGuide [7], and the Behavior Wizard [7]. These include acting as a repository of developed code for mHealth projects [6], providing conceptual guidance [8], and reducing the need for programming knowledge via open-source software that allows the creation and modification of BITs using authoring tools and logic commands [7]. Purple arose concurrently with these resources. However, as none provided a sufficient solution for the problems encountered by clinical researchers (eg, eliminating the need for a programmer) or sufficiently covered the user management, recruitment, and data acquisition needs for our various projects, we developed Purple to facilitate the development of our own projects as well as external ones.

We first created generalizable features that addressed the required elements for any BIT (eg, user management, recruitment, and data acquisition) and the capabilities to support the development of new features, which over time can be formed into generalizable features, and then be made available to researchers. Developing each of these features could take anywhere between a few days to a few weeks of developer time depending on whether a similar feature (ie, with existing available code) developed for another need (eg, a news site or blog editor) could be sufficiently modified or if the required feature needs to be constructed from scratch. Through sharing and iteration of features and the knowledge associated with developing, deploying, and evaluating them, Purple provides avenues for the dissemination of technical and design information outside of traditional academic papers and conferences. Table 1 displays a list of currently available technological features.
Table 1. Technical features of Purple.

<table>
<thead>
<tr>
<th>Features</th>
<th>Creators</th>
<th>End users</th>
<th>Essential</th>
<th>Optional</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>User management</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>User authentication</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study IDs, passwords</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Password generation</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>User definition</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personal health information</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>management</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Study management</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study/intervention assignment</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>randomization</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Content authorship/management</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Didactic content</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Content editor</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Generic form builder</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Content type (eg, text, images, video, audio)</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Progression (eg, sequential, non-sequential)</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Assessments</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-report types (checkbox, slider, text, etc)</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phone sensor acquisition</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>External data API access</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intra-assessment logic (sequential, adaptive, etc)</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scoring (summing, complex algorithms)</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td><strong>BIT construction</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Progression rule definition (eg, chronological, task-based, time-based, custom)</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Custom interaction tool authorship</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Content delivery</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Platform (phone, tablet, Web, etc)</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Connectivity (online, offline, both)</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Interfaces (touch, mouse, keyboard, etc)</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td><strong>Data management</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Access</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visualization (charting, custom, InfoVis)</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

The use of Purple involves processes that have been and continue to be developed to facilitate collaboration between clinical investigators and technologists across the life of a project [5,9,10]. Because BIT development commonly uses iterative development processes, new features are developed with the maximum degree of flexibility possible to allow investigators to adapt the characteristics of those features over the development process. The need for the Purple architecture was born out of our experience. Like many investigators, we began work using a commercial developer who built a website that met our specifications for an Internet intervention for depression [11]. Through evaluation, we encountered many flaws in our design and conceptualization, we developed new ideas regarding methods of engaging users, and we found colleagues who wanted to build on our work. Unfortunately, the one-off construction we used limited our ability to adapt, improve, and share our work. Our next project, an intervention for cancer survivors called Onward [12], employed a development strategy that prioritized modularity and flexibility. The features developed within Onward became the beginning of the feature set available in Purple. Features from Onward are now used to further development on Onward-like interventions and have been adapted for several Web-based and tablet interventions targeting a variety of clinical problems, such as PC CHIP, a tablet-based intervention described below. Similarly, our work in mobile interventions began with the retooling of Mobilyze, an intervention for depression built for Nokia’s Symbian operating system [13] for the Android platform. This was done concurrently with work on FOCUS, a smartphone intervention for schizophrenia [14]. The work completed on these two
projects created an infrastructure of mobile features for Purple that is now being used by multiple projects. Initial efforts in the creation of Web and mobile features developed within the modular Purple framework were given a significant boost in 2011, with the establishment of the Center for Behavioral Intervention Technologies (CBITs), with support from the National Institute of Mental Health and additional funding from Northwestern University.

With the establishment of CBITs, we began to expand our services, and by extension the community of researchers contributing to and deriving benefit from Purple, to investigators outside of Northwestern University. As of this writing, CBITs supports more than 50 projects in the United States, Africa, and South America, funded by more than 20 National Institutes of Health (NIH) grants, 2 grants from the Canadian government, and numerous other government agencies, foundations, and universities. The expansion of research teams using and contributing to Purple helps achieve its overarching vision to become a hub for the community of BIT researchers that allows for the transfer of development methods via recycling of code across research labs, allowing the researchers to rapidly benefit from the knowledge gained by the larger community of researchers, as well as the larger group of stakeholders.

Another aspirational vision for Purple is to develop databases that will allow the community of researchers to answer questions that no individual lab can address in isolation. For example, lab-based research allows investigators to examine how specific features or characteristics are related to adherence and outcomes within their own intervention. These data can be examined across research using meta-analytic techniques (eg, [15]); however, as meta-analyses combine only aggregated data, they have limited power to detect effects and can only address questions at a gross level, using the kinds of information that are collected routinely across research times and reported in publications. In cases where individual subject data are available, the data can be pooled to conduct meta-analyses on the original data, also known as mega-analysis [16]. Mega-analyses are preferable to meta-analyses when only a few relevant studies exist or subgroup analyses are desired. Both of these are often true in the domain of BITs. The speed of technological innovation means researchers must base decisions on conclusions drawn from few, and often outdated, studies. Furthermore, researchers are often interested in how the user groups they are targeting (eg, clinical needs, population, setting) might use and benefit from particular BITs or BIT elements. The most powerful mega-analyses would come from studies that share a common framework that guides methodological decisions (eg, delivery of treatment components, outcomes assessed). Within the Purple system, use and outcome data are consistently defined and application features and characteristics are consistently identified. While users of Purple are not required to share data, if they choose to do so, the data are added to a de-identified database. This database provides the opportunity to evaluate the relationship between specific design elements, as well as use and clinical outcomes. As this database grows, it will provide a resource to enhance the evidence base that could inform how best to design BITs for general clinical purposes, and for specific populations and settings. As it stands, several collaborators have stored their data on our servers; however, the proper ontologies still need to be created to make use of this data. As such, data have yet to be combined and analyzed cross-projects, and this remains an aspiration rather than an application.

Purple developers have made an intentional decision to maintain this system in a non-profit university setting. The primary goal is to support research rather than to develop a product. As research requires testing intervention principles, Purple is optimized for the extreme data needs of researchers, including the collection of detailed data to permit fine-grained analyses of use patterns of study participants. Furthermore, research focuses on the creation and dissemination of knowledge. As developed components are available to be independently disseminated, they are opensourced to the community at large. For example, “Purple Robot”, a real-time mobile phone sensor data acquisition platform that can collect all available data from Android phones, is currently available for download on the GooglePlay store with source code available at GitHub [17].

**Stakeholders Involved in Behavioral Intervention Technologies**

The creation of a development framework must consider the needs of all stakeholders, who can be involved in the design, development, funding, deployment and use of BITs. We present in Figure 1 the highest level of classes—creators, end users, and purveyors—as overlapping categories, with more specific stakeholders selected who may play multiple roles within the process of developing and deploying BITs, represented within these categories [18]. The creator class encompasses all stakeholders who construct, shape, improve, and disseminate a behavioral intervention technology and can be grouped into subclasses such as clinical researchers, technologists, and funders. End users make use of the content and resources provided by BIT creators. They are the ones who actually engage with the intervention in order to facilitate the behavior changes desired by the creators. End users may include patients or public consumers, clinical providers who interface with the applications, or peers who are networked through the application. End users also author the data necessary to evaluate the efficacy of the BIT at reaching its stated goal. This includes both use data that correspond to an end user’s engagement with the BIT and clinical data that correspond to the specific clinical and behavior change targets. Purveyors are those responsible for the dissemination the intervention and may include app stores or care providing organizations, as well as policy makers. Many stakeholders may have roles in several classes, which is why the highest categories are presented as overlapping within Figure 1. For example, clinical care organizations are commonly purveyors but may also be involved in the creation and the use of interventions.

Although features of Purple have been developed with most of these stakeholders in mind, for the purposes of the current paper we focus most directly on creators, who use Purple to instantiate their intentions and aims into code and produce a BIT, and end users whose behavior the BIT is intended to support or change.
Technical Features

Overview

Over time, Purple has expanded to include a range of technical features. Table 1 displays many of these features and groups them into four categories representing core functionality: user management, content authorship, content delivery, and data management. The table includes an indication of the class of stakeholders each feature is aimed at and whether that feature is essential or optional to the functioning of a BIT in the Purple System. “Essential” features are those that are necessary to deploy and evaluate a BIT in a research context and thus appear in every BIT developed using Purple (eg, user management, recruitment/enrollment). These features have been developed to be generalizable across projects because of their recurring need in each. Optional features are unique to a given project and created in response to specifications of the producers for that BIT. These features are typically developed as non-generalizable features that over time might be able to be modified for use across projects. Last, Purple contains many generalizable but optional features. Generalizable but optional features are created when the demand across projects is such that it makes sense to create a generalizable solution like a dashboard to allow a clinician or coach to view data and manage BIT users (eg, [19]) or through the development of an initially non-generalizable feature into a generalizable one. This table provides a menu of options of the current capacities of Purple, but new capacities are frequently developed in response to new problem spaces or through new collaborations. We discuss each of these feature groups in more detail below.

User Management

User management is an important element for any BIT to ensure that data are structured and interpretable to allow for evaluation. As such, the BIT system must track who enters the system, when, and be able to provide access to the correct information and content for each individual user and stakeholder. This is also crucial for practice to ensure privacy and security concerns, promote trust in the BIT [20,21], and support user experience by ensuring that it works properly when content is tailored or personalized.

To support privacy and security, an essential feature within Purple is to allow users to create unique identifiers, passwords, and to assign these users to a specific study. In Purple, these processes make up user authentication features. Another aspect of user management is defining variables related to that user and specifying how these variables correspond to other features within the intervention. For example, Purple user management includes the ability to define which stakeholders are permitted access to demographic or personal health information (PHI). Some instances of PHI stored within Purple should not be viewable by most personnel and stakeholders. For instance, email addresses or phone numbers of end users may be required for Purple to deliver automated email or text messages; however, most people engaging with or receiving data from Purple do not require access to such information and therefore should not see it. User authentication also involves validating the user’s credential against different features of the intervention including the date the intervention started, condition membership (eg, experimental vs control condition), and other user specific permissions. This allows the intervention provided to each user to differ according to conditions preset by the creators.
Content Authorship

Content authorship tools enable creators with limited technological sophistication to participate more directly and easily in the development process. This is useful for creating BITs, as experts in behavior change often do not have the capability to program BITs on their own and need to team with technologists who do. We use the term content broadly to refer to anything that is provided to a user (eg, text, video, or audio) for didactic purposes; for example, text “lessons” that are commonly used in BITs such as Internet sites or mobile applications [13,22], assessments, notifications (email, secure messaging, in-phone notifications), or feedback. Although many behavioral scientists might see these as functionally different, we discuss them together because, from the vantage of the Purple system, they use similar or identical technical features. For example, the primary difference between a piece of didactic content and an assessment within Purple is that the didactic content only displays text, images, video and/or audio, while assessment combines this with another element that allows the user to input information.

Purple contains several content authorship tools to meet the needs of the creator. These can be generally classified as tools to create didactic content, assessments, and BIT construction. As much as possible, these tools are designed so that individuals without programming knowledge can create basic didactic content, notifications, or modify elements of interactive tools to meet the more specific requirements of the application. The content editor allows the creator to enter text and upload images, video, and audio, which will then be displayed back to the end user. The editor is useful at creating BITs that draw on specific types of scripted interactions (eg, a user progressing through a series of slides). As a majority of BITs use similar types of interactions, content authorship tools provide a useful low-effort way to script and pilot content and intervention ideas before progressing to more advanced programming required in more complicated and BIT-specific interaction flows. We use examples below to demonstrate how content authorship tools are used in two different BITs, but across projects these tools are ones that empower clinical researchers to create and iterate aspects of the intervention.

Assessment refers to the acquisition and scoring of data. The content editor also allows the creator to input the content of questions for self-report data and to determine the presentation of those questions, such as the number of questions on a page and the type of response required, such as a check box, slider, or free text. A variety of intra-assessment logic types are available, including simple logic such as sequential or random presentation of assessment items, adaptive presentation making use of Boolean logic such as if-then or more complex logic, or item-response theory. Purple also has the capacity to pipe responses from one question into the text of another question.

Progression rules refer to the rules that define how a user moves through an intervention. While some BITs allow access to all elements of an intervention from the first login, others contain rules that sequence the presentation of treatment elements. While complex progression rules can require programming effort, the editor also contains features that allow creators to set basic progression rules. For example, the creator may specify that lesson, tool, or notification should be available to the end user after performing specific tasks, reaching or not reaching a treatment goal, or simply the passage of a specific amount of time. Creators can also define within each lesson when specific pages should be available to end users. This includes sequential logic definitions (eg, page 2 displays after page 1) or non-sequential logic (page 3 displays only after a certain condition is met, such as number of views or score on an assessment). These tools can also be applied to tailoring interventions to user characteristics.

Content Delivery

In the context of BITs, treatment elements can be delivered in multiple modalities to multiple users (eg, patients/consumers, coaches, clinicians) and according to previously specified progression rules (as discussed above). Some intervention delivery methods have been requested and used in so many of the BITs designed within Purple that features have been developed specifically for those purposes. These include calendar displays and graphing tools. Other content varies significantly from BIT to BIT but requires the researcher to make specific decisions to shape the end user’s experience.
Content delivery essentially enables the intervention to be played to the end user on their device or computer based on rules defined in the content authorship and management elements in Purple. Content delivery in the Purple system uses HTML5-based hybrid applications. Hybrid applications allow for the production of a current generation, Web-based experience for end users without writing specific Android or iOS code. For user-facing portions, these applications can be deployed to Android, iOS, or Windows mobile devices. This allows for deployment on multiple platforms. Designing for multiple platforms (or optimizing for a specific platform) involves several decisions that require an understanding of the desired user interaction. Some of our applications are completely on the client side (eg, they make use of the browser side and do not require an active Internet connection), whereas others are server side, thus requiring an active connection. In order to reuse the code developed for online applications, we use Adobe PhoneGap/Apache Cordova software to package the application so they work offline, allowing creators to deliver interventions that do not necessarily require connectivity. The use of HTML-5 hybrid development also supports the more rapid production of prototypes, facilitates testing directly on desktop or laptop computers, and uses a more generally available programming skillset.

In addition, by using HTML5-based hybrid applications, the user interface can be adapted to the delivery platform. For example, a traditional check box is easy to select with mouse-driven interfaces. The same box would be encased in a button for touch screen devices to simplify user selection. Thus, multiple versions of tools are created, allowing the user experience to be tailored for mobile phones, tablets, and desktop computers. Important human-computer interaction issues here might include making specific interface-related decisions, for example, using a library to make Web applications more responsive on the phone or determining what the concept of a “hover” action might be when it does not exist on a tablet but does on a desktop computer. Purple offers a system where many of these design possibilities are mapped out, allowing the designer to make decisions based on the intervention concept and needs of the target population.

**Data Management**

Data are used for a variety of purposes, including the evaluation of the BIT, as well as to manage and define the user experience. In general, two types of outcomes are of interest to researchers evaluating BITs: clinical outcomes and use (or adherence) outcomes. Clinical outcomes represent the treatment target, such as weight, smoking cessation, or depression. These outcomes typically use participant self-reports, or observer reports (eg, clinicians) collected via assessments conducted within the system but may also use project specific APIs or sensors. Use data can be measured in a variety of ways including the frequency that a participant has logged in or launched a BIT, the features of the BIT used, and the length of time interacting with the BIT. While Purple has the capacity to collect fine grained data of every interaction, it is usually preferable to pre-specify the use data desired in advance because collection of all available data leads to significant demands on the server and provides so much data that it is difficult to sort through, understand, analyze, and draw conclusions. Data can be made available to researchers in raw data dumps in commonly used formats such as Excel, or through direct access to databases to facilitate real-time data analysis.

End users, and sometimes researchers, often require data to be visualized to facilitate understanding. A variety of charting libraries are available that can be used to create traditional bar, line, and pie charts. Purple also allows for the development of custom authored visualizations that allow creators to develop creative methods of displaying data for specific use cases. InfoVis combines charting or custom visualizations with didactic content to create visual representations that can be effectively deployed to enhance understanding.

Purple contains sets of functionality that map onto common use cases. Novel configurations will require programmer effort until these become sufficiently standardized to allow the creation of modular elements. Within and between the BIT elements, there is a “handshake” between features that requires technological developer support. As much as possible, the editor allows non-programmer creators to develop and import content, manage assessments, define progression rules, and access data, maximizing control and management of the development process in the hands of clinical researchers. In almost all cases, we use structured query language (SQL)-backed data storage, which most modern developers can use to interface with the data directly. Some projects using Purple house data on our servers, whereas other collaborators store data on their own server.

**Case Studies**

**Overview**

The modular structure of the Purple system allows common technical features within Purple to be integrated to create unique BITs. We present here two examples of BITs developed using the Purple system, which have different clinical aims, target populations, and use different devices, to illustrate how similar Purple features can be used to create very different interventions. **Table 2** displays brief descriptions of manifestations of the technical features in Purple across these two interventions. A more detailed description of each intervention follows.
Table 2. Technical features within intervention case studies.

<table>
<thead>
<tr>
<th>Features</th>
<th>Mobilyze</th>
<th>PC CHIP</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>User management</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>User authentication</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study IDs, passwords</td>
<td>Performed by creator at randomization</td>
<td>Performed by creator at start of project</td>
</tr>
<tr>
<td>Password generation</td>
<td>None</td>
<td>Single password set for all users</td>
</tr>
<tr>
<td><strong>User definition</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personal health information management</td>
<td>Email (within Purple Robot)</td>
<td>Age, gender, email (for contact)</td>
</tr>
<tr>
<td><strong>Study management</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study/intervention assignment, randomization</td>
<td>Content released daily</td>
<td>Content unlocked weekly, questions released 1 hour after scheduled session, user specific permissions and group memberships</td>
</tr>
<tr>
<td><strong>Content authorship/management</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Didactic content</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Content editor</td>
<td>Used to enter and schedule release of text lessons</td>
<td>Used to enter text, video, and audio</td>
</tr>
<tr>
<td>Generic form builder</td>
<td>Calendar tool, active coping tool, coping card</td>
<td>External tools used through assessment center API</td>
</tr>
<tr>
<td>Content type (eg, text, images, video, audio)</td>
<td>Text</td>
<td>Text, video, audio</td>
</tr>
<tr>
<td>Progression (eg, sequential, non-sequential)</td>
<td>Sequential; new lessons available daily</td>
<td>Sequential; new content unlocks weekly</td>
</tr>
<tr>
<td><strong>Assessments</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-report types (checkbox, slider, text, etc)</td>
<td>All form types</td>
<td>Radio buttons only</td>
</tr>
<tr>
<td>Phone sensor acquisition</td>
<td>Various through Purple Robot</td>
<td>None</td>
</tr>
<tr>
<td>External data API access</td>
<td>None</td>
<td>WebEX (video conferencing)</td>
</tr>
<tr>
<td>Intra-assessment logic (sequential, adaptive, etc)</td>
<td>Basic (lists of questions) and advanced (scoring controls progression)</td>
<td>Computerized adaptive testing</td>
</tr>
<tr>
<td>Scoring (summing, complex algorithms)</td>
<td>Scoring occurs based on machine learning rules</td>
<td>Scoring uses Item-Response Theory (IRT) algorithms from Patient-Reported-Outcomes Measurement Information System (PROMIS)</td>
</tr>
<tr>
<td><strong>BIT construction</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Progression rule definition (eg, chronological, task-based, time-based, custom)</td>
<td>Time-based</td>
<td>Time-based, linked to video conferencing session</td>
</tr>
<tr>
<td>Custom interaction tool authorship</td>
<td>Form-based tools can be authored using “tool builder”</td>
<td>Not applicable</td>
</tr>
<tr>
<td><strong>Content delivery</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Platform (phone, tablet, Web, etc)</td>
<td>Smartphone</td>
<td>Tablet</td>
</tr>
<tr>
<td>Connectivity (online, offline, both)</td>
<td>Both</td>
<td>Both</td>
</tr>
<tr>
<td>Interfaces (touch, mouse, keyboard, etc)</td>
<td>Touch</td>
<td>Touch</td>
</tr>
<tr>
<td><strong>Data management</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Access</td>
<td>Access to data is provided about sensors using a server side database, user tool data are stored separate from sensor data</td>
<td>User tool usage data are accessible on the server, survey data available independently through PROMIS</td>
</tr>
<tr>
<td>Visualization (charting, custom, InfoVis)</td>
<td>Graphs, list reviews, bubble visualizations</td>
<td>None</td>
</tr>
</tbody>
</table>
**Mobilyze: A Smartphone-Based Intervention for Individuals With Depression**

Mobilyze is an Android smartphone intervention based on the principles of behavior activation, which aims to reduce depressive symptoms by increasing the user’s engagement in activities that are pleasurable or provide a sense of accomplishment. The ultimate goal of the Mobilyze project is to develop a context-sensing system that harnesses data from sensors embedded within the smartphone to identify user states that may be relevant to treatment, such as location, activity, social context, and mood. As such, Mobilyze consists of three major components: (1) a patient-facing application that includes lessons and application specific tools, (2) a smartphone application that collects sensor data, monitors authored models, and provides phone interactions that support context-sensing functions, and (3) a server side framework to collect unstructured and structured user data. A pilot version of Mobilyze was evaluated with 8 end users with major depressive disorder and provided promising support for this intervention model and the development of the context-sensing system [13]. Our current work on this project involves retooling the intervention for modern platforms (ie, Android, iOS) and improving functionality related to context-sensing capabilities. This updated version of Mobilyze is a 12-week intervention consisting of content and tools consistent with principles of behavioral activation for depression [23]. Mobilyze tools include daily lessons, activity tracker, mood check-in, active coping tool, coping cards, and progress graphs.

When Mobilyze is installed on a user’s smartphone device, the end user does not have to enter any passwords or login credentials to open the application. The application does, however, need to be able to identify the user such that data entered will be linked to that user. This is accomplished using the email address associated with the phone collected by the Purple Robot application. A user can also go into Purple Robot and create a unique identifier that is different from their email address. For each user, creators are able to specify the date the intervention started for the user and release content daily corresponding to the number of days the user has been enrolled in the study.

Mobilyze consists of approximately 60 brief lessons, deployed every 1-2 days, that take no more than 5 minutes to read. These lessons were entered using the content editor authoring tool. Each day, lesson content is displayed as text via a widget set up on the home screen of the mobile device, and some lesson content links directly to other tools contained within the Mobilyze program. Lessons follow sequential release rules set within the editor. Each lesson is released on a specific day and then available to end users to view again throughout participation in the 12-week program. Other tools within Mobilyze make use of generalizable features developed for across-project use created using a generic form builder. These features include a calendaring tool (the Activity Tracker) and generic form-building tools (Active Coping and Coping Card supporting positive activities and management of stressful events). The activity tracker supports activity scheduling and monitoring that is part of behavioral activation, by allowing end users to report the date and time for the event and to rate how much pleasure and accomplishment they experienced during that event. Each element of this mode of entry corresponds to things present in other aspects of the Purple system (eg, pleasure and accomplishment are rated using slide bars that could be changed via the content authoring tool; date and time are entered using a date/time entry tool). The generic form builder allows for creation of structured interactions with the program. For example the coping card consists of some instructional content (entered via the content authorship tool), a text entry box, and assigning a date and time when that coping card will be sent to the end user as a notification.

 Assessments within Mobilyze include both user-entered data and sensor data collected passively by Purple Robot. For user-entered data, a single question mood check-in requires users to report their mood using a 10-point slider bar that ranges from “bad” to “good”. All aspects of this check-in could be easily altered using the content authoring tools ranging from the question prompt, scale anchors, or type of entry mode (eg, slider, checkboxes, radio button, free text entry). Delivery of the check-in is controlled via the content authoring tool. In different phases of the deployment, it has been provided using time-based or context-based rules. The context sensing portion of this project aims to use sensor data collected from the phone to identify treatment-relevant user states. Raw data from the phone’s sensors (eg, GPS, call logs, accelerometer, application usage, screen state) are automatically collected with no effort required by the user. This context sensing requires the ability to download raw data from phone sensors as well as other external sources such as weather data, the ability to generate models that can use data to predict user states, and to upload those models to the phone where they can be used to detect user states in real time. These features were developed into an application, called Purple Robot [17]. Purple Robot provides a JavaScript API that collects the sensor data available via Android smartphone devices (eg, GPS, accelerometer, visible Wi-Fi/Bluetooth). The sensor data are linked with labeled data drawn from the user-entered responses to the mood prompts for user information about their mood to train models.

On the server side, the Purple system collects content authored by the end user within the application as data (eg, mood scores from the check-in, events, and associated ratings from the activity tracker) and detailed data related to each user’s interactions with the application. Data acquired through the sensors and use data are stored in separate databases as an additional precaution of data security and confidentiality. Use data includes when, what, and how a user clicks on each button within the Mobilyze application. For example, Purple tracks when users click on a lesson to open it, when they click on each button to progress to the next page within the lesson, and when they click on a tool or home screen button at the end of the lesson to move to another section of the Mobilyze program. From this, the creator knows when and how long a user is reading each lesson or interacting with each tool. This information is fed back to members of the study team. Coaches have an interface that provides use and clinical data that support brief calls focused on maintaining motivation and discussing aspects of the individual end user’s use of the application based on data entered into the program. Values entered via the various...
tools are fed back to the user as graphs displaying things such as mood over time or average pleasure and accomplishment in activities over time.

For Mobilyze, the existence of Purple Robot and the content management system allowed some development of features without additional programming but with additional content generation by the clinical team (eg, writing lessons, writing question prompts, providing feedback on visual interface). Other aspects, for example, the homepage of the application, the timing of assessment prompts, mapping servers to facilitate data transfer and storage, require programming. As such, Purple speeds the development of Mobilyze and provides a framework so that similar Mobilyze-like interventions can be more easily developed in the future.

**PC CHIP: A Tablet-Based Intervention for Prostate Cancer Survivors**

PC CHIP is a tablet-based intervention that aims to improve health-related quality of life and treatment-related symptom burden in men diagnosed with advanced or metastatic prostate cancer. The intervention consists of cognitive-behavioral stress management techniques that incorporate interactive didactics, role-plays, and content and emotional processing exercises. The intervention components also include relaxation training exercises, stress awareness, coping and communication skills provision, and social support with an emphasis on treatment-related side effects and interpersonal disruption [24].

PC CHIP is currently being evaluated in a randomized clinical trial comparing the tablet-based stress management intervention to a health promotion attention matched control condition. Throughout the 10-week intervention period, users receive weekly content through a mix of live video sessions led by a group facilitator, text slides, and audio recordings in a group format with 4-6 participants. In the health promotion condition, participants receive only didactics on health promotion topics such as the benefits of nutrition, physical activity, and treatment compliance, and other salient topics that offer information to the participants but do not involve any stress management or cognitive and emotional processing.

As users are enrolled, they are assigned to groups. Study IDs and passwords are generated by the creator at the start of the each of the group’s enrollment. Group passwords and logins are used rather than individual passwords and logins because content is consistent across end users in each group. Thus, an end user’s study ID and passwords serve to identify their group. Content is released weekly and also related to group-specific permissions. Questions related to the video sessions, for example, are released 1 hour after the scheduled session for that group.

PC CHIP makes use of several content authorship and management features within Purple. Purple’s content editor (displayed in Figure 2) allows entry of video content and PowerPoint slides that are then synced to each other (see Figure 3). In this way, users are able to receive content in multiple modalities at the same time. The editor is also used to upload audio files that contain the relaxation exercises and other didactics summarizing key aspects of the materials presented in the live video conferencing sessions. Progression rules within

PC CHIP include both sequential and non-sequential processes. Throughout the 10-week trial, new content is available for review each week. A daily counter associates the entire intervention to a countdown clock based on a weekly video conferencing session delivered to the end users. As a result of this clock, weekly assessments and lesson content are made available directly following a weekly session.

Assessments are seamlessly provided using an external service that uses the Patient Reported Outcomes Measurement Information System (PROMIS) instruments and the Assessment Center toolkit [25]. The PROMIS Assessment Center toolkit is a free online data collection tool that allows researchers to create study-specific websites to make use of various features of the PROMIS instruments including customization of items, real-time scoring of computer adaptive tests. PROMIS instruments undergo updates and minor modifications from the PROMIS research team thus allowing researchers who use the toolkit access to the most up-to-date measures without the need to make updates themselves. Thus, connecting PC CHIP to this toolkit through Purple provides a considerable benefit with initial integration as the only programming consideration. In the PC CHIP trial, all participants are asked to log in and complete PROMIS-based computerized adaptive testing for symptoms of fatigue, pain, depression, anxiety, and physical functioning. Purple technology also provides system-generated alerts to participants with reminders to complete the PROMIS instruments. Additional API access is used to link with the WebEx video conferencing platform. WebEx is a Cisco product that supports the various needs of the PC CHIP project (ie, a single group facilitator with multiple participants). At the end of the 10 weeks, the users receive an automatically generated post-assessment evaluation that taps into the participants’ overall comfort in the sessions and perceived efficacy and understanding of the session materials. These assessments consist of radio buttons created using the Purple content authoring system.

For the PC CHIP project, Purple collects data related to use of the various features (eg, accessing WebEx, viewing presentations, accessing assessments) and the results of the post-assessment evaluation. These data are accessible on the server and provided to the creators for review of how the application is functioning, which aspects might be more beneficial, and users’ perceptions of the intervention. Outcome data are available independently through the PROMIS Assessment Center toolkit [25]. As such, no visualizations of outcome data are provided to the end users.

In the case of PC CHIP, a majority of the intervention is configured in the content authorship and management tool. With the exception of a relaxation tool that is provided only to the control group, a researcher can swap all content out with no programming knowledge. Visual elements on the home screen of the application draw content from an access and HTML Information System (PROMIS) instruments and the Assessment Center toolkit [25]. The PROMIS Assessment Center toolkit is a free online data collection tool that allows researchers to create study-specific websites to make use of various features of the PROMIS instruments including customization of items, real-time scoring of computer adaptive tests. PROMIS instruments undergo updates and minor modifications from the PROMIS research team thus allowing researchers who use the toolkit access to the most up-to-date measures without the need to make updates themselves. Thus, connecting PC CHIP to this toolkit through Purple provides a considerable benefit with initial integration as the only programming consideration. In the PC CHIP trial, all participants are asked to log in and complete PROMIS-based computerized adaptive testing for symptoms of fatigue, pain, depression, anxiety, and physical functioning. Purple technology also provides system-generated alerts to participants with reminders to complete the PROMIS instruments. Additional API access is used to link with the WebEx video conferencing platform. WebEx is a Cisco product that supports the various needs of the PC CHIP project (ie, a single group facilitator with multiple participants). At the end of the 10 weeks, the users receive an automatically generated post-assessment evaluation that taps into the participants’ overall comfort in the sessions and perceived efficacy and understanding of the session materials. These assessments consist of radio buttons created using the Purple content authoring system.

For the PC CHIP project, Purple collects data related to use of the various features (eg, accessing WebEx, viewing presentations, accessing assessments) and the results of the post-assessment evaluation. These data are accessible on the server and provided to the creators for review of how the application is functioning, which aspects might be more beneficial, and users’ perceptions of the intervention. Outcome data are available independently through the PROMIS Assessment Center toolkit [25]. As such, no visualizations of outcome data are provided to the end users.

In the case of PC CHIP, a majority of the intervention is configured in the content authorship and management tool. With the exception of a relaxation tool that is provided only to the control group, a researcher can swap all content out with no programming knowledge. Visual elements on the home screen of the application draw content from an access and HTML database and would require knowledge of these resources and a few hours of work to change the workflow. Thus, an intervention with the exact same patient workflow could be created with no additional programming but an intervention with similar needs (eg, providing videos and PowerPoint to patients and collecting assessment data) could be constructed with a few hours of programming time.
Figure 2. Purple “editor” content authorship and management tool.

The Future of Purple

Strengths and Limitations

We have presented the Purple framework and the conceptual issues related to its design and implementation as an example for the field of a modular and extensible system. The future of Purple will involve both the expansion of new features, greater translation of currently non-generalizable into generalizable features, and expansion of the research teams using and contributing to the Purple system. Although we have provided examples of BITs within Purple to show how developed features combine into a single intervention, we want to caution creators against conceptualizing and developing their interventions only at the feature-level.

One major challenge facing any development framework is to remain flexible and agile in face of the rapidly shifting technological environment. Currently, over 11,000 distinct devices exist that use the Android operating platform [26] and 23 that run iOS [27]. Furthermore, although these are currently the dominant platforms, emerging devices (e.g., smartwatches,
Google Glass) might significantly shift the development environment. Software updates occur even more rapidly and change the requirements and capabilities of applications running on new versions of operating systems.

Fortunately, Purple is designed to be flexible in the face of these changes. However, its ability to adapt is tied to different contexts that participating projects provide. While investigators in the community can benefit from the investments in software and knowledge provided from those who have used Purple before them, they also contribute to the system as their projects provide new challenges, problems, and opportunities. As solutions for these problems are developed within Purple, they in turn can be passed on to the community of researchers, either through the Purple system, or when components exist independent of the system, such as Purple Robot [17], through opensourcing to the community. As it currently stands, Purple offers a collection of features and tools (user management, content authorship, data management, and phone sensor acquisition) that do not have to be recreated by outside technologists if they want to create projects with similar aims. The future of Purple rests on its ability to guide, both conceptually and practically, the development of the next generation of BITs.

Conclusions
The Purple system is an extensible, modular development architecture designed to support the creation of Web-based and mobile applications aimed at supporting behavior change. We have described the Purple system, focusing on the rationale guiding its development and the features available in its current state. We have demonstrated its use through a discussion of two ongoing projects investigating BITs for diverse treatment targets and populations. Last, we have presented guiding principles for the field to advance the way creators think about BITs and encourage further collaboration with the Purple framework.

While BITs hold great promise, actualizing this potential requires the capacity to transform behavior change principles into deployable interventions. Purple, now being used by more than 50 projects, facilitates this translation and does so in a way that allows for the repurposing of features and easier sharing of knowledge gained from evaluations. Purple is also a research platform that, through sharing of resources, increases capacity as well as the generalizability of knowledge.
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Abstract

Background: The promotion of evidence-based cessation services through social media sites may increase their utilization by smokers. Data on social media adoption and use within tobacco control programs (TCPs) have not been reported.

Objective: This study examines TCP use of and activity levels on social media, the reach of TCP sites, and the level of engagement with the content on sites.

Methods: A cross-sectional descriptive study of state TCP social media sites and their content was conducted.

Results: In 2013, 60% (30/50) of TCPs were using social media. Approximately one-quarter (26%, 13/50) of all TCPs used 3 or more social media sites, 24% (12/50) used 2, and 10% (5/50) used 1 site. Overall, 60% (30/50) had a Facebook page, 36% (18/50) had a Twitter page, and 40% (20/50) had a YouTube channel. The reach of social media was different across each site and varied widely by state. Among TCPs with a Facebook page, 73% (22/30) had less than 100 likes per 100,000 adults in the state, and 13% (4/30) had more than 400 likes per 100,000 adults. Among TCPs with a Twitter page, 61% (11/18) had less than 10 followers per 100,000 adults, and just 1 state had more than 100 followers per 100,000 adults. Seven states (23%, 7/30) updated their social media sites daily. The most frequent social media activities focused on the dissemination of information rather than interaction with site users. Social media resources from a national cessation media campaign were promoted infrequently.

Conclusions: The current reach of state TCP social media sites is low and most TCPs are not promoting existing cessation services or capitalizing on social media’s interactive potential. TCPs should create an online environment that increases participation and 2-way communication with smokers to promote free cessation services.

Keywords: social media; tobacco; smoking; public health; mass media

Introduction

Approximately 18% of US adults are cigarette smokers [1]. Evidence from the National Health Interview Survey indicates that, in 2010, 52% of adult smokers in the United States tried to quit in the past year, but only 6% succeeded [2]. The low success rate for smokers’ quit attempts may be due, in part, to the low proportion (31%) of smokers who used evidence-based interventions as part of their quit attempt [2]. All US state tobacco control programs (TCPs) currently offer free evidence-based smoking cessation services through telephone quitlines, and half also offer Web-based interventions. However, the paid promotion of cessation services is limited because of low levels of state TCP funding [3]. Recent national promotion of cessation services has sporadically increased cessation service utilization for brief time periods since 2012 [4]. Given that the decline in the prevalence of smoking has slowed in recent years [5], sustained and innovative approaches are needed to increase...
the promotion, utilization, and reach of these interventions to maximize their effectiveness [6-8].

The promotion of evidence-based cessation services through social media sites may be a low-cost strategy to increase their utilization by smokers. Almost 3 in 4 US adults aged 18 years or older use at least 1 social media site [9]. Recent data indicate that 71% of online adults use Facebook and 63% of Facebook users visit the site daily [9]. In 2013, 18% of online adults used Twitter and 8% used Twitter daily [9]. Facebook is widely used by online adults across all age groups (84% of adults aged 18 to 29, 79% of adults aged 30 to 49, 60% of adults aged 50 to 64, and 45% of adults aged 65 or older), whereas online adults using Twitter tend to skew to a younger demographic (31% of adults aged 18 to 29, 19% of adults aged 30 to 49, 9% of adults aged 50 to 64, and 5% of adults aged 65 or older) [9]. Photo-sharing sites are also increasing in popularity; for example, 21% of US adults currently use Pinterest and 17% use Instagram [9]. In addition to linking smokers to existing cessation services, social media sites provide a venue for relevant, credible tobacco cessation messages to reach smokers and their social circles. Studies show that people are using social media to seek health information, share their health experiences, and provide and receive psychological support [10-12]. Social media sites also expand social networks, which may influence behavioral and emotional change [13-15]. Media messages promoting free smoking cessation interventions may be shared among smokers, their families, and their friends, motivating quit attempts.

In keeping with the growth of social media activities in the United States, many states currently use social media sites to disseminate health information [16,17]. The most recent descriptive study found that 82% (41/50) of all state public health departments use Twitter and 56% (28/50) use Facebook [18]. A second study of state health departments found that the reach of health department sites relative to the states’ populations was low and, in most cases, the sites failed to take advantage of the fundamental advantage of this medium: engaging users in interactive communication [19]. Harris and colleagues [20] found that state health departments with social media sites were located in more populated states and had higher per capita health department expenditures compared to those without social media sites.

Recently, state TCPs gained new access to free cessation-related content and promotions of cessation services specifically designed to be shared through social media sites. In 2013, the Centers for Disease Control and Prevention (CDC) aired the second wave of the first federally funded tobacco education campaign, Tips From Former Smokers (Tips), which encourages quitting through advertisements that show personal testimonials from ex-smokers battling life-altering smoking-related illnesses. The campaign included a large social media presence: CDC shared Tips-related materials and social media links publicly on its website and encouraged the public and practitioners to share its social media content with their networks. CDC’s Facebook and Twitter accounts posted frequently during the campaign, sharing updates and campaign-related information, videos, and images.

This study provides a descriptive overview of state TCP social media sites and the extent to which they are used to disseminate cessation messages and promote quitting services. The purpose of this study is to document the use of state TCP social media sites during 2013, including Facebook, Twitter, YouTube, and others. The extent to which TCPs actively use their social media sites, the reach of TCP sites, and audience interaction and engagement with TCP social media sites are examined. This study also explores the content of messages posted on social media by TCPs, particularly state TCPs’ use of existing social media material from the national Tips campaign during the months it aired in 2013.

Methods

Sample and Data Collection
To identify state TCPs engaged with social media sites, we conducted an online Google search of each state’s name and the keywords “tobacco program” or “quitline.” We then reviewed the websites for hyperlinks or information on related social media sites, including Facebook, Twitter, YouTube, Pinterest, Instagram, Google+, blogs, and virtual communities. Virtual communities are social networks of individuals who interact online; TCP-sponsored communities that encourage smokers to support one another during quit attempts are included in this study. If no links existed, the quitline service name (eg, Quit Now Kentucky) was used in a secondary Google search to identify social media sites. We also included any tobacco-related social media sites sponsored by a state health department but not obviously affiliated with the TCP or quitline name (eg, Make Smoking History, KanQuit!). The search identified 30 states with Facebook sites (ie, pages), 18 states with Twitter sites (ie, accounts identified by name or “handle”), and 20 YouTube sites (ie, channels) as of December 31, 2013 (Multimedia Appendix 1). Two states had more than 1 social media site on the same platform (eg, 2 Facebook pages), in which case the site focused on tobacco cessation was selected for analysis. Publicly available activity data and metrics on all social media sites were collected using Snagit screen capture software (TechSmith Corporation, Okemos, MI, USA). In addition, the social media monitoring tool radian6 (Salesforce Marketing Cloud, New York, NY, USA) was used to capture posted content by users on Twitter.

Content Coding
The content of state TCP posts to social media sites was collected and analyzed for the subset of months in 2013 during which the national Tips smoking cessation campaign aired (March to June 2013). Using an inductive approach, coders observed a subset of messages to develop the coding scheme [21]. Sites with no TCP activity during this time frame were excluded from the content analysis, for a total of 25 Facebook pages, 16 Twitter accounts, and 16 YouTube channels available for coding. Three researchers independently coded 1123 Facebook posts, 1776 Twitter tweets, and 591 YouTube videos (eg, number of likes, shares, comments, message content). Content coding of the most popular social media sites confirmed their primary communication focus: 70.5% (1252/1776) of the content on Twitter and 67.3% (756/1123) of the content on...
Facebook was about tobacco cessation (and other topics included secondhand smoke and tobacco control policies). Interrater reliability among coders on 5% of data was 95.7% or higher for all coding categories (kappa=.72).

**Measures**

**Overview**
Measurement techniques used to guide social media analysis and management that have been pioneered in the for-profit sector [22] may be applied to the study of state TCP social media sites. Key aspects of social media evaluation include exposure (reach or the number of people reached with a message), engagement (number of people who take action in response to a message), and influence (whether engagement is positive, neutral, or negative in sentiment) [23,24]. This study assessed 2 of these 3 evaluation components: exposure to and engagement with state TCP social media sites. Study measures described herein include the presence of social media sites, TCP site activity, audience reach, audience engagement, and social media site promotional activities.

**Tobacco Control Program Presence on Social Media**
We noted whether TCPs had a presence on social media sites (eg, Facebook, Twitter, YouTube) as of December 31, 2013, and the date of site establishment.

**Tobacco Control Program Social Media Activity**
Site activity was defined as the volume of content posted by the TCP on each social media site (ie, the number of posts, tweets, videos) from January to December 2013.

**Audience Reach**
Audience reach on TCP social media sites was measured by Facebook page likes, Twitter followers, and YouTube views (which may represent more than 1 person, but no individual metric is available) as of December 31, 2013. For example, on Facebook, users may “like” a TCP page, enabling posts by the TCP to be sent to users’ newsfeeds where they are the most likely to be seen. Reach metrics are presented as a total number and also as a proportion of the state adult population. State adult population was calculated using 2010 census adult (aged 18 or older) population data and is reported as reach per 100,000 adults.

**Audience Engagement**
Audience interaction and exchange of messages were assessed across social media sites from March to June 2013. As indicators of action on the part of the audience, they serve as a proxy for engagement with the audience. User activity generates content that may be viewed by other users, thus expanding the reach of the site’s messages. To measure audience engagement, data on the amount and relative proportion of the following variables were collected: (1) individual post likes, comments, and shares on Facebook; (2) retweets, defined as the number of times a TCP post (ie, tweet) was shared by another Twitter user; and (3) video likes, shares, and comments on YouTube [19,23].

**Promotion of State Cessation Services and the Tips Campaign**
Coders documented the presence of a link/URL to the states’ cessation resources (ie, the state quitline phone number or website) in each post on Facebook or Twitter from March to June 2013. All posts during this time frame were also coded for the presence of CDC Tips campaign content. This included links to Tips campaign materials (eg, television advertisements), online campaign stories of the smokers in the Tips ads, and shares of CDC’s posts or tweets about Tips. YouTube videos were not coded because they were primarily promoted or linked to Facebook and/or Twitter, where the information was captured and coded.

**Photo and Video Content**
Because research has shown that content with images and video attracts more views [25,26], the presence of either photos or videos for each Facebook or Twitter post from March to June 2013 was coded.

**Analysis**
We report the results of the collected metrics and content analysis using simple descriptive statistics, including measures of central tendency, frequencies, and counts in summary charts. Because of the limited presence on many social media sites examined in the study, most measures are reported for the 3 most popular sites: Facebook, Twitter, and YouTube.

**Results**

**Presence of Social Media Sites**
Of all TCPs, 60% (30/50) used social media in 2013. Nearly one-quarter (26%, 13/50) of all TCPs used 3 or more social media sites, 24% (12/50) used 2 sites, and 10% (5/50) used 1 site. The use of Facebook was most common, with 60% (30/50) of state TCPs using the site. Twitter was used by 36% (18/50) of state TCPs and 40% (20/50) had a YouTube channel. In addition to Facebook, Twitter, and YouTube, few state TCPs offered other social media sites. Three states used Pinterest (Louisiana, Mississippi, and Oregon), 2 states had their own blog (California and New Hampshire), and 1 state offered Google+ (New York). In addition, 3 states provided a virtual community site for smoking cessation (Arizona, Connecticut, and New York). No states used Instagram in 2013.

**Tobacco Control Program Site Activity**
Activity was examined on the 3 most popular social media sites: Facebook, Twitter, and YouTube. Figures 1 and 2 show the average monthly frequency with which TCPs posted content to their Facebook site and disseminated content via Twitter from January to December 2013.

Of the 30 states with Facebook pages, most (22/30, 73%) posted content (ie, messages, photos, videos) an average of 6 to 9 times per month. Two states, Florida and Illinois, posted content 10 times or more per month on average (Florida: mean 61, SD 12; Illinois: mean 14, SD 9). The median number of yearly Facebook posts was 89 (range 0–727). Among all TCP posts...
coded for content from March to June 2013, 39.70% (705/1776) included photos and 7.66% (136/1776) included videos.

Fewer state TCPs used Twitter than Facebook. However, those that used Twitter delivered more content through Twitter than Facebook. On average, Florida posted content most often at 220 times per month and 6 other states posted at least once per day. The median number of yearly TCP tweets was 118 (range 15-2618). Among all TCP tweets coded, 10.69% (120/1123) included links to photos and 6.06% (68/1123) included links to videos.

In 2013, the median number of videos posts to TCP YouTube sites was 39 (range 3-276). Videos consisted primarily of uploaded antitobacco television advertisements.

**Figure 1.** Average number of monthly Facebook posts by state tobacco control programs (n=30), January to December 2013. Gray lines denote standard deviation of monthly posts.
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**Figure 2.** Average number of monthly tweets by state tobacco control programs (n=17), January to December 2013. Gray lines denote standard deviation of monthly tweets. Data for AZ are not included in the graph because there was no posted content to its Twitter site in 2013.
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**Audience Reach**

The reach of social media sites varied widely by platform and by state in 2013 (Table 1). Overall, the level of exposure to social media sites was low relative to states’ populations. The median number of people who liked a TCP Facebook site was 893; however, the range was 72 to 226,722, suggesting dramatic variation in reach. Among TCPs with a Facebook page, 73%...
(22/30) had less than 100 likes per 100,000 adults in the state, and 13% (4/30) had more than 400 likes per 100,000 adults. Overall, the median number of Twitter followers was lower than Facebook likes at 122 (range 13-2690). Among TCPs with a Twitter page, 61% (11/18) had less than 10 followers per 100,000 adults and only 1 state (Hawaii) had more than 100 followers per 100,000 adults. The median number of views of TCP videos on YouTube was 5216 (range 34-1,308,248); however, there was enormous variation across TCPs. For example, the yearly video views of Florida’s YouTube channel alone accounted for 60% of all video views for the 20 state TCP YouTube sites.

**Audience Engagement**

There was considerable variation in the level of audience engagement on TCP social media sites from March to June 2013 (Table 2). The 4 TCPs that generated the most audience engagement through Facebook were California, with a median of 114 (range 5-1370) engagement activities per post (ie, through post likes, comments, or shares), Florida (median 116, range 5-1277), South Dakota (median 53, range 10-461), and Alaska (median 33, range 0-261). In addition to these 4 states, posts in a few other states had high levels of audience interaction. For example, 81% (25/31) of Minnesota’s TCP Facebook posts were commented on. Similarly, Kentucky, New York, Oklahoma, and Utah had at least 1 like on 90% or more of their posts. Across all states, the median of 27% (range 0-95) of Facebook posts had at least 1 comment.

Compared with Facebook users, Twitter users were less likely to share content with their social circle. On average, nearly 1 in 10 TCP tweets (9.68%, 537/5547) were retweeted during the study period. In 2013, Florida’s Twitter content was shared with others most frequently (40.56%, 1062 of 2618 TCP tweets retweeted), followed by Oklahoma (23.1%, 119/515). Another 7 states had between 20 and 65 TCP tweets shared with others in 2013 (Hawaii, Idaho, Illinois, Kentucky, Massachusetts, New York, and Oregon), and the remaining 8 states on Twitter had fewer than 10 TCP retweets (Figure 2). Across TCP YouTube sites, less than one-third of all posted videos (30.5%, 180/591) received at least 1 like. Also, 1 in 6 videos (15.6%, 92/591) received 1 comment or more from viewers.

**Promotion of State Cessation Services and the Tips Campaign**

During the airing of the Tips campaign from March to June 2013, 64% (16/25) of TCP Facebook sites had 5 or fewer posts that promoted cessation services. Across all sites, approximately 15% (14.60%, 164/1123) of all TCP Facebook posts included materials such as television advertisements or links to CDC’s Tips campaign. In total, 64.11% (720/1123) of all TCP Facebook posts coded included no promotion of either telephone quitlines or Web-based cessation services available to smokers.

Of the TCP Twitter sites in use over the 4-month period of Tips, 56% (9/16) had 6 or fewer tweets that promoted cessation services. In total, 17.85% (317/1776) of all Twitter content included materials such as television advertisements or links to CDC’s Tips campaign while it was on air. On average across states, 75.00% (1332/1776) of all TCP Twitter content included no promotion of either telephone quitlines or Web-based cessation services available to smokers.
Table 1. Date of site establishment and reach metrics for TCP social media sites (N=30).

<table>
<thead>
<tr>
<th>State</th>
<th>Facebook</th>
<th>Twitter</th>
<th>YouTube</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Page start date</td>
<td>Date of first tweet</td>
<td>Followers</td>
</tr>
<tr>
<td>AL</td>
<td>8/20/09</td>
<td>4/23/10</td>
<td>77</td>
</tr>
<tr>
<td>AK</td>
<td>6/14/10</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>AZ</td>
<td>6/4/10(^a,b)</td>
<td>6/27/12</td>
<td>13</td>
</tr>
<tr>
<td>AR</td>
<td>2/16/10</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CA</td>
<td>12/1/09</td>
<td>3/8/13</td>
<td>18</td>
</tr>
<tr>
<td>CO</td>
<td>6/21/11</td>
<td>6/11/12</td>
<td>96</td>
</tr>
<tr>
<td>CT</td>
<td>7/26/11</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>FL</td>
<td>1/28/08</td>
<td>3/29/10</td>
<td>2690</td>
</tr>
<tr>
<td>HI</td>
<td>12/30/10</td>
<td>7/28/09</td>
<td>1688</td>
</tr>
<tr>
<td>ID</td>
<td>5/14/09</td>
<td>9/1/09</td>
<td>519</td>
</tr>
<tr>
<td>IL</td>
<td>10/29/13</td>
<td>10/29/13</td>
<td>59</td>
</tr>
<tr>
<td>IN</td>
<td>12/9/09</td>
<td>7/28/11</td>
<td>170</td>
</tr>
<tr>
<td>KY</td>
<td>9/16/11</td>
<td>9/20/11</td>
<td>100</td>
</tr>
<tr>
<td>LA</td>
<td>1/14/11</td>
<td>2/14/11</td>
<td>377</td>
</tr>
<tr>
<td>MA</td>
<td>4/8/09</td>
<td>1/26/11</td>
<td>620</td>
</tr>
<tr>
<td>MN</td>
<td>8/5/09</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>MS</td>
<td>7/7/11</td>
<td>7/8/11</td>
<td>80</td>
</tr>
<tr>
<td>NE</td>
<td>5/16/11</td>
<td>1086</td>
<td>78.5</td>
</tr>
<tr>
<td>NV</td>
<td>10/26/10</td>
<td>83</td>
<td>4.0</td>
</tr>
<tr>
<td>NH</td>
<td>5/23/11</td>
<td>408</td>
<td>39.3</td>
</tr>
<tr>
<td>NY</td>
<td>7/15/09</td>
<td>11/25/09</td>
<td>143</td>
</tr>
<tr>
<td>ND</td>
<td>8/27/13</td>
<td>72</td>
<td>13.5</td>
</tr>
<tr>
<td>OK</td>
<td>11/22/11</td>
<td>11/12/12</td>
<td>329</td>
</tr>
<tr>
<td>OR</td>
<td>12/31/09</td>
<td>1/4/10</td>
<td>1369</td>
</tr>
<tr>
<td>RI</td>
<td>12/12/12(^a)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>SD</td>
<td>1/10/11</td>
<td>9344</td>
<td>1504.8</td>
</tr>
<tr>
<td>UT</td>
<td>3/23/11</td>
<td>740</td>
<td>38.2</td>
</tr>
<tr>
<td>VT</td>
<td>11/2/09</td>
<td>1417</td>
<td>283.2</td>
</tr>
<tr>
<td>WV</td>
<td>3/16/10</td>
<td>3/16/10</td>
<td>37</td>
</tr>
<tr>
<td>WI</td>
<td>4/26/10</td>
<td>3.6</td>
<td>8/13/09</td>
</tr>
<tr>
<td>Median</td>
<td>6/14/10</td>
<td>99/10</td>
<td>122</td>
</tr>
<tr>
<td>Min</td>
<td>1/28/08</td>
<td>72</td>
<td>4</td>
</tr>
<tr>
<td>Max</td>
<td>10/29/13</td>
<td>226,722</td>
<td>1505</td>
</tr>
</tbody>
</table>

\(^a\) No start date recorded; date of first post.

\(^b\) Last post August 23, 2012.
### Table 2. Audience engagement with TCP Facebook sites and content of posts, March to June 2013.

<table>
<thead>
<tr>
<th>State</th>
<th>TCP posts, n</th>
<th>Audience interaction and engagement</th>
<th>Post features, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Posts with photo, n (%)</td>
<td>With comments</td>
</tr>
<tr>
<td>AL</td>
<td>46</td>
<td>1 (0-9) 15 (33) 11 (24) 5 (11)</td>
<td>8 (17)</td>
</tr>
<tr>
<td>AK</td>
<td>58</td>
<td>33 (0-261) 56 (97) 36 (62) 40 (69)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>AR</td>
<td>12</td>
<td>2 (0-10) 7 (58) 2 (17) 4 (33)</td>
<td>2 (17)</td>
</tr>
<tr>
<td>CA</td>
<td>48</td>
<td>114 (5-1370) 48 (100) 45 (94) 45 (94)</td>
<td>6 (13)</td>
</tr>
<tr>
<td>CO</td>
<td>44</td>
<td>3 (0-87) 31 (71) 12 (27) 6 (14)</td>
<td>11 (25)</td>
</tr>
<tr>
<td>CT</td>
<td>48</td>
<td>3 (0-40) 37 (77) 11 (23) 16 (33)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>FL</td>
<td>231</td>
<td>116 (5-1277) 231 (100) 229 (99) 219 (95)</td>
<td>8 (4)</td>
</tr>
<tr>
<td>HI</td>
<td>28</td>
<td>2 (0-7) 20 (71) 1 (4) 5 (18)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>ID</td>
<td>44</td>
<td>1 (0-14) 27 (61) 6 (14) 3 (7)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>IN</td>
<td>60</td>
<td>4 (0-23) 48 (80) 48 (80) 16 (27)</td>
<td>16 (27)</td>
</tr>
<tr>
<td>KY</td>
<td>38</td>
<td>7 (0-27) 35 (92) 11 (29) 8 (21)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>LA</td>
<td>17</td>
<td>2 (0-15) 13 (77) 7 (41) 3 (18)</td>
<td>9 (53)</td>
</tr>
<tr>
<td>MA</td>
<td>35</td>
<td>4 (0-11) 27 (77) 15 (43) 10 (29)</td>
<td>2 (6)</td>
</tr>
<tr>
<td>MN</td>
<td>31</td>
<td>10 (0-107) 30 (97) 16 (52) 25 (81)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>MS</td>
<td>41</td>
<td>1 (0-5) 15 (37) 10 (24) 2 (5)</td>
<td>30 (73)</td>
</tr>
<tr>
<td>NE</td>
<td>42</td>
<td>4 (0-102) 35 (83) 8 (19) 16 (38)</td>
<td>2 (5)</td>
</tr>
<tr>
<td>NY</td>
<td>38</td>
<td>5 (0-11) 36 (95) 14 (37) 9 (24)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>OK</td>
<td>47</td>
<td>14 (1-120) 47 (100) 21 (45) 29 (62)</td>
<td>5 (11)</td>
</tr>
<tr>
<td>OR</td>
<td>50</td>
<td>6 (0-41) 40 (80) 17 (34) 24 (48)</td>
<td>8 (16)</td>
</tr>
<tr>
<td>RI</td>
<td>50</td>
<td>2 (0-9) 30 (60) 14 (28) 3 (6)</td>
<td>6 (12)</td>
</tr>
<tr>
<td>SD</td>
<td>31</td>
<td>53 (10-461) 31 (100) 28 (90) 25 (81)</td>
<td>5 (16)</td>
</tr>
<tr>
<td>UT</td>
<td>54</td>
<td>12 (4-215) 54 (100) 51 (94) 15 (28)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>VT</td>
<td>16</td>
<td>1 (0-14) 6 (38) 7 (44) 2 (13)</td>
<td>3 (19)</td>
</tr>
<tr>
<td>WV</td>
<td>7</td>
<td>2 (0-17) 5 (71) 3 (43) 0 (0)</td>
<td>1 (14)</td>
</tr>
<tr>
<td>WI</td>
<td>7</td>
<td>1 (0-3) 4 (57) 2 (29) 0 (0)</td>
<td>2 (29)</td>
</tr>
<tr>
<td>Median</td>
<td>42</td>
<td>4 (0-1370) 31 (77) 12 (37) 9 (27)</td>
<td>2 (12)</td>
</tr>
</tbody>
</table>

* Five states (Arizona, Illinois, Nevada, New Hampshire, and North Dakota) with Facebook sites did not post content during the time period.

* Number of individual posts likes, comments, or shares.

* Post contains the state or national telephone quitline number and/or Web-based cessation services.

### Discussion

Although 30 state TCPs adopted at least 1 form of social media, only 7 disseminated social media messages on a daily basis in 2013. Most content on TCP social media sites did not promote cessation services. Moreover, few state TCPs take advantage of the social media features that generate the most audience engagement—sharing photos and videos—or the opportunity to link to related content, such as the CDC’s *Tips* campaign.

Perhaps as a result of these social media practices, most TCPs do not generate a substantial amount of audience engagement, limiting the value of potentially dynamic, interactive communication resources in tobacco control.

Our results corroborate other research indicating that the application of social media to public health research and practice has not taken advantage of its potential for multidirectional communication [27,28]. Study findings suggest that most state TCPs could benefit from strategic communication plans for...
social media to increase reach and encourage audience interaction and engagement [16]. The Florida TCP, the most prolific user of social media in 2013, presents an example of how effective use of social media can generate audience engagement. During the study period, Florida’s TCP promoted an average of 11 daily posts to its sites, and followers of the Florida TCP retweeted 41% of all content posted on Twitter. On average, there were more than 185 interactions for each posting to Florida’s Facebook site (ie, people who liked, commented on, or shared content), expanding the reach of each individual message. The most successful TCP social media sites communicated information in a way that reflected the audience preferences (eg, with videos and photos), thereby encouraging audience response and discussion. Without engaging in interactive communication with their audience, state TCPs are unable to characterize their audience or receive feedback for site improvements [28].

Taken together, these findings indicate that changes in the social media practices of state TCPs can enhance their ability to connect with constituents—including smokers who are interested in quitting—in ways that may promote cessation. State TCPs have a long history of providing evidence-based cessation services. Although improvements to the content and interactive nature of TCP social media sites are contingent upon their ability to dedicate human resources to site management, states have access to well-designed tobacco cessation online materials from a variety of government and nonprofit agencies (eg, CDC’s Office on Smoking and Health, Public Health Service, National Cancer Institute). To encourage participation, TCPs should focus on the dissemination of evidence-based tobacco cessation information in an engaging format promote appropriate behavioral interventions, and create an online environment that increases participation and 2-way communication with users.

Active TCP social media sites could influence how smokers discover, access, and understand cessation- and tobacco-related information, including connecting the public to telephone quitlines and Web-based cessation services. Traditional media campaigns are often most effective when accompanied by access to available services [29]. Social media messages can reach consumers with both information and links to services, such as telephone quitlines. In addition, social media sites present a unique opportunity to address state TCP goals for increasing cessation because they have a very low barrier for affiliation and present smokers with the option to join large ad hoc networks within their state [30]. TCP-driven content and interactions with users should be aimed at increasing smokers’ use of evidence-based treatment options and enhancing self-efficacy during the quitting process.

As private and government organizations move toward online technologies to promote and provide services, there is a greater need for public health practitioners to be able to create evidence-based websites and promote strategies that will maximize exposure to evidence-based cessation services [31]. State TCPs face a wide range of barriers, including lack of dedicated staff within state health departments to encourage improvements to social media, lack of knowledge regarding best practices in social media, lengthy approval processes or policy restrictions that hinder improvements, and financial limitations for cessation-related promotional activities and services [3,29]. Large-scale and rapid improvements to state TCP social media sites may be bolstered by active collaboration among state and federal agencies, both of whom seek to improve population health outcomes by reducing smoking prevalence.

Although the emergence of social media sites presents a unique opportunity for state TCPs to communicate and engage with smokers, literature is lacking to evaluate the effectiveness of these channels in promoting cessation services. Some evidence suggests that online interaction and connectedness can increase cessation self-efficacy [32]. Wide-scale adoption of improvements to the content and interactive nature of TCP social media sites may encourage supportive communities of online smokers and yield increases in the use of evidence-based interventions. Social network analysis may help us better understand how federal and state TCPs are connected and how these networks can be leveraged to help inform more strategic communications plan. More experimental and applied research across multidisciplinary teams (eg, social media researchers, federal and state tobacco control cessation managers, and marketers) is necessary to understand the conditions under which TCP social media sites successfully engage and motivate smokers to quit.

This study has several limitations. Data could not be captured for messages that were deleted, noted as private by a TCP, or shared offline. Also, some TCPs may not have promoted state cessation services heavily through social media during the airing of the national media campaign, but may have done so during other time periods. Further, this study provides a quantitative summary of audience interaction and did not examine the type of site users or systematically examine users’ posted content. Although state TCPs primarily target smokers in their campaigns, audiences following state TCPs may also include other health agencies [18]. Similarly, some TCP sites may be linked to cessation programs not intended for smokers (eg, California’s Twitter). Future research on the type of site users and posted content should yield a better understanding of the level of engagement by smokers as well as public health organizations and other audiences [33]. Despite its limitations, this study provides an important first look at state TCP social media sites and audience engagement.
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Abstract

Background: Social networking sites, particularly Facebook, are increasingly included in contemporary smoking cessation interventions directed toward young adults. Little is known about the role of Facebook in smoking cessation interventions directed toward this age demographic.

Objective: The aim of this study was to characterize the content of posts on the Facebook page of Crush the Crave, an evidence-informed smoking cessation intervention directed toward young adults aged 19 to 29 years.

Methods: Crush the Crave Facebook posts between October 10, 2012 and June 12, 2013 were collected for analysis, representing page activity during the pilot phase of Crush the Crave. Of the 399 posts included for analysis, 121 were original posts, whereas the remaining 278 were reply posts. Posts were coded according to themes using framework analysis.

Results: We found that the original Crush the Crave Facebook posts served two main purposes: to support smoking cessation and to market Crush the Crave. Most of the original posts (86/121, 71.1%) conveyed support of smoking cessation through the following 7 subthemes: encouraging cessation, group stimulation, management of cravings, promoting social support, denormalizing smoking, providing health information, and exposing tobacco industry tactics. The remaining original posts (35/121, 28.9%) aimed to market Crush the Crave through 2 subthemes: Crush the Crave promotion and iPhone 5 contest promotion. Most of the reply posts (214/278, 77.0%) were in response to the supporting smoking cessation posts and the remaining 64 (23.0%) were in response to the marketing Crush the Crave posts. The most common response to both the supporting smoking cessation and marketing Crush the Crave posts was user engagement with the images associated with each post at 40.2% (86/214) and 45% (29/64), respectively. The second most common response consisted of users sharing their smoking-related experiences. More users shared their smoking-related experiences in response to the supporting smoking cessation posts (86/214, 40.2%) compared to the marketing Crush the Crave posts (11/64, 17%). With the exception of 4 posts, a moderator posted all the original posts. In addition, although 56.00% (18,937/33,815) of Crush the Crave Facebook page users were men, only 19.8% (55/278) of the reply posts were made by men. Finally, men were found to be more likely to express sarcasm or make strong assertions about quitting smoking and Crush the Crave than women.

Conclusions: The CTC Facebook page presents as a unique platform for supporting young adult smoking cessation at all stages of the cessation process. The findings of this study indicate that social networking sites, especially Facebook, warrant inclusion
in tobacco control efforts directed towards young adults. Research on effectiveness of the Facebook page for quitting smoking is needed.

*(J Med Internet Res 2014;16(7):e170) doi:10.2196/jmir.3189*
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**Introduction**

**Background**

Facebook has been recently included in the design and development of smoking cessation initiatives directed toward young adults. Because young adults (ages 18 to 29) are extensive users of Facebook [1], and because they represent the largest population of smokers in both Canada (21%) [2] and the United States (19%) [3], Facebook is increasingly included in contemporary smoking cessation initiatives directed toward this population. For example, Crush the Crave [4], a research-based smoking cessation app developed for young adults, has been integrated into Facebook, among other social media. The personal connections that can be formed through social media can be viewed as a form of social support and social support is effective in helping people quit smoking according to evidence gathered by the US Public Health Service expert panel [5]. However, despite the rapid growth in use of social media, research is in the early stages regarding how online social networks and opportunities for social support might or might not affect smoking cessation [6].

Social networking sites, particularly Facebook, remain under examined media for health promotion. Given the widespread uptake of Facebook among young adults, this medium warrants further investigation for its role in health behavior interventions directed toward this population, particularly in relation to smoking cessation. Therefore, the purpose of this study was to use framework analysis to characterize the content of the Crush the Crave Facebook posts and the associated responses.

**Crush the Crave**

In early 2012, a team of population health researchers, social media experts, and computer programmers developed and promoted Crush the Crave as an evidence-informed smoking cessation smartphone and social media app designed to help close the gap between existing smartphone apps [7] and evidence on what works in getting young smokers to quit smoking [8]. A panel of 5 experts in social media and tobacco cessation, a comparative analysis of the top 5 downloaded cessation apps, and 2 rounds of focus groups with young adult smokers were used to create the content and test the usability, design, and functionality of Crush the Crave. Crush the Crave is available for Android and iOS devices in both English and French. Incorporating principles of persuasive technology for behavior change [9], Crush the Crave offers such features as a customized quit plan, the tracking of cravings and smoking habits, notifications of money saved and health improvements achieved, direct dial-up to telephone-based support, virtual awards that credit performance toward reaching milestones, evidence-informed credible information (eg, nicotine replacement therapy), and the ability to connect with a community of people for social support via Facebook.

**Crush the Crave Facebook Page**

The Crush the Crave Facebook page (Figure 1) is integrated within the smartphone app or can be accessed on its own through a browser. It is moderated by a social media expert and a small team with expertise in tobacco control. Individuals principally come to the Facebook page via the Google search engine or the Crush the Crave app. During the period of April 2012 to April 2013, Crush the Crave was piloted and promoted through Google and Facebook ads. Since this pilot phase, there has not been any active promotion of Crush the Crave.

As of November 19, 2013, the Crush the Crave Facebook page had 34,690 likes and a total reach of 7282 people. In all, 56.00% (4078/7282) of Crush the Crave Facebook users were men and 44.00% (3024/7282) were women. Most people reached (4369/7282, 60.00%) were between the ages of 18 and 34 years (the intended target group) and 57.00% (4151/7282) of Crush the Crave fans were from Canada. Posts to the Facebook page took place almost daily and usually included a photo and caption about quitting smoking. The total number of people who clicked on, liked, commented on, or shared Crush the Crave averaged 4000.4 (SD 4306.10) per week. User engagement in terms of likes, comments, and shares averaged 70.1 (SD 62.7) per post.
Methods

Study Sample and Data Collection

For this study, 399 Crush the Crave Facebook posts, spanning from October 10, 2012 to June 12, 2013, were collected for analysis and entered into an NVivo version 10 qualitative software database (QSR International Pty Ltd, Burlington, MA, USA). This page activity represented the pilot phase of Crush the Crave. Posts were collected in reverse chronological order so that the most recent activity on the Crush the Crave Facebook page was represented. Sampling was driven by saturation of themes, where posts were collected until no new themes or subthemes were identified. Of the 399 posts, 121 were original posts, whereas the remaining 278 were responses to these posts. No direct contact with participants was sought for this study; data collection occurred solely through the gathering of posts freely available on the Crush the Crave Facebook page.

Data Analysis

The framework approach [10] was used to qualitatively analyze the Crush the Crave Facebook posts. Central to framework analysis is a series of interconnected stages (familiarization, identifying a thematic framework, indexing, charting, and mapping and interpretation) that enables the researcher to move back and forth between the data until a coherent account of the phenomenon is developed [11]. This analytic approach facilitated refinement of themes by both authors while maintaining a clear audit trail. Familiarization was achieved in this study through constant comparison [12] of posts in which coding categories were developed and entered in the NVivo database. The first author coded all posts. To validate coding, both authors independently coded the first 51 posts and then compared for consistency. Any discrepancies in coding were discussed and resolved. In this way, each author was able to critically challenge one another on differing perspectives and any potential biases.

After the first 51 posts were coded, a thematic framework was developed by generating major themes and subthemes in relation to the original posts and categorizing the associated responses. This process was facilitated by asking iterative, analytic questions (eg, What is going on here? How are these different or the same?). Original posts were grouped according to their identified purpose (eg, supporting smoking cessation) and the responses were categorized according to their identified type (eg, sharing smoking-related experiences). To maintain the context of the responses to the original posts, they were listed under the messages from which they were derived and then categorized separately as a type of response. Throughout the coding process, regular meetings were held between the 2 authors to discuss and refine the thematic framework. Indexing was accomplished by coding each post in NVivo, with reliability checked by the second author through review of the NVivo file. The constant comparison method [12] was employed throughout the coding process to ensure internal homogeneity of the coding categories [13], whereby each post was coded into 1 category.

The fourth stage of framework analysis, charting, involved arranging summaries of the original posts and the associated responses in a table, which were grouped according to the identified themes and subthemes in relation to the purpose of...
the original posts. This stage enabled the researchers to identify the range of data included in the original posts and to become familiar with the range of responses to these messages. The thematic framework was refined and two tables of data were developed: one that encompassed the purpose of the original posts according to each identified theme and subtheme and one that encompassed the various responses to these posts, which were grounded in the context of the themes and subthemes of the original posts. The final stage, mapping and interpretation, enabled the researchers to compare and contrast the original posts and responses while searching for patterns. At this stage, the original posts were grouped according to the finalized themes and subthemes, and responses were grouped together. Representative quotes were selected from the original posts and responses to illustrate key themes and subthemes.

Table 1. Posts supporting smoking cessation (N=86).

<table>
<thead>
<tr>
<th>Subtheme</th>
<th>n (%)</th>
<th>Examples of post content</th>
</tr>
</thead>
<tbody>
<tr>
<td>Encourage cessation</td>
<td>34 (39)</td>
<td>Quitting is tough...but you’re tougher :)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Think of all the places a tobacco-free road can take you.</td>
</tr>
<tr>
<td>Group stimulation</td>
<td>13 (15)</td>
<td>Fill in the blank! It’s been ___ days since my last cigarette.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cool piece from ’66. What would you rather spend your money on?</td>
</tr>
<tr>
<td>Promote social support</td>
<td>12 (14)</td>
<td>You gotta love your quit buddy!</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Good friends make quitting easier!</td>
</tr>
<tr>
<td>Management of cravings</td>
<td>11 (13)</td>
<td>We found your next craving distraction-playing frisbee with a friend!</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Next time you think about smoking, go to a mirror, take a breath, and make this face.</td>
</tr>
<tr>
<td>Denormalize smoking</td>
<td>7 (8)</td>
<td>Hit the like button if you agree that smoking isn’t sexy.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fact: Not smoking makes you more kissable.</td>
</tr>
<tr>
<td>Provide health information</td>
<td>5 (6)</td>
<td>Get outdoors and get active! Researchers found that physically active men were 36% more likely to have tried to quit smoking within the past year, while physically active women were 37% more likely to do so than nonactive women.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>As soon as you stop smoking, you start repairing. (Thanks Australia!)</td>
</tr>
<tr>
<td>Expose tobacco industry tactics</td>
<td>4 (5)</td>
<td>How do you feel about being labeled “a replacement”?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“The truth about tobacco” video [14]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Why are young adults so important to tobacco companies?</td>
</tr>
</tbody>
</table>

Results

Characterizing the Original Crush the Crave Facebook Posts

Overview

We found that the original posts served two main purposes: to support smoking cessation and market Crush the Crave. Most posts (86/121, 71.1%) related to the major theme supporting smoking cessation, which included 7 subthemes (Table 1), and 35 of 121 posts (28.9%) related to the major theme marketing Crush the Crave, which included 2 subthemes (Table 2). The original Crush the Crave Facebook posts were primarily initiated by a Crush the Crave moderator. Only 4 of the posts were user-initiated.
Supporting Smoking Cessation

The encourage cessation subtheme was present in many of the supporting smoking cessation posts (34/86, 39%). Posts within this subtheme contained positively framed messages offering encouragement to those trying to quit smoking, such as “Stay positive! You can do this!”

The group stimulation subtheme represented 13 of 86 (15%) posts under the major theme supporting smoking cessation. Generating interaction among the Crush the Crave Facebook users was the primary goal of these posts. Therefore, the posts consisted of questions and posting thought-provoking articles or images related to smoking. For example, a post contained a link to an article on new research demonstrating a link between cigarette smoking and damage to memory, learning, and reasoning, and asked users “Think there’s truth to this?”

Management of cravings was another common subtheme (12/86, 14%). Posts under this subtheme included suggestions about ways to manage cravings (eg, “Find a peaceful place when cravings stress you out”) and also invited users to reflect on their cravings (eg, “Quit Smoking Pro Tip: Reflect on your triggers to understand where your habit comes from”).

The supporting smoking cessation posts also entailed a focus on promoting the act of social support for those trying to quit (11/86, 13%). The positive role that providing and receiving social support has on smoking cessation was emphasized in these posts. For instance, one post read, “Find a quit buddy, backup goes a long way.”

Denormalize smoking was another subtheme under supporting smoking cessation and represented 7 of 86 posts (8%). These posts covered the positive social outcomes of being smoke-free. These positive outcomes included smelling good and looking attractive, such as “Did you know? Not smelling like cigarette smoke=more hugs.”

Posts that provided health information made up 5 of 86 (6%) supporting smoking cessation posts. These posts provided facts about addiction, research on effective strategies for quitting smoking, the positive health effects of quitting, and information about the damaging effects of smoking on the body. For example, one post read, “Do you have a cigarette first thing in the morning? This recent study shows that smoking as soon as you wake up is even more unhealthy.”

Exposing tobacco industry tactics was another subtheme under supporting smoking cessation (4/86, 5%). The purpose of these posts was to invite Crush the Crave Facebook users to think about the recruitment strategies used by tobacco companies to increase their revenue. This is demonstrated in the post: “Class is in session! How does this Newport ad try to sell cigarettes to men?”

Marketing Crush the Crave

The Crush the Crave promotion subtheme represented most of the marketing Crush the Crave posts (26/35, 74%). The purpose of these posts was to promote the various mobile and social media platforms to access Crush the Crave (eg, “Did you know that Crush the Crave is on Google Play”), the different features of the Crush the Crave app (eg, “Watching a funny video can help distract the crave! It’s one of the features in our Quit Help section in the Crush the Crave app”), as well as news related to Crush the Crave (eg, “We got some radio play for new version of Crush the Crave today!”).

The iPhone 5 contest promotion subtheme made up the remaining 9 of 35 (26%) marketing Crush the Crave posts. The focus of these posts was to motivate people to join Crush the Crave and download the Crush the Crave app. For instance, one post read, “Looking for some motivation? Enter our contest and you could win an iPhone 5!”

Characterizing the Crush the Crave User Reply Posts

Overview

Of the 278 reply posts, 214 (77.0%) were in response to the supporting smoking cessation posts, whereas the remaining 64 (23.0%) were in response to the marketing Crush the Crave posts. Women posted 218 (78.4%) of the reply posts, men posted 55 (19.8%), and 5 (1.8%) were posted by users that did not indicate their gender.

Supporting Smoking Cessation Reply Posts

The most common response (86/214, 40.2%) to the posts under the supporting smoking cessation major theme consisted of user engagement with the images associated with the original posts. Users primarily expressed their enjoyment of the images. For example, in response to an image of kittens hugging associated with a post promoting social support of cessation, a user responded: “Aw, so sweet!))” A few users expressed that the images associated with the posts spurred on their smoke-free efforts. For example, in response to an image of puppies...

Table 2. Posts marketing Crush the Crave (N=35).

<table>
<thead>
<tr>
<th>Subtheme</th>
<th>n (%)</th>
<th>Examples of post content</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crush the Crave promotion</td>
<td>26 (74)</td>
<td>The new Crush the Crave is going to be Facebook-friendly!</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Strut your way to a smoke-free lifestyle with Crush the Crave!</td>
</tr>
<tr>
<td>iPhone 5 contest promo-</td>
<td>9 (26)</td>
<td>Did someone say iPhone 5? Our contest ends on June 15th!</td>
</tr>
<tr>
<td>tion</td>
<td></td>
<td>Have you entered the Crush the Crave contest yet? You could WIN an iPhone 5!</td>
</tr>
</tbody>
</table>
associated with the caption “If I just hold your mouth shut, like this, you can’t smoke” a user responded, “AH-adorable with a good reminder or push in the right direction.” Conversely, some users indicated that although the images were appreciated, they were not enough to motivate their smoke-free efforts. For example, a user responded, “I love this cat...but nope, won’t help me to stop smoking” to an image of a cat with the caption, “Maybe I can persuade you not to light that cigarette.”

The second most common response (81/214, 37.8%) to the supporting smoking cessation posts consisted of users sharing their smoking-related experiences at various stages of the cessation process. These responses often consisted of users sharing their quit successes (eg, “Day 200 for me no smoking :3”). Some users would respond in detail and elaborate on their lived experiences with quitting smoking:

I quit smoking 31 years ago. My husband had had a heart attack, we had to get someone to wash all the house and carpets and upholstery so the smoke smell would be gone. Because I loved him so much, and I wanted him to live with me much longer, he was my reason to stop. In order to be able to stop, you need a reason to help you along. Not so hard that way. And so worth it. Good luck all.

Crush the Crave Facebook users also shared their struggles with cessation, which was demonstrated in the following post: “I quit so many times...started again and again...last time I just made up my mind...threw them away and never looked back. It was hard but I’ve been smoke-free for 12 years now and very happy I did.” Sharing personal management of cravings was another popular response in which users would describe what they found helpful in remaining smoke-free:

I used an aide called Champix and I never looked back and never will!!! And thanks, I am very proud of myself. I was a very heavy smoker. I smoked 25 to 30 a day and rolled my own. So harsh lol. Good luck to whomever is quitting. IT IS WORTH IT!!!

Some Crush the Crave Facebook users also shared their smoking triggers. For example, one user described how she changed her daily routine so that she could quit smoking:

For me, it was after a meal with my coffee. So I switched to tea and it made things easier. Or went without it and went for a walk because I never smoked outside. It has been 32 years now. I am so proud of myself.

Although seldom, some users would assert their current smoking status (eg, “Sorry, I do smoke”). Still others would express their intentions to quit (eg, “Well, Jan 1, 2013 will be the first day for me :) Wish me luck!”).

Crush the Crave Facebook users also discussed tobacco control measures (11/214, 5.1%) in response to the supporting smoking cessation posts. For example, in response to a post asking users if they thought health warnings on cigarette packages should be mandatory, a user responded with the statement: “I don’t think they should have to [put health warnings on cigarette packages]...you don’t see any warning labels on liquor bottles or beer bottles or cans!! Drunken drivers kill...” Some users expressed frustration with tobacco control efforts and suggested that a complete ban on cigarettes was needed: “...take THEM OFF THE shelf then, why can they keep selling something that kills you, when they pull a product off the shelf for WAY less health issues...”

Sometimes Crush the Crave the Facebook users would express a negative attitude toward smoking (9/214, 4.2%) when engaging with the supporting smoking cessation posts. For example, a user described the social benefits of not smelling like cigarette smoke in response to a post that aimed to denormalize smoking: “More dates, more lov’n, more everything! It’s not cool to smell like smoke!”

In all, 4 of 214 responses (1.9%) consisted of tags, which are links created by users to another person’s Facebook timeline. The people who are tagged then receive a notification and are directed to the post that they were tagged in, facilitating their exposure to Crush the Crave content. Only 2 of 214 (0.9%) reply posts consisted of users sharing smoking-related facts, such as “It takes 7 years to recover.” And 3 of 214 posts (1.4%) consisted of users encouraging the smoking cessation efforts of their peers: “If I can do it, anyone can. YOU CAN!!!” In addition, 3 of 214 posts (1.4%) consisted of users expressing sarcasm. For example, in a post asking users how many days it’s been since their last cigarette, a user responded with “too long.” The remaining reply posts consisted of users expressing their misunderstanding of the posts (4/214, 1.9%) (eg, “What does the aurora borealis have to do with not smoking?”), a user sharing holiday wishes (1/214, 0.5%) (eg,“Happy Thanksgiving!”), and users posting content unrelated to the original post (12/214, 5.6%) (eg, “Do you ever have those dreams, where a bad person is chasing you and you’re running in slow motion?”).

Marketing Crush the Crave Reply Posts

Many (29/64, 45%) responses to the posts under the marketing Crush the Crave major theme consisted of users engaging with the images associated with the posts. A couple of images brought forward critiques by some of the Crush the Crave Facebook users. For example, the inclusion of an image portraying cigarettes that spelled out the word “quit” in a post promoting the Crush the Crave app received some criticism. One user made the following critique of the image: “It would make more sense if they [cigarettes in photo] were broken.” Another user expressed that the use of images depicting cigarettes did not motivate their cessation efforts and, in fact, had the opposite effect: “This makes me want to smoke one.” Of the 64 reply posts in response to the marketing Crush the Crave posts, 11 (17%) included users sharing their smoking-related experiences. Tagging others to the marketing Crush the Crave posts was another method of responding to the posts (6/64, 9%), indicating that users were promoting Crush the Crave to their friends.

Of the 64 replies to the marketing Crush the Crave posts, 6 (9%) consisted of sarcastic remarks about quitting smoking and what will help people quit. For example, in response to a post promoting Crush the Crave to help people quit smoking, a user posted, “Maybe if they put Justin Bieber on each pack of smokes then people will maybe quit smoking lol.” Of the 64 reply posts, 4 (6%) consisted of users expressing a negative attitude toward
Crush the Crave, which is demonstrated in the following post: “Pathetic if you need an app to help you quit smoking.” With the exception of one, the reply posts consisting of sarcasm or a negative attitude toward Crush the Crave were made by men.

In addition, 3 of 64 (5%) reply posts consisted of users gathering information about Crush the Crave. For example, a user wanted to know more about the availability of Crush the Crave on mobile phones: “Do you have a Blackberry version? Because it would be a shame if a Canadian-made app didn’t work on a Canadian phone…” The remaining 3 of 64 (5%) reply posts consisted of peer encouragement of cessation (eg, “Quit smoking!! :’)”), expression of a positive attitude toward Crush the Crave (eg, “Thumbs up”), and a comment unrelated to the Crush the Crave Facebook posts (eg, “We do a free package!”).

Textbox 1. Sample conversation between the moderator and the users.

<table>
<thead>
<tr>
<th>Post: Fill in the blank! I’ve pushed the CRAVE button _____ times today.</th>
</tr>
</thead>
<tbody>
<tr>
<td>User #1 response: 3.</td>
</tr>
<tr>
<td>User #2 response: 0.</td>
</tr>
<tr>
<td>User #3 response: 9.</td>
</tr>
<tr>
<td>Moderator (asking the users who reported pushing the CRAVE button): Did you Distract the Crave with one of the options in the app?</td>
</tr>
<tr>
<td>User 1 response: Watermelon [distraction aid].</td>
</tr>
</tbody>
</table>

Textbox 2. Sample conversation between the moderator and the users.

Although seldom, some users would engage with the responses of their peers, such as this conversation:

<table>
<thead>
<tr>
<th>Post: Does anyone remember the Friends (TV show) episode when Chandler tries to quit smoking? Maybe he should have tried our app!</th>
</tr>
</thead>
<tbody>
<tr>
<td>User #1 response: 3 years plus now nonsmoking thanks to the help of Champix.</td>
</tr>
<tr>
<td>User #2 response: Posted article about Champix being linked to suicides.</td>
</tr>
<tr>
<td>User #1 response: The article forgot to mention that using tobacco kills 40,000 Canadians each year. I’d take my chances with Champix.</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

This study addresses gaps in the literature by investigating the role of Facebook as part of a smoking cessation intervention directed toward young adults. The findings of this study reveal that social networking sites, such as Facebook, can be harnessed for supporting young adults who are trying to quit smoking or have become smoke-free.

The primary purpose of the Crush the Crave Facebook page was to support smoking cessation. The supportive nature of the Crush the Crave Facebook page was first cultivated through the original posts, and then maintained through the reply posts, as well as through the secondary responses provided by the Crush the Crave Facebook page moderators, where positive reinforcement, clarification, and redirection was provided in response to user posts. This finding extends previous research [15] and indicates that Facebook is not only a context that can host supportive exchanges, but also that the original posts on a Facebook page may play a major role in establishing a supportive context for these exchanges. Once established through the original posts, the supportive nature of the Crush the Crave Facebook page was then maintained and continued through the responses made by a variety of sources (eg, moderator, smoke-free individuals, individuals trying to quit) in a variety of ways (eg, offering information, providing positive reinforcement, sharing personal experiences). Given that social support increases the likelihood of quitting and success in remaining smoke-free [16,17], the supportive context established on the Crush the Crave Facebook page is encouraging.

Leadership on the Crush the Crave Facebook page was primarily provided by the Crush the Crave moderators. The moderators posted almost all the original posts and continually sought to encourage individuals in their cessation efforts, promote engagement by posing questions or topics of interest to the group, and moderate discussions. Given that individuals on the page were not likely to initiate engagement on the page, it appears that users relied on the direction of a moderator. Although leadership on the page may evolve over time, this finding highlights the key role that moderators play in stimulating group activity and in directing and tailoring page content to the group. Other researchers who have investigated the role of social forums in health promotion interventions report similar findings [15,18]. For example, Pfoderer and colleagues [15] found that users of a Facebook page as part of a smoking cessation intervention also relied on the direction of a moderator.
rather than on the contributions of its members. It has been suggested that moderators play a pivotal role in influencing health behavior change and that the absence of a moderator may discourage users and hinder their motivation and self-confidence in changing their health behaviors [18,19]. Given increasing evidence that a moderator plays a pivotal role in harnessing the benefits of including social networking sites in health promotion interventions, consideration for ongoing inclusion of moderators for providing support and guiding page content is warranted.

In relation to the reply posts, we found that individuals on the Crush the Crave Facebook page primarily shared their smoking-related experiences. The sharing of personal experiences on the Crush the Crave Facebook page is similar to the findings of a recent study by Brandt and colleagues [20], demonstrating that Facebook is used as a platform for self-reflection and evaluation of one’s cessation efforts [20]. This finding adds to increasing evidence that social networking sites, particularly Facebook, may play a critical role in helping individuals reach their cessation goals.

We found that Crush the Crave Facebook users often posted about their various tobacco use behaviors and experiences, from their current smoking status (eg, “Sorry, I do smoke”) to their success in becoming smoke-free (eg, “I quit smoking just over 1 month ago and I’ve never felt better”). Although infrequent, members on the page would share their cessation challenges. The display of quit struggles and smoking relapses on the Crush the Crave Facebook page is similar to the findings of Ploderer and colleagues [15], who also found that members of a smoking cessation Facebook page were willing to share their quit struggles. This finding adds to increasing evidence that Facebook pages dedicated to supporting a particular health behavior, such as the Crush the Crave Facebook page, are trusted sources of social support. In light of evidence that individuals are not likely to share their health behavior struggles on their personal Facebook pages because of concern for embarrassment [21,22], the inclusion of Facebook pages as part of health behavior interventions provides individuals with a support network that they can tap into and share a broad range of experiences.

More frequently, users would share cessation success stories. This finding is encouraging because successful quitters are a valuable resource for others who are trying to quit, and also provide normative influence within a social network [17,23]. In addition, abstinent smokers in a social network are reminded of their cessation journey, which strengthens their wish to remain smoke-free [23]. Furthermore, individuals who are trying to quit can draw motivation and encouragement from reading the stories of those who have succeeded in their cessation [23], thereby adding to the supportive nature of the Crush the Crave Facebook page.

Gender differences in user engagement on the Crush the Crave Facebook page were highlighted in the findings. Consistent with recent reports indicating that women are more likely than men to engage on social networking sites, such as Facebook [24], we found that most responses to both the original posts and other user posts were made by women. Although men were found to be less active, they also represented the largest users of the Crush the Crave Facebook page, indicating that the Crush the Crave Facebook page may be a promising avenue for reaching young men who smoke. In light of evidence that young adults are less likely to participate in smoking cessation programs [25,26], this finding highlights the potential of engaging young adults in smoking cessation interventions via Facebook, especially young women.

Gender differences in the communication styles of men and women were also noted on the Crush the Crave Facebook page. Women’s communication on the Crush the Crave Facebook page emphasized supportiveness and connection with others, whereas men were more likely to express sarcasm and make strong assertions about Crush the Crave or quitting smoking. This finding is consistent with the findings of previous studies investigating communication on Facebook specifically [21], and social media more broadly [27]. Although we must be cautious about falling into heteronormative assumptions when approaching smoking cessation online, consideration for the stereotypical communication styles of men and women displayed on Facebook is warranted.

**Limitations and Future Research**

The findings of this study need to be considered in light of several limitations. We were limited in describing Crush the Crave Facebook users through Facebook Insights. In addition, gender and age group were the only demographics freely available on the Crush the Crave Facebook page for the sample of users included in this study. Because this study specifically examined Facebook, the findings may not be applicable to other social networking platforms. Finally, it is important to be mindful of the continuously evolving nature of the Crush the Crave Facebook page over time (eg, membership, introduction of new topics, new group leaders, new moderators, new promotion campaigns) and that these findings are situated in a particular timeframe. In particular, the Crush the Crave Facebook page activity for this study was representative of the pilot phase of Crush the Crave to assess feasibility. Work is underway to launch a randomized controlled trial of Crush the Crave to determine its effectiveness in quitting smoking.

Future research on the effectiveness of mHealth and social media interventions in helping people quit smoking is needed. Research on how social support moderates the relationship between use of social media and quitting smoking is also needed. In addition, given the variability in smoking rates across population subgroups, understanding what subpopulations of smokers can benefit the most from social media and mobile-based smoking cessation interventions is needed. Furthermore, given the noted gender differences on the Crush the Crave Facebook page, further research is needed investigating participation of men and women on the Facebook page and how their smoking behaviors are influenced through the page. Once demonstrated as cost-effective and for whom, policy makers can determine how best to integrate mHealth and social media interventions within comprehensive tobacco cessation systems [28,29].

**Conclusions**

Social networking sites are increasingly included in contemporary smoking cessation interventions. Given the
relative lack of evidence in relation to online smoking cessation initiatives, this exploratory analysis contributes to knowledge about the ways in which social networking sites, such as Facebook, fit within the overall cessation picture. We found that the Crush the Crave Facebook page is a useful tool for providing individuals with opportunities to give and receive support throughout the smoking cessation process, thereby adding a new and innovative dimension to smoking cessation interventions directed toward young men and women.
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Abstract

Background: To date, health research literature has focused on social network sites (SNS) either as tools to deliver health care, to study the effect of these networks on behavior, or to analyze Web health content. Less is known about the effectiveness of these sites as a method for collecting data for health research and the means to use such powerful tools in health research.

Objective: The objective of this study was to systematically review the available literature and explore the use of SNS as a mode of collecting data for health research. The review aims to answer four questions: Does health research employ SNS as method for collecting data? Is data quality affected by the mode of data collection? What types of participants were reached by SNS? What are the strengths and limitations of SNS?

Methods: The literature was reviewed systematically in March 2013 by searching the databases MEDLINE, Embase, and PsycINFO, using the Ovid and PubMed interface from 1996 to the third week of March 2013. The search results were examined by 2 reviewers, and exclusion, inclusion, and quality assessment were carried out based on a pre-set protocol.

Results: The inclusion criteria were met by 10 studies and results were analyzed descriptively to answer the review questions. There were four main results. (1) SNS have been used as a data collection tool by health researchers; all but 1 of the included studies were cross-sectional and quantitative. (2) Data quality indicators that were reported include response rate, cost, timeliness, missing data/completion rate, and validity. However, comparison was carried out only for response rate and cost as it was unclear how other reported indicators were measured. (3) The most targeted population were females and younger people. (4) All studies stated that SNS is an effective recruitment method but that it may introduce a sampling bias.

Conclusions: SNS has a role in health research, but we need to ascertain how to use it effectively without affecting the quality of research. The field of SNS is growing rapidly, and it is necessary to take advantage of the strengths of this tool and to avoid its limitations by effective research design. This review provides an important insight for scholars who plan to conduct research using SNS.

(J Med Internet Res 2014;16(7):e171) doi:10.2196/jmir.3050
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Introduction

Overview
Since their introduction, social network sites (SNS) have attracted individuals, businesses, social organizations, and lately health organizations and providers. There are millions of users, each with a different purpose for using these networks.

The purpose of this review is to focus on those networks that are defined as “Web-based services that allow individuals to construct a public or semi-public profile within a bounded system, articulate a list of other users with whom they share a connection, and view and traverse their list of connections and those made by others within the system” [1].

Social network sites and social media include all types of online social platforms that allow participants to share interests and opinions and many other social interactions. The use of these platforms is becoming dominant among all Internet usage purposes, and today Web content often has the feature to share or link to SNS. It seems that the importance of a topic is linked to its presence in SNS [2].

Social networking is not just about being on a website. It comprises a community that shares and interacts. It is a powerful community that has shifted the concept of media and is rapidly and extensively penetrating society [3].

Social Network Sites in Health Research
For researchers, SNS is an environment where sharing information, knowledge, interest, and opinion is meaningful and fun, which makes it ideal for conducting research [2]. The promise that SNS held for health has been explored and discussed in previous publications. SNS may play a role for health in two ways: (1) the presence of health organizations on SNS makes them more approachable and accessible, and (2) SNS may be an effective way of helping patients with chronic diseases manage their health conditions. The importance of SNS is reflected by increasing efforts within health sectors and organizations to embrace SNS [3,4].

However, efforts towards using SNS are still in their infancy and more inventive interventions and other ways of benefiting from SNS are yet to be explored and discussed [3]. One of the many possible uses of SNS for health is using this powerful platform to collect data and recruit for research studies.

Potential of Social Network Sites for Data Collection
Interest in online social networks has been increasing over the past few years as a result of the huge adoption of this technology all over the world.

The literature shows that SNS has been used by researchers as a source of information about user characteristics, patterns of friending, and usage behavior [5]. These social networks have become a modern source for information and data gathering. They have evolved into a dynamic and accurate source of gathering information because they contain a feature not found in traditional media: active and two-way participation [6].

SNS are also extraordinary marketing tools, able to reach almost any type of person, which changes communication from “one-to-one” to “many-to-many” [7]. Finally, they have become sources of collecting timely information, converting data into profitable results at a faster rate. They contain great opportunities for future research in public health because they can be a great way to reach hidden and hard-to-reach groups [8]. Yet there is still relatively little direction on how SNS can be used in health research and whether they can provide valid and reliable data.

Research Objectives
The aim of this study was to systematically review the available literature and explore the use of SNS as a mode of collecting data for health research. The review aims to answer four questions: (1) Does health research employ SNS as a mode of collecting data? (2) Is data quality affected by the mode of data collection? (3) What types of participants were reached by SNS? (4) What are the strengths and limitations of SNS?

Methods

Systematic Review
The literature was reviewed systematically by searching bibliographic databases, MEDLINE, Embase, and PsycINFO, in March 2013 using the Ovid and PubMed interface for the period 1996 to the third week of March 2013, using the following keyword combinations: (Online Social Networks or Online Social Sites or Social Media) AND (Health). In addition, a manual search was undertaken, searching the reference list of all included studies.

The review was conducted by 2 reviewers independently. Search results were extracted to an Endnote database, inclusion and exclusion processes were recorded, and all abstracts and titles were reviewed. The initial selection criteria were (1) Intervention: The review focuses specifically on using SNS as a mode of collecting data, rather than as a social intervention (eg, support group), (2) Time and place: Studies produced at any time and place will be included in the search strategy, (3) Study participants: can include community or patients, and (4) Outcomes: included studies must contain outcomes related to the data collection mode, for example, response rate, completeness, missing data, timeliness, cost, and perception of privacy and anonymity. There were no language restrictions to ensure that as many studies as possible were assessed for relevance to the review.

Studies were excluded if they examined SNS participant interaction rather than SNS as a mode of collecting data, if they did not involve SNS, or if the article was a general discussion paper that did not present data or methods. All included studies had to specify the use of SNS as a tool to collect self-reported health data.

The review focused on the quality of data, the strengths and limitations of the mode, and reported strategies that facilitate the data collection. After inclusion based on title and abstract, full articles were retrieved and data extracted with a predesigned extraction form that included a checklist to assess the quality of each included study. The checklist was developed by the Centre for Reviews and Dissemination (CRD) [9]. Studies that
scored 5 out of 7 or below were considered as low quality, and above 5 were considered as high quality.

**Data Analysis**

The wide variety of methodologies and outcomes of included studies limited the possibility to carry out meta-analyses. For example, study populations were different and for the studies with similar populations, they had different methods. A descriptive qualitative analysis was carried out to answer the four research questions.

The PRISMA (Preferred Reporting Items for Systematic reviews and Meta-Analyses) checklist was followed in this systematic review [10]. The checklist items are essential for transparent reporting of a systematic review, and the author covered most of these items except items related to meta-analysis, which was not applicable for this review (Multimedia Appendix 1).

---

**Results**

**Overview**

A total of 1534 citations were identified using the search strategy from the electronic databases and search results combined with articles identified by searching manually with duplicates removed; 1213 citation titles and abstracts were reviewed.

A full text assessment was undertaken on the 13 papers that appeared to meet the inclusion criteria based on title and abstract. Of these, 3 were excluded: 2 not employing SNS directly to collect data and 1 discussion paper with no results. A total of 10 papers were reviewed and assessed. Table 1 depicts the search results from each database, and Figure 1 illustrates the review process.
Included Studies

All included studies were cross-sectional and primarily used self-reported data (Multimedia Appendix 2). While the majority of studies undertook quantitative analysis, 1 study was based on qualitative focus group data. All included studies are defined as high quality after they were assessed by the CDR checklist (Multimedia Appendix 3).

Table 1. Database search results.

<table>
<thead>
<tr>
<th>Database</th>
<th>Database provider</th>
<th>Years searched</th>
<th>Number of citations retrieved (n=1536)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEDLINE</td>
<td>OVID</td>
<td>1996 to March week 1, 2013</td>
<td>403</td>
</tr>
<tr>
<td>PsycInfo</td>
<td>OVID</td>
<td>1996 to March week 2, 2013</td>
<td>142</td>
</tr>
<tr>
<td>Embase</td>
<td>OVID</td>
<td>1996 to March week 3 2013</td>
<td>609</td>
</tr>
<tr>
<td>MEDLINE</td>
<td>Pubmed</td>
<td>1996 to March week 3, 2013</td>
<td>380</td>
</tr>
<tr>
<td>Manual search</td>
<td>–</td>
<td>–</td>
<td>2</td>
</tr>
</tbody>
</table>
Does Health Research Use Social Network Sites as Mode of Collecting Data?

Overview

The large number of search results indicate that health research is using SNS in many forms, with the majority of studies investigating the effect of SNS use on health seeking behavior and knowledge. However, there are a limited number of studies that focus on SNS as a tool for research recruitment or data collection; only 10 studies of 1213 looked at this potential.

Type of Collected Data

Of the included studies, 9 collected survey data through SNS, while Levine (2011) conducted an online focus group within a SNS [11]. Fenner (2012) used SNS for recruitment, rather than only for data collection [12]. In summary, most of the included studies collected quantitative data, and only one, Levine (2011) collected qualitative data through MySpace and explored possibilities to increase response rates [11]. It is more convenient to collect quantitative data rather than qualitative through SNS, as the latter may require more resources.

Data Collection

As this review is looking at SNS as mode to collect health research data, all included studies reached their participants through SNS; however, different approaches were undertaken. Heather (2009) distributed an invitation for an online survey on 8 SNS related to pregnancy and baby health. This approach resulted in 288 valid surveys in a 2-month period [13].

Levine (2011) conducted a focus group by forming a MySpace profile embedded within a chat room and sending invitations to members to join their network; 738 people joined the study’s network. Participant selection was based on reviewing SNS profiles, inviting specific participants that met the inclusion criteria [11]. Although this methodology produced an accurate set of qualitative data, it required several staff members to aid with the recruitment process.

Woolley (2012) was interested in monitoring the impact of a specific Facebook health fan page, “Get Up And Do Something (GUADS)”, on participant health seeking actions and behavior. The study used the fan page to collect data by inviting all fans to participate in an online survey [14]. Although the study reported the use of multiple recruitment methods, no further explanation was given as to the recruitment process.

Of the included studies, 4 used Facebook ads, an online advertising affiliate program, which is a powerful targeted advertisement method. Fenner (2012) assessed the feasibility of recruiting young females using this method. In total, 278 participants were recruited, 139 chose to participate in the online survey, and the remaining 139 opted to physically attend the research center [12]. Ramo (2012), Lohse (2013), and Lord (2011) also used Facebook ads to advertise an online survey to their target populations [15-17].

In addition to Facebook ads, 2 other applications within Facebook were used by health researchers: Facebook Event (a new feature on Facebook where the plugin gives the fan page administrator the ability to add details about upcoming events, eg, Event Name, Location, and Date) and Facebook Poll (a page widget that gives the fan page administrator the ability to add “poll questions” with a voting system and closing date) [18,19]. Finally, Shindel (2012) investigated the association of high risk for sexual dysfunction of women who have sex with women (WSW). Individuals were invited to participate by emailing the entire member list of online social networks catering to WSW [18].

Is Data Quality Affected by the Mode of Data Collection?

Overview

In order to address this question, we looked at data quality indicators such as response rate, completion time, dropout rate, timeliness, missing data, and cost. A comparison was undertaken where appropriate, as studies differed substantially in methodology and population. However, none of the included studies looked at the quality of data in depth or performed any type of analysis regarding quality. Response rate, cost, timeliness, and missing data were reported in some studies.

Response Rate

Response rate is defined as the “Number of participants who completed a questionnaire” divided by the “Total number of participants who were asked to participate” [20]. The highest response rate 27% (N=2583) was reported by Lord (2011). The survey had been advertised on Facebook for 2 weeks and targeted a young population with no strict inclusion criteria [17].

The lowest response rate, 2.2% (N=738) reported by Levine (2011), resulted from the recruitment method that was used. Participants were invited to a synchronous online focus group (during a specified time). Later changing to asynchronous (ie, no specified time) caused a slight increase to 7.2% (N=250) [11].

The collection of qualitative data is challenging because it requires more effort and staff time as reported by the study authors; in some cases, calculating the response rate was not possible [14]. To summarize (Table 2), the reported response rates ranged between 2% to 27%, with an average of 12%.
Table 2. Reported response rates of included studies.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Study ID</th>
<th>Response rate, %</th>
<th>Participated/Reached</th>
</tr>
</thead>
<tbody>
<tr>
<td>[16]</td>
<td>Lohse, 2013</td>
<td>17.42</td>
<td>18/465</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>7.20 (asynchronous)</td>
</tr>
</tbody>
</table>

Cost and Timeliness

Of the studies, 4 used Facebook in their recruitment strategy; 3 were able to report on the cost and timeliness of data collection (Table 3) [12,15,16].

The criteria used by the authors in targeting specific participants will inadvertently affect the number of participant responses. Strasser (2012) set out to recruit 100 participants and closed the survey as soon as this target was met [21]. Evidently, time was not a key factor and the recruitment process would have continued as required.

Table 3. Reported cost and timeliness of included studies.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Study ID</th>
<th>Duration (days)</th>
<th>Participants</th>
<th>Response per day</th>
<th>Cost (SUS)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Per participant</td>
</tr>
<tr>
<td>[15]</td>
<td>Ramo, 2012</td>
<td>390</td>
<td>1548</td>
<td>4</td>
<td>4.28</td>
</tr>
<tr>
<td>[16]</td>
<td>Lohse, 2013</td>
<td>19</td>
<td>62</td>
<td>3</td>
<td>9.26</td>
</tr>
<tr>
<td>[21]</td>
<td>Strasser, 2012</td>
<td>16</td>
<td>100</td>
<td>1.6</td>
<td>–</td>
</tr>
</tbody>
</table>

Other Quality Indicators

Fenner (2012) was the only author to report on missing data. For the demographic questions, this did not exceed 5%, and for remaining questions, this value was less than 8%. The author considered this a positive indicator on the quality of data [12].

Lohse (2013) reported that the completion rate of the survey was 93.5%, which is indicative of good data quality [16]. The validity of the data was reported by Lord (2011) as 76%; however, no further explanation was provided as to how this was assessed [16].

What Types of Participants Were Reached by Social Networking Sites?

Although SNS is a tool that can be widely used to recruit participants, it may be more effective for certain groups; for example, if targeting an aging population, one has to take into account that this group may not be as computer literate and therefore less likely to use SNS. The types of participant more suited to SNS (Table 4) would be a younger population and those that are “hard to reach”, for example, a homosexual population.
### Table 4. Types of participants targeted by SNS.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Study ID</th>
<th>Participant type</th>
<th>Target age, years</th>
</tr>
</thead>
<tbody>
<tr>
<td>[16]</td>
<td>Lohse, 2013</td>
<td>Female</td>
<td>18-45</td>
</tr>
<tr>
<td>[18]</td>
<td>Shindel, 2012</td>
<td>WSW</td>
<td>&gt;18</td>
</tr>
<tr>
<td>[21]</td>
<td>Strasser, 2012</td>
<td>MSM</td>
<td>No targeted age</td>
</tr>
<tr>
<td>[17]</td>
<td>Lord, 2011</td>
<td>Youth</td>
<td>18-25</td>
</tr>
<tr>
<td>[19]</td>
<td>Cucchetti, 2012</td>
<td>Community</td>
<td>No targeted age</td>
</tr>
</tbody>
</table>

### What Are the Strengths and Limitations of Social Networking Sites?

One of the most reported strengths of SNS is that it is an effective recruitment method. This was stated in 4 studies, which successfully reached young age groups [15], females [12], low-income females [16], and MSM [21]. All these populations were defined by researchers as hard-to-reach groups. Facebook in particular was considered by Ramo (2012) as a successful mechanism to reach and recruit a young age group in smoking-related health research, which is normally a challenge [15]. In addition, Levine (2011), Fenner (2012), and Ramo (2012) reported that SNS proved to be much more cost effective over other traditional methods of recruiting in health research [11,12,15]. SNS can also provide representative and valid data. Fenner (2012) indicated that the SNS sample yielded demographically representative data, and Lord (2011) stated SNS provided a rich pool of qualitative and quantitative valid data [12,17].

Another strength of SNS is that using online focus groups can be an easy and simple process if conducted asynchronously through SNS, which allows one to capture the exact language of participants to analyze [11]. Finally, an important strength of SNS for health surveys and research is the potential for sharing and invitation within the network, enabling surveys to be diffused rapidly between SNS participants [19].

The predominant limitation of SNS for collecting data was that it may introduce self-selection bias, and when there is a self-selection bias usually there is a sample bias and representative and generalizability issues. Strasser (2012) has also stated that self-reported data may affect the reliability and validity of results [21].

### Discussion

#### Principal Findings

This comprehensive review addressed our original research questions and found a gap in the literature for evaluating the effectiveness of SNS as a tool in health research. The findings demonstrate that SNS is considered a research tool that can reach wide audiences and simplify the data collection process for health research, especially quantitative data, along with a wide range distribution of surveys reaching many participants through SNS.

SNS is a powerful tool that can provide a wealth of information about research participants and has the potential to capture good quality data, as some of the included studies have shown. However, SNS self-reported data may introduce self-selection bias, sampling bias, or other generalizability/reliability issues. This aspect was not fully investigated in the included studies of this review, which therefore indicates the need for future research or systematic reviews to focus on these issues.

In this review, Facebook was used in 8 out of 10 of the included studies, which indicates its strong potential as a tool for conducting health research. Many features within Facebook empower the research process, for example, Facebook ads, polls, events, and insights. The potential of Facebook needs to be highlighted especially in health research where validity is of utmost importance for research results. Hence, further studies assessing its potential in health research are needed.

#### Strengths and Limitations

A number of strengths were highlighted in this review. First, it was an overview of the existence of SNS use in health research literature illustrating the strengths and limitations of this method in data collection. Second, it was a comprehensive and explicit review with broad inclusion criteria that led to a review of 1213 studies, highlighting the gap in the literature regarding the use of SNS as a tool and its effect on data quality.

A limitation of this review is the heterogeneity of the included studies. Although all used SNS to collect data, their individual objectives, populations, and outcomes are unique. Analyses were found to be primarily descriptive.

#### Systematic Review Outcomes

SNS can be suitable for health research and was claimed to be an effective tool to collect data, but more research is required to look more closely at its effectiveness as a tool. Comparative research that compares SNS with other data collection modes would be valuable in highlighting differences between the quality of data obtained, costs incurred, and samples obtained. This review indicates that the quality of collected data was not

http://www.jmir.org/2014/7/e171/
assessed thoroughly; although for surveys and online questionnaires, it led to an acceptable level of validity. Yet, SNS use for data collection proved to be more successful when young age groups were targeted. Finally, Facebook SNS was used in a number of included studies in this review and highlighted that it is a powerful tool that provides multiple features that can be used to improve online health research.

Conclusions

This review concludes that SNS has a niche in health research, but we need to ascertain how to use it effectively without affecting the quality of research. The field of SNS is growing rapidly and researchers need to take advantage of the strengths of this tool and to avoid its limitations by employing effective research design.
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Abstract

Background: Lesbians and gay men have disproportionately high rates of depression and anxiety, and report lower satisfaction with treatments. In part, this may be because many health care options marginalize them by assuming heterosexuality, or misunderstand and fail to respond to the challenges specifically faced by these groups. E-therapies have particular potential to respond to the mental health needs of lesbians and gay men, but there is little research to determine whether they do so, or how they might be improved.

Objective: We sought to examine the applicability of existing mental health e-therapies for lesbians and gay men.

Methods: We reviewed 24 Web- and mobile phone-based e-therapies and assessed their performance in eight key areas, including the use of inclusive language and content and whether they addressed mental health stressors for lesbians and gay men, such as experiences of stigma related to their sexual orientation, coming out, and relationship issues that are specific to lesbians and gay men.

Results: We found that e-therapies seldom addressed these stressors. Furthermore, 58% (14/24) of therapies contained instances that assumed or suggested the user was heterosexual, with instances especially prevalent among better-evidenced programs.

Conclusions: Our findings, and a detailed review protocol presented in this article, may be used as guides for the future development of mental health e-therapies to better accommodate the needs of lesbians and gay men.

(J Med Internet Res 2014;16(7):e166) doi:10.2196/jmir.3529
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Introduction

Over the past two decades, Internet self-help therapy, hereafter referred to as “e-therapy”, has rapidly become established as a recognized therapeutic approach in the treatment of depression and anxiety disorders [1-5]. E-therapy is also increasingly being delivered via mobile phone applications [6,7]. E-therapy’s effectiveness as a general mode of therapy is now supported by a considerable body of research [3,8-11]. Individual e-therapies
within this health care mode have been tested to varying degrees. For example, MoodGym (Australia) has been examined in 17 research trials and seven randomized controlled trials [12], while some other currently available therapies have yet to be supported by research evidence.

E-therapies are an attractive option because they are relatively cost-effective [4,10,13-15], accessible, and able to maintain user anonymity [4,10,15]. In addition, e-therapies have been identified as particularly suitable for use by marginalized populations [13,16], such as rural persons [5] or same-sex attracted persons [5,16]. The use of e-therapies is now promoted by peak health care bodies, such as the National Health Service (NHS) in the United Kingdom [17,18], the Australian Psychological Society (APS) in Australia [3], and the Ministry of Health in New Zealand [19]. The NHS in particular has supported e-therapies by incorporating them into the United Kingdom’s health care strategy and subsidizing their use [17,20]. The net outcome is that e-therapies are not only on the rise, but are now recognized as an integral constituent of future health care solutions of Australia, the United Kingdom, and New Zealand, with therapies also common in many other regions, including the United States and parts of Europe [19,21].

While e-therapies are demonstrably an important tool in addressing mental health issues, most are designed for the population in general. Little work has been done to evaluate whether their content and language accounts for and meets the needs of individuals who identify as lesbian or gay. In Australia, homosexual and bisexual persons are three times as likely to experience depression and twice as likely to experience anxiety as the general population [22]. They are less likely to seek treatment, and when they do, they tend to have considerable concerns about experiencing discrimination [23]. Previous research, such as that grounded in Minority Stress Theory, has shown that health care systems often assume heterosexuality, and that this can have adverse mental health effects for same-sex attracted persons [24-26]. These negative effects not only arise from overt discrimination, such as doctors treating patients differently, but may also arise from the incongruence experienced by interacting with social structures that do not take the minority group into account, where the group is invisible to its language and design [27-29]. Thus, an e-therapy that replicates this incongruence might inadvertently contribute to minority stress, perhaps resulting in some lesbians and gay men disconnecting with a treatment.

Furthermore, it is insufficient for health care solutions to simply acknowledge sexual diversity. Lesbians and gay men are known to experience a unique set of mental health challenges that require tailored resources [29-32], such as dealing with discrimination and other forms of stigma, “coming out” to family and friends, and managing the process of concealing and disclosing their sexual orientation at work, in social settings, and other facets of life [28-31]. While avoiding language and content that assume heterosexuality on the part of the user is important, content that specifically targets these and other challenges is needed to sufficiently cater to the mental health needs of lesbians and gay men [29,33-36].

At present, it is not known the extent to which existing e-therapies avoid an assumption of heterosexuality in their language and other content (such as imagery depicting solely heterosexual persons and survey questions that could only be applicable to heterosexual partnering), or the degree to which they specifically address the mental health challenges of lesbians and gay men. This article responds to some of these questions by presenting findings from a review we conducted of a large number of widely accessible English language e-therapies. The main aim of the review was to provide an analysis of the current field of e-therapies with regard to accommodating the needs of lesbians and gay men, and, in doing so, to identify areas that might be considered for improvement in the future development of programs. While some findings presented in this paper may be useful to tailoring content to the needs of other sexual minorities, such as bisexual, transgender, or asexual persons, it was decided that each of these groups is sufficiently different to hold unique sets of needs with regard to health and experiences of discrimination [37,38], and each merit a study tailored to them. Given that such a scope was beyond this project, we have focused our enquiry explicitly on the needs of lesbians and gay men as a starting point.

**Methods**

**Selection of E-Therapies**

We included both Web-based interventions and app-based interventions. A Web-based intervention is defined as “a primarily self-guided intervention program that is executed by means of a prescriptive online program operated through a website and used by consumers seeking health and mental health related assistance” [39]. An app-based intervention is essentially the same as a Web-based intervention except that it is operated through a mobile phone application using phone memory and/or the Internet.

Given that the number of Web-based interventions and app-based interventions is large and rapidly growing, we focused on those that were provided in English and were most likely to be effective and widely accessible for the prevention or treatment of depression and anxiety. To build this sample, we used four selection criteria; an intervention was included if it met all four criteria. First, the intervention needed to provide a recognized therapeutic modality, as categorized by the Centre for Mental Health Research, which refers to therapies that engender mood/behavior change via the application of evidence-based methods, such as cognitive behavior therapy (CBT), acceptance and commitment therapy (ACT), and Narrative Therapy. This eliminated general information websites, diary apps, and other such content that would merit a separate enquiry but that did not match our aim of scrutinizing structured therapies. Second, the intervention had to target depression and/or anxiety disorders. This encompassed generalized depression, bipolar disorder, post-traumatic stress disorder, generalized anxiety disorder, social anxiety disorder, panic disorder, obsessive-compulsive disorder, and social phobia. Third, the intervention had to be open access and therefore more easily accessible than paid therapies. Therapies that are free to the residents of a particular country, such as...
those subsidized by the NHS for citizens of the United Kingdom, were considered open access. Finally, the intervention needed to be in English. We did not have sufficient resources to translate non-English language e-therapies.

We used Beacon to source our sample. Beacon is a comprehensive database of e-health publications from around the world that is managed and regularly updated by the Centre for Mental Health Research at the Australian National University [12,40]. The database is compiled by a panel of experts in the field of mental e-health therapies and provides categorization and ranking of e-therapies based on expert evaluation from the panel. It stipulates classifications for all four of our selection criteria listed above: the disorder/s covered by each therapy, whether the therapy uses a recognized therapeutic modality, whether it is open access, and the language/s in which the therapy is delivered.

All Beacon-listed e-therapies were evaluated for selection on the basis of our selection criteria. The final sample was determined on 1st November, 2013. In all, 28 e-therapies met the selection criteria. However, we were unable to obtain researcher access to analyze four of the selected e-therapies. Thus, our final sample consisted of 24 e-therapies, which comprised 20 Web-based interventions and 4 app-based intervention. Following final selection, a second check was performed on the Beacon database to ensure that no errors were made in the selection process.

Procedure

Our measures can be divided into “attributes” and “content domains”. Attributes are classifying characteristics of e-therapies, such as their length, structure type, and whether they have research evidence to support their effectiveness. Content domains are measures to assess how appropriate therapies are for lesbians and gay men.

The Beacon database provided much of the attribute information for the 24 therapies in our sample. We focused on the length of the therapy (short, medium, long; as categorized by Beacon), extent of research evidence that supported the therapy’s effectiveness as measured by number of randomized controlled trials (RCTs) and other studies, country of origin of the therapy, and whether the therapy was a Web-based intervention or an app-based intervention. In addition, we also noted whether or not the e-therapy delivered content using scenarios: stories and examples involving characters. This last attribute was chosen given that e-therapies that contain scenarios have the added challenge of developing scenarios that are inclusive; for example, providing stories that are not limited to heterosexual relationships.

We then analyzed each therapy according to eight content domains (see Table 1). These domains cover key areas in which e-therapies might feasibly be tailored to accommodate or appeal to lesbians and gay men. They were derived from previous research that has identified inequalities and challenges faced by lesbians and gay men [16,27-29,35,36,41,42], including issues of lesbians and gay men feeling invisible or left out in health care provisions (eg, as a result of the practitioner overtly assuming they are heterosexual), and inadequate provision of resources that are suited to the needs and experiences of lesbians and gay men, which include coming out (eg, disclosing sexual identity to family or colleagues), same-sex relationships, and lack of appropriate references to helplines. Furthermore, we responded to a range of stigma-related challenges as described by Minority Stress Theory, such as discrimination, prejudice, fear of discrimination, and internalized stigma [25]. In this case, internalized stigma refers to lesbians or gay men internalizing or adopting negative attitudes that others may have about lesbians or gay men. We refer to these stigma-related challenges under the broad term “homonegativity”. We also analyzed whether therapies avoided instances that assumed or suggested the user was heterosexual. This involved assessing the appropriateness of language, such as whether a therapy referred to one’s “spouse”, which signifies marriage between a man and a woman. It also involved assessing the range of examples and scenarios used to deliver content within a therapy, and in particular whether all examples that indicated sexuality only depicted heterosexuality (eg, wives and husbands).

E-therapies were rated by the first author of this article on each content domain with a “yes” or “no”, according to the presence or absence of content. Detailed notes were also taken to justify the rating and to assist with checking inter-rater reliability. Results were recorded in a spreadsheet and paired with analytical notes and references to screenshots and excerpts, and the date when the analysis for each e-therapy was conducted. The reliability of ratings was checked by a second independent researcher, who was not otherwise involved in the research and is not an author of this article. This independent researcher rated 20% of the sample, totaling 5 Web-based interventions. A 97.5% agreement was reached between the original ratings and those of the independent researcher. There was only one disagreement, which was resolved easily through discussion and followed up by further relevant checking to ensure the error was an isolated one. In all, inter-rater reliability scores indicated a high level of confidence in the accuracy of the original ratings.
Table 1. Eight content domains used to assess the applicability of 24 e-therapies for lesbians and gay men.

<table>
<thead>
<tr>
<th>Content domains</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Referred to lesbians and gay men in the introductory section of the therapy</td>
</tr>
<tr>
<td>2 Explicitly addressed homonegativity</td>
</tr>
<tr>
<td>3 Explicitly addressed coming out</td>
</tr>
<tr>
<td>4 Explicitly referred to same-sex relationships</td>
</tr>
<tr>
<td>5 Used imagery that depicted lesbians and/or gay men</td>
</tr>
<tr>
<td>6 Avoided instances that assumed or suggested the user was heterosexual</td>
</tr>
<tr>
<td>7 Provided references to mental health resources aimed at lesbians and gay men</td>
</tr>
<tr>
<td>8 Explicitly referred to lesbians and gay men in other ways not captured by the above</td>
</tr>
</tbody>
</table>

Results

Profile of E-Therapies

Table 2 summarizes attributes of the 24 e-therapies. A majority (67%, 16/24) were targeted to the treatment of depression and/or generalized anxiety disorder. Three-quarters (75%, 18/24) delivered content using scenarios. Just over half (54%, 13/24) were developed in Australia. This was in large part because fewer of those from other countries, particularly the United Kingdom and United States, were available for free and therefore these did not meet our criterion of open access. Half (50%, 12/24) were supported by research evidence and three of these were verified by randomized controlled trials. Almost all (92%, 22/24) therapies were categorized by Beacon as long.
### Table 2. Profile of e-therapies (N=24).

<table>
<thead>
<tr>
<th>E-therapy profile</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Therapy type</strong></td>
<td></td>
</tr>
<tr>
<td>Web-based intervention</td>
<td>20 (83)</td>
</tr>
<tr>
<td>App-based intervention</td>
<td>4 (17)</td>
</tr>
<tr>
<td><strong>Disorder type</strong></td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>12 (50)</td>
</tr>
<tr>
<td>Bipolar</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Generalized Anxiety Disorder</td>
<td>11 (46)</td>
</tr>
<tr>
<td>Social Anxiety Disorder</td>
<td>3 (13)</td>
</tr>
<tr>
<td>Panic Disorder</td>
<td>3 (13)</td>
</tr>
<tr>
<td>Post-Traumatic Stress Disorder</td>
<td>4 (17)</td>
</tr>
<tr>
<td>Phobia</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Obsessive Compulsive Disorder</td>
<td>1 (4)</td>
</tr>
<tr>
<td><strong>Content delivery method</strong></td>
<td></td>
</tr>
<tr>
<td>Scenario</td>
<td>18 (75)</td>
</tr>
<tr>
<td>Non-scenario</td>
<td>6 (25)</td>
</tr>
<tr>
<td><strong>Origin</strong></td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td>13 (54)</td>
</tr>
<tr>
<td>United States</td>
<td>5 (21)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>3 (13)</td>
</tr>
<tr>
<td>New Zealand</td>
<td>1 (4)</td>
</tr>
<tr>
<td>United States/Canada</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Israel</td>
<td>1 (4)</td>
</tr>
<tr>
<td><strong>Evidence rating (x/5)</strong></td>
<td></td>
</tr>
<tr>
<td>Two or more</td>
<td>3 (13)</td>
</tr>
<tr>
<td>One</td>
<td>9 (38)</td>
</tr>
<tr>
<td>Zero</td>
<td>12 (50)</td>
</tr>
<tr>
<td><strong>Length</strong></td>
<td></td>
</tr>
<tr>
<td>Long</td>
<td>22 (92)</td>
</tr>
<tr>
<td>Moderate</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Short</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

**Therapies may cater to multiple disorders, therefore total exceeds N=24 (100%).**

**Joint collaboration between United States and Canada.**

**Evidence rating is the score awarded by Beacon to indicate the degree to which an e-therapy is supported by research evidence. Zero indicates no evidence or no evidence of effectiveness. One indicates some evidence but no evidence from randomized controlled trials. Two or higher indicates evidence of effectiveness, including from randomized controlled trials.**

**Long: 5+ modules; Moderate: 3-5 modules; Short: 1-2 modules.**

### Overall Ratings

**Table 3** displays numbers and percentages of therapies that scored positively in the eight content domains that we examined in our review. In all, few therapies scored in content domains 1-5. These domains concerned topics of coming out, homonegativity, same-sex relationships, visually depicting lesbians and/or gay men, and acknowledging lesbians and gay men in the introductory sections of a therapy. Examples of this content included forum articles discussing experiences of coming out to parents, dealing with sexuality-based abuse, and experiences of entering the same-sex dating scene. Four (17%, 4/24) therapies were found to have references to mental health resources aimed at lesbians and gay men. In all cases, these comprised a list of crisis referral services aimed at lesbians, gay men, and other sexual minorities. Ten therapies (42%, 10/24)
were found to avoid instances that assumed or suggested users were heterosexual. Instances where e-therapies that failed to do this included referring to a partner as a “spouse” (a term that typically denotes heterosexual partnering) and imagery that depicted only heterosexual relationships and/or nuclear families.

One e-therapy, Big White Wall (BWW), accounted for the majority of domain scores. BWW scored in domains 1-5 and 8, while none of the other therapies scored in more than two content domains. BWW is comprised of both professionally-created and user-created content. The latter was largely responsible for the positive scores. Professional content actually failed to avoid instances that assumed user heterosexuality and only scored positively in one other content domain, when it mentioned same-sex attracted persons twice: in an interview transcript about “managing your differences” and in a review of a book that included a gay character. The count of user-generated same-sex orientation specific content was comparably enormous. When we entered keywords into BWW’s search box on the 20th November, we found 120 artworks and 129 forum results for the word “gay” and 56 and 57 respectively for the word “lesbian”. Other keywords such as “queer” and “homosexual” returned a smaller number of results. The primarily inclusive nature of these posts were confirmed on closer scrutiny, which revealed content about coming out, family issues relating to sexuality, inclusivity, resilience, artworks with rainbow flags, gay couples, and even a picture protesting against Uganda’s recent anti-homosexuality Act.

Table 3. Numbers and percentages of e-therapies that scored in each content domain (N=24).

<table>
<thead>
<tr>
<th>Content domains</th>
<th>Yes, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Referred to lesbians and gay men in the introductory section of the therapy</td>
<td>0 (0)</td>
</tr>
<tr>
<td>2 Explicitly addressed homonegativity</td>
<td>1 (4)</td>
</tr>
<tr>
<td>3 Explicitly addressed coming out</td>
<td>2 (8)</td>
</tr>
<tr>
<td>4 Explicitly referred to same-sex relationships</td>
<td>1 (4)</td>
</tr>
<tr>
<td>5 Used imagery that depicted lesbians and/or gay men</td>
<td>2 (8)</td>
</tr>
<tr>
<td>6 Avoided instances that assumed or suggested the user was heterosexual</td>
<td>10 (42)</td>
</tr>
<tr>
<td>7 Provided references to mental health resources aimed at lesbians and gay men</td>
<td>4 (17)</td>
</tr>
<tr>
<td>8 Explicitly referred to lesbians and gay men in other ways not captured by the above</td>
<td>1 (4)</td>
</tr>
</tbody>
</table>

Ratings According to Content Delivery Method and Evidence Rating

Given that e-therapies that use scenarios (eg, stories involving characters) have the added challenge of developing scenarios that are inclusive of marginalized populations, and may be more appealing to users, we examined whether e-therapies that scored in each of the eight domains were among those that used scenarios. All of the therapies that had content in domains 1-5 and 7-8 were found to use scenarios. Thus, none of the non-scenario therapies scored in these domains. In contrast, only four of the 10 therapies that scored in content domain 6 (ie, avoided instances that assumed user heterosexuality) used scenarios while the remaining six therapies did not use scenarios. Thus, all non-scenario therapies scored in this domain.

Assuming that better-evidenced e-therapies are also more likely to appeal to users, we further examined whether therapies that scored in each of the eight content domains were among those with research evidence. In all, therapies that scored in the content domains were mostly those supported by research evidence. In particular, all of the therapies that had content in domains 1-5 and 7-8 had an evidence rating of 1 or 2, which means that they were supported by at least some research evidence. Of the 10 therapies that scored in content domain 6 (ie, avoided instances that assumed user heterosexuality), five (50%) had an evidence rating of 1 or 2 and the remaining five (50%) had an evidence rating of zero. Thus, e-therapies with an evidence rating of zero did not score in any of the content domains except for content domain 6. The three e-therapies with an evidence rating of 2 or higher (ie, were supported by evidence from randomized controlled trials) each scored in one domain, with one scoring in domain 1, one in domain 5, and one in domain 6.

As suggested by the above results, there was considerable overlap between therapies that were supported by research evidence and those that used scenarios. Specifically, of the 18 e-therapies that used scenarios, three (17%) had evidence ratings of 2 or higher, eight a rating of 1 (44%), and seven (39%) a rating of zero. Of the six e-therapies that did not use scenarios, none had evidence ratings of 2 or higher, only one (17%) had an evidence rating of 1, and five (83%) had a rating of zero.

Discussion

Principal Findings

Overall, e-therapies seldom catered to the needs of lesbians and gay men. Most did not include content that explicitly covered key experiences such as coming out or being in a same-sex relationship. For the most part, the language used did not account for same-sex attracted clients. Further, more than half the e-therapies used content that assumed or suggested user heterosexual identity. It would appear that the experiences of lesbians and gay men were seldom considered in the development of these e-therapies. This corroborates with past research in this area, which has found that no existing computerized cognitive behavioral therapy (cCBT) programs address challenges specific to lesbians and gay men [16]. It also reinforces broader work that demonstrates a shortage of mental health care that caters to the needs of same-sex attracted populations [16,28,31]. This is despite a comprehensive and growing body of research that...
shows that therapy modes that fail to do so can alienate lesbians and gay men and lead to diminished therapeutic outcomes [27,29-31,34].

Interestingly, whether or not a therapy used scenarios (ie, stories and examples involving other characters) resulted in markedly different content domain scores. All of the non-scenario therapies did not assume sexual orientation in their language and content, but they also did not record a positive score across any of the other content domains. On the other hand, only 42% of scenario therapies avoided instances that assumed user heterosexuality, but some scored positively in other content domains. This is attributable to distinctions in the structural characteristics of the two therapy types. All therapies—both scenario and non-scenario—were careful to address their audience in neutral language, to cater to both sexes if nothing else. The locus of content that assumed heterosexuality was in the extra layer of content in scenario therapies. These scenarios included stories about nuclear families, heterosexual dating, and so forth. Audio-visual content often exemplified the text and was also problematic. This content tended to be prominent and pervasive in therapies and failed to present non-heterosexual alternatives. Non-scenario therapies avoided the issue of assuming heterosexuality by not having this layer. They also tended to present content in a broader way; where a scenario therapy may discuss the financial strain on John’s marriage, a non-scenario therapy may discuss “building positive relationships”. Issues such as coming out or homonegativity were too narrow to fall within the scope of the latter, just as content specifically about heterosexual relationships was too narrow to be explicitly addressed. This contrasted with scenario therapies, which frequently covered heterosexual issues and addressed specific problems such as dating or partnering. Thus, on the one hand, non-scenario therapies expressed content broadly, which had the effect of not excluding specific sexualities but also not dealing with sexuality-specific content. On the other hand, scenario therapies dealt with sexuality-specific content but largely omitted same-sex attraction.

In our sample, the scenario therapies were more common and scored better on Beacon ratings of research evidence than non-scenario therapies. In fact, the majority were supported by research evidence, as compared to only one-sixth of non-scenario therapies. Scenario therapies appear to be the more prominent therapy type, certainly within our sample, and given that individuals are more likely to be referred to evidence-based e-therapies by health professionals, the low content domain scores and high frequency of heteronormative language in scenario therapies may need attention in future development of programs.

As our results show, only one to two therapies included content that specifically addressed mental health challenges experienced by lesbians and gay men. Big White Wall (BWW) is the program that accounted for the majority of these cases. BWW is a UK-based therapy designed to help treat stress, depression, and general anxiety. Beacon described it as a service that “utilizes the principles of social networking” [12]. This is because while BWW offers a range of professionally created self-help material and guided activities, it also integrates user-created social support groups composed of BWW clients. They can start forum discussions and express themselves through art and writing. The convergence of professional and user-generated content is integral in BWW, which is composed of polygenic content organized in a non-linear structure. This differentiates it from major therapies like MoodGym, Beating the Blues, and AnxietyOnline. Such a format may be significant for lesbians and gay men, as positive networks have been identified as core resilience drivers for same-sex attracted persons [43-45].

BWW’s positive scores, and the fact that user content was largely responsible, highlights two important points. First, the level of user posts pertaining to same-sex attraction demonstrates the merit of incorporating social network-styled structures into e-therapies to assist in catering to lesbians and gay men. For the many therapies that cater to the general population, this may be an efficient way to provide at least some content that targets lesbians and gay men. However, the second point is that the stark contrast between the level of professional and user-generated content illustrates a disparity between supply and demand for content that is specific to lesbians and gay men. The volume of topics raised, many of which paralleled our content domains, demonstrate a need by lesbians and gay men for information and guidance that is not currently being delivered by professional content. It also highlights that such issues as coming out, family acceptance, and inclusivity are important parts of the mental health experiences of lesbians and gay men, and there is a demand for therapies to address them. One of the particular advantages of e-therapies as a delivery mode is their capacity to deliver tailored, targeted content, perhaps using adaptive logic. Harnessing this capacity by targeting specific content to a user according to their sexual orientation is one way of catering to lesbians and gay men within e-therapies, but so far this appears to have been underutilized.

Limitations and Future Directions

Findings of this review are limited to e-therapies we selected. While we chose selection criteria that enabled a diverse sample of e-therapies, they were nonetheless limited to those that used therapeutic modalities (eg, CBT, ACT), targeted depression and anxiety, were open access, and were in English. Language in particular is a notable limitation, as there are many instances of e-therapies in other languages. That said, we are confident that our sample was large and diverse enough for our findings to be broadly applicable to e-therapies, at least in English-speaking countries.

Our findings were also limited to e-therapies that were available on November 2013. The e-therapy landscape is changing rapidly, with existing e-therapies constantly being modified and new therapies being developed. For example, some e-therapies that would have fit our selection criteria were not included in the analysis because they were in research trial phases at the time. It should be noted that SPARX—an adventure computer game that treats depression—has recently been trialed in a “Rainbow” version for adolescents who are same-sex attracted or questioning [16,46]. This therapy was not available at the time of our analysis, and is only available on CD-ROM and not currently available online. App-based interventions are
propagating even more quickly, and we suspect that at the time of publication of this article there will be a significantly larger number of app-based interventions that might have fit our selection criteria. Finally, our findings and review protocol are limited to lesbians and gay men. We felt this limitation was necessary because issues faced by other sexual minorities, such as people who identify as bisexual or pansexual, are often different compared to lesbians and gay men [23,37,38] and may therefore need to be handled somewhat differently in e-therapies. In future, studies are needed to examine ways in which e-therapies might be further improved to accommodate the specific needs of other sexual minorities.

Despite its limitations, our work drew a relevant sketch of the deficiencies of current e-therapies in catering to lesbians and gay men, and may help to guide future projects to improve this. On the whole, it is clear that greater attention to the needs of lesbians and gay men is desirable in the design of e-therapies. Consideration should be given to the construction of language—verbal and audio-visual—that does not preclude the experiences of same-sex attracted persons. We acknowledge that developers of e-therapies that are intended for a general audience may be concerned that adding content specifically tailored to lesbians and gay men might be off-putting to predominantly heterosexual users. Tailoring to all eight of our content domains may not be appropriate for all therapies, but it may be valuable to consider whether minor changes such as including gay or lesbian-specific helplines or some acknowledgement of same-sex attracted persons may make the e-therapy more attractive for these populations. As noted earlier, using adaptive logic to tailor content to a user’s sexual identity could be a particularly powerful way of ensuring content meets the needs of specific sexual identity groups without deterring other groups. In fact, our review protocol could be useful to developers as a tool to assess the inclusivity of their therapeutic programs, by repeating the steps outlined in our methodology to conduct a review of their own e-therapy and to identify potential areas where content could be improved or tailored. In terms of future research, we believe that further inquiry is needed from the perspectives of same-sex attracted persons to identify specific kinds of content that would make them feel more included and that address the specific mental health needs of these populations.

Conclusions
In this article, we presented the findings of a review of Web-based and app-based interventions for the prevention and treatment of depression and anxiety with regard to the degree to which they catered to lesbians and gay men. The majority did not address many of the key additional factors for depression and anxiety experienced by lesbians and gay men. They largely did not acknowledge lesbians and gay men, or address core issues like coming out, dealing with discrimination and prejudice, or same-sex relationships. Many of the therapies that used scenarios to deliver content, which tended to be the more prominent type of e-therapy in terms of numbers and evidence of effectiveness, also contained instances of language and content that assumed user heterosexuality. As we have outlined, past research indicates that many therapies may exclude lesbians and gay men and in doing so may inadvertently contribute to minority stress. This is particularly an issue given that these populations already experience comparatively high rates of mental health problems, are less likely to engage with therapy, and are known to express concerns around fears of discrimination. Our findings suggest that e-therapies could do more to address the needs of lesbians and gay men, thus enabling these populations to benefit more greatly from the rise of e-therapy for depression and anxiety and to therefore contribute to reducing disparities in mental health between heterosexual and non-heterosexual populations. To this end, we suggest that the review protocol developed for this study could be utilized by developers to help monitor and improve the applicability of e-therapies for lesbians and gay men.
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Abstract

Background: Medical progress depends on the evaluation of new diagnostic and therapeutic interventions within clinical trials. Clinical trial recruitment support systems (CTRSS) aim to improve the recruitment process in terms of effectiveness and efficiency.

Objective: The goals were to (1) create an overview of all CTRSS reported until the end of 2013, (2) find and describe similarities in design, (3) theorize on the reasons for different approaches, and (4) examine whether projects were able to illustrate the impact of CTRSS.

Methods: We searched PubMed titles, abstracts, and keywords for terms related to CTRSS research. Query results were classified according to clinical context, workflow integration, knowledge and data sources, reasoning algorithm, and outcome.

Results: A total of 101 papers on 79 different systems were found. Most lacked details in one or more categories. There were 3 different CTRSS that dominated: (1) systems for the retrospective identification of trial participants based on existing clinical data, typically through Structured Query Language (SQL) queries on relational databases, (2) systems that monitored the appearance of a key event of an existing health information technology component in which the occurrence of the event caused a comprehensive eligibility test for a patient or was directly communicated to the researcher, and (3) independent systems that required a user to enter patient data into an interface to trigger an eligibility assessment. Although the treating physician was required to act for the patient in older systems, it is now becoming increasingly popular to offer this possibility directly to the patient.

Conclusions: Many CTRSS are designed to fit the existing infrastructure of a clinical care provider or the particularities of a trial. We conclude that the success of a CTRSS depends more on its successful workflow integration than on sophisticated reasoning and data processing algorithms. Furthermore, some of the most recent literature suggest that an increase in recruited patients and improvements in recruitment efficiency can be expected, although the former will depend on the error rate of the recruitment process being replaced. Finally, to increase the quality of future CTRSS reports, we propose a checklist of items that should be included.

(J Med Internet Res 2014;16(7):e161) doi:10.2196/jmir.3446
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Introduction

Medical progress depends on the evaluation of new diagnostic and therapeutic interventions within clinical trials. The value of each clinical trial depends on the successful recruitment of patients within a limited time frame. The number of participants must be sufficiently large to allow for scientifically and statistically valid analysis. Unfortunately, many trials experience
gaps between initially planned and finally achieved participant numbers or they need to prolong their recruitment period. Slow recruitment delays medical progress and leads to unnecessarily high study costs [1-3].

The main stakeholders in the recruitment process are the patient, the treating physician, the study nurse, and the principal investigator. But when it comes to the details of how responsibilities and tasks are distributed and how stakeholders interact with one another, recruitment processes start to show large variability. These specifics are influenced by a multitude of factors, including whether the trial is prospective or retrospective, the number of patients to be screened, the fraction of potential participants among the screened patients, the number of participating clinics, the urgency of recruiting a patient after discovering eligibility, the local data protection laws, the available funds or the organization, and infrastructure of the clinical institutions which pursue the trial.

Because of this variability in the recruitment processes, numerous reasons for failure to include sufficient participants into a trial were found [4-6]. On the most abstract level, these are overoptimistic feasibility estimations of future eligible patient numbers [7,8], the inability to motivate physicians to approach their patients [9-12], and the inability to motivate patients to participate [13,14].

Following increased levels of patient data capture in digital systems and the advent of clinical decision support systems, the early 1990s also saw the use of computers for matching patients and trial protocols. These clinical trial recruitment support systems (CTRSS) aim to solve the issue of false feasibility estimations, to generate a positive impact on the treating physicians’ enrollment efforts, and to reduce the resources required to set up a successful recruitment process. Although many CTRSS have been proposed, the problems in recruitment persist [15,16].

In this context, Cuggia et al [17] raised the question “What significant work has been carried out toward automating patient recruitment?” and reviewed the literature published between 1998 and October 2009. They found a comparatively small number of papers related to 28 distinct CTRSS. Most of these projects had focused on the technological feasibility of the search algorithm and neglected assessments of the system’s impact on recruitment in real-life scenarios. Cuggia et al concluded “that the automatic recruitment issue is still open” and that in 2009 it was still “difficult to make any strong statements about how effective automatic recruitment is, or about what makes a good decision support system for clinical trial recruitment.”

Since then, CTRSS have become even more popular. Many independent institutions have tackled the challenge to improve their local recruitment processes. Large European collaborations, such as Electronic Health Record for Clinical Research (EHR4CR) [18], and national collaborations, for example in Germany [19], have been initiated to create information technology (IT)-supported patient recruitment architectures and platforms. For the related but broader challenge of extracting meaningful patient information from electronic health record (EHR) data, a plethora of publications have been published in recent years and the term patient phenotyping has been coined [20]. Recently, Shivade et al [21] presented a review on phenotyping techniques. They observed “a rise in the number of studies associated with cohort identification using electronic medical records.”

The rapidly growing knowledge about and the importance of electronic patient recruitment systems warrants a new review of the existing literature. Our objectives were to (1) create an overview of all papers published until the end of 2013, (2) find and describe similarities in CTRSS design, (3) discuss the reasons for different approaches, and (4) examine whether new projects were able to illustrate the impact of CTRSS.

Methods

Search Strategy

One of the authors (FK) searched the database PubMed with 2 queries. The first query contained keywords for publication titles and Medical Subject Headings (MeSH) terms. Because most recent articles were not yet completely indexed with MeSH terms, a second query performed a more profound keyword search in all fields. Neither query was limited to a specific time period:


Both queries were executed on January 15, 2014. After removing all duplicates from the combined result sets of both queries, FK screened titles and abstracts for the inclusion criteria. We then tried to obtain the full text of all included articles for a second screening. Finally, FK reviewed all references of the included manuscripts for additional articles. In case of uncertainty about the inclusion of an article, it was discussed with HUP for a final decision.

Inclusion Criteria

Our review covers primary research articles and conference proceedings on computer systems that compared patient data and eligibility criteria of a clinical trial to identify either potential participants for a given trial or suitable trials for a given patient. The system must have employed a computer to
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determine patient eligibility; that is, the utilization of electronically captured data was insufficient if the matchmaking process itself was done manually (eg, [22,23]). Manual processes before and after eligibility determination were otherwise accepted. Articles on the construction and processing of eligibility criteria, although closely tied to the construction and usage of CTRSS, were not part of this review (eg, [24,25]). Although technically the same, we also excluded decision support systems that identified patients for other purposes than clinical trials recruitment (eg, for diagnosing [26] or phenotyping [27]).

Classification
The classification of CTRSS was roughly based on that of a previous review by Cuggia et al [17] to render results comparable with one another. They included (1) the clinical context or setting to which the system was deployed, (2) the manner of integration into the existing clinical or recruitment workflow, (3) the source and format of patient data and eligibility criteria, (4) the reasoning method employed to derive eligible patients, and (5) the outcome obtained by the system’s application to one or more clinical trials.

Results

Included Studies
The 2 PubMed queries together yielded 1693 articles. A total of 1581 articles were removed from the literature pool based on their titles and abstracts. After removal of 8 articles that could not be obtained as full text and 21 duplicates, we arrived at 83 distinct articles, of which 60 were included in the qualitative analysis after review. In all, 5 of the excluded articles described other supportive measures for trial recruitment, 4 were deemed nonscientific (eg, commentaries), 6 described manual systems or the mode of eligibility determination was not clearly stated, 3 constituted general contributions without a relation to a specific CTRSS, 3 focused on the representation of eligibility criteria in a computable format, and 2 articles dealt with other topics (eg, phenotyping, personalized medicine). We obtained 41 additional articles through references and arrived at a final pool of 101 articles [3,28-127] on 79 different systems. The Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) flow diagram [128] in Figure 1 shows the different phases of the article selection process.

Figure 1. Flow diagram on the process of literature selection.
Results Structure

Multimedia Appendix 1 shows a list of all articles grouped by system and ordered by first publication date (objective 1). It also summarizes the CTRSS characteristics according to the categories described subsequently. In the following sections on CTRSS characteristics, we identify and describe CTRSS groups with similar features (objective 2). We also speculate on environmental characteristics that led the developers to favor a group or reject another (objective 3). All evidence for the impact of CTRSS on patient recruitment is presented in Outcomes (objective 4).

Characteristics of Included Articles

Regarding system maturity, 12 articles reported on a CTRSS concept that was not implemented yet. A total of 42 articles described a prototypical implementation, often including performance tests, but no application to a running clinical trial. Another 47 articles described fully matured systems that were used to recruit patients into at least 1 trial. First publications on CTRSS dated back to 1990. However, there were no more than 3 publications per year until 2003. Since then, 7 articles per year were published on average, so that nearly 80% of all articles were from the past 10 years (Figure 2).

Clinical Context and Scope of Application

CTRSS have been implemented and used in trials in a wide variety of clinical domains. Still, many systems were evaluated for only 1 trial or trials from the same domain. With 17 CTRSS in this domain, oncology (especially breast cancer) was found particularly often. This domain may be favorable because it is research intensive with many open trials and exceptionally large available volumes of patient data and funding. The functionalities and algorithms of the CTRSS seemed largely independent from the clinical domain. Thus, no author precluded the use of their system for clinical trials from other domains and many actually suggested it.

The accuracy of a CTRSS depends on the available patient data and its effect depends on the organizational environment in which it operates. Therefore, each CTRSS should be evaluated for a large number of trials and at multiple sites to increase the reliability of reported results if possible. Many authors observed this: 43 articles reported on using their system for more than 1 trial (11 did not name an exact figure) and 14 CTRSS were intended for use at multiple sites. In comparison, 37 reports evaluated a CTRSS for a single trial and 62 CTRSS were used at a single institution. In all, 11 papers failed to give the number of trials their CTRSS had been evaluated or used for.

Workflow Integration

Overview

Every CTRSS has 2 points of contact with the recruitment workflow of a clinical trial. The first is the trigger that causes the system to assess the eligibility of one or more patients. The second is the communication of the assessment’s results (eg, a list of potential trial participants) to the system’s user.

Trigger

One way to trigger the eligibility assessment is to have the user or an administrator execute a manual process. Manual triggers
are both the easiest to implement and the most commonly found. They are sufficient for cases in which patient data are entered into the CTRSS by the user who can subsequently view patient eligibility in an interactive fashion. The user can be a physician [38,88] or the patient [59,79,112]. Manual triggers are also sufficient for cases in which an eligibility assessment is required only once to generate a patient list, which is not expected to change during the trial’s recruitment phase. The latter is generally the case for retrospective trials and feasibility studies. Typical examples include Payne et al [97], Thadani et al [115], and Köpcke et al [69] who required an administrator to develop a Structured Query Language (SQL)-based query. Based on 16 years of COSTAR research queries, Murphy [85] created the graphical interface Informatics for Integrating Biology and the Bedside (i2b2) to allow investigators to parameterize query templates themselves.

For trials that require regular re-evaluation of patient eligibility because of changing patient data over time, manual triggers are generally inefficient and are replaced by automatic triggers. Automatic triggers can start eligibility assessments periodically at given time intervals [40,122] or in reaction to particular events in the hospital information system (HIS) [28,44,48,60]. Time-based triggers are generally easier to implement than event-based triggers. The interval length between assessments depends on the requirements of each trial and the computing time required for an assessment. It is usually set to a value between several minutes and 1 day. For trials that require an immediate reaction to new patient data by trial staff and for trials with comparatively rare potential participants, trigger events are preferred. Such triggers include the availability of new data or the admission of a patient.

Communication

The results of an eligibility assessment must be communicated somehow to the CTRSS user. The primary factor of influence when choosing a mode of communication is the target user group. If patients are supposed to use the CTRSS, it is most common to offer a separate user interface that interactively displays potentially fitting trials and/or a score indicating the patient’s fit with a certain trial [32,59,72,79,109,112,125]. Exceptions are found if the patient is interested in future trials instead of ones that are currently recruiting. In these cases, patients enter their health data into a registry or a personal health record and they are notified by email as soon as a fitting trial is detected [61,125]. If the CTRSS has no clinical/research user (ie, the direct user is IT staff), it usually transforms the raw result of the reasoning algorithm into a patient list which is subsequently handed out to the researcher [60,80,103,105,115,119]. This is the preferred mode of communication if eligibility assessments are only required once [69,97]. However, when the target users are either treating physicians or clinical investigators, the mode of communication depends on the requirements of each trial and the computing time required for an assessment. It is usually set to a value between several minutes and 1 day. For trials that require an immediate reaction to new patient data by trial staff and for trials with comparatively rare potential participants, trigger events are preferred. Such triggers include the availability of new data or the admission of a patient.

Knowledge Representation and Data Sources

Overview

The core technical functionality of a CTRSS is the comparison of eligibility criteria with the electronically available patient data. According to Weng et al [124], the process is characterized by 3 aspects: “the expression language for representing eligibility rules, the encoding of eligibility concepts, and the modeling of patient data.” The underlying problem is that eligibility criteria are almost always given in narrative form and need to be translated into a structure that can be interpreted by the CTRSS. The same is true for the patient data, which needs to be analyzed to identify concepts that match the eligibility concepts before developing the eligibility rules themselves.

Source of Patient Data

Most authors choose the data source for their CTRSS according to availability and accessibility. Few CTRSS designs are based on a comparison of different potential data sources (eg, for timeliness or comprehensiveness). Nevertheless, the reuse of existing patient data for the purpose of recruitment is common practice: 64 CTRSS relied on data that was collected for other purposes originally. A total of 5 monitored the health level 7 (HL7) messages of a clinical information system, 46 of them read patient data directly from the EHR of the hospital or general practitioner, 12 used a data warehouse, and 1 used a clinical registry. In this order, these data sources increasingly collect and integrate patient data over time, software applications, and institutions, which makes access to the data of large patient sets comparatively easy. However, more integrated data often means the data source becomes increasingly detached from its origin as well (ie, some information is lost during processing and delays between the documented event and availability of the corresponding data grow). For some trials, such delays are unacceptable because trial staff need to be notified as soon as possible for specific events. Specialty subsystems, such as an electronic tracking board [3,29] or the messages exchanged between these systems [54,76,98,101,121], need to be monitored directly in these cases. A total of 3 CTRSS preloaded patient characteristics from the EHR and prompted the physician to complete missing data [90,94,95]. Wilcox et al [125]
conceptualized a CTRSS that integrated EHR data and the personal health record of a patient. Only 16 CTRSS made exclusive use of data that were entered directly into the system itself by the physician (n=8), the patient (n=7), or an investigator (n=1).

**Terminologies**

The CTRSS developer can choose the terminology for clinical concept names arbitrarily if patient data are entered only for the purpose of eligibility assessment. However, if patient data are taken from an already existing data source, most developers chose to reuse the terminologies found there. A total of 66 articles did not mention the use of any terminology. Of these, 5 performed pure free-text analysis and did not necessarily require terminologies. Of those papers that did mention the use of a specific terminology, 16 named the International Classification of Diseases (ICD). This makes sense because it is also the terminology most commonly used within EHRs. There were no other widespread terminologies used for CTRSS. The Unified Medical Language System (UMLS) appeared in 6 publications and the Medical Entities Dictionary (MED), Systematized Nomenclature of Medicine Clinical Terms (SNOMED CT), and Logical Observation Identifiers Names and Codes (LOINC) in only 3, respectively. In all, 10 terminologies were each used in only 1 CTRSS, such as Cerner Multum, National Drug Code, Hospital International Classification of Diseases Adapted, Read, NCI-Thesaurus (NCI-T), and 837 billing data, or in 2 CTRSS, such as MeSH, NCI Common Data Elements (CDE), and Current Procedural Terminology.

**Intermediary Criteria Format**

Terminologies are usually chosen to suit the available patient data, whereas the intermediary criteria format is strongly associated with the reasoning method of the CTRSS. The SQL is the most frequently found representation of criteria logic. Unfortunately, the CTRSS literature lacks details on the representation of criteria expressions. A comparison of the eligibility criteria as given in the study protocol and their representation in the CTRSS is rare; 49 papers gave no information on the chosen format of eligibility expressions.

**Translation Process**

With a few exceptions, the translation process to make eligibility criteria processable for the computer seemed to be a manual one. For 51 CTRSS, the administrator was responsible for reading the trial protocol, mapping clinical concepts to the target terminology, and creating eligibility expressions. This is the most efficient process in clinical settings that generate few trials per researcher because teaching costs are minimized and experience is concentrated in 1 person. Yet, a notable fraction of the CTRSS offered the user an interface to select eligibility criteria autonomously from a small [38] or large [43] set of predefined criteria. Having the user translate the eligibility criteria of a trial is primarily meaningful for feasibility studies, giving a researcher the means to dynamically modify the criteria for a new trial and to instantly receive feedback for the change’s influence on the expected number of participants.

Lonsdale et al [75] proposed natural language processing (NLP) to support the translation process. They read eligibility sentences from the trial registry ClinicalTrials.gov, parsed them to retrieve logical forms and mapped concepts to standard terminologies to generate executable Arden syntax Medical Logic Modules (MLMs). The process succeeded for 16% of all criteria from 85 randomly chosen trials [74,75]. Zhang et al [127] and Köpcke et al [70] proposed case-based reasoning algorithms for free-text and structured patient data, respectively. These algorithms did not require the translation of eligibility criteria into rules, but tried to determine the unknown eligibility of new patients by comparing them with a set of patients with known eligibility status.

**Reasoning**

**Overview**

Closely tied to the previously described CTRSS characteristics is the reasoning process itself (ie, the method to assess whether the available data for a patient suffices for the conditions set by the trial’s eligibility criteria). Almost all CTRSS “perform ‘pre-screening’ for clinical research staff” [115] instead of trying to determine the actual eligibility of a patient. They do not replace manual chart review, but act as a filter that limits the number of patients who require such by selecting the most likely candidates. The presentation of reasoning details, such as a probability of eligibility or missing patient characteristics together with the screening list, can facilitate the manual screening process even further.

The dominance of relational databases for the storage of patient data entails that most CTRSS employ database queries somewhere in the reasoning process. Consequently, most CTRSS are based on an elaborate query or a set of subsequently executed queries per trial [3,45,64,126]. If the result set of potentially eligible patients is sufficiently accurate, no further processing is required.

Some authors demonstrated the feasibility of more exotic reasoning methods. A total of 4 CTRSS used Arden syntax to control the reasoning process [64,75,91,95]; 3 CTRSS employed an ontologic reasoner after transforming eligibility criteria and, in 2 cases, patient data into separate ontologies [35,72,96]. However, although technically interesting, the authors failed to convey the advantages of these algorithms when compared with the aforementioned simpler ones.

**Dealing With Incomplete Data**

Some CTRSS designers paid particular attention to missing patient data. Tu et al [119] developed 2 methods for dealing with this problem. In their qualitative method, each criterion was attributed 1 of 5 qualities according to a patient’s concrete data: patient meets the criterion, patient probably meets the criterion, no assertion possible, patient probably fails the criterion, and patient fails the criterion. Specific rules for each criterion derived one of these qualities from the patient’s data or assign default values. In their probabilistic method, a Bayesian belief network was manually constructed for each trial. The network represented variables as nodes and dependencies as links between nodes. All nodes and links were given probabilities based on legacy data or experts. If data for
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a variable were found, the variable was given a probability of 1 or zero; otherwise, the default probabilities were used. When all available data for a patient were retrieved, a probability for the patient’s eligibility could be calculated. This probabilistic approach was applied again later by Papaconstantinou et al [94] and Ash et al [31]. Bhanja et al [36] suggested that scalability as well as time and design complexities discouraged the use of probabilistic approaches.

**Natural Language Processing**

The wish to include unstructured (ie, free-text) data could also warrant the utilization of complex reasoning algorithms. Keyword searches were often employed when no structured data elements were available [29,41,73,93,101,106,110]. They could easily be added to complement queries of structured patient data [3,66,98,124]. Pakhomov [93] compared a keyword search with 2 other NLP methods: naive Bayes and perceptron. Naive Bayes yielded the best sensitivity (95% vs 86% and 71% for perceptron and keyword search, respectively) and perceptron offered the best specificity (65% vs 57% and 54% for naive Bayes and keyword search, respectively). Although performing worst of all methods, the advantage of using a simple keyword search lies in its easy implementation (no need for training data) and transparency. In a similar comparison, Zhang et al [127] found regular expressions outperformed a vector space method and latent semantic indexing to achieve accuracy similar to a specifically developed method called subtree match. However, they also proposed algorithms for automatic keyword and subtree generation, which could offer distinct potential for automation.

**Sensitivity-Versus-Specificity Tradeoff**

Independent from the chosen reasoning, the inclusiveness of each CTRSS is subject to the desires of its user. Ultimately, the setup of a CTRSS “requires sensitivity-versus-specificity tradeoffs” for each trial [119]. The upper limit to specificity might be determined by the fit between available patient data and eligibility criteria, whereas its lower limit is simply determined by what the user is willing to accept (Figure 3). The required level of sensitivity is limited by the availability of trial participants. Sensitivity should be chosen as low as possible to increase specificity and, thus, reduce recruitment workload. In practice, however, when the CTRSS is motivated by a lack of participants for a specific trial, maximum sensitivity is imperative and low specificity must be accepted [49].

**Figure 3.** The sensitivity and specificity of patient proposals from most CTRSS depends on the configuration of the reasoning algorithm. The developer is free to favor specificity over sensitivity or vice versa, depending on conditions that are likely to be different for each trial. Frequently relevant conditions are user acceptance, the availability of patient data, and the availability of participants compared to the required number.
Outcome

Overview

All studies in this review shared the common goal to improve the recruitment process of clinical trials. However, calculating the performance of the CTRSS in terms of specificity and sensitivity alone is, at best, a secondary indicator for its effect. Direct comparison with the manual recruitment process with regard to its effects on one or more of the following 3 variables should be favored: (1) the pure number of trial participants (ie, the effectiveness of the recruitment process), (2) the cost to recruit a given number of patients in terms of money and/or time (ie, the efficiency of the recruitment process), and (3) the quality of the collective of trial participants (eg, measures for selection bias and dropouts). All reported system effects were weighted according to the scientific quality of the evaluation as (1) reliable quantitative measurement, (2) quantitative measurement with insufficient description of or flawed method, or (3) survey or estimation (corresponding to A-C in Multimedia Appendix 1, respectively).

Impact on Recruitment Effectiveness

We found 5 papers that reliably quantified differences in recruitment effectiveness between manual and CTRSS-supported recruitment. Embi et al [49] reported on a doubling of physician’s enrollment rate from 3 to 6 per month, which was attributed to a concurrent significant increase in the number of referring physicians from 5 to 42. The CTRSS presented by Cardozo et al [41] increased identification of eligible patients from 1 in 2 months to 6 in 2 months after physicians failed to generate pager notifications in time. Herasevich et al [63] doubled monthly enrollment rates from 37 in approximately 8.5 months to 68 in 9 months in a time-critical setting. They attributed the effect to the change from imprecise clinical notes (manual process) to specific physiologic criteria (automated process) as the basis for eligibility evaluation. Beaucharnais et al [34] also doubled recruitment, in this case from 11 patients in 63 days to 20 patients in 62 days. The effect seemed to correlate with an increase in screening efficiency that similarly doubled the number of screened patients. A comparatively minor increase in recruited patients of 14% from 306 to 348 in the same week was reported by Köppcke et al [69] who addressed pure oversight of otherwise well-organized manual recruiters. They also found 7% of the manually included patients did not fulfill the trial’s eligibility criteria.

Lane et al [71], Tu et al [119], and a research group from the University of South Florida [55,56,68,88] ran their respective CTRSS on legacy patient data and evaluated how many of those patients found potentially eligible by their system were actually enrolled in the past. These works only showed an upper limit of CTRSS effectiveness because it was unclear whether “physicians actually missed the matches, rather than having undocumented reasons for omitting them” [56]. Similarly, Weiner et al [122] described an increase in the number of eligibility alerts sent to the trial investigator. Again, these can only be an upper limit for the effect of the CTRSS on enrollment because the physician’s reasons for not alerting the investigator were unclear. It is possible that the physicians judged patients unfit for the trial for reasons beyond the criteria that were considered by the CTRSS or that the patients were unwilling to participate. Sérousse and Bouaud [108], Weng et al [124], and Treweek et al [118] compared the effectiveness of their CTRSS with conventional methods of recruitment by running them in parallel over the whole study period. However, the lack of enrollment numbers for a preceding phase without the CTRSS made it impossible to quantify the effect of the CTRSS. Finally, Ferranti et al [54] reported an increase in recruitment numbers by 53%. Although we found their methodology suitable, the authors failed to discuss reasons for a sharp increase in recruitment numbers 2 months before introduction of the CTRSS.

Impact on Recruitment Efficiency

We judged 4 papers to reliably quantify differences in the efficiency of a CTRSS and the manual recruitment process. Thompson et al [117] reduced the screening time required per eligible patient from 18 to 6 minutes (66%) in a 2-week evaluation of their CTRSS prototype. This reduction was achieved solely through a higher fraction of eligible patients among screened patients, whereas the individual screening time was actually higher for patients proposed by the CTRSS. Penberthy et al [98] verified this circumstance for 5 additional trials, achieving screening time reductions of 95%, 34%, 86%, and 34% in 4 trials and an increase of 31% in 1 trial. Again, time savings resulted from screening fewer noneligible patients, whereas individual screening time remained unchanged. Therefore, the benefit in efficiency was found to depend on the specificity of the CTRSS. Nkoy et al [3] decreased screening time from 2 to zero hours daily with no manual control of the patient list generated by their CTRSS. They translated these time savings into cost savings of US $1200 per month. Beaucharnais et al [34] halved screening time from 4 to 2 hours daily, measuring manual and CTRSS-aided recruitment over 60 subsequent days, respectively. They concluded that “the use of an algorithm is most beneficial for studies with low enrollment rates because of the long duration of the accrual period.”

Following a proposition by Ohno-Machado et al [90], the aforementioned research group from the University of South Florida [55,56,68,88] presented a unique approach to increase screening efficiency. Through ordering of the necessary clinical tests for eligibility determination in such a way that cheap but decisive tests were done first, they expected a reduction of costs by 50%. The cost of each test and the number of clinical trials and eligibility criteria that required a test’s results were included in the calculation. Unfortunately, the evaluation of the methodology was based on retrospective data and it remained unclear how the cost for tests without reordering were calculated. Seyfried et al [110] reported decreased screening time, but used the same dataset with the same test physicians for both manual and CTRSS-aided screenings (50 patients, 1-week interval). Furthermore, the CTRSS appeared to be trained with the same dataset on which it was tested later. Thadani et al [115] and Schmickl et al [106] did not directly measure screening time decreases, but stated that they could imagine screening only patients proposed by their respective CTRSS to be sufficient, reducing the patient pool by 81% and
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76%, respectively. Obviously, such a strategy would require the CTRSS to feature a sufficiently high sensitivity.

**Impact on Recruitment Quality**

Only Rollman et al [104] compared the characteristics of patient sets after manual and CTRSS-aided recruitment. To this end, they observed 2 subsequent trials with similar eligibility criteria, the same recruitment period of 22 months and the same 4 recruiting primary care physicians. They found that usage of the CTRSS significantly increased the proportion of male nonwhite patients, as well as the fraction of patients with more severe disease grades.

**Discussion**

**Principal Findings**

There are some CTRSS setups that reappear on a regular basis. Firstly, for the retrospective identification of trial participants based on existing clinical data, database queries are designed and executed once or on a regular basis. They create a list of potentially eligible patients that is printed on paper or otherwise delivered to the researcher. Secondly, for trials with short windows of opportunity for recruitment, a key event in the EHR or another health IT component is constantly monitored. Its occurrence causes a more comprehensive eligibility test for the concerned patient and is communicated to the researcher via pager. Thirdly, if no patient data exist yet, it is entered directly into the CTRSS, which assesses and communicates the patient’s eligibility directly after completion of data entry. Although the treating physician was required to act for the patient in older systems, it is now becoming increasingly popular to offer this possibility directly to the patient via dedicated websites. Our review confirms the findings of Weng et al [129] who also gave names to these CTRSS types: (1) mass screening decision support, (2) EHR-based recruitment alerts, and (3) computerized research protocol systems and Web-based patient-enabling systems (depending on the user).

The setup of a specific CTRSS is rarely chosen on a theoretical background (ie, after an evaluation of different options for triggering the system and communicating the results). Instead, the setup is dictated mostly by the existing clinical environment, available IT tools, and the needs of a specific trial or group of researchers. Because CTRSS are a subset of clinical decision support systems (CDSS), it will generally be possible to configure existing CDSS such that they assume CTRSS functionalities (eg, [50,64,86]).

**Limitations of the Review**

Our review of 101 CTRSS publications offers the most comprehensive and up-to-date overview on CTRSS. Compared to the previous review paper by Cuggia et al from 2011 [17], which analyzed 28 CTRSS from articles published before October 2009, we identified an increase of publications in the subsequent years. These more recent publications present more data on the impact of CTRSS on the recruitment process, which we discuss subsequently. Of the 7 tendencies in CTRSS research formulated by Cuggia et al, all but the exclusive reliance on structured data appear to continue. We found many CTRSS that include unstructured data as a data source, although many of them are limited to keyword searches. There are 3 additional lessons we believe can be learned from the existing research, which are described subsequently.

Lack of standards is not limited to the terminologies of the patient data source, but also applies to the computational representation of eligibility criteria. Although researchers have proposed independent languages to encode the free-text criteria of a trial’s protocol (eg, ERGO [130], EliXR [131]), most CTRSS bind the representation of eligibility criteria in 2 ways to the specifics of their environment: (1) to the terminology of the patient data source and (2) to the chosen reasoning method. We believe independent and exchangeable eligibility criteria to be desirable because multisite trials have become the norm. However, judging from the experience so far, readily encoded criteria will need to be the norm in trial protocols before they will be adopted by CTRSS designers. Tools to help translate the criteria into SQL statements could speed up the adoption process.

The choice of the reasoning method should consider its pervasiveness (ie, how easily third parties interested in its deployment can learn to install and administrate it). Considering this, no other method seems to be as suitable for CTRSS as SQL queries on relational databases. Queries can make use of existing data from the EHR, a data warehouse (DWH), or a registry and their administrators are likely to be experienced creators and users of such queries. Resistance to adopt and maintain an additional query-based system is likely to be small compared to CTRSS that require additional training in one of the less widespread technologies, such as probabilistic methods or Arden syntax. Although complex reasoning methods have been shown to achieve high accuracy, it is unclear whether they lead to an increased CTRSS impact compared to queries.

Using patient care data promises efficiency and effectiveness gains for a CTRSS. But, because it is collected for other purposes, it also introduces new challenges [131]. It is imperfect from the viewpoint of eligibility assessments because it lacks uniformity (the same information can be documented differently for 2 patients), timeliness (information might be documented too late), and completeness (information might be missing for some or all patients). Uniformity and completeness problems can lead to severe selection bias and increase the cost of eligibility rule creation. For example, low uniformity necessitates an analysis of documentation habits; low completeness might enforce the use of proxy data [78] or estimates [90]. Timeliness must be ensured by the
documentation process, which might resist change. Untimely data will severely limit the possibility to support a trial, especially in outpatient settings [46]. Thus, unfit data can constitute a major limitation to CTRSS impact.

First Conclusions on Clinical Trial Recruitment Support Systems Impact

We suggested that the introduction of a CTRSS can be motivated by 3 expectations: (1) an increase in the number of participants for a given clinical trial or a set of trials, (2) a reduction of trial costs through decreased screening costs, and (3) the guarantee to select a representative set of patients (ie, the reduction of selection bias). Many authors do not elaborate on the shortcomings of the manual recruitment process that led to the development of their CTRSS.

Whether a CTRSS is able to increase the number of participants for a trial depends little on its setup, but rather on the deficits of the manual recruitment process it is set to replace. To begin with, an untapped group of potential participants (ie, a gap between those patients who are eligible and those who are asked to participate) needs to exist. This gap originates from some patients not being screened at all or from communication problems between the different actors of the recruitment process. Thus, a CTRSS can close this gap if it can ensure that every patient is screened and that the necessary information on the patient and the trial is available in time.

Often, a CTRSS is expected to close the gap between estimated and realized participant numbers or that between eligible and recruited patients or even the gap between needed and available patients. These expectations are likely to be disappointed. They disregard that many causes for insufficient recruitment are out of the scope of a CTRSS or simply cannot be addressed by an IT intervention. The most important is a willingness of the patient to participate and motivation of physicians to participate in recruitment. The analysis of the existing recruitment process and its weaknesses should, therefore, be part of every CTRSS design process. Weng et al [123,124] give examples on how to do this. They characterize patient eligibility status in different categories, such as potentially eligible, approachable, consentable, eligible, and ultimately enrolled. By comparing the ratio of patients in each category, such taxonomy can be used to identify the weak spots in recruitment that need to be addressed by the CTRSS.

Although the effectiveness of a CTRSS is determined by its setting, improvements in screening efficiency might be more generally achievable. Many successes to reduce screening time are based on using existing data to reliably exclude patients from the screening list (ie, the CTRSS generates no or few false negatives). In this way, the CTRSS can be used to reduce the number of patients that must be screened manually. Under the reasonable assumption that documented data are correct, but not all patient characteristics are documented, we believe CTRSS should focus on the exclusion criteria of a clinical trial to maximize efficiency gains. No final eligibility decision should be based on the trial’s inclusion criteria because this can reduce the sensitivity of the CTRSS and motivate the screeners to use other screening methods in parallel. To realize efficiency gains, the CTRSS must completely replace the former screening process. This also means that the aim to increase recruitment efficiency is opposed to the other 2 potential aims of a CTRSS which profit from running multiple screening methods in parallel.

The potential benefit of a CTRSS on the composition of a trial’s participants has been insufficiently explored so far. Because patient demographics should be easily obtainable for all experiments comparing manual and CTRSS-aided recruitment, we suggest including them in future publications.

Future Directions

We found most articles describe the characteristics and operating principles of their CTRSS reasonably well, but all lacked in some regard. Intermediary criteria representation, terminologies of the patient data, and an evaluation of the system’s effects were often missing. Many authors present prototypes of their CTRSS directly after finishing its design and fail to report on its outcome and usage. We encourage more follow-up publications on the experiences with existing CTRSS such as those by Embi et al [51], Embi and Leonard [52], and Dugas et al [47]. To strengthen the comprehensibility and usefulness of future reports, we propose a list of essential elements that should be included (Textbox 1).

In their review of patient cohort identification systems in general, Shivade et al [21] found a “growing trend in the areas of machine learning and data mining” and believe these necessary to develop generalizable solutions. For CTRSS in particular, this trend has not yet manifested in the literature. Only Zhang et al [127] and Köpcke et al [70] report on experiments to exploit these techniques for recruitment purposes, but both are still in a prototype stage. Machine learning promises more independence from the individual representation of patient data in a hospital and better portability. Still more data are needed to assess advantages and disadvantages and to explore hybrid solutions.
**Textbox 1.** Essential elements to be included in future CTRSS studies.

<table>
<thead>
<tr>
<th>Clinical Context</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Number of trials that the CTRSS has been evaluated for</td>
</tr>
<tr>
<td>2. Length of time the CTRSS has been in use</td>
</tr>
<tr>
<td>3. Brief description and number of sites that use the CTRSS</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Input</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Representation format of eligibility criteria in the CTRSS</td>
</tr>
<tr>
<td>2. Comparison of original and computable eligibility criteria for an exemplary trial</td>
</tr>
<tr>
<td>3. Summary of how well the eligibility criteria could be translated for all other trials (if any)</td>
</tr>
<tr>
<td>4. Details on the translation process</td>
</tr>
<tr>
<td>5. Representation of patient data in the CTRSS</td>
</tr>
<tr>
<td>6. Details on the patient data source (eg, purpose, terminologies)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Working Principle</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. What triggers an eligibility assessment?</td>
</tr>
<tr>
<td>2. How are eligibility criteria and patient data compared?</td>
</tr>
<tr>
<td>3. How is the result of the assessment communicated, when is it communicated, and to whom?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Recruitment process before introduction of CTRSS including perceived problems</td>
</tr>
<tr>
<td>2. Recruitment process following introduction of CTRSS</td>
</tr>
<tr>
<td>3. Patient numbers and time spent for each step</td>
</tr>
</tbody>
</table>

Current publications in the area of CTRSS are still too focused on—and sometimes limited to—technical aspects of system setup and the accuracy of its eligibility assessment. After review of most of the existing literature, we believe that the impact of a CTRSS on a given recruitment process is determined more by the context of the CTRSS (ie, the available patient data, its integration in trial, and clinical workflows and its attraction to users). Therefore, what is needed are research projects to evaluate how a CTRSS can be embedded in different recruitment workflows, the characteristics of trials that profit from CTRSS, different designs for user interaction, and the outcomes of CTRSS in relation to these parameters.

**Conclusions**

We further found that differences in the setup of CTRSS are because of existing infrastructure and particularities of the recruitment process, particularly the target user of the CTRSS (eg, treating physician, study nurse) and the prior recruitment problem (eg, failure to identify, failure to communicate). Yet, there are still many questions open in defining when and how CTRSS can best improve recruitment processes in clinical trials. Based on the questions that remained open in our analysis of many of the 101 articles, we propose an item list that should be considered for future publications on CTRSS design, implementation, and evaluation. This shall ensure that CTRSS setup and background, their integration in research processes, and their outcome results are sufficiently described to allow researchers to better learn from other’s experiences.
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Abstract

Background: The number of medical studies performed through online surveys has increased dramatically in recent years. Despite their numerous advantages (eg, sample size, facilitated access to individuals presenting stigmatizing issues), selection bias may exist in online surveys. However, evidence on the representativeness of self-selected samples in online studies is patchy.

Objective: Our objective was to explore the representativeness of a self-selected sample of online gamers using online players’ virtual characters (avatars).

Methods: All avatars belonged to individuals playing World of Warcraft (WoW), currently the most widely used online game. Avatars’ characteristics were defined using various games’ scores, reported on the WoW’s official website, and two self-selected samples from previous studies were compared with a randomly selected sample of avatars.

Results: We used scores linked to 1240 avatars (762 from the self-selected samples and 478 from the random sample). The two self-selected samples of avatars had higher scores on most of the assessed variables (except for guild membership and exploration). Furthermore, some guilds were overrepresented in the self-selected samples.

Conclusions: Our results suggest that more proficient players or players more involved in the game may be more likely to participate in online surveys. Caution is needed in the interpretation of studies based on online surveys that used a self-selection recruitment procedure. Epidemiological evidence on the reduced representativeness of sample of online surveys is warranted.

(J Med Internet Res 2014;16(7):e164) doi:10.2196/jmir.2759
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Introduction

An increasing number of medical and psychological studies are performed through online surveys. Compared with face-to-face interviews, Internet-based surveys can quickly reach more potential participants, reduce measurement error and bias related to answers on stigmatizing topics, and enhance the inclusion of least represented or “quasi-secret” and stigmatized population groups that are usually difficult to reach and recruit [1-5]. Costs can be more easily contained with Internet-based surveys, and data collection can be simpler and more reliable compared to traditional paper-and-pencil data entry procedures. Some studies suggest that the quality of the data provided by Internet-based surveys is at least as good as in those collected by traditional paper-and-pencil methods on self-selected samples [6-8].

Some Web surveys have been based on the assessment of a whole population or on samples obtained using random sampling procedures (ie, a sampling technique whereby all individuals in the population have an equal chance of being selected, eg, emailing a random sample of students in a university).
instance, Internet-based surveys among students enrolled by email have generated valid and reliable estimations of substance use [3,9,10], comparable to those obtained in studies that applied ordinary mail invitation letters or phone calls to recruit participants.

Many Web studies are, however, self-selection surveys [11] that are not based on probability sampling [12], particularly in health-related studies. Websites and online social networks such as Facebook appeared to be a viable recruitment option for the assessment of health behaviors [13,14]. However, lack of researchers’ knowledge about the website members’ contacts leads to the impossibility of obtaining a random sampling. The survey questionnaire is then usually put on the Web. Potential participants are among those people with Internet access who visit the website, find the study information, and decide to complete the survey. In the case of self-selection surveys, the researcher then has no control over the selection process and can work only on the design of the study advertisement (such as graphics and content, length of questions, possible incentives) or on a selection of an appropriate website or forum to promote the response rate to electronic questionnaires [15]. Online self-selection surveys are thus particularly subject to coverage and selection bias, which undermines the external validity of studies and the interpretation of findings [12].

Coverage bias is possibly influenced by patterns related to Internet access or to specific website access (ie, differences between people with or without Internet access) and to the possibility of being particularly interested in the study for reasons that may or may not be related to the content and/or objective of the survey itself. Furthermore, exposure to the advertisement is influenced by the time spent on a specific website, and chain sampling bias may also occur because heavy users may be more prone to share information about the study with other contacts than light users [16].

Self-selection bias (individuals who select themselves for the survey) may be of great importance [12], notably, in consideration of the usually relatively low participation rate [16]. It is difficult to estimate the impact of any selection bias because information on non-participants is usually not available, and comparisons between the included and the excluded samples are not feasible [12].

There is some evidence that the self-selected samples of Internet-based surveys may systematically differ from samples drawn from the general population using other sampling procedures [16,17]. One study showed that an Internet-based study sample had higher past month rates of alcohol and marijuana use than those found in other similar and non-self-selected samples of smokers (behaviors also possibly more easy to disclose online) [17]. Similarly, comparison of registry-recruited cancer survivors with an online recruited sample found that the Internet sample has lower social support and greater mood disturbances than the cancer-based registry-recruited one [18]. Another study found also that participants who preferred online surveys to paper-pencil questionnaires differed from their counterparts on a number of sociodemographic variables [19]. The effect of the self-selection bias is also possibly important in large sample size studies, as suggested from differences in actual election results and a number of online opinion surveys [12].

To the best of our knowledge, studies are lacking on the possible differences between “pure or perfect” random samples and self-selected samples of users of specific Internet services such as online games or social network websites. This weakness is possibly explained by the difficulty for researchers, independently from websites owners, to obtain random samples of Internet users on specific websites.

The online game World of Warcraft (WoW) offers some possibilities to approach the question of selection and self-selection bias in online surveys. WoW gamers have been specifically studied in online self-selected surveys in attempts to assess motivations to play and possible psychological factors associated with gaming addiction [20-23].

In WoW, players assume the role of a fictional character, or “avatar”. An avatar is characterized by a number of elements such as name and visual representation. The avatar’s progression is a core attribute of WoW, implying that an avatar will develop new skills and powers as rewards for the success obtained during in-game missions or quests (eg, beating a monster, finding something specific, exploring areas of the game). Each avatar’s progression is accessible via the “Armory”, an official database reporting the achievements related to each avatar evolving in WoW [24]. Players commonly regroup themselves in guilds (hierarchical organizations of avatars with shared objectives and backgrounds). Each guild has its particular regulations. Players who want to join a given guild usually need to contact the guild’s chief and explain their motivations to join the guild and to give some evidence that their avatar meets the guild’s conditions [22].

Furthermore, the psychological characteristics of the gamers, such as motivation to play [21,23,25], have been shown to be associated with actual in-game behaviors and achievements as reported by the Armory scores [22]. Accordingly, the Armory scores of a given avatar, to some extent, reflect the game style and commitment of a given WoW player (ie, details of the achievements reached). The variables assessed in the present study were extracted from the armory and could be considered as an “ecological measure” (the measures automatically collected during game play represent direct in-game behaviors) of both the commitment of the players and their playing preferences [22].

WoW thus offers the possibility of comparing characteristics of the progression of self-selected avatars to a “pure or perfect” random sample of avatars. A sample is considered pure or perfect in the sense that every randomly selected avatar is actually included in the sample, whereas in classic studies (ie, non-self-selected samples), subjects are allowed to refuse to participate, which could induce a selection bias.

The aim of the current study was to compare the armory characteristics of two self-selected samples with a random sample of WoW avatars.
Methods

Summary
The study compared a random sample of avatars with two different self-selected samples. Only the avatars at the maximum level of the game version at inclusion were included in the study. The mechanics of “leveling” is as follows: When a player starts to play with an avatar, this avatar automatically starts at level 1. While playing, avatars gain experience points and these points allow the avatar to reach new levels (10,000 points to reach level 2; 25,000 to reach level 3, etc). Each new game version allows avatars to gain higher maximum levels. At the creation of the game, the maximum level an avatar could reach was 60. Each time that an expansion pack is released, the highest reachable level is raised (80 for Wrath of the Lich King and 85 for the Cataclysm versions of the game).

As described below, most of the avatars of the self-selected samples were at the maximum level. This level is not the maximum of the possible in-game achievements (reflected by the armory scores) but something like a mandatory “pass” for certain important tasks in the game (especially raids). To be considered as a seriously involved player, an avatar has to reach this maximum. So, including only avatars at this maximum level makes the avatars more comparable in terms of game “involvement”.

First Self-Selected Sample
The first self-selected sample (self-selected sample 1) of avatars was from a study on the relationships between players’ self-reported motives to play and their in-game behaviors [21]. The study was performed between June and December 2010 and was approved by the ethical committee of the Psychology Department of the University of Geneva. Inclusion criteria were French-speaking WoW players who were aged 18 years or older. Participants were recruited through advertisements posted in dedicated French-language forums: a guilds forum, an official Blizzard WoW forum, and more general online and video games forums. Some participants also joined the study after having heard about it in the local press or from television interviews. All participants gave online consent prior to starting the online survey. So, the sample included the avatars of online gamers who actively participated in the study given the identity of their avatars. Concomitant avatars’ in-game behaviors were collected through the French Armory website [24].

The WoW avatar achievements studied here and reported in the Armory (Figure 1) are as follows: general achievements, quests (progression in the various available quests in the game), exploration (exploring each area in the game), player versus player (fighting other players), dungeons and raids (raids or dungeon crawling, ie, specific missions needing a group of players to achieve a common objective), profession, reputation, word events, and total completed. These achievement scores (Figure 1) were reported in the following format: score, maximum score (maximum possible score), and percentage of the maximum score. This percentage is calculated as the ratio of the scores gained by the player to the maximum possible score of the achievement in question multiplied by 100. For instance, a player who has obtained a score of 20 for quests out of a maximum of 127 is credited with a percentage of 15.75. All other percentages considered for the analysis were also calculated in the same way, and their means were compared across samples. Taking the percentage allows comparison of the avatars in different time periods despite possible modification in the WoW game. Some achievements such as “feats of strengths” and “total points” were not expressed as a percentage and were therefore not included in the study because of the difficulty in interpreting these scores in the case of game modifications.

Of a total of 1601 participants who started the survey (self-selection), 690 completed it (43.10%) and concomitantly provided the names of their avatar and the realms in which they play (ie, the name of their server, which is necessary to identify the avatar). Among these avatars, only those with a level of 80 were included in the present study, which represents 663 avatars of 690 (96.1%). This level was the higher one at the time of inclusion of the self-selected sample.
Second Self-Selected Sample

The second self-selected sample (self-selected sample 2) of avatars was from a study performed between December 2011 and April 2012. Similarly, the sample included the avatars of online gamers who actively participated in the study given the identity of their avatars. Concomitant avatars’ in-game behaviors were collected in the same way as for the first self-selected sample.

The study, approved by the ethical committee of the Psychology Department of the University of Geneva, had similar purposes to the first study and similar recruitment procedures. The sample was assessed with the same measures from the Armory. One important added value of this smaller sample was the time of recruitment, which took place after the release of the Cataclysm version of the game in December 2010; it is therefore a version of the game similar to the one related to the random sample described in the next section. At that time, the maximum level was raised from 80 to 85.

Furthermore, response bias is considered as an “individual” characteristic of a given sample; replication of the results on different samples could be considered as a way to increase the validity of a given study conclusion [26].

In total, 104 participants participated in the survey; of these, 99 avatars (95.2%) had a level of 85 (the maximum) and were included in the present study.
Random Sample of Avatars

The list of avatars was found on a public website of game players [27] on February 25, 2012. On this website [27], each server was presented with numbered avatars.

Due to the fact that the two self-selected samples were recruited among French speaking WoW players, only the French-speaking population of avatars (found on French servers) was considered in order to ensure group comparability.

Given that most of the avatars of the two self-selected samples (96.1% of the first one, 637/663 avatars, and 95.2% of the second one, 94/99 avatars) were at the maximum level of the game version at the time of recruitment, only those avatars were included in our study and compared with a random sample of avatars. For the sake of comparability, all avatars included in the study were at the 85 level, which is the maximum level related to the Cataclysm version.

To form the random sample, 600 avatars were randomly drawn. The number of selected avatars from each server was proportional to the contribution of each server to the total population. The random allocation was made using a specialized website [28]. The avatars selected by this procedure were then searched for and assessed in the WoW official comprehensive database [24]. Only avatars considered as still active by the WoW game were registered in this database.

Statistical Analyses

Statistical analyses were performed using SPSS, version 18.0. An initial exploratory analysis involved the calculation of percentages, as well as means and standard deviations of the above-mentioned outcome measures.

To address the research question, analysis of variance (ANOVA) or t tests are appropriate in comparing mean percentages across groups. However, although F tests are robust against departure from normality, the homogeneity of variance is a strong assumption that must be satisfied for the ANOVA results to be reliable. As percentages and proportions variables are not likely to meet normality and homogeneity of variance assumptions, the arcsine-transformation is often used with this type of data and serves the purpose of normalizing them and stabilizing their variance. First, all variables were expressed as proportions, that is, between 0 and 1, and then they were transformed according to the following formula: y=2arcsin (SQRT(p)), where p stands for proportion. The combined effect of the square root with the inverse sine compresses the upper tail of the distribution and stretches out both tails relative to the middle. The ANOVAs and t tests were done on the transformed variables after visual inspections of their normality and Q-Q plots excluded unacceptable patterns. But for the sake of completeness, the tables also display the variables in their original scale. In a first step, the three samples were compared (self-selected sample 1 vs self-selected sample 2 vs random sample) using a one-way between-group ANOVA to explore the impact of each sample on a list of 10 selected variables. In a second step, the two self-selected samples were merged, since they did not differ (shown by post hoc comparison tests), and two-sample t tests were done, comparing the random sample with the merged self-selected samples. To account for multiple comparisons testing (10 multiple ANOVAs and t tests), we performed Bonferroni corrections deflating alpha type I error so that the adjusted significance level is alpha/10 (here .005). Finally, a chi-square test was carried out to compare proportions of avatar per guild between the two types of samples.

Results

Table 1 shows the ANOVA results for each variable of interest. Except for “guild membership”; overall, statistically significant differences at the .005 level between the three samples were found for all assessed variables. Bonferroni post hoc tests showed that these differences mainly occurred within each self-selected sample compared with the random sample. However, these differences were not statistically significant between the self-selected sample 1 and the random sample for exploration (P=.6), between the self-selected sample 2 and the random sample for total completed (P=.1), and between neither one of the self-selected samples and the random sample for guild (P=1.0 respectively).
Comparing the two self-selected samples, Bonferroni’s post hoc tests showed that they differed on the following variables: exploration, player versus player, and quests ($P < .001$ respectively). No further difference was observed for the other variables. We merged these two self-selected samples into one bigger sample, which in turn was compared to the random sample. Table 2 shows the two-sample $t$ tests between the new self-selected sample and the random sample. Both samples differed significantly at the .005 level on each variable, except for guild membership and exploration, with the random sample having a similar mean to that of the self-selected sample.

Table 1. Comparison of mean values between three samples: self-selected sample 1 ($n=663$), self-selected sample 2 ($n=99$), and random sample ($n=478$) by one-way ANOVA performed on the transformed variables.

<table>
<thead>
<tr>
<th>WoW characteristics</th>
<th>Variables successively presented in their original and transformed values</th>
<th>Self-selected sample 1, mean (SD)</th>
<th>Self-selected sample 2, mean (SD)</th>
<th>Random sample, mean (SD)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dungeons and raids</td>
<td>Original mean proportion</td>
<td>0.40 (0.20)</td>
<td>0.42 (0.24)</td>
<td>0.28 (0.18)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Arcsine-transformed value</td>
<td>1.36 (0.44)</td>
<td>1.38 (0.54)</td>
<td>1.07 (0.43)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Word events</td>
<td>Original mean proportion</td>
<td>0.40 (0.33)</td>
<td>0.43 (0.34)</td>
<td>0.21 (0.25)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Arcsine-transformed value</td>
<td>1.34 (0.81)</td>
<td>1.38 (0.83)</td>
<td>0.85 (0.61)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Exploration</td>
<td>Original mean proportion</td>
<td>0.62 (0.35)</td>
<td>0.76 (0.26)</td>
<td>0.64 (0.27)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Arcsine-transformed value</td>
<td>1.91 (0.85)</td>
<td>2.23 (0.66)</td>
<td>1.91 (0.67)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>General</td>
<td>Original mean proportion</td>
<td>0.60 (0.18)</td>
<td>0.60 (0.18)</td>
<td>0.48 (0.15)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Arcsine-transformed value</td>
<td>1.81 (0.44)</td>
<td>1.81 (0.44)</td>
<td>1.54 (0.32)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Player versus player</td>
<td>Original mean proportion</td>
<td>0.35 (0.19)</td>
<td>0.27 (0.18)</td>
<td>0.20 (0.14)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Arcsine-transformed value</td>
<td>1.24 (0.42)</td>
<td>1.04 (0.44)</td>
<td>0.88 (0.37)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Profession</td>
<td>Original mean proportion</td>
<td>0.48 (0.29)</td>
<td>0.42 (0.28)</td>
<td>0.27 (0.23)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Arcsine-transformed value</td>
<td>1.54 (0.67)</td>
<td>1.40 (0.68)</td>
<td>1.02 (0.56)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Quests</td>
<td>Original mean proportion</td>
<td>0.50 (0.25)</td>
<td>0.40 (0.27)</td>
<td>0.26 (0.19)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Arcsine-transformed value</td>
<td>1.61 (0.61)</td>
<td>1.38 (0.69)</td>
<td>1.04 (0.43)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Reputation</td>
<td>Original mean proportion</td>
<td>0.35 (0.25)</td>
<td>0.39 (0.30)</td>
<td>0.23 (0.22)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Arcsine-transformed value</td>
<td>1.24 (0.60)</td>
<td>1.33 (0.75)</td>
<td>0.94 (0.57)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Total completed</td>
<td>Original mean proportion</td>
<td>0.43 (0.19)</td>
<td>0.54 (0.27)</td>
<td>0.37 (0.21)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Arcsine-transformed value</td>
<td>1.42 (0.42)</td>
<td>1.73 (0.70)</td>
<td>1.31 (0.50)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Involvement in guilds</td>
<td>Original mean proportion</td>
<td>0.87 (0.34)</td>
<td>0.86 (0.35)</td>
<td>0.88 (0.32)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Arcsine-transformed value</td>
<td>2.73 (1.06)</td>
<td>2.70 (1.10)</td>
<td>2.77 (1.01)</td>
<td>.7</td>
</tr>
</tbody>
</table>
Table 2. Comparison of mean values between the merged self-selected sample (n=762) and the random sample (n=478) by t test performed on the transformed variables.

<table>
<thead>
<tr>
<th>WoW characteristics</th>
<th>Variables are successively presented in their original and transformed values</th>
<th>All self-selected sample players, mean (SD)</th>
<th>Random sample, mean (SD)</th>
<th>Mean difference (99.5% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dungeons and raids</td>
<td>Original mean proportion</td>
<td>0.40 (0.20)</td>
<td>0.28 (0.18)</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Arcsine-transformed value</td>
<td>1.36 (0.45)</td>
<td>1.07 (0.43)</td>
<td>0.29 (0.22-0.36)</td>
<td></td>
</tr>
<tr>
<td>Word events</td>
<td>Original mean proportion</td>
<td>0.40 (0.33)</td>
<td>0.21 (0.25)</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Arcsine-transformed value</td>
<td>1.34 (0.81)</td>
<td>0.85 (0.61)</td>
<td>0.49 (0.38-0.60)</td>
<td></td>
</tr>
<tr>
<td>Exploration</td>
<td>Original mean proportion</td>
<td>0.64 (0.34)</td>
<td>0.64 (0.27)</td>
<td></td>
<td>.3</td>
</tr>
<tr>
<td></td>
<td>Arcsine-transformed value</td>
<td>1.95 (0.83)</td>
<td>1.91 (0.67)</td>
<td>0.05 (-0.08 to 0.17)</td>
<td></td>
</tr>
<tr>
<td>General</td>
<td>Original mean proportion</td>
<td>0.60 (0.18)</td>
<td>0.48 (0.15)</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Arcsine-transformed value</td>
<td>1.81 (0.44)</td>
<td>1.54 (0.32)</td>
<td>0.27 (0.21-0.33)</td>
<td></td>
</tr>
<tr>
<td>Player versus player</td>
<td>Original mean proportion</td>
<td>0.34 (0.19)</td>
<td>0.20 (0.14)</td>
<td></td>
<td>.3</td>
</tr>
<tr>
<td></td>
<td>Arcsine-transformed value</td>
<td>1.21 (0.43)</td>
<td>0.88 (0.37)</td>
<td>0.33 (0.26-0.39)</td>
<td></td>
</tr>
<tr>
<td>Profession</td>
<td>Original mean proportion</td>
<td>0.48 (0.29)</td>
<td>0.27 (0.23)</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Arcsine-transformed value</td>
<td>1.52 (0.67)</td>
<td>1.02 (0.56)</td>
<td>0.50 (0.40-0.60)</td>
<td></td>
</tr>
<tr>
<td>Quests</td>
<td>Original mean proportion</td>
<td>0.49 (0.25)</td>
<td>0.26 (0.19)</td>
<td></td>
<td>.3</td>
</tr>
<tr>
<td></td>
<td>Arcsine-transformed value</td>
<td>1.58 (0.62)</td>
<td>1.04 (0.43)</td>
<td>0.55 (0.46-0.63)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Reputation</td>
<td>Original mean proportion</td>
<td>0.36 (0.26)</td>
<td>0.23 (0.22)</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Arcsine-transformed value</td>
<td>1.26 (0.63)</td>
<td>0.93 (0.57)</td>
<td>0.32 (0.23-0.42)</td>
<td></td>
</tr>
<tr>
<td>Total completed</td>
<td>Original mean proportion</td>
<td>0.44 (0.21)</td>
<td>0.37 (0.21)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Arcsine-transformed value</td>
<td>1.46 (0.48)</td>
<td>1.31 (0.50)</td>
<td>0.15 (0.07-0.22)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Involvement in guilds</td>
<td>Original mean proportion</td>
<td>0.87 (0.34)</td>
<td>0.88 (0.32)</td>
<td></td>
<td>.5</td>
</tr>
<tr>
<td></td>
<td>Arcsine-transformed value</td>
<td>2.73 (1.06)</td>
<td>2.77 (1.01)</td>
<td>-0.04 (-0.21 to 0.12)</td>
<td></td>
</tr>
</tbody>
</table>

Some guilds were overrepresented in the self-selected samples (a form of guild effect: people from the same guild may encourage their partners to participate in the study). Table 3 shows the number of avatars per guild. The sample sizes here are lower since not every avatar belongs to a guild. The range is between 1 and 11, with one guild from the self-selected sample having 11 participating avatars. A chi-square test reveals that the distribution of avatar per guild is different between the two types of samples.

Table 3. Observed (expected) number of avatars per guild: random sample (n=421) and self-selected samples (n=662).

<table>
<thead>
<tr>
<th>Number of avatars per guild</th>
<th>Random samplea</th>
<th>All self-selected sample</th>
<th>χ²</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>363 (345.0)</td>
<td>393 (411.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>29b (35.6)</td>
<td>49 (42.4)</td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>3-11</td>
<td>0 (11.9)</td>
<td>26 (14.1)</td>
<td>25.8</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aNumber of avatars with a guild affiliation.
b29 guilds with 2 avatars per guild.

Discussion

Principal Findings

In the French-speaking community of WoW players, three samples of avatars, one purely random and two self-selected, were used to assess the potential self-selection bias of Internet-based studies. To our knowledge, this is the first study to include a perfect random sample, since all randomly selected subjects (avatars) were incorporated in the sample.

The method used in this paper is somewhat new, dealing with the opportunity given by the development of online avatars of Internet users. Table 4 gives some details about the similarities and the differences related to Internet surveys, surveys on online gamers, and studies on avatars.
The samples were compared on the basis of the in-game achievements of the avatars expressed in percentages. This allows comparison of avatars despite possible game modifications, as shown by the lack of differences between the two self-selected samples recruited at two different times. The second self-selected sample and the random sample were both included during the same Cataclysm version of the game, whereas the first self-selected sample was included before this game version.

According to the hypothesis of a self-selection bias, it appears from the study results that a self-selected sample of website users differs from a “pure or perfect” random sample. The self-selected samples had higher scores than the random sample on most of the assessed in-game behavior variables. The self-selected samples appear to be more involved in the game than the random sample avatars. This could occur for different reasons.

To self-select, a player needs first to see the advertisement for a study (eg, “We are looking for active World of Warcraft players, >18 years old, to participate in an online survey on your motives to play and your psychological profile. We will ask the name of your main avatar and match your answers to Blizzard armory’s data. The questionnaire will take approximately 15 minutes of your time”). Second, a player needs to consider participating and to agree to it. Therefore, having the will to be involved in a study could lead to the selection of specific subjects with certain characteristics (eg, personality, game involvement, special interest in the purpose of the study). Because the participants responded to an Internet advertisement for the study, highly involved players are more likely to see the ad than occasional players because of the time spent on WoW-related websites. On the other hand, one could also assume that the will to participate is linked to both involvement in the game and an interest in the proposed studies.

The study finding is consistent with those of other studies linking survey participation with involvement (greater interest, connection, and concern related to the given behavior or possibly to the study results) in the assessed behaviors [19,29].

One may hypothesize that the statistically significant results of the study were due to the large sample size and that type I error (finding a difference when in fact there is none) could not be ruled out. But the magnitude of the differences found between the groups (as displayed in Table 2) cannot be imputed to chance alone and therefore does not support this point of view.

Table 4. Comparison of Internet surveys, online game surveys, and studies on avatars.

<table>
<thead>
<tr>
<th></th>
<th>Internet survey</th>
<th>Survey on online gamers</th>
<th>Study on avatars from a self-selected sample</th>
<th>Study on avatars from a random sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>Included</td>
<td>Internet users</td>
<td>On-line game users</td>
<td>Fictive character (video game players’ avatar linked to a given user who self-selected for study participation (as in the two self-selected samples of our study)</td>
<td>Video game players’ avatar selected randomly from a database including all characters (like the random sample of our study)</td>
</tr>
<tr>
<td>Active participation in the survey</td>
<td>Mandatory for study participation</td>
<td>Mandatory for study participation</td>
<td>The characteristics of a given avatar are drawn from the Web. Active participation is linked to the fact that the user decided to disclose their avatar’s information for the study.</td>
<td>No possible active participation to a survey. The characteristics of a given avatar are drawn from the Web (like the achievements characteristics of the random sample).</td>
</tr>
<tr>
<td>Possible data obtained</td>
<td>Data on the participant (human) Internet user profile (eg, psychological measures, reported Internet use)</td>
<td>Data on the participant (human) Internet-game user (eg, psychological measures, reported Internet use)</td>
<td>Data automatically collected related to the avatars (eg, achievements) or data chosen by the player (eg, avatar name, gender, guild affiliation) like in our study for the self-selected samples. It remains possible to link the characteristics of the avatar with the user who self-selected him or herself (not available in our study).</td>
<td>Data automatically collected related to the avatars (eg, achievements) or data chosen by the player (eg guild affiliation) like in our study for the random sample.</td>
</tr>
<tr>
<td>Self-selection bias</td>
<td>Possible self-selection bias. The participant (human) is or is not informed about the survey and decides to or not to participate and to complete the survey.</td>
<td>Possible self-selection bias. The participant (human) is or is not informed about the survey and decides to or not to participate and to complete the survey.</td>
<td>The human user decided to include their avatar in a study (self-selection bias, like for the 2 self-selected samples of our study)</td>
<td>The avatar is selected randomly from a database (like for the random sample of our study).</td>
</tr>
</tbody>
</table>
Limitations
Some limitations warrant further consideration. First, the specificity of WoW, including the guild effect (players organized in a guild), may increase the inclusion of participants who are highly involved in the game via a chain sampling bias. This may limit the generalizability of the results to other domains of Internet use–related behaviors. However, most Internet–related activities involve some form of social networking that promotes chain sampling activities and a possibly similar bias.

Second, the study was done on avatars and not directly on people. People may have more than one avatar on WoW. Thus, we cannot exclude the possibility that the results may be partly explained by differences between the avatar chosen by the self-selected sample as representative and the randomly selected avatars. Inclusion of active avatars at the maximum level related to each game extension and particularly lack of statistically significant differences in guild involvement and exploration (for the first self-selected sample) and on total completed (for the second self-selected sample) suggest, however, that the random sample is composed of at least reasonably credible avatars involved in the game.

Although most of the avatars were affiliated with guilds, affiliation was not an inclusion criterion. However, it was used to assess a form of guild effect (ie, higher proportions of avatars from the same guilds in the self-selected groups in comparison to the random one). Furthermore, guild participation could be considered as a useful index of “serious” avatar in-game activity (ie, the avatar was accepted by a guild).

Conclusions
Because of the important differences between the self-selected samples and the randomly selected sample, and despite the acknowledged limitations, the study invites careful consideration of the conclusions made from online self-selected samples and the possibility of an overrepresentation of subgroups of more involved or more concerned users.

Therefore, it does not appear possible to draw general epidemiological conclusions from Internet-based self-selection surveys (eg, on the prevalence of game addiction among website users or the general population). However, the studies may be of high interest to subgroups of users who are more involved in the game and the study purpose. In particular, such studies may allow the linking together of different assessed variables (such as mood, motives, or personality and a given behavior) in the studied sample. This remains important, particularly because of the possible advantages of online studies (eg, large sample sizes, possible access to people who are usually more difficult to reach, access to stigmatized behaviors).

The possible collaboration with webmasters may further improve understanding of the representativeness of self-selected samples by the random selection of the users (ie, contacting users by email to build a random sample as control group) or by comparison of the responders to non-responders regarding general characteristics such as features related to website use or, to some extent, potential biases regarding clinical variables (eg, game addiction).
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Abstract

Background: Websites and phone apps are increasingly used to track weights during weight loss interventions, yet the longitudinal accuracy of these self-reported weights is uncertain.

Objective: Our goal was to compare the longitudinal accuracy of self-reported weights entered online during the course of a randomized weight loss trial to measurements taken in the clinic. We aimed to determine if accuracy of self-reported weight is associated with weight loss and to determine the extent of misclassification in achieving 5% weight loss when using self-reported compared to clinic weights.

Methods: This study examined the accuracy of self-reported weights recorded online among intervention participants in the Hopkins Practice-Based Opportunities for Weight Reduction (POWER) trial, a randomized trial examining the effectiveness of two lifestyle-based weight loss interventions compared to a control group among obese adult patients with at least one cardiovascular risk factor. One treatment group was offered telephonic coaching and the other group was offered in-person individual coaching and group sessions. All intervention participants (n=277) received a digital scale and were asked to track their weight weekly on a study website. Research staff used a standard protocol to measure weight in the clinic. Differences (self-reported weight – clinic weight) indicate if self-report under (-) or over (+) estimated clinic weight using the self-reported weight that was closest in time to the clinic weight and was within a window ranging from the day of the clinic visit to 7 days before the 6-month (n=225) and 24-month (n=191) clinic visits. The absolute value of the differences (absolute difference) describes the overall accuracy.

Results: Underestimation of self-reported weights increased significantly from 6 months (mean -0.5kg, SD 1.0kg) to 24 months (mean -1.1kg, SD 2.0kg; P=.002). The average absolute difference also increased from 6 months (mean 0.7kg, SD 0.8kg) to 24 months (mean 1.3, SD 1.8kg; P<.001). Participants who achieved the study weight loss goal at 24 months (based on clinic weights) had lower absolute differences (P=.01) compared to those who did not meet this goal. At 24 months, there was 9% misclassification of weight loss goal success when using self-reported weight compared to clinic weight as an outcome. At 24 months, those with self-reported weights (n=191) had three times the weight loss compared to those (n=73) without self-reported weights (P<.001).

Conclusions: Underestimation of weight increased over time and was associated with less weight loss. In addition to intervention adherence, weight loss programs should emphasize accuracy in self-reporting.
The use of technology to support lifestyle-based treatment of obesity is commonplace in both research studies and commercial programs [1,2]. Specifically, self-monitoring of weight is a frequently recommended weight-loss strategy that can be facilitated by either websites or mobile phone apps [3]. Although self-monitoring of weight is a commonly identified, evidence-based strategy for weight loss, both technology-based and traditional paper-based cross-sectional studies indicate that individuals underestimate their weight and that the accuracy can vary for different demographic groups [4-8].

Few studies have examined the accuracy of self-reported weight over time. A 12-week weight management study (n=27) found self-reported weights recorded on a mobile phone were underestimated but were strongly correlated with weights taken in the clinic at both baseline and 12 weeks [9]. Results from a 6-month weight-loss trial (N=234) indicated that self-reported weights underestimated observed weights and those participants who lost more weight had more accurate self-report [10]. The accuracy of self-reported weight has not been examined in the context of a weight-loss study beyond 6 months.

The current study compared self-reported weight from a study website to clinic weights at 6-month and 24-month follow-up in the Hopkins Practice-Based Opportunities for Weight Reduction (POWER) trial, a three-arm randomized weight-loss trial with gender and race diversity [11,12]. The study also examined the association of accuracy of self-reported weight with the extent of weight loss and determined the rate of misclassification in achieving 5% weight loss when using self-reported compared to clinic weights as the follow-up weight.

**Methods**

**Overview**

The POWER trial at Hopkins was a randomized trial examining the effectiveness of two lifestyle-based weight-loss interventions (n=277) compared to a control group (n=138) among obese adult patients at six primary care practices [11,12]. Participants were at least 22 years of age, with a body mass index (BMI) ≥30 kg/m² and at least one additional cardiovascular risk factor. An institutional review board approved the study and all intervention arms were offered both individual and group coaching sessions.

**Intervention Summary**

Intervention participants had a 5% weight-loss goal and access to a study website that included learning modules and tools for self-monitoring weight, caloric intake, and exercise. They also received a digital scale for home use and directions to (1) weigh themselves at the same time of day, in the same amount of clothing with the same scale, and (2) enter this weight on the study website at least weekly while trying to lose weight and daily during weight maintenance.

During the first 6 months, those in the Call-Center Directed intervention were offered 15 coaching calls and those in the In-Person Directed intervention were offered 21 groups and nine individual coaching sessions. From Month 7 to the end of the study, call-center participants were offered monthly calls and in-person participants were offered both individual and group sessions monthly.

**Primary Outcome**

As previously reported, mean change in clinic measured weight (24 months – baseline) was −0.8 kg in the control arm, −4.6 kg in the call-center arm (P<.001 compared to control), and −5.1 kg in the in-person arm (P<.001 compared to control) [11]. There was no significant difference in weight loss between call-center directed and in-person directed arms. At 24 months, 37.9% (105/277) of the intervention participants achieved 5% weight loss.

**Measures**

Demographics were self-reported at baseline. The number of completed coaching contacts and weight log-ins were recorded. Trained research staff, masked to intervention assignment, measured weights in the clinic at the randomization visit (baseline) and at the 6-month and 24-month follow-up visits. Following a standard protocol that included removing shoes and emptying pockets, weight was measured on a high-quality calibrated digital scale with the participant wearing light indoor clothes. Two weights were taken at each time point, and if needed, a third weight was taken to resolve any discrepancies.

The assessment of weight during a clinic visit was independent of all intervention efforts. The accuracy of the clinic scales was verified annually by a third party.

Self-reported weight was based on the self-reported weight entered on the study website that was closest in time to the clinic weight and was within a window ranging from the day of the clinic visit to 7 days before the clinic visit. The intervention goal was to record a self-reported weight at least weekly, although the website allowed for daily self-report.

**Analytic Plan**

Weights are reported in kilograms. Differences (self-reported weight – clinic weight) indicate under (−) or over (+) estimation of clinic weight. The absolute value of the difference (absolute difference) describes the overall accuracy. We regressed absolute difference on weight change and controlled for age, sex, race, baseline BMI, intervention arm, number of coaching contacts.
completed, number of weeks with a self-reported weight, and the difference in days between the self-reported and clinic weights.

In the main results paper, follow-up clinic weight was used to determine weight outcomes—both the amount of weight change and classifications of participants as either achieving or not achieving the study goal of 5% weight loss. In the current analyses, the same approach was used (ie, using clinic weights) to determine the gold standard for weight loss and subsequent classifications. We also used self-reported weights at 24-month follow-up to calculate an alternative weight loss and weight-loss classification. Misclassification refers to the alternative method (using self-reported follow-up) providing a different weight-loss classification compared to the gold standard (using clinic follow-up weight). We reported Cohen’s kappa comparing classifications using clinic weight compared to self-reported weight at follow-up to determine weight change. A Bland-Altman plot is presented comparing clinic and self-reported weights at 24 months. The intraclass correlation between self-reported and clinic weight at 24 months was also reported.

Results

There were 277 participants in the active interventions. At 6 months, 28 did not have a self-reported weight within the target window and 24 were missing clinic weights resulting in 81.2% (225/277) with differences calculated. At 24 months, 83 did not have a self-reported weight within the target window and 13 were missing clinic weights resulting in 69.0% (191/277) with differences calculated.

Compared to those with missing data, the sample with differences calculated at 24 months had a higher percentage of men \(P=.02\), higher average contact completion \(P<.001\), and higher average number of self-reported weights \(P<.001\). Those with differences calculated at 24 months had an average age of 55 (SD 9.9) years, average BMI of 36 (SD 5.0) kg/m\(^2\), average weight of 104 (SD 18.7) kg, 59.2% were women (113/191), and 38.7% were black (74/191).

The average number of contacts was 14 (SD 3.4) at 6 months and 30 (SD 9.3) at 24 months. The average number of weeks with at least one weight log-in was 22 (SD 5.12) at 6 months and 71 (SD 26.4) at 24 months.

At 6 months, 61.8% (139/225) of self-reported weights were lower, 22.2% (50/225) were equivalent, and 16.0% (36/225) were higher than the clinic weights. At 24 months, 77.5% (148/191) of self-reported weights were lower, 9.4% (18/191) were equivalent, and 13.1% (25/191) were above the clinic weights. As seen in Table 1, the degree of underestimation increased from 6 months (mean −0.5kg, SD 1.0kg) to 24 months (mean −1.1kg, SD 2.0kg; \(P=.002\)). The average absolute difference also increased from 6 months (mean 0.7kg, SD 0.8kg) to 24 months (mean 1.3kg, SD 1.8kg; \(P<.001\)). Achieving the 5% weight loss goal was not associated with differences at 6 months \(P=.24\) or 24 months \(P=.09\). Participants who achieved 5% weight loss had lower absolute differences at 24 months \(P=.01\), but not at 6 months \(P=.13\) compared to those who did not meet this goal.

Figure 1 displays a distribution of the days between self-reported and clinic weights with a minimum score of −7 (self-reported weight was 7 days before the clinic weight) and a maximum score of 0 (self-reported and clinic weight were on the same day). At 6 months, 91.6% (206/225) of the self-reported weights were within 2 days of the clinic weight. At 24 months, 79.6% (152/191) of the self-reported weights were within 2 days of the clinic weight.

At 6 months, greater absolute difference between self-reported and clinic weight was associated with females, higher baseline BMI, less 6-month weight loss, fewer weeks with self-reported weights, and days between weights (Table 2). At 24 months, more weight loss and fewer days between weights were associated with smaller absolute differences. Significant associations among the independent and dependent variables were similar when examining differences rather than absolute differences as the outcome variable (data not shown).

When using self-reported weight at 24 months to calculate weight change from baseline clinic weight (see Table 3), there was 9% misclassification in achievement of weight-loss goal, 99% sensitivity, and 84% specificity compared to using clinic weights at 24 months. Cohen’s kappa was used to determine level of nonrandom agreement comparing the use of self-reported weight to the use of clinic weight at 24 months to determine weight loss classifications (κ = .82). Those included in Table 3 had greater 24-month weight loss (mean −6.0kg, SD 9.2kg) compared to those who did not have a self-reported weight within the target window at 24 months (mean −2.1kg, SD 5.3kg; \(P<.001\)).

Figure 2 is a Bland-Altman plot comparing self-reported and clinic weights at 24 months. A majority of the extreme differences between self-reported and clinic weights occur between 80 kg and 130 kg. The intraclass correlation comparing self-reported and clinic weights at 24 months was .99.

Figure 3 displays differences between self-reported and clinic weights by the percent weight change at 24 months. Percent weight change was based on clinic weights. As seen in the figure, a majority of the self-reported weights were below compared to above the clinic weight. The spread of the differences increased as weight loss decreased.
### Table 1. Difference in weights (self-reported – clinic) by attainment of 5% weight-loss goal at 6 and 24 months.

<table>
<thead>
<tr>
<th></th>
<th>6 months</th>
<th>24 months</th>
<th></th>
<th>6 months</th>
<th>24 months</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All (n=225)</td>
<td>Achieved 5% weight loss (n=112)</td>
<td>Did not achieve 5% weight loss (n=113)</td>
<td>All (n=191)</td>
<td>Achieved 5% weight loss (n=82)</td>
</tr>
<tr>
<td>Differencea in kg, mean (SD)</td>
<td>−0.5 (1.0)</td>
<td>−0.4 (0.8)</td>
<td>−0.6 (1.1)</td>
<td>−1.1 (2.0)</td>
<td>−0.8 (1.2)</td>
</tr>
<tr>
<td>Absolute differenceb in kg, mean (SD)</td>
<td>0.7 (0.8)</td>
<td>0.6 (0.7)</td>
<td>0.8 (1.0)</td>
<td>1.3 (1.8)</td>
<td>1.0 (1.1)</td>
</tr>
</tbody>
</table>

*aDifference (self-reported – clinic weight).

*bAbsolute difference = |self-reported weight – clinic weight|.

### Table 2. Association of absolute difference in weights (self-reported – clinic) with weight change, demographic characteristics, and participation at 6 and 24 months.

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>6 months</th>
<th>24 months</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B (SE)b</td>
<td>P</td>
</tr>
<tr>
<td>Weight changec in kg</td>
<td>.04 (0.01)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female</td>
<td>.38 (0.11)</td>
<td>.001</td>
</tr>
<tr>
<td>Black</td>
<td>.06 (0.11)</td>
<td>.58</td>
</tr>
<tr>
<td>Age</td>
<td>.003 (0.01)</td>
<td>.55</td>
</tr>
<tr>
<td>Body Mass Index (baseline)</td>
<td>.03 (0.01)</td>
<td>.02</td>
</tr>
<tr>
<td>Intervention arm</td>
<td>−.10 (0.11)</td>
<td>.36</td>
</tr>
<tr>
<td>Coach contacts completed</td>
<td>−.00 (0.02)</td>
<td>.64</td>
</tr>
<tr>
<td>Self-reported weight, frequency</td>
<td>.04 (0.01)</td>
<td>.01</td>
</tr>
<tr>
<td>Days between weights</td>
<td>−.24 (0.04)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

*aAbsolute difference = |self-reported weight – clinic weight|.

*bBeta coefficient, SE=standard error; adjusted for all variables listed.

*cWeight change = follow-up clinic weight – baseline clinic weight.

### Table 3. Weight loss goal attainment at 24 months based on final weight from clinic and self-reported weight (n=191).

<table>
<thead>
<tr>
<th>Self-reported weight</th>
<th>Clinic weight</th>
<th></th>
<th>Did not achieve 5% weight loss, n (%)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Achieved 5% weight loss</td>
<td>93 (48.7)</td>
<td>16 (8.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Did not achieve 5% weight loss</td>
<td>1 (0.5)</td>
<td>81 (42.4)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 1. Time between self-reported and clinic weights at 6 and 24 months.
Figure 2. Differences in weights (self-reported – clinic) by the average of the two weights at 24 months.
Discussion

Principal Findings
To our knowledge, this is the first study to document decreases in accuracy of self-reported weights over long-term follow-up. Specifically, participants’ self-report resulted in a modest, yet significant underestimation of weight consistent with previous findings from cross-sectional studies and weight-loss trials [4,5,9,10]. The magnitude of underestimation doubled between Months 6 and 24. Moreover, weight loss was positively associated with accuracy; those who achieved the 5% weight-loss goal had more accurate self-reports. These results are congruent with findings from a study with 6 months of follow-up [10]. Strengths of the current analyses include a relatively large sample of obese adults with gender and ethnic diversity and a long duration of follow-up (ie, 24 months).

There are a number of possible sources of variation between self-reported weight and clinic weights. There was likely a difference in the accuracy of the scales provided to participants and the clinic scale that had annual accuracy verification. Another possible source of variation was diurnal weight fluctuations and other factors associated with the time lag between weights (eg, actual weight change, menstrual cycle). However, the regression analyses found a significant association among absolute difference and weight change even after controlling for length of time between measures. Although the participants were encouraged to weigh themselves under the same conditions experienced in the clinic, there may have been...
differences in procedures (e.g., amount of clothing, placing scale on hard surface) associated with differences.

One alternative to manually entering self-reported weights on a website is the use of scales with wireless connections to a computer that can automatically upload data. However, little is known about the accuracy of this method and sources of variation may be similar to those outlined above. Pronek et al demonstrated that participants can improve the accuracy of self-reported weights with regular feedback [13]. Improvements in the accuracy of self-reporting may help individuals with long-term adherence to lifestyle-based programs.

Although short-term fluctuation in weight is expected, the extent to which small changes and the tracking of subtle trends impacts weight loss is unclear. During weight-loss maintenance, it can be difficult to reverse the trajectory of even minor weight gains [14]. Less accurate self-assessment could create challenges in identifying small changes. It is possible that the tendency to underestimate weight and increased error over time create additional barriers to long-term weight-loss efforts.

The underestimation of clinic weights in the current study was modest, and the sensitivity and specificity appears acceptable. Other studies have reported strong correlations between self-reported and clinic weights and describe the differences between self-reported and clinical weights as relatively small [9,13]. However, researchers should be cautious in using self-reported weight as a clinical outcome. The current results are consistent with a previous report of modest but significant differences between weight change calculated with self-reported versus clinic values [10]. Moreover, the generalizability of the findings are limited by the completer analysis. In the current study, 95% of the sample had 24-month clinic weights, yet only 69% had both self-reported and clinic weights. Those with self-reported weight had three times the weight loss compared to those without self-reported weights at 24 months, and this is concordant with previous reports [10].

Conclusions

Although it is not clear if accurate self-weighing facilitated weight loss or if weight loss encouraged more exacting self-assessment, those in weight-loss programs should be aware of the tendency for decreased accuracy of self-reported weight over time and the association of accurate self-report with achievement of weight-loss goals. Increased emphasis on accurate self-weighing may be an important addition to lifestyle-based weight-loss programs.
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Abstract

Background: Recent eHealth developments have elevated the importance of assessing the extent to which technology has empowered patients and improved health, particularly among the most vulnerable populations. With noted disparities across racial and social groups in chronic health outcomes, such as cancer, obesity, and diabetes, it is essential that researchers examine any differences in the implementation, uptake, and impact of eHealth strategies across groups that bear a disproportionate burden of disease.

Objective: The goal was to examine eHealth use by sociodemographic factors, such as race/ethnicity, socioeconomic status (SES), age, and sex.

Methods: We drew data from National Cancer Institute’s 2012 Health Information National Trends Survey (HINTS) (N=3959) which is publicly available online. We estimated multivariable logistic regression models to assess sociodemographic predictors of eHealth use among adult Internet users (N=2358) across 3 health communication domains (health care, health information–seeking, and user-generated content/sharing).

Results: Among online adults, we saw no evidence of a digital use divide by race/ethnicity. However, there were significant differences in use by SES, particularly for health care and health information–seeking items. Patients with lower levels of education had significantly lower odds of going online to look for a health care provider (high school or less: OR 0.50, 95% CI 0.33–0.76) using email or the Internet to communicate with a doctor (high school or less: OR 0.46, 95% CI 0.29–0.72), tracking their personal health information online (high school or less: OR 0.53, 95% CI 0.32–0.84), using a website to help track diet, weight, and physical activity (high school or less: OR 0.64, 95% CI 0.42–0.98; some college: OR 0.67, 95% CI 0.49–0.93), or downloading health information to a mobile device (some college: OR 0.54, 95% CI 0.33–0.89). Being female was a consistent predictor of eHealth use across health care and user-generated content/sharing domains, whereas age was primarily influential for health information–seeking.

Conclusions: This study illustrates that lower SES, older, and male online US adults were less likely to engage in a number of eHealth activities compared to their counterparts. Future studies should assess issues of health literacy and eHealth literacy and their influence on eHealth engagement across social groups. Clinical care and public health communication efforts attempting to leverage Web 2.0 and 3.0 platforms should acknowledge differential eHealth usage to better address communication inequalities and persistent disparities in health.

(J Med Internet Res 2014;16(7):e172) doi:10.2196/jmir.3117
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Introduction

The movement in the past decade toward patient-centered care has increasingly emphasized patient empowerment in health care. In particular, the Chronic Care Model, characterized by the interaction between an “informed and activated patient” and a “prepared and proactive practice team” has been highlighted as a fundamental model for optimum care [1,2]. Alongside the changing tide in health care delivery, there has been a revolution in information technology. With the development of new technology and Web 2.0 and 3.0 communication media, the field of eHealth has emerged and with it a plethora of new opportunities for individuals to access and exchange health information, manage their health through electronic platforms, and participate in “peer-to-peer health care” [3-5]. These online opportunities have been identified as a means to better enable patient empowerment and self-management of care [6].

The field of eHealth has enabled public health and medical practitioners to communicate with patients in both traditional and novel ways to address health concerns such as diabetes management [7], heart health [8], cancer prevention and health promotion activities [9-11], and smoking cessation [12,13]. Online strategies range from adaptations of more traditional communication methods, such as the delivery of tailored information and the creation of support networks [14], to more innovative developments, such as the implementation of smartphone applications for disease prevention and management [15-17].

These eHealth developments have elevated the importance of assessing the extent to which technology has empowered patients and improved health in general and among the most vulnerable populations in particular [18-21]. With noted disparities across racial and social groups in chronic health outcomes, such as cancer, obesity, and diabetes, it is essential that researchers thoughtfully examine any differences in the implementation, uptake, and impact of eHealth strategies across groups that bear a disproportionate burden of disease [20,22,23].

Current eHealth studies are limited in that many, such as those published by the Pew Internet & American Life Project, report national percentages without rigorous statistical control to determine what factors may be true drivers of any eHealth disparities. Other research has focused on issues of access to technology based on the original concept of the digital divide, which formulated 2 groups—those with access to the Internet and those without [5,24]. Gaps in access to the Internet have been persistent in that lower socioeconomic status, minority racial/ethnic groups, older age, and poorer health, among others, are associated with decreased access to the Internet [19,21,25-29]. These access patterns can lead to differential access to health information that might intensify health disparities [30]. Yet, this dichotomous oversimplification wrongly suggests that all “haves” use the Internet in a similar manner.

However, the limited number of published studies focused on use of the Internet for health point to noted communication inequalities or differences in use and engagement across important racial and social groups [18,22,31]. For example, those in the lowest income and education brackets are shown to be considerably less likely to seek out health information online compared to those in higher income and education brackets. Similarly, non-Hispanic blacks and Hispanics are significantly less likely to seek out health information online compared to their non-Hispanic white counterparts, yet these differences by race/ethnicity have begun to narrow overall. Recent unadjusted Pew Internet & American Life Project data highlight differences in topic-specific seeking behavior in that more non-Hispanic blacks and Hispanics report using the Internet to find information on how to lose weight and pregnancy compared to non-Hispanic whites, whereas a larger percentage of non-Hispanic whites report using the Internet to find information on a specific disease or problem [5,20,32,33]. These differences in eHealth use are of importance to public health practitioners and health care providers in that these communication behaviors could lead to significant health-related disparities [22].

Evidence in support of communication inequalities in health-related Internet use is building [20,34,35]; however, we lack a clear understanding of comprehensive differences by sociodemographic factors, such as race/ethnicity, socioeconomic status (SES), and sex in the utility of the Internet for eHealth tasks. Past studies have primarily examined online disparities in isolation, have not adequately adjusted for confounding factors that could drive use, or have used older datasets that do not reflect the ever-changing digital landscape [5,34,36-38].

This study aims to employ an up-to-date, comprehensive examination of eHealth use by sociodemographic factors to illustrate potential profiles of disparities across a number of communication domains. We hope this work will assist future health communication interventions and efforts that seek to use the Internet, email, and social media to reach and engage underserved populations.

Methods

Data for this study were drawn from the National Cancer Institute’s 2012 Health Information National Trends Survey (HINTS). HINTS is a nationally representative survey of the US noninstitutionalized adult population that collects data on the American public’s need for, access to, and use of health-related information [39]. HINTS is publicly available online [40]. Data used in this study are from HINTS 4 Cycle 1, collected from October 2011 to February 2012 (N=3959) through mailed questionnaire. The sample design was a 2-stage stratified sample with addresses selected from a comprehensive United States Postal Service national residential file, and individual respondents were selected per each household in the sample. The final response rate for HINTS 2012 was 36.7%. Further details on survey design and sampling strategies are published elsewhere [41].

To assess hypothesized differences in eHealth usage and engagement, we used 11 HINTS variables that were asked of those respondents who reported yes to ever going online to access the Internet or World Wide Web or to send and receive email (N=2358). The 11 eHealth tasks are presented in 3 domains relevant to health communication (health care, health...
information-seeking, and user-generated content/sharing). Items were grouped into domains in effort to illustrate trends across eHealth tasks and for purposes of informing future health communication-related interventions [42]. The categorization of items into domains was informed by both mass communication theory, such as uses and gratifications theory, as well as recent health care policies, specifically the Affordable Care Act and Healthy People 2020, in which there is interest to track progress in goal achievement [43-45]. For example, one of the goals outlined in Healthy People 2020 is aimed at improving access to comprehensive, quality health care services, research is emerging that correlates increased engagement with the Internet and access to health care services [46]. The eHealth items assessed in this study were “In the past 12 months, have you used the Internet to look for health or medical information for yourself?” (yes/no) and “In the past 12 months, have you used the Internet for any of the following reasons?” (yes/no) as listed in Figure 1.

For the purpose of this analysis, primary predictor variables included in each model represent sociodemographic characteristics: place of birth, race/ethnicity, home ownership, education, income, age, and sex. Hot-deck imputation was used to replace missing responses with imputed data for the race and ethnicity variables in HINTS 2012. With this approach, the resulting distribution preserved the distribution of values observed for respondents.

All models adjusted for occupational status, marital status, children, health information–seeking (ever sought health information from any source), regular access to a health care provider, insurance status, health status, personal cancer history, and family cancer history.

We used multivariable logistic regression to model the fitted odds that SES (education and income), race/ethnicity, age, and sex independently and differentially predicted eHealth usage in the population of online US adults. We used SAS-callable SUDAAN 10.0.1 to account for the complex sampling design used in HINTS and to incorporate jackknife replicate weights needed to compute accurate standard errors. All analyses were weighted to provide nationally representative estimates. We calculated weighted percentages, odds ratios (OR), and 95% confidence intervals (CI) utilizing complete case analyses with listwise deletion for each model (N=2358).
Results

Summary

Weighted and unweighted unadjusted prevalence estimates for each dependent variable are presented in Table 1 (demographics) and Table 2 (eHealth tasks). For health care–related tasks, the prevalence of eHealth usage is generally low, with approximately 18.95% (509/2358) of online US adults reporting ever having engaged in activities such as emailing providers, 19.29% (501/2358) tracking health information online, and 17.67% (459/2358) buying medicine online. Slightly more people have used the Internet to search for a health care provider (38.42%, 861/2358). For health information–seeking tasks, eHealth usage is notably more prevalent. Nearly 80% (79.04%, 1833/2358) of online American adults have used the Internet to look for health information for themselves and 57.04% (1342/2358) have used the Internet to look for health information for someone else. Approximately 42.98% (925/2358) have used the Internet in the past year to help with diet, weight, or physical activity, but far fewer have used it to download health information to a mobile device (11.70%, 261/2358). In terms of engagement with user-generated content, only a small proportion of the population (3.26%-4.63%, 76-110/2358 of online US adults) took advantage of interactive Web features, such as participating in an online support group or health-related blog. Use of social networking sites (SNS) for health is a bit higher, with 16.80% (345/2358) of online Americans saying
they have visited sites such as Facebook or LinkedIn to read or share about medical topics.

Pursuant to our central research question on potential communication inequalities in eHealth usage, results for our multivariable logistic regression analyses are presented by the domains of health care, health information–seeking, and user-generated content/sharing. Among online adults, there was little evidence of a digital use divide by race/ethnicity. Generally, non-Hispanic blacks, Hispanics, and people of other races were no more or less likely than non-Hispanic whites to engage in eHealth activities. Being of other race was predictive of almost a 3-fold increase in the odds of downloading health information to a mobile device and twice the odds of using the Internet to look for a health care provider. However, the most significant differences in eHealth use were across SES (either by education, income, or both) and by age and sex. Findings are summarized subsequently.

### Table 1. Weighted and unweighted unadjusted prevalence estimates for sample demographics, Health Information National Trends Survey (HINTS) 4 Cycle 1, October 2011 to February 2012 (N=2358).

<table>
<thead>
<tr>
<th>Sociodemographics</th>
<th>n</th>
<th>Unweighted %</th>
<th>Weighted %</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18–34</td>
<td>440</td>
<td>18.66</td>
<td>35.21</td>
</tr>
<tr>
<td>35–49</td>
<td>680</td>
<td>28.84</td>
<td>30.07</td>
</tr>
<tr>
<td>50–64</td>
<td>824</td>
<td>34.94</td>
<td>24.63</td>
</tr>
<tr>
<td>65–74</td>
<td>292</td>
<td>12.38</td>
<td>7.03</td>
</tr>
<tr>
<td>&gt;75</td>
<td>122</td>
<td>5.17</td>
<td>3.05</td>
</tr>
<tr>
<td><strong>Highest level of school completed</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤High school</td>
<td>401</td>
<td>17.01</td>
<td>23.58</td>
</tr>
<tr>
<td>Some college</td>
<td>761</td>
<td>32.27</td>
<td>35.25</td>
</tr>
<tr>
<td>College graduate or more</td>
<td>1196</td>
<td>50.72</td>
<td>41.17</td>
</tr>
<tr>
<td><strong>Race/ethnicity (imputed)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>1657</td>
<td>70.27</td>
<td>70.43</td>
</tr>
<tr>
<td>Hispanic</td>
<td>215</td>
<td>9.12</td>
<td>11.50</td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>322</td>
<td>13.66</td>
<td>10.39</td>
</tr>
<tr>
<td>Non-Hispanic other</td>
<td>164</td>
<td>6.96</td>
<td>7.69</td>
</tr>
<tr>
<td><strong>Annual household income</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than $20,000</td>
<td>329</td>
<td>13.95</td>
<td>16.79</td>
</tr>
<tr>
<td>$20,000 to &lt; $35,000</td>
<td>313</td>
<td>13.27</td>
<td>14.33</td>
</tr>
<tr>
<td>$35,000 to &lt; $50,000</td>
<td>313</td>
<td>13.27</td>
<td>11.27</td>
</tr>
<tr>
<td>$50,000 to &lt; $75,000</td>
<td>437</td>
<td>18.53</td>
<td>18.69</td>
</tr>
<tr>
<td>&gt;$75,000</td>
<td>821</td>
<td>34.82</td>
<td>33.04</td>
</tr>
<tr>
<td>Missing</td>
<td>145</td>
<td>6.15</td>
<td>5.88</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>931</td>
<td>39.48</td>
<td>48.36</td>
</tr>
<tr>
<td>Female</td>
<td>1427</td>
<td>60.52</td>
<td>51.64</td>
</tr>
<tr>
<td><strong>Ever diagnosed as having cancer?</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>311</td>
<td>13.19</td>
<td>7.34</td>
</tr>
<tr>
<td>No</td>
<td>2047</td>
<td>86.81</td>
<td>92.66</td>
</tr>
<tr>
<td><strong>Any family members ever had cancer?</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1506</td>
<td>63.87</td>
<td>62.92</td>
</tr>
<tr>
<td>No/not sure/missing</td>
<td>852</td>
<td>36.13</td>
<td>37.08</td>
</tr>
</tbody>
</table>
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Table 2. Weighted and unweighted unadjusted prevalence estimates for eHealth tasks, Health Information National Trends Survey (HINTS) 4 Cycle 1, October 2011 to February 2012 (2012) (N=2358).

<table>
<thead>
<tr>
<th>EHealth Task</th>
<th>n</th>
<th>Unweighted %</th>
<th>Weighted %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ever looked for information about health or medical topics from any source?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>2132</td>
<td>90.42</td>
<td>88.79</td>
</tr>
<tr>
<td>No</td>
<td>226</td>
<td>9.58</td>
<td>11.21</td>
</tr>
<tr>
<td>In the past 12 months, used email or Internet to communicate with a doctor or doctor’s office?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1849</td>
<td>78.41</td>
<td>81.05</td>
</tr>
<tr>
<td>Yes</td>
<td>509</td>
<td>21.59</td>
<td>18.95</td>
</tr>
<tr>
<td>In the past 12 months, bought medicine or vitamins online?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1899</td>
<td>80.53</td>
<td>82.33</td>
</tr>
<tr>
<td>Yes</td>
<td>459</td>
<td>19.47</td>
<td>17.67</td>
</tr>
<tr>
<td>In the past 12 months, used the Internet to look for a health care provider?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1497</td>
<td>63.49</td>
<td>61.58</td>
</tr>
<tr>
<td>Yes</td>
<td>861</td>
<td>36.51</td>
<td>38.42</td>
</tr>
<tr>
<td>In the last 12 months, used the Internet to keep track of personal health information</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1857</td>
<td>78.75</td>
<td>80.71</td>
</tr>
<tr>
<td>Yes</td>
<td>501</td>
<td>21.25</td>
<td>19.29</td>
</tr>
<tr>
<td>In the past 12 months, used a website to help with diet, weight, or physical activity?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1433</td>
<td>60.77</td>
<td>57.02</td>
</tr>
<tr>
<td>Yes</td>
<td>925</td>
<td>39.23</td>
<td>42.98</td>
</tr>
<tr>
<td>In the last 12 months, used the Internet to download health-related info to a mobile device</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>2097</td>
<td>88.93</td>
<td>88.30</td>
</tr>
<tr>
<td>Yes</td>
<td>261</td>
<td>11.07</td>
<td>11.70</td>
</tr>
<tr>
<td>In the past 12 months, used the Internet to look for health or medical information for self?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>525</td>
<td>22.3</td>
<td>21</td>
</tr>
<tr>
<td>Yes</td>
<td>1833</td>
<td>77.7</td>
<td>79</td>
</tr>
<tr>
<td>In the past 12 months, used the Internet to look for health or medical information for someone else?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1016</td>
<td>43.09</td>
<td>42.96</td>
</tr>
<tr>
<td>Yes</td>
<td>1342</td>
<td>56.91</td>
<td>57.04</td>
</tr>
<tr>
<td>In the past 12 months, participated in an online support group for people with a similar health or medical issue?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>2248</td>
<td>95.34</td>
<td>95.37</td>
</tr>
<tr>
<td>Yes</td>
<td>110</td>
<td>4.66</td>
<td>4.63</td>
</tr>
<tr>
<td>In the past 12 months, visited a social networking site to read and share about medical topics?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>2013</td>
<td>85.37</td>
<td>83.20</td>
</tr>
<tr>
<td>Yes</td>
<td>345</td>
<td>14.63</td>
<td>16.80</td>
</tr>
<tr>
<td>In the past 12 months, wrote in an online diary or blog about any type of health topic?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>2282</td>
<td>96.78</td>
<td>96.74</td>
</tr>
<tr>
<td>Yes</td>
<td>76</td>
<td>3.22</td>
<td>3.26</td>
</tr>
</tbody>
</table>
Health Care

Online adults with the lowest levels of education were significantly less likely to use the Internet to look for a health care provider compared to those with a college degree or more (OR 0.50, 95% CI 0.33-0.76) (Table 3). The youngest adults surveyed (18-34 years) had more than twice the odds of engaging in online provider searches compared to the oldest group aged 65 years and older (OR 2.24, 95% CI 1.20-4.16). Whereas, women were more likely than men to search for a health care provider online (OR 1.53, 95% CI 1.14-2.04).

Among online adults, we again saw evidence of a usage gap by education and sex with regard to using email or the Internet to communicate with a doctor or doctor’s office. Those with a high school degree or less were less likely to engage in this activity compared to those with a college degree or more (OR 0.46, 95% CI 0.29-0.72). Additionally, women were more likely than men to have communicated with a provider by email or Internet (OR 1.52, 95% CI 1.06-2.19).

Education and sex were also significant predictors of tracking personal health information online. High school graduates and those with lower levels of education were less likely than college graduates to have tracked this information online (OR 0.53, 95% CI 0.32-0.84), whereas women were 1.5 times as likely to have done so than men were (OR 1.52, 95% CI 1.06-2.19).

We saw different patterns in use when examining who purchased medicine or vitamins online. Income level and place of birth were significant predictors; those earning <$20,000 and between $20,000 and <$35,000 annually were significantly less likely than those in the highest income category to have made medicine or vitamin purchases online (OR 0.34, 95% CI 0.12-0.95 and OR 0.38, 95% CI 0.16-0.90, respectively), whereas those not born in the United States had more than 2.5 times the odds of having done so (OR 2.64, 95% CI 1.37-5.09).
Table 3. Multivariable logistic regression models for odds of reporting yes to eHealth usage by socioeconomic status and race/ethnicity, Health Information National Trends Survey (HINTS), 2012.

<table>
<thead>
<tr>
<th>Sociodemographics</th>
<th>Looking for health care provider</th>
<th>Used email or Internet to communicate with doctor</th>
<th>Bought medicine or vitamins online</th>
<th>Tracked personal health information online</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR 95% CI</td>
<td>OR 95% CI</td>
<td>OR 95% CI</td>
<td>OR 95% CI</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤ High school degree</td>
<td>0.50 (0.33, 0.76)</td>
<td>0.46 (0.29, 0.72)</td>
<td>0.67 (0.34, 1.32)</td>
<td>0.53 (0.32, 0.84)</td>
</tr>
<tr>
<td>Some college</td>
<td>0.73 (0.49, 1.09)</td>
<td>0.71 (0.50, 1.02)</td>
<td>0.99 (0.67, 1.46)</td>
<td>0.75 (0.50, 1.13)</td>
</tr>
<tr>
<td>&gt; College degree (ref)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
</tr>
<tr>
<td><strong>Born in United States</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.29 (0.73, 2.26)</td>
<td>1.03 (0.49, 2.14)</td>
<td>2.64 (1.37, 5.09)</td>
<td>1.19 (0.58, 2.46)</td>
</tr>
<tr>
<td>Yes (ref)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>0.73 (0.44, 1.16)</td>
<td>1.21 (0.69, 2.13)</td>
<td>1.01 (0.49, 2.10)</td>
<td>1.04 (0.60, 1.81)</td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>1.52 (0.72, 3.18)</td>
<td>0.94 (0.49, 1.79)</td>
<td>1.39 (0.50, 3.91)</td>
<td>1.23 (0.73, 2.06)</td>
</tr>
<tr>
<td>Other race</td>
<td>2.02 (1.01, 4.04)</td>
<td>1.68 (0.91, 3.11)</td>
<td>0.79 (0.43, 1.46)</td>
<td>1.82 (0.81, 4.07)</td>
</tr>
<tr>
<td>Non-Hispanic white (ref)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
</tr>
<tr>
<td><strong>Home ownership</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rent or occupy without rent</td>
<td>1.06 (0.67, 1.68)</td>
<td>1.04 (0.72, 1.51)</td>
<td>0.81 (0.51, 1.28)</td>
<td>1.19 (0.86, 1.64)</td>
</tr>
<tr>
<td>Own (ref)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
</tr>
<tr>
<td><strong>Annual household income</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;$20,000</td>
<td>0.86 (0.38, 1.97)</td>
<td>0.37 (0.13, 1.02)</td>
<td>0.34 (0.12, 0.95)</td>
<td>0.78 (0.31, 1.94)</td>
</tr>
<tr>
<td>$20,000 to &lt;$35,000</td>
<td>0.70 (0.35, 1.38)</td>
<td>0.49 (0.23, 1.06)</td>
<td>0.38 (0.16, 0.90)</td>
<td>0.81 (0.45, 1.46)</td>
</tr>
<tr>
<td>$35,000 to &lt;$50,000</td>
<td>1.51 (0.95, 2.40)</td>
<td>0.67 (0.40, 1.13)</td>
<td>0.70 (0.32, 1.54)</td>
<td>0.64 (0.36, 1.15)</td>
</tr>
<tr>
<td>$50,000 to &lt;$75,000</td>
<td>1.00 (0.64, 1.58)</td>
<td>0.71 (0.47, 1.06)</td>
<td>0.91 (0.60, 1.37)</td>
<td>1.31 (0.80, 2.14)</td>
</tr>
<tr>
<td>&gt; $75,000 (ref)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>2.24 (1.20, 4.16)</td>
<td>0.91 (0.48, 1.70)</td>
<td>0.85 (0.46, 1.58)</td>
<td>1.24 (0.69, 2.22)</td>
</tr>
<tr>
<td>35-49</td>
<td>1.55 (0.91, 2.63)</td>
<td>0.77 (0.47, 1.24)</td>
<td>0.68 (0.40, 1.14)</td>
<td>0.90 (0.58, 1.39)</td>
</tr>
<tr>
<td>50-64</td>
<td>1.50 (0.90, 2.51)</td>
<td>0.84 (0.51, 1.37)</td>
<td>0.73 (0.46, 1.16)</td>
<td>0.91 (0.65, 1.28)</td>
</tr>
<tr>
<td>&gt; 65 (ref)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1.53 (1.14, 2.04)</td>
<td>1.47 (1.03, 2.09)</td>
<td>0.98 (0.65, 1.47)</td>
<td>1.52 (1.06, 2.19)</td>
</tr>
<tr>
<td>Male (ref)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
</tr>
</tbody>
</table>

All estimates are weighted. All models control for occupational status, marital status, children, health information–seeking (ever sought health information from any source), regular access to a health care provider, insurance status, health status, personal cancer history, and family history of cancer.

**Health Information–Seeking**

Age was the sole predictor of whether online adults used the Internet in the past 12 months to search for health information for themselves (Table 4). Adults aged 18-34 years were 3.5 times as likely as adults aged 35-49 years were nearly 2.5 times as likely as those 65 years and older to use the Internet to search for health information (OR 3.51, 95% CI 1.66-7.44 and OR 2.35, 95% CI 1.17-4.72, respectively). Age and sex were differentially predictive of using the Internet to search for health or medical information for someone else. Those aged 35–49 years were 1.5 times as likely to have used the Internet for this purpose as those 65 years and older (OR 1.52, 95% CI 1.00-2.31). Women were approximately 1.5 times as likely as men to have done so (OR 1.46, 95% CI 1.06-2.01).

Similarly, we identified gaps by age, education, and income in use of websites to help with diet, weight, or physical activity. Overwhelmingly, those in younger age categories were significantly more likely than those aged 65 and older to have used a website for this purpose: age 18-34 (OR 3.37, 95% CI 2.00-5.69), age 35-49 (OR 2.57, 95% CI 1.66, 3.99), and age 50-64 (OR 2.22, 95% CI 1.43-3.43). Those with a high school...
degree or less and those with some college were approximately 35% less likely than college graduates to have done so (OR 0.64, 95% CI 0.42-0.98 and OR 0.67, 95% CI 0.49-0.93, respectively). Additionally, those making less than $20,000 per year were nearly 50% less likely than those in the highest income category to have used the Web for this purpose (OR 0.46, 95% CI 0.24-0.86).

In terms of downloading health-related information to a mobile device, such as an MP3 player, cell phone, tablet computer, or electronic book device, we observed a few usage gaps by education level and race/ethnicity. Those with some college were 46% less likely than those with a college degree to have gone online for this purpose (OR 0.54, 95% CI 0.33-0.89) and those in the lowest education bracket were 58% less likely to engage in this eHealth task, but this did not meet statistical significance (OR 0.42, 95% CI 0.17-1.02). Those of other race were nearly 3 times as likely to download health information to a mobile device compared to their non-Hispanic white counterparts (OR 2.78, 95% CI 1.33-5.86).

Table 4. Multivariable logistic regression models for odds\(^a\) of reporting yes to eHealth usage, by socioeconomic status and race/ethnicity, Health Information National Trends Survey (HINTS), 2012.

<table>
<thead>
<tr>
<th>Sociodemographics</th>
<th>Looked for health information for self</th>
<th>Looked for health information for someone else</th>
<th>Used website to help track diet, weight, physical activity</th>
<th>Downloaded health information to mobile device</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤High school degree</td>
<td>0.64 (0.41, 1.01)</td>
<td>0.72 (0.46, 1.10)</td>
<td>0.64 (0.42, 0.98)</td>
<td>0.42 (0.17, 1.02)</td>
</tr>
<tr>
<td>Some college</td>
<td>0.67 (0.44, 1.02)</td>
<td>0.70 (0.46, 1.05)</td>
<td>0.67 (0.49, 0.93)</td>
<td>0.54 (0.33, 0.89)</td>
</tr>
<tr>
<td>&gt;College degree (ref)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
</tr>
<tr>
<td><strong>Born in United States</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.43 (0.68, 2.99)</td>
<td>1.29 (0.67, 2.48)</td>
<td>1.39 (0.77, 2.49)</td>
<td>1.36 (0.65, 2.88)</td>
</tr>
<tr>
<td>Yes (ref)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>0.62 (0.27, 1.45)</td>
<td>0.89 (0.51, 1.57)</td>
<td>1.58 (0.80, 3.11)</td>
<td>1.47 (0.57, 3.82)</td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>1.21 (0.66, 2.23)</td>
<td>1.32 (0.65, 2.68)</td>
<td>1.00 (0.55, 1.82)</td>
<td>1.73 (0.88, 3.42)</td>
</tr>
<tr>
<td>Other race</td>
<td>1.13 (0.40, 3.20)</td>
<td>1.78 (0.94, 3.34)</td>
<td>1.40 (0.75, 2.60)</td>
<td>2.78 (1.33, 5.86)</td>
</tr>
<tr>
<td>Non-Hispanic white (ref)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
</tr>
<tr>
<td><strong>Home ownership</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rent or occupy without rent</td>
<td>0.89 (0.59, 1.33)</td>
<td>1.13 (0.72, 1.79)</td>
<td>1.06 (0.72, 1.57)</td>
<td>1.18 (0.62, 2.24)</td>
</tr>
<tr>
<td>Own (ref)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
</tr>
<tr>
<td><strong>Annual household income</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;$20,000</td>
<td>0.84 (0.39, 1.80)</td>
<td>1.06 (0.52, 2.15)</td>
<td>0.46 (0.24, 0.86)</td>
<td>1.28 (0.59, 2.80)</td>
</tr>
<tr>
<td>$20,000 to &lt;$35,000</td>
<td>0.83 (0.40, 1.74)</td>
<td>1.45 (0.72, 2.90)</td>
<td>0.72 (0.39, 1.32)</td>
<td>0.88 (0.37, 2.13)</td>
</tr>
<tr>
<td>$35,000 to &lt;$50,000</td>
<td>0.94 (0.50, 1.75)</td>
<td>1.10 (0.60, 2.00)</td>
<td>0.59 (0.34, 1.05)</td>
<td>0.81 (0.38, 1.75)</td>
</tr>
<tr>
<td>$50,000 to &lt;$75,000</td>
<td>0.87 (0.47, 1.59)</td>
<td>1.02 (0.68, 1.52)</td>
<td>1.12 (0.74, 1.72)</td>
<td>1.09 (0.61, 1.96)</td>
</tr>
<tr>
<td>&gt;$75,000 (ref)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>3.51 (1.66, 7.44)</td>
<td>1.31 (0.74, 2.31)</td>
<td>3.37 (2.00, 5.69)</td>
<td>1.78 (0.77, 4.09)</td>
</tr>
<tr>
<td>35-49</td>
<td>2.35 (1.17, 4.72)</td>
<td>1.52 (1.00, 2.31)</td>
<td>2.57 (1.66, 3.99)</td>
<td>0.89 (0.43, 1.84)</td>
</tr>
<tr>
<td>50-64</td>
<td>1.62 (0.87, 3.02)</td>
<td>1.44 (0.95, 2.19)</td>
<td>2.22 (1.43, 3.43)</td>
<td>1.32 (0.66, 2.62)</td>
</tr>
<tr>
<td>&gt;65 (ref)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1.43 (0.96, 2.12)</td>
<td>1.46 (1.06, 2.01)</td>
<td>1.25 (0.93, 1.70)</td>
<td>1.21 (0.75, 1.93)</td>
</tr>
<tr>
<td>Male (ref)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
<td>1.00 (1.00, 1.00)</td>
</tr>
</tbody>
</table>

\(^a\) All estimates are weighted. All models control for occupational status, marital status, children, health information–seeking (ever sought health information from any source), regular access to a health care provider, insurance status, health status, personal cancer history, and family history of cancer.
Engagement in User-Generated Content and Social Media

We saw differences in health-related social media use by SES, sex, and age among online adults (Table 5). Both lower education and lower income were predictive of using SNS, such as Facebook, to read or share about medical topics. Those with some college were more than 1.5 times as likely as those with a college degree to engage in this eHealth activity (OR 1.59, 95% CI 1.06-2.39). Similarly, those with household incomes less than $20,000 were more than twice as likely to use SNS to read or share about health (OR 2.12, 95% CI 1.04-4.29) and those earning $20,000-$35,000 were also nearly twice as likely to engage in this activity compared to those with a household income of $75,000 or more, although this did not meet statistical significance (OR 1.82, 95% CI 0.99-3.32). Moreover, we saw a fine gradation of effect from the youngest to oldest age categories for SNS health use. Compared to those aged 65 and older, those aged 18-34 were nearly 3 times more likely to have gone online for this purpose and those aged 35-49 were more than twice as likely to have done so (OR 2.81, 95% CI 1.13-7.00 and OR 2.27, 95% CI 1.00-5.17, respectively).

Participation in an online support group for people with a similar medical issue was more prominent among women; women were nearly 3 times as likely to participate in an online support group compared to men (OR 2.79, 95% CI 1.20-6.51). Those with a household income of $50,000-$75,000 were more than twice as likely compared to the highest income bracket to do so (OR 2.22, 95% CI 1.04-4.73). In terms of writing an online blog about a health topic, women were more than 4 times as likely as men to have done so (OR 4.31, 95% CI 1.78-10.42).

Having a connection to cancer was also predictive of engaging in user-generated content for health. Respondents with a family history of cancer were nearly 3 times as likely to have participated in an online support group than those without a family cancer experience (OR 2.96, 95% CI 1.00-3.83). Cancer survivors were nearly 3 times as likely to have written in a blog about a health topic compared to those with no cancer history (OR 2.93, 95% CI 1.00-8.63).
Table 5. Multivariable logistic regression models for odds\(^a\) of reporting yes to eHealth usage, by SES and race/ethnicity, Health Information National Trends Survey (HINTS), 2012.

<table>
<thead>
<tr>
<th>Sociodemographics</th>
<th>Visited a social networking site to read and share about medical topics</th>
<th>Used email or Internet to write in an online diary or blog about any type of health topic</th>
<th>Participated in an online support group for people with a similar health or medical issue(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR 95% CI</td>
<td>OR 95% CI</td>
<td>OR 95% CI</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤High school</td>
<td>1.11 0.64, 1.92</td>
<td>1.05 0.38, 2.90</td>
<td>0.90 0.27, 3.00</td>
</tr>
<tr>
<td>Some college</td>
<td>1.59 1.06, 2.39</td>
<td>1.13 0.45, 2.85</td>
<td>1.44 0.79, 2.64</td>
</tr>
<tr>
<td>College degree or more (ref)</td>
<td>1.00 1.00, 1.00</td>
<td>1.00 1.00, 1.00</td>
<td>1.00 1.00, 1.00</td>
</tr>
<tr>
<td><strong>Born in United States</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>0.77 0.42, 1.39</td>
<td>1.43 0.31, 6.68</td>
<td>1.96 0.36, 8.86</td>
</tr>
<tr>
<td>Yes (ref)</td>
<td>1.00 1.00, 1.00</td>
<td>1.00 1.00, 1.00</td>
<td>1.00 1.00, 1.00</td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>0.90 0.39, 2.09</td>
<td>0.62 0.12, 3.20</td>
<td>1.91 0.61, 5.95</td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>1.24 0.57, 2.67</td>
<td>1.32 0.39, 4.53</td>
<td>0.57 0.17, 1.88</td>
</tr>
<tr>
<td>Other race</td>
<td>1.08 0.48, 2.43</td>
<td>1.33 0.26, 6.83</td>
<td>1.80 0.50, 6.45</td>
</tr>
<tr>
<td>Non-Hispanic white (ref)</td>
<td>1.00 1.00, 1.00</td>
<td>1.00 1.00, 1.00</td>
<td>1.00 1.00, 1.00</td>
</tr>
<tr>
<td><strong>Home ownership</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rent or occupy without rent</td>
<td>1.23 0.72, 2.10</td>
<td>1.18 0.37, 3.71</td>
<td>0.83 0.34, 2.01</td>
</tr>
<tr>
<td>Own (ref)</td>
<td>1.00 1.00, 1.00</td>
<td>1.00 1.00, 1.00</td>
<td>1.00 1.00, 1.00</td>
</tr>
<tr>
<td><strong>Annual household income</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;$20,000</td>
<td>2.12 1.04, 4.29</td>
<td>0.87 0.24, 3.15</td>
<td>0.87 0.13, 5.83</td>
</tr>
<tr>
<td>$20,000 to &lt;$35,000</td>
<td>1.82 0.99, 3.32</td>
<td>2.41 0.73, 7.95</td>
<td>1.31 0.33, 5.26</td>
</tr>
<tr>
<td>$35,000 to &lt;50,000</td>
<td>1.56 0.82, 2.94</td>
<td>1.18 0.40, 3.55</td>
<td>1.02 0.28, 3.79</td>
</tr>
<tr>
<td>$50,000 to &lt;$75,000</td>
<td>1.12 0.59, 2.13</td>
<td>1.28 0.50, 3.28</td>
<td>2.22 1.04, 4.73</td>
</tr>
<tr>
<td>&gt;$75,000 (ref)</td>
<td>1.00 1.00, 1.00</td>
<td>1.00 1.00, 1.00</td>
<td>1.00 1.00, 1.00</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>2.81 1.13, 7.00</td>
<td>3.91 0.59, 25.94</td>
<td>1.99 0.47, 8.45</td>
</tr>
<tr>
<td>35-49</td>
<td>2.27 1.00, 5.17</td>
<td>1.65 0.27, 10.23</td>
<td>1.38 0.34, 5.65</td>
</tr>
<tr>
<td>50-64</td>
<td>1.59 0.72, 3.49</td>
<td>1.70 0.25, 11.68</td>
<td>0.86 0.15, 4.97</td>
</tr>
<tr>
<td>&gt;65 (ref)</td>
<td>1.00 1.00, 1.00</td>
<td>1.00 1.00, 1.00</td>
<td>1.00 1.00, 1.00</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1.48 0.88, 2.49</td>
<td>4.31 1.78, 10.42</td>
<td>2.79 1.20, 6.51</td>
</tr>
<tr>
<td>Male (ref)</td>
<td>1.00 1.00, 1.00</td>
<td>1.00 1.00, 1.00</td>
<td>1.00 1.00, 1.00</td>
</tr>
<tr>
<td><strong>Cancer experience</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cancer diagnosis (self)</td>
<td>1.07 0.63, 1.81</td>
<td>2.93 1.00, 8.63</td>
<td>1.36 0.62, 2.99</td>
</tr>
<tr>
<td>No cancer diagnosis (ref)</td>
<td>1.00 1.00, 1.00</td>
<td>1.00 1.00, 1.00</td>
<td>1.00 1.00, 1.00</td>
</tr>
<tr>
<td>Family history of cancer</td>
<td>1.08 0.72, 1.62</td>
<td>1.14 0.52, 2.53</td>
<td>2.96 1.00, 3.83</td>
</tr>
<tr>
<td>No family history (ref)</td>
<td>1.00 1.00, 1.00</td>
<td>1.00 1.00, 1.00</td>
<td>1.00 1.00, 1.00</td>
</tr>
</tbody>
</table>

\(^a\)All estimates are weighted. All models control for occupational status, marital status, children, health information–seeking (ever sought health information from any source), regular access to a health care provider, insurance status, health status, personal cancer history, and family history of cancer.

\(^b\)For the online support group model, high school degree and no high school degree were collapsed into 1 predictor variable to increase cell size for analysis.
Discussion

Being younger and female has consistently been predictive of increased use of eHealth [5,21,25,47]. Younger generations who have grown up with technology have been labeled “digital natives” and are more comfortable using technology for everyday needs, including management of their health care needs. In comparison, older generations, labeled “digital immigrants,” have had to learn and acquire the necessary skills needed to navigate the Internet and are generally less comfortable using technology [48]. Females also tend to have increased eHealth utilization due in part to their higher engagement in both health care-related online activities and increased use of general social media, such as SNS [3-5,49]. This could be because of their role as the health care liaison for their family members.

Our analysis identifies specific proxies of SES that are more reliably associated with eHealth use. Education was more consistently predictive of eHealth use across the health care and information-seeking domains, whereas household income was somewhat less predictive across items and domains. Although both education and income have been used to describe SES, in considering technology use and health communication, our analysis suggests that education may be a more salient proxy as compared to income.

Furthermore, this distinction between common proxies for SES may offer insight into the fundamental drivers of online use for health and subsequently assist in the development of more effective interventions and programs. Divides among those less educated indicate that issues of health literacy and eHealth literacy may be important factors. Research is emerging that advocates matching eHealth technology to the eHealth literacy (defined as “the ability to seek, find, understand, and appraise health information from electronic sources and apply knowledge gained to addressing or solving a health problem”) of the intended user [50-52]. Future analyses of online communication-based interventions should better investigate and address issues pertaining to eHealth literacy in an effort to reduce communication inequalities across low-SES groups.

It is also important to examine the direction of the relationship between education and engagement in eHealth tasks. Lower levels of education were associated with increased use of social media for health, whereas higher levels of education were associated with increased use of the Internet to engage in health care-related activities and search for information—much like the patterns we see for static Web 1.0 engagement. Similar patterns are seen in the Pew Internet & American Life Project’s 2013 Health Online study in that higher percentages of non-Hispanic blacks (35%) and Hispanics (38%) reported using their mobile phones to access health information compared to non-Hispanic whites (27%) [5]. These differences in use across domains may indicate potential inequalities in not only the quality of information obtained, but also patients’ engagement with the health care system. Further empirical examination is warranted to better objectively assess quality of health information shared via social media compared with more basic Web 1.0 sites as well as quality and satisfaction of care between those that engage in eHealth care and those that do not.

On the other hand, our study also indicates the potential for eHealth technologies to aid in reducing communication inequalities and disparities in health. Our data found no racial divides among the most vulnerable groups in eHealth use once access was achieved; there was only increased use of downloading information to a mobile device and looking online for a health care provider among other race individuals. This finding is consistent with several prior studies [5,25,35] and points to the opportunity to better explore the association between eHealth utilization and health outcomes among Hispanic and non-Hispanic blacks more directly.

Although our research is an important addition to the literature, we note its limitations. First, the low survey response rate may increase sampling error in our estimates; however, overall sampling coverage was enhanced through the stratified design. Also, because this was a cross-sectional survey study, it is challenging to account for unmeasured confounding variables. Future studies should examine potential factors related to those sociodemographic variables that were predictive of our outcomes, such as literacy, to determine their role in eHealth use. In addition, our study does not attempt to examine factors that may moderate or perhaps mediate the main associations presented within this analysis. For example, past research has examined the role of trust in terms of patients’ trust of the Internet as well as their own physicians and/or the health care system [53,54]. Examination of these psychographic variables is an important addition in better understanding the complex predictors of eHealth use. Yet, with such persistent inequalities in health, we cannot underestimate the importance of maintaining a constant understanding of eHealth use by sociodemographic characteristics.

A more qualitative examination into the rationale offered by patients for their eHealth utilization would build upon this work and offer a more robust understanding of why certain groups do and do not use the Internet for health purposes. A recent study conducted by the Pew Internet & American Life Project reports that 36% of non-Internet users cited that they did not use the Internet because they did not think that it was relevant to them, whereas 32% reported difficulty in use [55]. Investigation as to whether or not these reasons are applicable to eHealth use is warranted.

This study illustrates that lower SES, older, and male online US adults were less likely to engage in a number of eHealth activities compared to their counterparts. In an effort to reduce existing disparities in health outcomes, clinical and public health communication strategies should be attuned to these differences in online use.

Our results have important implications for clinical care and public health communication efforts attempting to leverage Web 2.0 and 3.0 platforms. It is evident that a one size/platform would not fit all, as significant demographic and individual factors influence eHealth engagement. For example, campaigns and interventions targeting women or younger populations may see success in utilizing user-generated content and sharing sites. Whereas, in the current Chronic Care Model of medical care,
offline materials should perhaps supplement online health information if practitioners would like to ensure equal access to information across educational strata, age, and sex.
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Abstract

Background: The emergence of the Internet has increased access to health information and can facilitate active individual engagement in health care decision making. Hispanics are the fastest-growing minority group in the United States and are also the most underserved in terms of access to online health information. A growing body of literature has examined correlates of online health information seeking behaviors (HISBs), but few studies have included Hispanics.

Objective: The specific aim of this descriptive, correlational study was to examine factors associated with HISBs of Hispanics.

Methods: The study sample (N=4070) was recruited from five postal zip codes in northern Manhattan for the Washington Heights Inwood Informatics Infrastructure for Comparative Effectiveness Research project. Survey data were collected via interview by bilingual community health workers in a community center, households, and other community settings. Data were analyzed using bivariate analyses and logistic regression.

Results: Among individual respondents, online HISBs were significantly associated with higher education (OR 3.03, 95% CI 2.15-4.29, P<.001), worse health status (OR 0.42, 95% CI 0.31-0.57, P<.001), and having no hypertension (OR 0.60, 95% CI 0.43-0.84, P=.003). Online HISBs of other household members were significantly associated with respondent factors: female gender (OR 1.60, 95% CI 1.22-2.10, P=.001), being younger (OR 0.75, 95% CI 0.62-0.90, P=.002), being married (OR 1.36, 95% CI 1.09-1.71, P=.007), having higher education (OR 1.80, 95% CI 1.40-2.316, P<.001), being in worse health (OR 0.59, 95% CI 0.46-0.77, P<.001), and having serious health problems increased the odds of their household members' online HISBs (OR 1.83, 95% CI 1.29-2.60, P=.001).

Conclusions: This large-scale community survey identified factors associated with online HISBs among Hispanics that merit closer examination. To enhance online HISBs among Hispanics, health care providers and policy makers need to understand the cultural context of the Hispanic population. Results of this study can provide a foundation for the development of informatics-based interventions to improve the health of Hispanics in the United States.

(J Med Internet Res 2014;16(7):e176) doi:10.2196/jmir.3499
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Introduction
Since the Internet has become a promising source of health information for the general public and a target of health information seeking behaviors (HISBs), the use of the Internet for health purposes is an important topic [1-6]. Those living in metropolitan areas with populations larger than 250,000 have been more likely to access the Internet than residents of rural communities [7-9]. Moreover, individuals residing in urban areas are more likely to use the Internet to seek health-related information [3,9]. Although use of the Internet differs by geographic location, social and economic disparities such as geographic distribution of race and ethnicity groups likely account for those differences [9,10].

Hispanics are the most underserved population in the US in terms of access to online health information because of limited opportunities for education and employment and an increased prevalence of poverty [10-13]. According to the US Census Bureau, 16% of the US population (50.5 million) identified themselves as Hispanic or Latino in 2010 [14]. Of Hispanic Internet users, 66% have used the Internet for searching health information. However, non-Hispanic whites and African Americans are more likely to seek health information through the Internet: 73% and 69% respectively [15].

Reducing the inequality of access to health information is linked to reducing and preventing an unequal burden of disease. In 2010, the Department of Health and Human Services launched “Healthy People 2020”, which included an objective “to increase the proportion of online health information seekers who report that they can easily access health information” [16]. To meet this objective, the characteristics of individuals who search for health information via the Internet needed to be identified [17,18]. A growing body of literature has examined correlates of online HISBs; however, to our knowledge, there are few such studies about the Hispanic community.

As a part of a larger study, the Washington Heights Inwood Informatics Infrastructure for Comparative Effectiveness Research (WICER) project, our study aimed to examine factors associated with online HISBs among Hispanics.

Methods
Theoretical Framework
Bodie and Dutta’s Integrative Model of eHealth Use [19] informed the development of the research question and selection of study variables for our study: What demographic, situational, and literacy factors (health and computer literacy) are associated with online HISBs among Hispanic survey respondents and other members of the same household?

According to the model, variables such as demographics, situational, personal, and cultural factors affect the use of the Internet for obtaining health information [19]. Differences in these variables may contribute to health disparities and a digital divide between people who have and people who do not have access to Internet technology [19]. This model suggests that disparities in social structures such as socioeconomic factors lead to individual-level differences in motivation and online health information seeking ability. The difference in online HISBs causes disparities in lifestyle that are related to health outcomes and continue to contribute to health care disparities [19].

Setting and Sample
The study setting included five zip codes (10031, 10032, 10033, 10034, and 10040) that represent the Washington Heights Inwood community of Northern Manhattan. These communities have been designated as medically underserved areas by the Centers for Medicare and Medicaid Services since they meet the relevant criteria regarding the level of poverty, the proportion of elderly, the incidence of infant mortality, and the ratio of primary care providers to population [20,21]. Currently, 71% of Washington Heights and Inwood area residents are Hispanic [22]. The sample comprised 4070 residents, who completed the WICER household survey between March 2011 and November 2012. Residents who were 18 years or older, English or Spanish speaking, and Hispanic were eligible for inclusion in the study.

Recruitment
After approval by the Columbia University Medical Center Institutional Review Board, recruitment of eligible participants was initiated using multiple methods. Data were collected in households, businesses, or at a designated community space, the Columbia-Community Partnership for Health (CCPH). For the CCPH sample, we recruited a convenience sample of individuals who came to the Center for blood pressure checks or because they were referred by friends. Most of the participants were recruited by a snowball sampling method using respondents’ social networks. At the end of the survey interview, interviewers asked participants if they were willing to refer members of their social network for study participation.

Survey Procedures
All interviewers were bilingual and familiar with the Washington Heights and Inwood community. They completed relevant human subjects research training and didactic and field training with the interview guide. Their work was monitored on a daily basis by the survey coordinator who reviewed all interview data. The survey coordinator also conducted regular spot checks of the data collection process in the field. Interviewees were re-trained on an as-needed basis. Before conducting interviews, the trained interviewer obtained informed consent from the participant in their language of choice (English or Spanish). All survey items were self-reported. The interview process took approximately 45 minutes to one hour, and participants received US $25 compensation for their time.

Data Management
All survey data were entered into Lime Survey, a Web-based data management tool, on a secure server. The baseline survey from unique respondents was used in the analyses. Data were
cleaned, and subjects with missing or invalid values for the study variables were removed from the analysis. Data were extracted from Lime Survey into SPSS v. 20.0 for analysis.

**Study Variables**

Based upon the theoretical framework for the study, the correlates of interest in this study were demographic information, situational factors, health literacy, and computer literacy (Table 1). The two dependent variables in the study were online HISBs of respondents and online HISBs of their household members.

**Table 1. Conceptualization and measurement of study variables.**

<table>
<thead>
<tr>
<th>Concept</th>
<th>Variable</th>
<th>Definition</th>
<th>Data type</th>
<th>Instrument</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographic information</td>
<td>Age, gender, employment, marital status, educational level, insurance</td>
<td>The specific health situations faced by a patient and their subsequent consumer health information needs</td>
<td>Categorical, Continuous</td>
<td>Blood pressure question [23], Chronic Burden Scale [24], SF-8 health survey [25]</td>
</tr>
<tr>
<td>Situational factors</td>
<td>Hypertension, health problems, general health status</td>
<td>The degree to which individuals have the capacity to obtain, process, and understand basic health information and services needed to make appropriate health decisions</td>
<td>Categorical</td>
<td>Newest Vital Sign English or Spanish [26]</td>
</tr>
<tr>
<td>Health literacy</td>
<td>Health literacy</td>
<td>The degree to which individuals have the capacity to obtain, process, and understand basic health information and services needed to make appropriate health decisions</td>
<td>Continuous</td>
<td>Use of social networking sites</td>
</tr>
<tr>
<td>Computer literacy</td>
<td>Experiences of social networking</td>
<td>Computer skills and ability to use technology to improve learning, productivity, and performance</td>
<td>Categorical</td>
<td>Health Information National Trends Survey (HINTS) [27]</td>
</tr>
<tr>
<td>Online health information seeking behaviors</td>
<td>Online support group or communication with clinicians</td>
<td>The interaction of an individual with or through an electronic device or communication technology to access or transmit health information or to receive guidance and support on a health-related issue</td>
<td>Categorical</td>
<td>Use of social networking sites</td>
</tr>
</tbody>
</table>

**Instruments**

**Demographic and Situational Factors**

As summarized in Table 1, demographic and situational data regarding the household respondent and each household member were obtained during the interview. Hypertension was measured by the question, “Have you ever been told by a doctor, nurse, or other health professional that you had hypertension also called high blood pressure or pressure?” [23]. Serious health problems were measured by a question, “Have you experienced any serious personal health problems that have lasted for at least 6 months?” from the Chronic Burden Scale [24]. Self-reported general health status was recorded in five categories: excellent, very good, good, fair, and poor. General health status was measured on a 5-point Likert scale (1=excellent and 5=poor) from the Short Form-8 Health Survey (SF-8) [25].

**Health Literacy**

The Newest Vital Sign in either English or Spanish (NVS) was used to assess health literacy in the study population. The NVS includes 6 questions to test reading, interpretation, and numeracy skills based on a nutritional label from an ice cream container [26]. This general measure was selected, rather than a more specific measure of eHealth literacy, because of its wide use and WICER’s overall goal of understanding the health of the community and social determinants influencing health.

**Computer Literacy**

The US Department of Education defines computer literacy as “computer skills and ability to use technology to improve learning, productivity, and performance” [28]. However, the definition of computer literacy changes with the technology evolution [29], and several recent studies have demonstrated the positive relationship between use of social networking sites and computer literacy [30,31].

Based on this evidence and the fact that computer literacy was not directly measured in the WICER study, use of social network sites was used as a proxy measure for computer literacy. It was measured by the question, “Do you belong to any social networking sites like Facebook, MySpace, or Twitter?”

**Online Health Information Seeking Behaviors**

Robinson et al (1998) defined interactive health communication as “the interaction of an individual—consumer, patient, caregiver or professional—with or through an electronic device or communication technology to access or transmit health information or to receive guidance and support on a health-related issue” [32]. Based on the definition, this study considered participation in an online support group, email communication with physicians, and using the Internet to look up health or medical information as online HISBs in this study.

Thus, to measure online HISBs, four questions from the Health Information National Trends Survey (HINTS) were used [27]. Respondents’ HISBs were measured using three questions: “In
the past 12 months, (1) Have you participated in an online support group for people with similar health or medical issues? (2) Have you used email or the Internet to communicate with a doctor or doctor’s office? (3) Have you used the Internet to look up health or medical information?” The HISBs of respondents’ household members were measured using a single question: (4) “Does anyone in your household use the Internet to look up health or medical information?” An affirmative response to any of the first three questions was coded as “yes” on online HISBs. An affirmative response to the fourth question was coded as “yes” on household HISBs.

Statistical Analysis

Respondents’ online HISBs and those of other household members were analyzed separately. Education was coded as < or ≥ high school, insurance as yes/no, and birthplace as United States or elsewhere. Health literacy scores from NVS were used as a continuous variable [33]. For the NVS, “refused” or “don’t know” and missing values were treated as wrong answers and received 0 points.

Initially, univariate analyses were used to examine the frequency and distribution of study variables, calculating mean and standard deviation, range, frequency, and percentage as appropriate. Correlates of respondents’ HISBs and those of respondents’ household members were analyzed in separate models. Bivariate analyses, including chi-square tests and t tests, were used to examine differences between those reporting HISBs and those who did not (separately for respondents and for their household members) in terms of demographic, situational, and literacy (health, computer) variables.

Binary logistic regression analyses were conducted to examine factors associated with online HISBs of respondent and online HISBs of household members. Variables that were significant in the chi-square or t test were selected for regression models and entered hierarchically with demographic and situational factors entered first followed by literacy factors. Level of significance for testing of each model was set to an alpha of .05.

Results

Characteristics of Respondents

Demographic Factors

The average age of respondents was 51.2 years old (SD 16.8, range 18-104); 71.33% (2903/4070) were women and 88.80% (3614/4070) were foreign born (Table 2). More than half of the respondents were unemployed (65.18%, 2653/4070), not married (63.10%, 2568/4070), and had a less than high school education (51.74%, 2106/4070). A majority of participants (77.00%, 3134/4070) were Medicare or Medicaid beneficiaries, 15.33% (624/4070) had private or other insurance, and 8.79% (358/4070) were uninsured.
Table 2. Descriptive characteristics of Hispanic participants (N=4070).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Respondents, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic factors</strong></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>1133 (27.84)</td>
</tr>
<tr>
<td>Women</td>
<td>2903 (71.33)</td>
</tr>
<tr>
<td>Employment status</td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>1411 (34.67)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>2653 (65.18)</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
</tr>
<tr>
<td>Married/living as</td>
<td>1457 (35.79)</td>
</tr>
<tr>
<td>Otherwise</td>
<td>2568 (63.09)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
</tr>
<tr>
<td>&lt;High school graduate</td>
<td>2106 (51.74)</td>
</tr>
<tr>
<td>≥High school graduate</td>
<td>1906 (46.83)</td>
</tr>
<tr>
<td>Birthplace</td>
<td></td>
</tr>
<tr>
<td>Born in the United States</td>
<td>445 (10.93)</td>
</tr>
<tr>
<td>Born in other countries</td>
<td>3614 (88.79)</td>
</tr>
<tr>
<td>Insurance</td>
<td></td>
</tr>
<tr>
<td>Medicare/Medicaid</td>
<td>3134 (77.00)</td>
</tr>
<tr>
<td>Others (veterans, private, etc)</td>
<td>624 (15.33)</td>
</tr>
<tr>
<td>None</td>
<td>358 (8.79)</td>
</tr>
<tr>
<td><strong>Situational factors</strong></td>
<td></td>
</tr>
<tr>
<td>General health status</td>
<td></td>
</tr>
<tr>
<td>&lt;Good</td>
<td>921 (22.63)</td>
</tr>
<tr>
<td>≥Good</td>
<td>3055 (75.06)</td>
</tr>
<tr>
<td>Hypertension</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1608 (39.50)</td>
</tr>
<tr>
<td>No</td>
<td>2426 (59.60)</td>
</tr>
<tr>
<td>Serious personal health problems</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>342 (8.40)</td>
</tr>
<tr>
<td>No</td>
<td>3696 (90.81)</td>
</tr>
<tr>
<td><strong>Literacy factors</strong></td>
<td></td>
</tr>
<tr>
<td>Social networking sites</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>867 (21.30)</td>
</tr>
<tr>
<td>No</td>
<td>2815 (69.16)</td>
</tr>
<tr>
<td>Online health information seeking behaviors</td>
<td></td>
</tr>
<tr>
<td>Respondent</td>
<td>317 (7.89)</td>
</tr>
<tr>
<td>Household member</td>
<td>466 (11.45)</td>
</tr>
<tr>
<td>Demographic factors</td>
<td></td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>51.2 (16.81)</td>
</tr>
<tr>
<td>Literacy factors</td>
<td></td>
</tr>
<tr>
<td>Health literacy, mean (SD)</td>
<td>2.1 (1.96)</td>
</tr>
</tbody>
</table>
Situational Factors
Most respondents reported their general health status as at least “good” (75.06%, 3055/4070) and without serious health problems (90.81%, 3696/4070). A large proportion of respondents (39.51%, 1608/4070) answered that they had been diagnosed with hypertension by a clinician.

Literacy Factors
The mean NVS score was 2.2 (SD 1.96), indicating the possibility of marginal or inadequate literacy. For computer literacy, only 21.30% of respondents (867/4070) answered that they had used social networking sites.

Online Health Information Seeking Behaviors
Only 7.79% of respondents (317/4070) reported at least one of three HISBs (ie, online support group, email communication with physician, used the Internet to search for health-related information); 11.45% (466/4070) reported that a household member had used the Internet to search for health-related information.

Factors Associated With Online Health Information Seeking Behaviors

Primary Respondent
Several demographic and situational factors were independently associated with respondent online HISBs, including having higher education (OR 3.03, 95% CI 2.15-4.29, P<.001), being in worse health status (OR 0.42, 95% CI 0.31-0.57, P<.001), and having no hypertension (OR 0.60, 95% CI 0.43-0.84, P=.003). Social networking site users were more than three times more likely than non-users to seek health information online (OR 3.78, 95% CI 2.78-5.13, P<.001) (Table 3). Model fit was poor (Hosmer and Lemeshow $\chi^2_8=17.78$, P=.02).

Table 3. Binary logistic regression: correlates of respondents’ online HISBs (N=4070).

<table>
<thead>
<tr>
<th>Respondent factors</th>
<th>Model OR (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic and situational factors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>1.33 (0.96-1.83)</td>
<td>.08</td>
</tr>
<tr>
<td>Age</td>
<td>1.14 (0.92-1.41)</td>
<td>.25</td>
</tr>
<tr>
<td>General health status</td>
<td>0.42 (0.31-0.57)$^a$</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hypertension</td>
<td>0.60 (0.43-0.84)$^b$</td>
<td>.003</td>
</tr>
<tr>
<td>Insurance</td>
<td>0.81 (0.54-1.22)</td>
<td>.31</td>
</tr>
<tr>
<td>Employment status</td>
<td>1.17 (0.88-1.54)</td>
<td>.29</td>
</tr>
<tr>
<td>Education level</td>
<td>3.03 (2.15-4.29)$^a$</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nativity</td>
<td>1.25 (0.88-1.77)</td>
<td>.22</td>
</tr>
<tr>
<td><strong>Literacy factors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health literacy level (NVS)</td>
<td>0.99 (0.93-1.07)</td>
<td>.87</td>
</tr>
<tr>
<td>Use of SNS</td>
<td>3.78 (2.78-5.13)$^a$</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hosmer and Lemeshow $\chi^2_8$</td>
<td>17.78$^c$</td>
<td>.02</td>
</tr>
</tbody>
</table>

$^a$P<.001.
$^b$P<.01.
$^c$P<.05.

Other Household Members
Respondents’ use of social networking was a significant factor (OR 2.24, 95% CI 1.74-2.89, P<.001), controlling for other factors, in predicting household members HISBs. Additionally, several respondents’ characteristics were associated with their household members online HISBs: female (OR 1.60, 95% CI 1.22-2.10, P=.001), younger (OR 0.75, 95% CI 0.62-0.90, P=.002), married (OR 1.36, 95% CI 1.09-1.71, P=.007), higher education (OR 1.80, 95% CI 1.40-2.316, P<.001), being in worse health status (OR 0.59, 95% CI 0.46-0.77, P<.001), and having serious health problem (OR 1.83, 95% CI 1.29-2.60, P=.001) (Table 4). The model for household members’ online HISBs demonstrated good fit (Hosmer and Lemeshow $\chi^2_8=6.31$, P=.66).
Table 4. Binary logistic regression: correlates of household members’ online HISBs (N=4070).

<table>
<thead>
<tr>
<th>Respondent factors</th>
<th>Model OR (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic and situational factors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>1.60 (1.22-2.10)(^a)</td>
<td>.001</td>
</tr>
<tr>
<td>Age</td>
<td>0.75 (0.62-0.90)(^a)</td>
<td>.002</td>
</tr>
<tr>
<td>General health status</td>
<td>0.59 (0.46-0.77)(^b)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hypertension</td>
<td>0.93 (0.72-1.21)</td>
<td>.60</td>
</tr>
<tr>
<td>Marital status</td>
<td>1.36 (1.09-1.71)(^a)</td>
<td>.007</td>
</tr>
<tr>
<td>Employment status</td>
<td>1.18 (0.94-1.49)</td>
<td>.16</td>
</tr>
<tr>
<td>Education level</td>
<td>1.80 (1.40-2.32)(^b)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Serious health problem</td>
<td>1.83 (1.29-2.60)(^a)</td>
<td>.001</td>
</tr>
<tr>
<td><strong>Literacy factors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health literacy level (NVS)</td>
<td>0.97 (0.91-1.03)</td>
<td>.26</td>
</tr>
<tr>
<td>Use of SNS</td>
<td>2.24 (1.74-2.90)(^b)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hosmer and Lemeshow (\chi^2_8)</td>
<td>5.85</td>
<td>.66</td>
</tr>
</tbody>
</table>

\(^a\)P<.01.  
\(^b\)P<.001.

**Discussion**

**Principal Results**

**Summary**

Most Hispanics have sought health information from family and friends or community groups in the past year [34]. Recently, there is increased reliance on the Internet. The National Health Interview Survey conducted by National Center for Health Statistics showed that 28.8% of Hispanics aged 18-64 used the Internet to find health-related information [35]. However, only 7.79% of our survey respondents reported online HISBs, which is significantly lower than the national data [35]. There are several potential reasons for this difference. First, Washington Heights and Inwood are designated as medically underserved areas. Another study conducted in a medically underserved area showed that only 21% of respondents accessed to the Internet for health information [21]. This suggests that there may be a significant disparity in online HISBs between underserved populations and the general population [21]. Second, there may also be inequalities in access to online health information within Hispanics due to the heterogeneity of that population [11,26,36,37], which may explain differences between our findings and the national data.

This study provides new data regarding correlates of the use of the Internet by Hispanics for seeking health information. Findings are summarized and then discussed according to the concepts from the Integrative Model of eHealth Use [19].

Higher education level, being in worse (poor/fair) health status, having normal blood pressure (ie, no hypertension), and being computer literate were positively associated with online HISBs. However, the final model of respondents’ online HISBs demonstrated poor fit. Given the relatively large sample size of this study (N=4070), small differences across the sample can influence model fit [38]. Thus, this is one potential reason for the poor model fit. Other potential reasons for the poor model fit are missing variables that are associated with online HISBs and operationalization of the study measures.

Furthermore, respondents’ demographic, situational, and computer literacy factors were associated with increased odds of their household members’ online HISBs. Household members were more likely to seek health-related information through the Internet when the respondents were female, younger, married, highly educated, computer literate, in worse health status, and had serious health problems. In contrast to the respondent model, this model demonstrated good fit with the data.

**Demographic Characteristics**

Studies of the general population in the United States have shown that being female [4,39-43], being younger [4,7,40,43-47], and having more education are positively associated with online HISBs [3,4,7,18,39-41,44-49]. Studies on Hispanics have shown similar results [11,50]. Our findings are consistent with previous studies that showed that better-educated respondents were more likely to access health information through the Internet. In particular, Miller et al found that Hispanics had the strongest relationship between education and online HISBs among ethnic and racial groups [51]. However, some of the findings were inconsistent with those reported in the literature. Age did not influence respondents’ online HISBs in our study, whereas earlier studies showed that younger age is positively related to online HISBs [4,7,40,43-47,50]. This may be because the great majority of the respondents were over 40 years old. Among the survey respondents, 20.74 % were over 65 years old (844/4070), and 51.33% of respondents were between 40 and 64 years old.
Recently, the older adults who use the Internet as a source of health information have been increasing. About 69% of the population over age 65 report online HISBs [52,53]. The number will continue to increase, since the majority of online health information seekers are adults between 40 and 59 years old [53,54]. In addition, the US census showed that among Internet users, older people are more engaged in online HISBs than younger people [55].

In contrast to our findings, previous studies showed that females were more likely to search health information through the Internet [4,11,39-43]. One study found that men and people without children were more likely to seek health information for themselves rather than others [56]. The relatively small proportion of males (27.84%, 1133/4070) coupled with the low online HISB may have influenced the ability to detect gender differences even in our large sample. However, our findings suggest that respondents’ gender and marital status are associated with household members’ online HISBs. Women play a key role in managing the health of the Hispanic family [11]; for example, household members may seek health information at a female family member’s request. The relationship between respondents’ marital status and their household members’ online HISB is consistent with Sadasivam’s finding that being married was positively associated with surrogate-seekers’ online HISB [57]. In that study, a surrogate seeker was defined as a person who looked for health information for family members or friends [57]. Respondents’ higher education level was positively associated with household members’ online HISBs. Recent studies have shown that children of less-educated parents are less likely to seek health information [58]. In our study, about one third of household members who had sought health-related information were sons, daughters, or grandchildren 33.9% (158/466) of the respondent.

Situational Factors

Our study showed that individuals with poor health status were more likely to seek health information through the Internet. This is consistent with previous studies that have found that people with poor health status may have stronger needs for information [59,60]. Online health information can meet their higher demand for health information because of easy access. Their needs for health information may lead them to use online health information to manage their health [60].

Respondents without hypertension (ie, normal blood pressure) were more likely to seek health information through the Internet. Previous studies have found that having chronic disease including hypertension was positively associated with online HISBs [48,61]. However, Ayers and Kronenfeld suggested that online HISBs are not merely affected by the presence of a particular chronic illness, but rather by the total number of chronic conditions [62]. Furthermore, several studies have found that individuals who have hypertension seek health information less than those with other chronic diseases [54]. A Pew Internet survey showed that among the online health information seekers with one or more chronic conditions, the percentage of hypertension patients (57%) was less than that of cancer patients (62%) or lung patients (68%) [63]. These findings provide a possible rationale for the association between hypertension status and online HISBs.

For the household members, it is not possible to determine from this study if the household member looked up health information for themselves, the respondents, or another friend or family member. Household members may have sought health information for respondents since respondents suffered from serious health problems and they perceived their health status as poor. Familism, an important Hispanic cultural value with implications for the engagement of family members in the care of a patient, is a possible rationale for this finding [11,36]. Furthermore, most survey respondents were immigrants. Among immigrants, the family plays an important role in HISBs. Instead of consulting with health care providers, they often ask their family members about health information and for advice [64,65].

Literacy Factors

An individual who is computer literate is more likely to go to the Internet for finding health information. Several studies have shown that the ability to use a computer is related to online HISBs [66]. In our study, computer literacy as measured by social networking was positively associated with online HISBs. Moreover, respondents’ computer literacy was also positively associated with household members’ online HISB. This is consistent with a study that found that parents’ computer literacy may affect children’s computer use [67]. Respondents in our study answered that 33.9% of their household members who went to the Internet for health information were their children.

Health literacy was not significantly associated with online HISBs of respondents or their household members, although it has consistently been identified in the literature as a challenge when people use the Internet to search for health information [68-71]. A possible explanation for the lack of significance is the floor effect [33] because most respondents scored low on the NVS.

Limitations

There are several limitations to this study. Generalizability is a potential limitation of this study due to the non-probability sampling method. Although the study adopted several sampling methods for recruitment, most participants were recruited using non-probability sampling, and the resulting sample is more Hispanic, female, and older than the Washington Heights and Inwood population. Moreover, this study recruited Hispanics who lived in urban areas in New York City; therefore, the findings may not be generalizable to Hispanics living in rural areas or in other cities.

Second, because our study relied on self-reported information, social desirability is a potential concern. Sometimes respondents tend to answer in a way that they think the researcher wants. They tend to over-report for the desired behaviors such as physical activity and under-report undesirable ones such as alcohol consumption [72]. Furthermore, the question regarding household members’ online HISB was answered by respondents on behalf of household members. Therefore, it is possible that the percentage of online HISBs among household members may not be accurate.
Third, this study did not explicitly identify respondents who accessed the Internet from their cell phones. A Pew Hispanic Center report indicated that Hispanics are more likely than non-Hispanics to access the Internet through mobile devices; 76% of Hispanics access the mobile Internet compared to 60% of non-Hispanics [73]. Therefore, this study may have underestimated online HISBs among the survey respondents. An alternative explanation is that use of bilingual data collectors resulted in a sample that included individuals not typically included in other studies.

**Implications**

Online HISBs can lead patients to make informed health care decisions by increasing their participation in health management. Those decisions may affect the relationship with health care providers [62]. To assist patients, there is a need for a health information infrastructure for shared decision making between patients and the health care system [4]. However, decision-making interventions may not be successfully implemented if discrepancies exist across populations [75]. Our study of online HISBs among Hispanics suggests what needs to be considered to resolve the discrepancy and to implement an infrastructure in Hispanic community such as the one that we studied.

However, we showed that overall access for online health information was lower than national data. Government agencies and policy makers need to understand unique characteristics of Hispanic communities to design strategies and interventions for equitable access to online health information among underserved populations. This understanding may lead governments to develop policies to allocate and disseminate infrastructures and resources [74,76]. Large-scale improvement in the Internet technology infrastructure will reduce costs and barriers to accessing health information [77]. To provide timely and accurate health information across populations, policy makers need to consider a broad spectrum of health literacy levels and cultural issues of the designated population [78].

**Conclusions**

This is the first large-scale study of online HISBs in the Hispanic population. This study not only confirmed factors associated with online HISBs identified in the literature but also revealed findings that were not previously described. Also, this study showed that respondents’ demographic, situational, and literacy factors were significantly associated with their household members’ online HISBs. Studies of online HISBs need to consider various associated factors to explain behavior [79]. To increase the number of online health information seekers among Hispanics, cultural values such as familism need to be considered. Results of this study can provide a foundation for the development of informatics-based interventions to improve the health of Hispanics in the United States.
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Abstract

Background: The number of older adults in the global population is increasing. This demographic shift leads to an increasing prevalence of age-associated disorders, such as Alzheimer’s disease and other types of dementia. With the progression of the disease, the risk for institutional care increases, which contrasts with the desire of most patients to stay in their home environment. Despite doctors’ and caregivers’ awareness of the patient’s cognitive status, they are often uncertain about its consequences on activities of daily living (ADL). To provide effective care, they need to know how patients cope with ADL, in particular, the estimation of risks associated with the cognitive decline. The occurrence, performance, and duration of different ADL are important indicators of functional ability. The patient’s ability to cope with these activities is traditionally assessed with questionnaires, which has disadvantages (eg, lack of reliability and sensitivity). Several groups have proposed sensor-based systems to recognize and quantify these activities in the patient’s home. Combined with Web technology, these systems can inform caregivers about their patients in real-time (eg, via smartphone).

Objective: We hypothesize that a non-intrusive system, which does not use body-mounted sensors, video-based imaging, and microphone recordings would be better suited for use in dementia patients. Since it does not require patient’s attention and compliance, such a system might be well accepted by patients. We present a passive, Web-based, non-intrusive, assistive technology system that recognizes and classifies ADL.

Methods: The components of this novel assistive technology system were wireless sensors distributed in every room of the participant’s home and a central computer unit (CCU). The environmental data were acquired for 20 days (per participant) and then stored and processed on the CCU. In consultation with medical experts, eight ADL were classified.

Results: In this study, 10 healthy participants (6 women, 4 men; mean age 48.8 years; SD 20.0 years; age range 28-79 years) were included. For explorative purposes, one female Alzheimer patient (Montreal Cognitive Assessment score=23, Timed Up and Go=19.8 seconds, Trail Making Test A=84.3 seconds, Trail Making Test B=146 seconds) was measured in parallel with the healthy subjects. In total, 1317 ADL were performed by the participants, 1211 ADL were classified correctly, and 106 ADL were missed. This led to an overall sensitivity of 91.27% and a specificity of 92.52%. Each subject performed an average of 134.8 ADL (SD 75).

Conclusions: The non-intrusive wireless sensor system can acquire environmental data essential for the classification of activities of daily living. By analyzing retrieved data, it is possible to distinguish and assign data patterns to subjects' specific activities and

http://www.jmir.org/2014/7/e175/
to identify eight different activities in daily living. The Web-based technology allows the system to improve care and provides valuable information about the patient in real-time.

*(J Med Internet Res 2014;16(7):e175)*  doi:10.2196/jmir.3465
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### Introduction

The number of older adults in the global population is increasing both in absolute and relative terms due to increased life expectancy [1]. This demographic shift has led to an increasing prevalence of age-associated disorders, such as Alzheimer's disease and other types of dementia. According to the World Health Organization, today there are 35 million patients worldwide suffering from dementia. By the year 2030, the number of patients is expected to double to 66 million worldwide [2]. Alzheimer’s disease is a neurodegenerative disease, and with its progression, the ability to cope with activities of daily living decreases, leading to reduced autonomy and increased need for care [3]. The progression of the disease, the risk of institutional care increases, which contrasts with the desire of most patients who would like to live autonomously in their familiar home environment as long as possible [4]. Despite awareness of the patient’s cognitive status by doctors and caregivers, they are often uncertain about its consequences on activities of daily living (ADL). To provide effective care, they need to know how good patients cope with ADL, in particular when it comes to the estimation of risks associated with the cognitive decline. It is not yet clear how cognitive decline influences ADL. In this regard, the occurrence, performance, and duration of different ADL are important indicators of functional ability [3].

The patient’s ability to cope with ADL is traditionally assessed with questionnaires (eg, Stanford Health Assessment Questionnaire [5] or the Barthel ADL (activities of daily living) Index [6]), and it is important information for professional caregivers in order to optimize medication and personalize care [3]. However, using questionnaires to assess behavioral data in patients with cognitive impairments has disadvantages (eg, lack of reliability and sensitivity), and several groups have proposed sensor-based systems to recognize and quantify ADL [4,7-9] in the patient’s home. Besides storing the occurrence, duration, and location of ADL, when combined with Web technology, these systems can also inform caregivers in real-time (eg, via smartphone) about the current ADL of their patients [7-10]. Moreover, current and future clinical trials of new drug interventions, in Alzheimer’s disease will need to prove their effects on ADL function, and sensitive and reliable measurements will be of great importance. Also, it has been suggested that such systems could facilitate and support aging-in-place and improve medical care [9,10].

One possible technical solution for recognizing ADL is using comprehensive sensor networks to measure patient’s activities. In so-called smart homes, several sensors, for example, accelerometers, microphone arrays, pressure sensitive mats, gas sensors, and cameras are installed in the proximity of older patients to determine specific activities and to monitor their ability to cope with ADL [7,8]. Commercial smart-home monitoring systems for dementia patients are already available on the market. For example, ALARM-NET and CareWatch have been developed to recognize ADL and to improve dementia care provided by both formal and informal caregivers [9,10]. Other technical systems make use of detachable sensor arrays, for example, wearable accelerometers, infrared sensors and pressure sensors in furniture, wireless heart rate monitors, or radio frequency technology. Such sensor networks are used for automated ADL classification in dementia patients to maintain their autonomy, for recognizing emergencies, and monitoring the progression of their disease [11-16].

However, state-of-the-art technology systems have some limitations. Smart homes, for example, are often very comprehensive and require significant installation efforts, which makes these systems costly and challenging to install in older houses [17]. Also, most smart home systems use video-based technology or microphone recordings, which might conflict with the patient’s privacy [18]. Other approaches require that the patient wear body-mounted sensors or interact with a system for data acquisition [11,12,15]. Using these systems requires patient compliance, which is not always assured when patients with cognitive impairments are overloaded by technology [19,20]. Furthermore, others have reported that too-intrusive systems are not well accepted by patients or caregivers [21,22].

We hypothesize that a non-intrusive system, which does not use body-mounted sensors, avoids video-based imaging and microphone recordings, and does not require any interaction or patient compliance would be better suited for use in dementia patients. If small, easy to install, and not in need of patient’s attention and compliance, such a system might be well accepted by patients [23]. Furthermore, such a system, due to its low cost, robustness, and easy-to-use approach, can be of interest for other researchers from different fields. ADL can be a relevant outcome measurement for future drug intervention studies.

In this paper, we present a novel passive, Web-based, non-intrusive, assistive technology system that recognizes and classifies ADL. Using the Web, the system can provide information on current patient behavior that can help to quantify the patient’s cognitive impairment, estimate the patient’s self-dependency, and facilitate formal and informal care of Alzheimer’s disease patients living alone. We present here the results of the new Web-based, non-intrusive wireless sensor system and an ADL classifier. We hope that the outcome of our study, together with further investigation and research, will justify further interventional studies.
Methods

Overview

The components of this novel assistive technology system are (1) a number of sensors that are distributed in every room and (2) a central computer unit (CCU). The collected data are stored and processed by an ADL classifier based on a rule-based forward chaining inference engine. Eight ADL, such as sleeping, grooming, toileting, getting ready for bed, cooking, eating, watching TV, and seated activity were allotted for the ADL classifier to determine. The ADL were chosen in consultation with medical experts. Table 1 shows the eight ADL in detail, along with a definition for each.

Table 1. The eight ADL in detail, with definitions.

<table>
<thead>
<tr>
<th>ADL</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sleeping</td>
<td>Includes: Night rest, taking a nap (either in bed or on the couch). Excludes: Lying down (not sleeping) for recovery.</td>
</tr>
<tr>
<td>Grooming</td>
<td>Includes: Personal hygiene: Showering, toileting, shaving, brushing teeth, and styling as one activity. Excludes: Simple toileting and hand washing.</td>
</tr>
<tr>
<td>Toileting</td>
<td>Includes: Simple toileting with washing hands. Excludes: Other or additional personal hygiene.</td>
</tr>
<tr>
<td>Getting ready for bed</td>
<td>Includes: Personal hygiene before bedtime. Excludes: Pre-bedtime rituals.</td>
</tr>
<tr>
<td>Cooking</td>
<td>Includes: Preparing food in the kitchen. Excludes: Cutting pizza from delivery service, making popcorn, etc, making tea or coffee.</td>
</tr>
<tr>
<td>Eating</td>
<td>Includes: Having a meal (also delivered food). Excludes: Snacking (eg, while watching TV), having just a cup of coffee or a glass of water.</td>
</tr>
<tr>
<td>Watching TV</td>
<td>Includes: Watching TV with main focus on the TV. Excludes: Other activities while the TV is just on.</td>
</tr>
<tr>
<td>Seated activity</td>
<td>Includes: Sitting at a table or in an easy chair while reading, solving a puzzle, doing crosswords, embroidering, doing crafts, or listening to the radio. Excluding: Taking a nap.</td>
</tr>
</tbody>
</table>

Participants

Healthy participants were recruited by advertisements in local newspapers. They were assessed with a standardized paper-pencil test battery, which included the Montreal Cognitive Assessment (MoCA) [24,25], the Trail Making Test A and B (TMT-A, TMT-B) [26], and the Timed Up and Go test [27,28]. Exclusion criteria for the study were cognitive impairment (MoCA score < 26), or significant motor impairment (Timed Up and Go > 12 seconds). Participants sharing the house with others and not living alone were also excluded.

In total, 10 healthy mobile adults (6 women, 4 men; age 28–79 years) were included in the study. The study was carried out in accordance with the Declaration of Helsinki and was approved by the local ethics board. Written informed consent was obtained from all participants prior to inclusion. No compensation for participation was provided.

The Assistive Technology System

In each case, five sensors were mounted on a printed circuit board (PCB) capturing ambient values: temperature in °C (DS18B20, Dallas Inc), humidity in g/m³ (SHT21P, SENSIRION), luminescence in lx (AMS302, Panasonic Inc), motion (binary) (EKMB1101111, Panasonic Inc), and acceleration in m/s² (ADXL345, Analog Device). Each PCB was assembled in polyvinyl chloride (PVC) housing (Figure 1) and was powered by a 2900 mA AAA primary cell.

In total, 50 sensors were assembled to 10 wireless sensor boxes (l x w x h=15mm x 30mm x 60mm, weight=80g), which digitalizes the analog environmental data and sends it to the CCU. A commercial available laptop, running customized Microsoft Windows 7, builds the CCU and served as data server with integrated Web link (Figure 1). The receiver unit (Figure 1), which is attached to the CCU, collected the data packages sent from all 10 sensor boxes. It comes with a digital received signal strength indication, an input sensitivity of 117 dBm, and a programmable transmitter output power up to 13 dBm. The CCU has the computing power to process the environmental data but also to store the data for further analysis.

The environmental data were acquired at a sampling rate of 0.2 Hz and assembled to data packages. Beside the five environmental values, each data package includes a handshake word composed of timestamp, date, node number, supply voltage, and a status word. The data packages were sent to the data server over an air link based on EZRadioPro-Technology (Silabs). Therefore, a low byte order marked bidirectional protocol placed on an 868 MHz carrier transmitted by frequency modulation was implemented. Even-parity error handling and frame collision detection was implemented.
Figure 1. Wireless sensor box with housing (left) and an inside view of the same sensor box (middle) displaying PCB board with environmental sensors and primary cell; receiver unit with antenna (right) is connected to the central computer unit serving as a data server and Web link (between the two devices a bidirectional data transmission is established).

System Set-up
The assistive technology system was installed in the home of 10 healthy subjects. Figure 2 shows the floor plan of a sample 2-bedroom apartment. In each apartment, each compartment (room) was fitted with one sensor box, placed at a height of approximately 2 meters, facing towards the middle of the room. Additional sensor boxes were placed in the kitchen (on the fridge door) and in the bathroom (on the flush handle).

Installation duration for the entire system depends on the apartment layout and varied from 15-30 minutes. Once set up and initialized, the system continuously recorded the five ambient environmental values autonomously. Activities of the 10 subjects were recorded for 20 days each. The subjects were told to ignore the system as much as possible and act naturally. They were also asked to touch the sensor boxes only if absolutely necessary. The system was uninstalled after 20 days of continuous measuring.

Figure 2. Example setup installed in a 2-bedroom apartment (sensor boxes indicated with red circles).
**Subject Log Book**

For evaluation purposes, a wireless protocol device, built in a housing with a wearable belt clip, was provided to the subjects (Figure 3). The protocol device was fitted with switches, each corresponding to a specific ADL. The ten switches provided on the protocol box were “Sleeping”, “Grooming”, “Toileting”, “Getting ready for bed”, “Cooking”, “Eating”, “Watching TV”, “Seated activity”, “receiving visitors”, and “cleaning”. Of the ten switches, one activity (cleaning) and one state (receiving visitor) were not included in the analysis. All subjects were instructed to record their activities throughout the day for the duration of the 20 days measurement. For this purpose, they were asked to flick the corresponding switch, labeled on the protocol device case, during the performance (exact duration) of the given ADL. The protocol device was intended to be worn during the day. Only if the subjects were disturbed by wearing the device (e.g., during nighttime or when grooming) were they allowed to take it off.

In addition, participants were provided with a paper-pencil log book, to record every wrongly stated, forgotten, or missed ADL.

Figure 3. Wireless protocol device worn by participant (switches on top of the box are labeled with 8 different activities such as “watching TV” or "sleeping").

**Data Processing**

First, two different sorting methods were used sequentially to increase the sorting efficiency of the acquired data (Figure 4). A Bucketsort algorithm [29] was first applied to the data, which were labeled with a compartment identifier by the system during acquisition. Each data value was allotted to the compartment (room) where the value was captured. Metaphorically, each compartment was represented by one bucket. The data in each bucket were then sorted with a Radixsort [30] algorithm. The five bits considered by the Radixsort are related to the intra-day-timeline. This sorting of data is needed to line up the measured values chronologically.

In summary, the data are bijectively matched to their origin compartment by the Bucketsort, and then lined up in a chronological order by Radixsort. A mathematical description regarding the efficiency of the two sort algorithms is presented in Multimedia Appendix 1, and the open source code is provided in Multimedia Appendix 2.

In the second step, the data were classified using an ADL classifier (Figure 5). The classification of the ADL is based on the assumption that each subject follows a daily routine, where specific patterns with nearly the same duration and course occur throughout each day [31]. Considering the fact that numerous data values are accumulating during the measurements, the classifier was implemented as a rule-based inference engine. The concept is ideal to handle numerous data, as it is widely
used in the field of very-large-scale integration [32]. The theoretical concept was adapted to match the needs of the ADL classifier. It consists of (1) a database, (2) a rule-repository, and (3) a forward chaining inference engine. The database (1) holds all the data sorted upfront by the Bucketsort and Radixsort algorithms, but also all the classified ADL so far (historical data). The rule-repository (2) provides the forward chaining inference engine with a set of parameterized behavioral knowledge (the parameterization was done in cooperation with our medical experts.) A parser translates the parameterized behavioral knowledge into a look-up table disposable in the random access memory. The (3) forward chaining inference engine charges all available facts according to the given rules. The rules were defined manually and were the same for all subjects. The daily routine itself (ie, the time of the activity) was not considered within the rules; rather, the rules were applied to the daily routine resulting from the specific behavior pattern throughout the day. Nevertheless, the forward chaining inference engine needs some conflict resolution strategy to decide which information is the most important to process first and in which order the rest of the information has to be taken into account. Going the other way, the forward chaining inference engine checks which condition information must be fulfilled to state the given information as one specific ADL. The used method is to obey the rules that the medical experts defined first. The forward chaining inference engine, on the other hand, works with three basic elements: (1) ambient value matrices, (2) rules, and (3) behavioral parameters. For each potential ADL, an ambient value matrix is composed of the sorted raw data. Each ambient value matrix is then compared to a set of rules defined upfront for each of the eight ADL. The rules are built under the premise of the behavioral parameter. If the ambient value matrix fits the set of rules, the activity is considered as the corresponding ADL. For example, if one looks at “toileting”, the matrix consists of the data from the five sensors in the bathroom and from the flush handle. Hence, the ambient value matrix shows a specific pattern associated with toileting. First, the forward chaining inference engine verifies the activity’s duration for toileting. Further, the forward chaining inference engine verifies if the light conditions in the bathroom change, if the subjects sit on the toilet, if the subjects flushes, and if the humidity and the temperature do not change significantly. Having these prerequisite (rules) fulfilled, the activity is stated as “toileting”. The mathematical formulas and the source code of the forward chaining inference engine are provided in Multimedia Appendix 3.

Depending on the complexity of the ADL to be classified, n-steps of iteration can be done. By processing the daily routine with the developed classifier algorithm, the system allots specific patterns to one of the 8 selected ADL. The output of the classifier (the conclusion) is the ADL a subject performed at a given time throughout the day. This information is stored in the database. The calculation and algorithms were implemented in Matlab R2007b (MathWorks, Inc).

Figure 4. Combined sort algorithm consists of a Bucketsort and a Radixsort algorithm applied to the data.
Data Analysis

The subject log book was updated by superimposing the data of the wireless protocol device with the paper-pencil log book. The systems’ performance (sensitivity and specificity) was then calculated by correlating the output of the ADL classifier with the ADL protocols (Figure 6).

Figure 6. Correlation of the ADL classifier output with the ADL protocols.

Data Collection With an Alzheimer Patient

In addition to the 10 healthy subjects, one dementia patient was measured for explorative purpose. This was done to understand the acceptance of the system in the target group of dementia patients and also to estimate the further clinical implications. The measurement was performed similarly in all respects to the measurement in the healthy subjects. The patient was an 84-year-old female. She was receiving home care twice a week for 1 hour, and she was on her own for the rest of the time.

Results

Demographics

Table 2 shows the demographics of 10 healthy participants (6 women, 4 men; mean age 48.8 years; SD 20.0 years; age range...
28-79 years) included in the study. The test performance in MoCA (score range 27-30), TMT-A (time range 15.3-81.4 seconds), TMT-B (time range 21.1-122.6 seconds), and Timed Up and Go test (time range 6.9-10.3 seconds), of all the participants were in a normal, non-pathological range.

**Table 2.** Demographics of 10 healthy participants included in the study.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n</td>
<td>Male 4, Female 6</td>
</tr>
<tr>
<td>Age, years</td>
<td>Minimum 28.0, Maximum 79.0, Mean 48.8, SD 20.0</td>
</tr>
<tr>
<td>MoCA Score (Maximum = 30)</td>
<td>Mean 29.1, SD 1.1</td>
</tr>
<tr>
<td>Timed Up &amp; Go</td>
<td>Mean 8.2, SD 1.3</td>
</tr>
<tr>
<td>Trail Making Test (TMT)</td>
<td>Mean TMT A 39.1, SD TMT A 20.0, Mean TMT B 62.6, SD TMT B 32.3</td>
</tr>
<tr>
<td>Measured time, days</td>
<td>Mean 20.0, SD 0.0</td>
</tr>
</tbody>
</table>

**Data Analysis and Activities of Daily Living Classifier Performance**

In total, 33,939,441 data packets (543,031,056 environmental values) were captured correctly, and 160,269 data packets (0.47%) were lost due to transmission error. Thus, an overall reliability of 99.53% was achieved. In total, 1317 ADL were performed by the participants, 1211 ADL were classified correctly, and 106 ADL were missed. This leads to an overall sensitivity of 91.27% and a specificity of 92.52% (Table 3). Each subject performed 134.8 ADL on average (SD 75).

**Table 3.** Results of the ADL classifier.

<table>
<thead>
<tr>
<th>ADL</th>
<th>N</th>
<th>Classified correctly, n</th>
<th>Missed, n</th>
<th>Sensitivity, %</th>
<th>Specificity, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sleeping</td>
<td>173</td>
<td>161</td>
<td>12</td>
<td>93.64</td>
<td>85.77</td>
</tr>
<tr>
<td>Grooming</td>
<td>135</td>
<td>127</td>
<td>8</td>
<td>94.07</td>
<td>96.98</td>
</tr>
<tr>
<td>Toileting</td>
<td>307</td>
<td>291</td>
<td>16</td>
<td>94.79</td>
<td>91.54</td>
</tr>
<tr>
<td>Getting ready for bed</td>
<td>105</td>
<td>97</td>
<td>8</td>
<td>92.38</td>
<td>94.48</td>
</tr>
<tr>
<td>Cooking</td>
<td>70</td>
<td>59</td>
<td>11</td>
<td>84.29</td>
<td>90.92</td>
</tr>
<tr>
<td>Eating</td>
<td>90</td>
<td>78</td>
<td>12</td>
<td>87.78</td>
<td>94.83</td>
</tr>
<tr>
<td>Watching TV</td>
<td>322</td>
<td>300</td>
<td>22</td>
<td>93.17</td>
<td>90.63</td>
</tr>
<tr>
<td>Seated activity</td>
<td>171</td>
<td>151</td>
<td>20</td>
<td>90.06</td>
<td>94.98</td>
</tr>
<tr>
<td>Total</td>
<td>1317</td>
<td>1211</td>
<td>106</td>
<td>91.27</td>
<td>92.52</td>
</tr>
</tbody>
</table>
Behavior Pattern of an Alzheimer Patient Versus a Healthy Subject

Figure 7 shows the activity pattern for the 84-year-old female Alzheimer patient (MoCA score=23, Timed Up and Go=19.8 seconds, Trail Marking Test A=84.3 seconds, Trail Marking Test B=146 seconds).

The activity pattern of a healthy female (age=79, MoCA score=29, Timed Up and Go=12.7 seconds, Trail Marking Test A=62.2 seconds, Trail Marking Test B=95.1 seconds) is shown in Figure 8.

Figures 7 and 8 show the duration and points in time of the performed ADL of the Alzheimer patient versus the healthy subject.

Discussion

Principal Findings

The feasibility and reliability of the newly developed non-intrusive sensor system (hardware and the operating software) could be proven in the field. The results show that daily living evokes variation in ambient values that can be captured by the sensor system, leading to ADL specific data patterns. Hence, it is possible to assign sensor data patterns to specific activities, whereby the most relevant sensor in the detection of ADL is the movement sensor. By analyzing the retrieved data, it became possible to identify eight ADL.

Other researchers have conducted similar studies. Bang et al [12] used a set of pressure sensors, passive infrared sensors, and a worn accelerometer to determine ADL. Depending on the specific ADL, they achieved an initial accuracy of 93.27% to 96.47%. Fleury et al [16] used video cameras and wearable kinetic sensors, door contacts, and microphones to acquire data. The data were processed by a support vector machine to determine specific ADL. They achieved a sensitivity of 97.80%.
Both results are slightly better than what we found—at the cost of more intrusive sensor systems.

The ADL classification performance of the system relied on the protocol compliance of the subjects during the measurement. We asked the subjects to record their ADL very carefully with the electronic protocol device and provided them furthermore with paper-based log books to note any errors or wrong manipulations. Overall, it is possible that subjects forgot to record an activity or recorded a wrong activity, which negatively affects the classification performance numbers. Hence, the reported performance of the ADL classifier expressed by sensitivity and specificity numbers actually represents worst-case scenario.

A limitation of our system is that the sensors need a clear view of the entire room and must not be covered. This is can be solved by proper placement of the sensors in the patient's home. As expected, the classifier showed better performance for some ADL (eg, grooming) than it did for others (eg, sleeping). This is due to the fact that some ADL are not exclusively room related and evoke only slightly different ambient values. Such data pattern differs only poorly among one another, which has also been found by other researchers [12,16,33].

The system uses wireless technology with small, discrete shaped sensor boxes. Hence, no hardware or tools are needed for the installation and the set-up can be done in less than 30 minutes. All parts were built under consequent low-power conditions, which keeps the system in service for 6 months straight. During this period, no maintenance is needed. Once the system is set up, the functioning of each sensor box can be monitored at any time. This leads to a high degree of transparency regarding the transmitted, lost, and compromised data (reliability of 99.53%). Furthermore, data can be bijectively matched to its origin to take statistical advantage of paired data, which ensures valid data throughout the measurement. Moreover, by foregoing the use of cameras and microphones, the privacy of the subjects can be guaranteed at any time of the experiment. Furthermore, due to its Web link, the system can provide discrete information about the patient’s ADL performances in real-time, but also historical and statistical information about the progression of the disease.

When it comes to measurement in dementia patients, we proved feasibility in one female Alzheimer patient. The acceptance of the system was good, and no significant incident or failure occurred during the measured period. The patient was not disturbed by the system.

The activity map of the patient shows significant difference to the activity map of the healthy subject. While in the healthy subject, a daily structure is observable, much less structure can be found in the Alzheimer patient. Comprehensive analysis of further datasets of dementia patients can provide valuable clinical information, especially by comparing it to datasets of healthy patients.

These preliminary results obtained from one Alzheimer patient are promising in anticipation of further research and the clinical implication of the system.

Conclusions
The non-intrusive wireless sensor system can be used to acquire environmental data essential for the classification of ADL. By analyzing the retrieved data, it is possible to distinguish and assign data patterns to subjects’ specific activities and to identify eight different ADL. Thanks to the Web-based technology, the system has a high potential to improve care and provides valuable information about the patient in real-time.

Based on the results of this study, there are plans to install the system in the home of Alzheimer patients, suffering from moderate to severe dementia. The data of these patients will be compared to the data of the healthy subjects to study and analyze the different behavior patterns.
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Abstract

Background: The recent convergence between technology and medicine is offering innovative methods and tools for behavioral health care. Among these, an emerging approach is the use of virtual reality (VR) within exposure-based protocols for anxiety disorders, and in particular posttraumatic stress disorder. However, no systematically tested VR protocols are available for the management of psychological stress.

Objective: Our goal was to evaluate the efficacy of a new technological paradigm, Interreality, for the management and prevention of psychological stress. The main feature of Interreality is a twofold link between the virtual and the real world achieved through experiential virtual scenarios (fully controlled by the therapist, used to learn coping skills and improve self-efficacy) with real-time monitoring and support (identifying critical situations and assessing clinical change) using advanced technologies (virtual worlds, wearable biosensors, and smartphones).

Methods: The study was designed as a block randomized controlled trial involving 121 participants recruited from two different worker populations—teachers and nurses—that are highly exposed to psychological stress. Participants were a sample of teachers recruited in Milan (Block 1: n=61) and a sample of nurses recruited in Messina, Italy (Block 2: n=60). Participants within each block were randomly assigned to the (1) Experimental Group (EG): n=40; B1=20, B2=20, which received a 5-week treatment based on the Interreality paradigm; (2) Control Group (CG): n=42; B1=22, B2=20, which received a 5-week traditional stress management training based on cognitive behavioral therapy (CBT); and (3) the Wait-List group (WL): n=39, B1=19, B2=20, which was reassessed and compared with the two other groups 5 weeks after the initial evaluation.

Results: Although both treatments were able to significantly reduce perceived stress better than WL, only EG participants reported a significant reduction (EG=12% vs CG=0.5%) in chronic “trait” anxiety. A similar pattern was found for coping skills: both treatments were able to significantly increase most coping skills, but only EG participants reported a significant increase (EG=14% vs CG=0.3%) in the Emotional Support skill.
Conclusions: Our findings provide initial evidence that the Interreality protocol yields better outcomes than the traditionally accepted gold standard for psychological stress treatment: CBT. Consequently, these findings constitute a sound foundation and rationale for the importance of continuing future research in technology-enhanced protocols for psychological stress management.

Trial Registration: ClinicalTrials.gov: NCT01683617; http://clinicaltrials.gov/show/NCT01683617 (Archived by WebCite at http://www.webcitation.org/6QnziHv3h).
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Introduction

The emerging convergence of technology and health care [1] is offering new methods and tools for mental health treatments [2-6]. An emerging trend is the use of virtual reality (VR) within the exposure-based protocols for anxiety disorders and posttraumatic stress disorders (PTSD) [7-11]. PTSD is more difficult to treat than other anxiety disorders. On one hand, in vivo exposure-based therapy is usually not possible. On the other, imaginal exposure requires that the patient recounts their traumatic experience in the present tense to the therapist—a behavior that patients try to avoid [12]. VR therapy allows exposure treatment even with patients who fail to improve with traditional imaginal exposure therapy [13-16]. Since the initial work by Barbara Rothbaum and her team [17,18], additional case studies [19-23] and clinical trials [22,24,25], including a randomized controlled clinical trial [26], have shown the efficacy of VR therapy in the treatment of PTSD.

One factor that may increase the likelihood of developing the symptomatology of PTSD is work-related stress. Previous studies have included stressful life events in the list of risk factors for PTSD, suggesting that experiencing chronic psychological stress may increase vulnerability to this anxiety disorder [27,28]. Indeed, chronic psychological stress may induce plasticity within the amygdala, which in turn may increase the risk of developing chronic anxiety states [29]. This abnormal change in the limbic neural circuitry may provoke a pathological anxiety response, leading to syndromes such as PTSD. Other studies have focused on the contribution of work-related stressors to PTSD [30,31]. For example, Laposa et al [30] found that interpersonal conflicts, inadequate support from superiors, and changing jobs were significantly associated with PTSD symptoms. Different training has been developed for managing psychological stress at work, both individually and organizationally focused [32,33]. Specifically, a recent review showed that individual interventions, like cognitive behavioral therapy (CBT), can improve individuals’ mental health, while physical activity as an organizational intervention is more effective in reducing absenteeism [32]. On the basis of this evidence, we decided to focus our intervention on the individual.

However, until now, no systematically tested VR protocols have been available for the management of psychological stress. A preliminary attempt, developed by the US Army, was tested for the training of military medical professionals who are expected to take care of the wounded in very austere situations. This protocol included a technology-assisted relaxation training merging VR exposure sessions with relaxing videos with embedded English narratives guiding progressive muscle relaxation and controlled breathing [34].

According to Cohen et al [35], psychological stress occurs when people perceive that environmental demands tax or exceed their adaptive capacity. In this view, stressful experiences are conceptualized as person-environment transactions, whose results are dependent on the impact of the external stimulus. This is mediated by:

- The person’s appraisal of the stimulus: when faced with a stimulus, a person evaluates the potential threat (primary appraisal). Primary appraisal is a person’s judgment about the significance of a stimulus as stressful, positive, controllable, challenging, or irrelevant.
- The personal, social, and cultural resources available: facing a significant stimulus, a second appraisal follows, which is an assessment of the individual’s coping resources and options. Secondary appraisals address what one can do about the situation.
- The efficacy of the coping efforts: if required by the appraisal process, the individual starts a problem management phase aimed at regulation of the external stimulus.

Stress Management Therapy can help counter effects of psychological stress. Usually various techniques are used including relaxation, interaction, biofeedback, and CBT methods. According to the Cochrane Database of Systematic Reviews [36-38], the best validated approach covering both stress management and stress treatment is the CBT approach. Typically, a CBT protocol (10-15 sessions) includes both problem-focused (eg, resource optimization and better planning) and emotion-focused (eg, relaxation training, use of emotional support) coping strategies. Initially, it includes in-session didactic materials and experiential exercises and out-of-session assignments (practicing relaxation exercises and monitoring stress responses).

The clinical intervention primarily focuses on (1) learning how to cope better with daily stressors (psychological stress) or traumatic events (PTSD), and (2) optimizing one’s use of personal skills and social resources.

The trouble with managing psychological stress is that it is very personal. So the focus for assessment, prediction, and treatment has to be the situated experience of the individual. This result...
is difficult to achieve using the available VR protocols for PTSD. From a clinical viewpoint, in these protocols VR provides a “closed” experience, separated from the emotions and behaviors experienced by the patient in the real world. In other words, VR exposure tries to change cognitive content per se, rather than changing the context in which cognitions are experienced [39]. The behavior of the patient in VR has no direct effects on the real-life experience. The emotions and problems experienced by the patient in the real world are not directly addressed in the VR exposure. Moreover, it focuses on patients’ thoughts and behaviors but does not address social support and coping skills.

To overcome these issues, Riva et al [40-42] suggested the use of the “Interreality” paradigm (IR) that integrates assessment and treatment within a hybrid environment, bridging the physical and virtual world. The basic idea of the IR intervention is to bridge virtual experiences (fully controlled by the therapist, used to learn healthy behaviors and coping skills) with real experiences (the therapist can identify critical situations and assess clinical change). In the IR strategy, behavior in the physical world influences the experience in the virtual one, and behavior in the virtual world influences the experience in the real one. The current CBT approach can be described as imagining evokes emotions and the meaning of the associated feelings can be changed through reflection and relaxation. In IR, we introduce an alternative strategy, in which controlled experiences evoke emotions that result in meaningful new feelings, which can be reflected on and eventually changed through reflection and relaxation. This is achieved by using technology (virtual worlds, advanced sensors, and smartphones) to create a closed-loop approach for assessment and support.

The assessment is conducted continuously in the virtual and real worlds through the tracking of individuals’ behavioral and emotional status over time, in the context of realistic task challenges. At the same time, the information is constantly used to improve both the appraisal and the coping skills of the patient through a conditioned association between effective performance state and task execution behaviors.

These features are integrated into two subsystems: the clinical VR platform (VR inpatient treatment, fully controlled by the therapist) and the mobile platform (mobile-based real world support, available to the patient and connected to the therapist). Combined, these systems are able to provide (1) objective and quantitative assessment of symptoms using biosensors and behavioral analysis; monitoring of the patient behavior and of general and psychological status, early detection of symptoms of critical evolutions, and timely activation of feedback in a closed loop approach, and (2) decision support for treatment planning through data fusion and detection algorithms: the decision support system allows monitoring stress levels of the patient both during VR exposure (in the therapist’s office) and in real-life situations (using the mobile phone), by generating reports that the therapist can access via a Web-based interface. The key features of IR are summarized in Figures 1 and 2.

Simply put, patients are continuously assessed in the virtual and real worlds by tracking their behavioral and emotional status in the context of challenging tasks (customization of the therapy according to the characteristics of the patient), and feedback is continuously provided to improve patients’ skills (improvement of self-efficacy).

The potential clinical advantages of the IR strategy are (1) an integrated and quantitative assessment of the user’s stress level using biosensors: the level of stress is continuously assessed in the virtual and in the real world by recording the participant’s behavioral and emotional status for the decision support system, and (2) provision of warnings and motivating feedback to improve self-awareness, compliance, and long-term outcomes: on the basis of the decision support system, participants constantly receive feedback to improve their appraisal and coping skills in an entertaining and motivating manner both in clinical and mobile settings [40-42].

Starting from the above premise, the main goals of this study are (1) to define and develop an Interreality protocol for the management of psychological stress, and (2) to compare, within a controlled study, its efficacy with a similar non-technological protocol based on the CBT approach.

We hypothesize that the Interreality protocol is more effective than both standard CBT and a wait-list condition in (1) reducing the level of chronic “trait” stress, (2) reducing the perceived stress and improving quality of life, and (3) improving the coping skills of the individual.
Figure 1. Advantages of Interreality.
Methods

Recruitment

The study is designed as a multicentric randomized block controlled trial involving participants recruited from two different worker populations (teachers and nurses) that are highly exposed to psychological stress (the Consort flowchart is reported in Figure 3 and the electronic CONSORT-EHEALTH questionnaire [43] in Multimedia Appendix 1). Compared to a completely randomized design, this design reduces variability within treatment conditions and potential confounding (the variability within blocks is less than the variability between blocks), producing a better estimate of treatment effects [44]. A sample of high school teachers recruited in Milan (Block 1: n=95) and a sample of pediatric nurses recruited in Messina, Italy (Block 2: n=88) were seen for screening interviews for admission to the study. Samples were recruited between March 2012 and September 2013. Criteria for participation included the following: (1) a high level of perceived stress (≥7) as measured on a 10-item visual-analogue scale, (2) a high level of relevance of stress for personal health (≥7) as measured on a 10-item visual-analogue scale, (3) a low level of self-efficacy related to stress management (≤5) as measured on a 10-item visual-analogue scale.
visual-analogue scale, (4) no DSM-IV-TR (Diagnostic and Statistical Manual of Mental Disorders, 4th edition, text revision) Axis I disorders as assessed by Mini-International Neuropsychiatric Interview (MINI) [45,46] during the clinical assessment, (5) aged 25-60 years, (6) no psychotherapy received for their psychological stress as assessed with a clinical interview, (7) no current psychiatric medications as assessed with a clinical interview, (8) no history of neurological diseases, psychosis, alcohol or drug dependence as assessed with a clinical interview, and (9) no migraine, headache, or vestibular abnormalities as assessed with a clinical interview.

Both males and females were included. In order to select participants, we decided to use only subjective indexes of stress and coping for this study, without measuring cortisol. The measures of the concentration of cortisol in blood, saliva, and urine are established methods for momentary assessments of the activity in the hypothalamic-pituitary-adrenocortical axis (HPA). If the cortisol levels become too high or too low for a longer period, a state of hyper- or hypocortisolism is present, and both are associated with stress-related disease. However, two recent studies by Barth [47] and Faresjo [48] suggest that cortisol levels are not very reliable indicators of stress. The first study [47] underlined the relevance of subjective evaluations in producing the negative effects of stress. The author found a reduced risk of coronary heart disease in stressed individuals who neglected the subjective relevance of stress on health. The second study [48] demonstrated the inefficacy of measuring cortisol levels for assessing stress in subjects living in a stressful environment. The study found that living in a stressful economic and social environment produced a down-regulation of the HPA-axis with a suppression of cortisol levels.

In our study, 62 participants either did not fulfill inclusion criteria or refused to participate for other reasons (eg, time constraints). This is an unusual observation. However, it should be noted that participants experienced a high level of psychological stress. Chronic psychological stress alters the psychophysiological processes involved in cognitive appraisals and coping responses. Several types of coping strategy are commonly used to face the different demands associated with stressful events, and their effective use reflects variation in underlying cognitive appraisal. This refusal may therefore be read as their inability to appraise and cope with the stressful events.

In our study, 62 participants either did not fulfill inclusion criteria or refused to participate for other reasons (eg, time constraints). This is an unusual observation. However, it should be noted that participants experienced a high level of psychological stress. Chronic psychological stress alters the psychophysiological processes involved in cognitive appraisals and coping responses. Several types of coping strategy are commonly used to face the different demands associated with stressful events, and their effective use reflects variation in underlying cognitive appraisal. This refusal may therefore be read as their inability to appraise and cope with the stressful events.

All patients meeting the inclusion criteria in each block (B1=61, B2=60) were randomly assigned to the three groups: (1) the Experimental Group (EG): n=40, B1=20, B2=20, (2) the Control Group (CG): n=42, B1=22, B2=20, and (3) the Wait-List group (WL): n=39, B1=19, B2=20. All the participants signed an informed consent form before entering the study. The sample characteristics are shown in Table 1.

Table 1. Demographic parameters and baseline characteristics of the sample (mean and standard deviation).

<table>
<thead>
<tr>
<th>Variables</th>
<th>EG</th>
<th>CG</th>
<th>W-L</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>46.3 (7.7)</td>
<td>42.9 (10.5)</td>
<td>39.6 (9.7)</td>
</tr>
<tr>
<td>Years of education</td>
<td>17.9 (1.4)</td>
<td>17.3 (1.4)</td>
<td>18.3 (1.3)</td>
</tr>
<tr>
<td>PSMᵃ</td>
<td>91.4 (25.8)</td>
<td>86 (19.5)</td>
<td>92.6 (25.8)</td>
</tr>
<tr>
<td>PSSᵇ</td>
<td>21.1 (7.9)</td>
<td>18 (5.9)</td>
<td>19.4 (6.6)</td>
</tr>
<tr>
<td>STAI-Y²ᶜ</td>
<td>43.6 (11.2)</td>
<td>42.1 (11.1)</td>
<td>40.2 (9.8)</td>
</tr>
<tr>
<td>SWLSᵈ</td>
<td>23.4 (6.2)</td>
<td>24.2 (7.2)</td>
<td>26.4 (7.0)</td>
</tr>
<tr>
<td>COPE-NIV e³</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Use of emotional support</td>
<td>27.8 (8.2)</td>
<td>29.9 (7.0)</td>
<td>29.4 (7.7)</td>
</tr>
<tr>
<td>Positive attitude</td>
<td>27.9 (5.5)</td>
<td>29.1 (5.1)</td>
<td>31.8 (4.5)</td>
</tr>
<tr>
<td>Problem focused</td>
<td>28.6 (6.0)</td>
<td>29.2 (7.4)</td>
<td>31.7 (4.6)</td>
</tr>
<tr>
<td>Religious coping</td>
<td>19.8 (5.0)</td>
<td>21.7 (5.4)</td>
<td>23.8 (5.5)</td>
</tr>
<tr>
<td>Denial</td>
<td>24.1 (5.9)</td>
<td>21.8 (4.7)</td>
<td>22.8 (3.8)</td>
</tr>
</tbody>
</table>

ᵃPsychological Stress Measure.
ᵇPerceived Stress Scale.
ᶜState-Trait Anxiety Inventory Form Y-2.
ᵈSatisfaction With Life Scale.
ᵉCoping Orientation to the Problems Experienced—New Italian Version.

Baseline comparisons among the three groups showed only a difference in the age of the groups. The age was significantly higher in the EG and to a lesser extent in the CG than in the WL group. Of the EG participants, 57.5% were women (23/40) and 42.5% (17/40) were men, while the CG and WL included, respectively: 71.4% women (30/42) and 28.6% men (12/42), and 51.3% (20/39) women and 48.7% men (19/39).

We also assessed participants’ computer literacy at the start of the trial through a self-assessment scale with three values: “low”, “medium”, and “high”. Results showed overall a medium level
of perceived individuals’ technological abilities, and no significant differences were found between groups.

Figure 3. Consort flowchart.

Ethics
The study was approved by ethical review board of Istituto Auxologico Italiano in Milan, Italy, and by the ethical review board of Azienda Ospedaliera Universitaria Policlinico “G. Martino” in Messina. The study was conducted according to the 1964 Declaration of Helsinki. All the participants signed an informed consent form that explained the goal of the treatment, its duration, the involvement of the patients, and for EG individuals, the possible side effects related to the extended use of immersive virtual environments (ie, ocular problems, disorientation and balance disturbances, and nausea).

Treatment Protocols
The treatment protocols were based on 5 weeks of stress management training (2 sessions per week) following the “stress management program” by Kaluza [49] and on the “stress inoculation training” by Meichenbaum [50].

Stress Management Training (SMT) is a short, focused, and individualized intervention to improve individual coping with stress at workplace [49]. A meta-analysis of 36 studies showed the efficacy of SMT in reducing negative mood states (ie, anxiety, depression) [51]. The Stress Inoculation Training (SIT) [50,52] is a validated short, semistructured, and active approach to manage psychological stress (for a review, see [53]). The effectiveness of SIT has been evaluated in different contexts. In the clinical setting, SIT has proven an effective means of helping patients face particularly strenuous conditions [54-56]. In the occupational environment, SIT has been successfully applied to support employees in managing stressful situations [57,58] and to help athletes manage anxiety and improve performance [11,59].

The treatment block for teachers (Block 1: n=61) was offered by therapists from Istituto Auxologico Italiano both in the Istituto Scientifico Ospedale San Luca, Milano, Italy and in the schools where teachers worked. The treatment block for nurses (Block 2: n=60) was offered by therapists from the Azienda Ospedaliera Universitaria Policlinico “G. Martino” at the Pervasive Healthcare Center, a clinical research center of the Institute of Clinical Physiology.

The IR and CBT treatments were administered by clinical psychologists with extensive experience in stress management techniques. Detailed manuals were prepared to facilitate adherence with the treatment protocols. Clinical reports were checked for compliance at monthly supervision meetings. A high level of protocol adherence was reported by therapists. The difference between the treatment protocols offered by each block is detailed below (see also [41]).

Experimental Group
Overview
The experimental group used an Interreality protocol based on the following technologies (see Figure 4 for details).
Figure 4. Technologies used by the experimental group.

3D Virtual Scenarios (in the Therapist’s Office)

Immersive Role-Playing Scenarios Where the Individual Interacts With Potentially Stressful Experiences

According to a literature review and the results of a qualitative analysis, different virtual stressful scenarios were generated for both teachers and nurses (see Table 2). The stressful scenarios were played by real actors, video-recorded, and included in the virtual environments (using the free virtual reality platform NeuroVR 2 [60-62]) after post-production (for a demonstration of the procedure, see the video in Multimedia Appendix 2 and Figure 5).

Figure 5. A Virtual Reality treatment session of the Interreality trial.
**Immersive Natural Scenarios Used to Learn Specific Relaxation Techniques**

In recent years, VR has been used in different clinical protocols to facilitate relaxation processes in stressed or anxious subjects [63-65] by visually presenting relaxing scenes [34,66]. The IR relaxation environments were created on the basis of similar virtual relaxing environments validated in previous studies [34,64,67-69]. They included a beach, a lake with a waterfall, a campfire in a mountain resort, and a desert oasis.

<table>
<thead>
<tr>
<th>Table 2. The different virtual stressful scenarios.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Virtual scenarios for teachers</strong></td>
</tr>
<tr>
<td>Workload</td>
</tr>
<tr>
<td>Class management</td>
</tr>
<tr>
<td>Coping with parent’s criticism</td>
</tr>
<tr>
<td>Relationship with boss</td>
</tr>
<tr>
<td>Coping with parents’ handling efforts</td>
</tr>
<tr>
<td>Relationship with co-workers</td>
</tr>
<tr>
<td>Conflict management</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

**Biosensors (Personal Biomonitoring System)**

**Overview**

All elements of technology, including smartphone and biosensors, were loaned to the EG participants free of charge. Moreover, all the required data connection fees for real-time stress monitoring were paid for by the trial. All the participants received 1-week group technology training plus personalized support sessions if needed.

**Biofeedback (in the Therapist’s Office)**

Typically, 3D virtual worlds are a closed experience and do not reflect in any way the real activity and status of the users. In IR, physiological sensors (heart rate and heart rate variability) are used to track the emotional/health status of the individual and to influence their experience in the virtual world. To improve the efficacy of the relaxing environment, some features of the experience (eg, the size of the fire or the waterfall flow rate) were driven by the emotional status of the patient as measured by biosensors (heart rate or heart rate variability).

**Physiological Data Recording (Outside the Therapist’s Office)**

To assess the level of contextual stress, each individual was provided a body-worn wireless sensor (EMPATICA E3 wrist sensor) that was able to record and transmit psychophysiologival (heart rate and heart rate variation) and activity data in real time.

**Mobile Phone (Outside the Therapist’s Office)**

**Stress Tracking**

The data received from the wireless sensors were assessed in real time by a decision support system (the description of the system that was used can be found in [70,71]). This system provides the user with a graphical representation of the current stress level experienced and allows them to check the history of stress levels variations experienced at different timescales (eg, day, week, month).

**Contextualized Homework**

According to the performance achieved in the therapist’s office and level of stress assessed by the decision support system, the individual was able to experience on the smartphone different guided relaxation and biofeedback virtual experiences (non-immersive) similar to the ones experienced in the therapist’s office.

**Schema**

**Assessment Session (Session 1)**

The session started with a discussion with the clinician about the assessment week. Then, after a brief introduction to the specific content of this session, the psychometric questionnaires were administered for the first time (see below), and the physiological baseline of the participant was recorded for 3 minutes. To measure the psychological variations occurring during the different stressful virtual scenarios, subjects completed the Visual Analogue Scale for Anxiety (VAS-A) and the State-Trait Anxiety Inventory Form Y-1 (STAI-Y1) at the baseline and after each scenario. During stressful exposition, participant physiological parameters were also recorded. Besides the stressful scenarios (see Table 2), each participant was assessed in a neutral virtual environment and in one where they completed a cognitive task in front of a virtual audience. This allowed the therapist to identify the situations inducing the highest level of stress. At the end of this session, the clinician explained to the participant how to use the smartphone and the body-worn wireless sensor.

**Training Session (Sessions 2-9)**

The following sessions were dedicated to teaching participants how to cope with stress, through cognitive restructuring techniques and relaxation exercises. Each session lasted about 1 hour and was divided into four parts: homework checking, J Med Internet Res 2014 | vol. 16 | iss. 7 | e167 | p.186http://www.jmir.org/2014/7/e167/
exposure to a stressful VR environment, relaxation exercises (with or without biofeedback), and a homework assignment. The clinician decided with the participant the specific stress scenarios to work on in the exposure (cognitive restructuring) during at least two consecutive sessions. Cognitive restructuring was used to help patients identify and challenge their erroneous beliefs and interpretations. Specifically, patients were taught to look at their negative beliefs, look for possible alternative explanations and ways of thinking, and evaluate the pros and cons of maintaining them. Relaxation was induced through the immersion in a natural scenario selected by the subject, where they could move and interact. The experience also integrated different pre-recorded audio narratives describing the specific setting and guiding the execution of different progressive muscle relaxation/deep breathing exercises. The scenario was experienced with or without VR biofeedback, in alternate ways during sessions. At the end of the sessions, the clinician explained to the participant how to use the smartphone and the body-worn wireless sensor to check the level of contextual stress and do the contextualized homework.

**Follow-up Session (Session 10)**

To verify the efficacy of the training, during the final session participants were reassessed through the administration of psychometric questionnaires. Moreover, participants were re-exposed to the different stressful virtual scenarios, following the same procedure of the assessment session (Session 1). At the end of this assessment, the clinician discussed with the participant the protocol and its perceived efficacy/usefulness.

**Control Group**

The control group used a protocol based on traditional cognitive behavioral techniques, following the same structure (10 one-hour sessions in 5 weeks) and the same assessment points of the EG, but without the use of any technological tool. Exposure therapy designed for the control group involved imaginal exposure to the same stressful situations reproduced in virtual reality (see Table 2). Patients were instructed to close their eyes and experience the stressful situation by imagining that it was currently happening. An audio recording provided a detailed description of the context, the participants, the physical sensations, and emotional reactions. Guided imagery was also used to teach relaxation exercises. Like in the EG, the imagery experience was supported by the same pre-recorded audio narratives describing the specific scenario and guiding the execution of different progressive muscle relaxation relaxation/deep breathing exercises.

CG participants did not use the mobile phone for stress assessment, but a traditional diary in which they recorded every relevant stressful event. Moreover, participants’ homework was a self-help book about stress management. Topics included identifying and fully understanding what stress is, how stress affects our performance, the importance of becoming aware of stress, and simple strategies to make desired changes to reduce stress. See Multimedia Appendix 3 for the EG and CG study protocols.

**Wait-List Group**

The wait-list group did not receive treatment. They completed all facets of the pre-test and post-test (after 5 weeks), similar to those individuals included in the other groups.

**Assessment**

**Questionnaires**

To assess the effects of the stress management protocols, several questionnaires were used at different points of time.

**Clinical Assessment**

To exclude participants suffering from DSM-IV-TR Axis I disorders, the recruited sample was assessed before the start of the training using the MINI semistructured interview [45,46]. The MINI is a short diagnostic, structured interview that enables researchers to make diagnoses of psychiatric disorders according to DSM-IV or the International Statistical Classification of Diseases and Related Health Problems, 10th edition (ICD-10). The administration time of the interview is approximately 15 minutes and was designed for epidemiological studies and multicentered clinical trials.

**Primary Outcome Measures**

**Overview**

The following questionnaires were administered offline under a therapist’s supervision to each participant at pre-treatment, and upon completion of the trial (after 5 weeks).

**State-Trait Anxiety Inventory Form**

State-Trait Anxiety Inventory form (STAI) [72,73] consists of two scales containing 20 items each that measure anxiety in adults. The STAI clearly differentiates between the temporary condition of “state anxiety” (STAI Form Y-1, also known as STAI-Y1) and the more general and long-standing quality of “trait anxiety” (STAI Form Y-2, also known as STAI-Y2). For the initial and the final assessment in the trial, we used the STAI Y2, that is, the trait version of the STAI, which measures characteristic tendencies to be anxious.

**Coping Orientation to the Problems Experienced—New Italian Version**

Coping Orientation to the Problems Experienced (COPE) Inventory was originally developed to assess a broad range of coping responses [74]. COPE-NIV represents a useful and validated tool to assess different coping dimensions in an Italian context [75]. It consist of five scales, for a total of 60 items altogether; use of emotional support, denial, positive attitude, problem focused, and religious coping. This inventory can be used to assess trait coping (the usual way people cope with stress in everyday life) and state coping (the particular way people cope with a specific stressful situation).

**Perceived Stress Scale**

The Perceived Stress Scale (PSS) [76] is a 10-item self-reported measure designed to deal with the degree to which situations in an individual’s life are appraised as stressful. It was originally developed as a 14-item scale that assessed the perception of stressful experiences over the previous month using a 5-point Likert scale. Later, the authors reported that the 10-item version...
(PSS-10) showed stronger psychometric characteristics in comparison to the 14-item scale [77].

**Psychological Stress Measure**

The Psychological Stress Measure (PSM) [78,79] consists of 49 items based on the various individual perceptions of the cognitive, physiological, and behavioral state of subjects. PSM provides a global score of stress and some partial subscores. Patients are asked to answer on the basis of how they have been feeling in the last 4-5 days. The global score of the PSM is compared with ground truth scores, which give threshold cut-offs on the basis of the gender (103 for male and 110 for female subjects).

**Satisfaction With Life Scale**

The Satisfaction With Life Scale (SWLS) [80,81] is a measure of life satisfaction (subjective well-being). The 5-item questionnaire is designed to measure global cognitive judgments of satisfaction with one’s own life. Qualitative feedback was also obtained using a semi-structured questionnaire at pre-treatment, and upon completion of the trial.

**Secondary Outcome Measures**

**Overview**

Individuals were also assessed at the beginning and at the end of each of the 8 training sessions using the following questionnaires.

**State-Trait Anxiety Inventory Form Y-1**

STAI Y1 [72,73] addresses state anxiety, which could be defined as a temporary emotional condition characterized by apprehension, tension, and fear about a particular situation or activity. This inventory consists of a 20-item scale, like the STAI Y2.

**Visual Analogue Scale for Anxiety**

Visual Analogue Scale for Anxiety (VAS-A) is an instrument that measures anxiety across a continuum. It is a horizontal line, 100 millimeters in length, anchored by word descriptors at each end (No anxiety; Very severe anxiety). Individuals mark on the line the point that they feel represents their perception of their own current state. The VAS-A score is determined by measuring in millimeters from the left end of the line to the point that the person marks.

**Power Analysis**

A power analysis was conducted to determine the appropriate number of participants needed for the current study. With an established alpha level of .05, 0.80 power, and a preliminary research based effect size of 0.272 (n=15, treatment vs non-treatment using the STAI Y2 score), a sample size of 30 participants for the group was enough to test the hypothesis of significant differences between groups. Using the trial sample size of 40 participants for groups, we achieved a power of more than 0.9.

**Statistical Analysis**

Our primary end points are the change of the level of chronic “trait” stress, perceived stress, and coping skills from baseline (pre) to the end of intervention (post). Secondary outcomes included the change in situational “state” stress scores from start (pre) to the end of intervention (post) in each treatment session.

For primary analyses, stress and coping scores were assessed by analysis of covariance (ANCOVA), with post-treatment scores as the baseline variable, while the pre-treatment scores served as covariates. This approach allowed us to “adjust” posttest scores for the variability on the pretest ones produced by the block design [82]. Several assumptions were met to use these techniques: (1) the use of interval or ratio data, (2) equally and normally distributed deviations in scores, (3) existence of a linear relationship between the dependent variable and the covariate (pretest scores), and (4) random assignment to groups. A two-sided P value of .05 or less was considered to be statistically significant. For secondary analyses, the experimental and control groups were simultaneously taken into the analysis of variance model for repeated measures (T=8). Differential effects of the treatments were determined using post-hoc analyses. In particular, to reduce the risk of type I errors, we used the Bonferroni post-hoc procedure with an adjusted Experiment-wise Error Rate (EER): 0.05 for each variable in a three-group analysis and 0.025 for each variable in a four-group analysis [83]. Prior to analysis, the distributions for the outcome variables were examined. We detected univariate outliers using boxplots.

**Results**

**Primary Outcome Variables**

Outcome data were available for all the participants at the end of treatment (see Table 2). The one-way ANCOVA on the pre-post-treatment scores showed a significant group effect ($F_{2,107}$=4.42; P<.014; effect size=0.74) on the primary outcome variable of chronic “trait” anxiety (STAI Y2). While no significant differences were found in either the WL group or the CG between pre- and post-measurements, the EG was able to obtain a significant decrease in anxiety (1.2%). These data were confirmed by post-hoc analyses: they revealed significant differences between the EG and the CG (P<.05), and between the EG and the WL (P<.01).

We then used ANCOVA to analyze the pre-post changes in the level of coping skills. On one side, no significant differences were found in WL between the pre- and post-measurements. On the other, the two treatment groups were able to obtain significant coping skill improvement in four subscales (see Table 2) with a significant greater improvement for the EG compared with ground truth scores, which give threshold cut-offs on the basis of the gender (103 for male and 110 for female subjects).

For the secondary analyses, the experimental and control groups were simultaneously taken into the analysis of variance model for repeated measures (T=8). Differential effects of the treatments were determined using post-hoc analyses. In particular, to reduce the risk of type I errors, we used the Bonferroni post-hoc procedure with an adjusted Experiment-wise Error Rate (EER): 0.05 for each variable in a three-group analysis and 0.025 for each variable in a four-group analysis [83]. Prior to analysis, the distributions for the outcome variables were examined. We detected univariate outliers using boxplots.

**Secondary Outcome Measures**

**Overview**

Individuals were also assessed at the beginning and at the end of each of the 8 training sessions using the following questionnaires.

**State-Trait Anxiety Inventory Form Y-1**

STAI Y1 [72,73] addresses state anxiety, which could be defined as a temporary emotional condition characterized by apprehension, tension, and fear about a particular situation or activity. This inventory consists of a 20-item scale, like the STAI Y2.

**Visual Analogue Scale for Anxiety**

Visual Analogue Scale for Anxiety (VAS-A) is an instrument that measures anxiety across a continuum. It is a horizontal line, 100 millimeters in length, anchored by word descriptors at each end (No anxiety; Very severe anxiety). Individuals mark on the line the point that they feel represents their perception of their own current state. The VAS-A score is determined by measuring in millimeters from the left end of the line to the point that the person marks.

**Power Analysis**

A power analysis was conducted to determine the appropriate number of participants needed for the current study. With an established alpha level of .05, 0.80 power, and a preliminary research based effect size of 0.272 (n=15, treatment vs non-treatment using the STAI Y2 score), a sample size of 30 participants for the group was enough to test the hypothesis of significant differences between groups. Using the trial sample size of 40 participants for groups, we achieved a power of more than 0.9.

**Statistical Analysis**

Our primary end points are the change of the level of chronic “trait” stress, perceived stress, and coping skills from baseline (pre) to the end of intervention (post). Secondary outcomes included the change in situational “state” stress scores from start (pre) to the end of intervention (post) in each treatment session.

For primary analyses, stress and coping scores were assessed by analysis of covariance (ANCOVA), with post-treatment scores as the baseline variable, while the pre-treatment scores served as covariates. This approach allowed us to “adjust” posttest scores for the variability on the pretest ones produced by the block design [82]. Several assumptions were met to use these techniques: (1) the use of interval or ratio data, (2) equally and normally distributed deviations in scores, (3) existence of a linear relationship between the dependent variable and the covariate (pretest scores), and (4) random assignment to groups. A two-sided P value of .05 or less was considered to be statistically significant. For secondary analyses, the experimental and control groups were simultaneously taken into the analysis of variance model for repeated measures (T=8). Differential effects of the treatments were determined using post-hoc analyses. In particular, to reduce the risk of type I errors, we used the Bonferroni post-hoc procedure with an adjusted Experiment-wise Error Rate (EER): 0.05 for each variable in a three-group analysis and 0.025 for each variable in a four-group analysis [83]. Prior to analysis, the distributions for the outcome variables were examined. We detected univariate outliers using boxplots.
We also compared the two blocks (teachers and nurses) to check for differences. In general, nurses obtained slightly better values than teachers in most of the outcome variables for both treatments. We also found limited but significant differences in the STAI Y2 reduction (Teachers: -0.44+/-.9; Nurses: -3.2+/-.3; P=.44, effect size=0.04), in the COPE-NIV Emotional Support skill increase (Teachers: -0.3+/-.6; Nurses: 2.3+/-.5; P=.20, effect size=0.05) and in the SWLS quality of life increase (Teachers: -0.6+/-.5; Nurses: 1.8+/-.3; P=.005, effect size=0.07).

Table 3. ANCOVA results.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Group</th>
<th>ANCOVA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Experimental</td>
<td>Control</td>
</tr>
<tr>
<td>STAI Y2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time 1</td>
<td>43.6 (11.2)</td>
<td>42.1 (11.1)</td>
</tr>
<tr>
<td>Time 2</td>
<td>38.2 (8.09)</td>
<td>41.8 (10.8)</td>
</tr>
<tr>
<td>COPE-NIV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Use of emotional support</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time 1</td>
<td>27.8 (8.23)</td>
<td>29.9 (7.04)</td>
</tr>
<tr>
<td>Time 2</td>
<td>31.7 (7.62)</td>
<td>29.5 (6.82)</td>
</tr>
<tr>
<td>Positive attitude</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time 1</td>
<td>27.9 (5.54)</td>
<td>29.1 (4.69)</td>
</tr>
<tr>
<td>Time 2</td>
<td>31.4 (5.16)</td>
<td>29.4 (5.86)</td>
</tr>
<tr>
<td>Problem focused</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time 1</td>
<td>28.6 (5.96)</td>
<td>29.2 (7.36)</td>
</tr>
<tr>
<td>Time 2</td>
<td>31.7 (7.62)</td>
<td>29.5 (6.48)</td>
</tr>
<tr>
<td>Religious coping</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time 1</td>
<td>19.8 (5.01)</td>
<td>21.7 (5.39)</td>
</tr>
<tr>
<td>Time 2</td>
<td>21.1 (6.65)</td>
<td>21.3 (5.63)</td>
</tr>
<tr>
<td>Denial</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time 1</td>
<td>24.1 (5.91)</td>
<td>21.8 (4.69)</td>
</tr>
<tr>
<td>Time 2</td>
<td>22.3 (5.13)</td>
<td>20.9 (4.28)</td>
</tr>
<tr>
<td>PSS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time 1</td>
<td>21.1 (7.95)</td>
<td>18 (5.94)</td>
</tr>
<tr>
<td>Time 2</td>
<td>16.6 (4.75)</td>
<td>15 (5.55)</td>
</tr>
<tr>
<td>PSM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time 1</td>
<td>91.4 (25.8)</td>
<td>86.1 (19.5)</td>
</tr>
<tr>
<td>Time 2</td>
<td>79.2 (18.3)</td>
<td>81.6 (19.8)</td>
</tr>
<tr>
<td>SWLS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time 1</td>
<td>23.4 (6.22)</td>
<td>24.2 (7.18)</td>
</tr>
<tr>
<td>Time 2</td>
<td>25.5 (6.57)</td>
<td>24.5 (7.53)</td>
</tr>
</tbody>
</table>

Secondary Outcome Variables

To better understand the differences between the EG and CG, we used a repeated measures analysis of variance (ANOVA) (T=8) to analyze the changes in the situational “state” stress scores (STAI Y1 and VAS-A) before and after each treatment. The analysis revealed significant TIME (F₁,₇₁=3.8; P<.01; effect size=0.05) and TIME x GROUP (Quadratic contrast: F₁,₇₁=4.23; P<.05; effect size=0.05) effects in the VAS-A scores. First, both groups progressively increased the relaxation level achieved in a session during the protocol. Second, the pattern of this increase is curvilinear (ie, is represented by a curve with one bend) with a difference between the two groups (see Figure 6). EG showed a marked (>15%) early increase in the relaxation level (from Session 3) and a further improvement (>20%) in the next sessions; CG instead showed an initial increase of the relaxation level (>10%) from the first session, with a marked (>15%) increase in the relaxation level only in the last sessions (7-8). The visible peaks experienced by EG in Figure 6 correspond to the introduction of a new stress scenario used by
the clinician for VR exposure (see description of the training sessions).

The analysis of STAI scores revealed a similar pattern but with a lack of significant values due to the low statistical power (0.23). We then compared the two blocks (teachers and nurses) to check for differences. Again, nurses obtained higher, but not significant, relaxation values than teachers in all the sessions.

**Figure 6.** Mean VAS-A reduction (pre-post) in the 8 treatment sessions for both treatment groups.

**Discussion**

**Principal Results**

Although both treatments (CBT and IR) were able to significantly reduce perceived stress (with a better outcome for IR), only participants who received IR reported a significant reduction (12% vs 0.5%) in chronic “trait” anxiety. This outcome is also better than that (11% reduction) obtained in a previous trial by a 5-week stress management meditation program where self-selected teachers were instructed to use meditation twice daily for 20-minute periods, both at school and at home [84]. In the IR protocol, no compulsory relaxation exercises were required outside the therapist’s office, which is an obvious advantage for both unmotivated individuals and for individuals who are unable to understand the meditation technique or to apply it properly.

A similar pattern was found for coping skills. Both treatments were able to significantly increase most coping skills, but participants who received IR reported a significantly greater increase (14% vs 0.3%) in the Emotional Support skill than CBT. It is interesting to note that meditation/mindfulness stress management programs, unlike CBT ones, do not address coping skills in their protocol. However, different clinical trials showed long-term efficacy of coping skill training for better emotional control [85], quality of life [86,87], and resiliency enhancement [88].

In sum, the obtained data suggested both the clinical efficacy of IR and its enhanced efficacy over CBT and other existing protocols in the management of psychological stress.

**Interreality as an Effective Clinical Protocol for Stress Management**

Although different studies in the past may have evaluated the use of VR in the treatment of posttraumatic stress disorder, this is, to our knowledge, the first randomized controlled trial evaluating a technology-enhanced treatment program with active therapeutic involvement for the management of psychological stress.
The main issue in dealing with stress is that it is very personal. Thus, stress-related disorders cannot be explained simply on the basis of the adverse situations experienced by people. These disorders depend a great deal on how the person experiencing a stressor is put together psychologically and physically. So the focus for assessment, prediction, and treatment should be the situated experience of the person. And this is difficult to achieve using both CBT and the available VR protocols. The emotions and problems experienced by the patient in the real world are not directly assessed and/or addressed in real time by CBT; VR is a “closed” experience, separate from the emotions and behaviors experienced by the patient in the real world.

In this study, we provided initial evidence that a possible approach to overcome these issues is the use of the “Interreality” paradigm, which combines assessment and treatment within a hybrid environment, bridging physical and virtual worlds [40-42]. Specifically, the proposed protocol bridged experiential virtual scenarios (fully controlled by the therapist, used to learn coping skills and improve self-efficacy) with real-time monitoring and support (identifying critical situations and assessing clinical change), using advanced technologies (virtual worlds, wearable biosensors, and smartphones).

Possible explanations for the higher efficacy of the proposed approach are:

1. The added value offered to individuals by VR over guided imagery for the acquisition of behavioral and coping skills: As the findings indicate, VR is able to help individuals obtain a marked increase in the relaxation levels early in the therapy (from Session 3), while guided imagery is able to obtain the same relaxation levels only later on (from Session 7).

2. The added value offered to the individuals by real-time stress monitoring and support over traditional diary reporting: As suggested by qualitative reports, the IR sample strongly appreciated the possibility of having real-time stress monitoring and, if needed, use of the smartphone to experience the same relaxation protocols learned in the therapist’s office in real-life settings.

3. The added value offered to the therapists by real-time stress monitoring over traditional diary reporting: In the early part of each session, IR therapists used the recorded real-time stress data to identify critical situations to be addressed in virtual scenarios. CBT therapists were not able to obtain similar detailed information from the diaries compiled by their subjects.

**Strengths and Limitations**

This study had several strengths as a direct test of the effects of an IR technology-enhanced protocol in the context of psychological stress management. The first strength of this study is that IR was compared with the best validated approach for stress management, CBT, as identified by the Cochrane Database of Systematic Reviews [36-38], demonstrating the added value offered by IR technology for psychological stress problems. Another important strength is the use, as primary outcome variables, of reliable theory-based measures of situational state and chronic trait anxiety. The third strength of IR is the use of VR to enhance the efficacy of biofeedback intervention. Biofeedback training is regarded as a useful technique to reduce anxiety symptoms (eg, [89]). The most common limitation of biofeedback and relaxation training is that it requires time commitment and implementation effort on behalf of the patient, who can rely only on very simple audio and visual cues provided by the system to learn about body responses to stress. In VR-based biofeedback, elements of the virtual environment are directly modified by the patient’s physiological parameters recorded in real time (eg, in the “Campfire” scenario, physiological parameters control the fire intensity, so that the reduction of the patient’s physiological activation results in a reduction of the fire until it goes out). Thus, patients receive immediate feedback on their level of activation (as in the traditional biofeedback techniques), but with richer and more engaging 3D visual cues [90].

Unfortunately, our experimental design does not allow determination of the relative benefits of VR experiences and VR-based biofeedback intervention in reducing stress and anxiety, which is a future research goal.

However, the present findings should not be considered definitive. First, the study did not include a follow-up assessment of behavior maintenance in the long term. We have planned a follow-up research study to assess the participant samples again at 6-month and 12-month intervals.

A further limitation is that the study did not include any measure of physiological stress (eg, cortisol levels in blood, saliva, or urine samples). However, we justified this choice in the Methods following the results of a recent study demonstrating the low sensitivity of cortisol levels for individuals under long-term stress exposure [48].

Third, while our study design provided a strong test of the efficacy of the IR protocol, it did not allow an evaluation of the specific effectiveness of the different technological tools included in it. Further research is needed to identify the effective elements of the IR protocol and the optimal amount of technological intervention needed. As underlined clearly by qualitative reports, the usability, invasiveness, and complexity of the provided technology are the main barriers for a wide use of the proposed protocol: 2 out of 3 teachers and 1 out of 4 nurses involved in the EG evaluated as “high” or “very high” the amount of technological effort required by the protocol. In particular, the main issues indicated by the participants are the duration/charging of the batteries for both smartphone and biosensors, the Bluetooth pairing of the smartphone with the biosensors, the invasiveness of the biosensors, and the difficulty in consulting real-time stress data in some working situations (eg, teaching for teachers, consulting for nurses).

Finally, the IR technology–enhanced treatment is more expensive for both therapists (VR hardware including computer: €2200; biosensors: €2500) and patients (smartphone: €650; biosensor: €1000). Nevertheless, the rapid technological development is reducing the cost of the required technology. For example, at the end of the trial, the cost of a comparable body-worn wireless sensor decreased from €1000 (Empatica E3 Wrist Sensor) to €150 (Angel Health Monitor).
Conclusions
Our findings provide initial evidence that a technology-enhanced IR protocol provides better outcomes than the traditionally accepted gold standard for psychological stress treatment, CBT. However, a follow-up study assessing behavior maintenance in the long term is needed in order to provide additional evidence of the effectiveness of IR. In particular, unlike CBT, IR was able to significantly reduce chronic trait anxiety and better improve emotion-related coping skills. Consequently, these findings constitute a sound foundation and rationale for future research in technology-enhanced protocols for psychological stress management. In particular, our study provides the evidence required to justify carrying out much larger follow-up trials to identify the most effective technological interventions and the optimal amount of technological support needed.
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Abstract

Background: The number of people using the Internet and mobile/smart devices for health information seeking is increasing rapidly. Although the user experience for online health information seeking varies with the device used, for example, smart devices (SDs) like smartphones/tablets versus personal computers (PCs) like desktops/laptops, very few studies have investigated how online health information seeking behavior (OHISB) may differ by device.

Objective: The objective of this study is to examine differences in OHISB between PCs and SDs through a comparative analysis of large-scale health search queries submitted through Web search engines from both types of devices.

Methods: Using the Web analytics tool, IBM NetInsight OnDemand, and based on the type of devices used (PCs or SDs), we obtained the most frequent health search queries between June 2011 and May 2013 that were submitted on Web search engines and directed users to the Mayo Clinic’s consumer health information website. We performed analyses on “Queries with considering repetition counts (QwR)” and “Queries without considering repetition counts (QwoR)”. The dataset contains (1) 2.74 million and 3.94 million QwoR, respectively for PCs and SDs, and (2) more than 100 million QwR for both PCs and SDs. We analyzed structural properties of the queries (length of the search queries, usage of query operators and special characters in health queries), types of search queries (keyword-based, wh-questions, yes/no questions), categorization of the queries based on health categories and information mentioned in the queries (gender, age-groups, temporal references), misspellings in the health queries, and the linguistic structure of the health queries.

Results: Query strings used for health information searching via PCs and SDs differ by almost 50%. The most searched health categories are “Symptoms” (1 in 3 search queries), “Causes”, and “Treatments & Drugs”. The distribution of search queries for different health categories differs with the device used for the search. Health queries tend to be longer and more specific than general search queries. Health queries from SDs are longer and have slightly fewer spelling mistakes than those from PCs. Users specify words related to women and children more often than that of men and any other age group. Most of the health queries are formulated using keywords; the second-most common are wh- and yes/no questions. Users ask more health questions using SDs than PCs. Almost all health queries have at least one noun and health queries from SDs are more descriptive than those from PCs.
Conclusions: This study is a large-scale comparative analysis of health search queries to understand the effects of device type (PCs vs SDs) used on OHISB. The study indicates that the device used for online health information search plays an important role in shaping how health information searches by consumers and patients are executed.

(J Med Internet Res 2014;16(7):e160) doi:10.2196/jmir.3186
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Introduction

Background

Limited health literacy is associated with higher rates of hospitalizations, poorer health, and higher mortality [1,2]. Online health information plays a vital role in improving health literacy and helps online health information seekers (OHIS) make more informed health decisions. Over the past decade, Internet literacy and the number of Internet users have increased significantly [3-5]. With the growing availability of eHealth resources [6,7], consumers are increasingly using the Internet to seek health-related information. According to a 2013 Pew Survey [4], one in three American adults has gone online to find information about a specific medical condition. With the recent exponential increase in usage of smart devices (SDs), like smartphones or tablets, the percentage of people using smart devices to search for health information is also growing rapidly [8,9].

While there is some evidence [10] that the experience of online information searching varies depending on the device used (eg, smart devices vs personal computers or laptops [PCs]), little is known about how device choice impacts the structure of health information search queries generated by users. Understanding the effects of the device used (SDs vs PCs) for health information search would help us to acquire more insights into online health information seeking behavior (OHISB). Such knowledge can be applied to improve the search experience and to develop more advanced next-generation knowledge and content delivery systems.

One of the most common ways to seek online health information is via Web search engines such as Google, Yahoo!, etc [4]. According to the Pew Survey [4], approximately 8 in 10 online health inquiries initiate from a search engine. A typical online health information search process starts with the formulation of a health search query based on an OHIS information need. This query is typically submitted to a Web search engine, which subsequently leads to visiting one or more websites recommended by the search engine. In this paper, we study the effect of the devices used for health information search, concentrating on what information users search for and how health search queries are formulated.

Using the Mayo Clinic website’s Web analytics tool (IBM NetInsight OnDemand [11]) and based on the type of devices used (PCs or SDs), we obtained the most frequent health search queries submitted from Web search engines that direct traffic to the Mayo Clinic webpages [12]. We selected search queries that are in the English language and collected between June 2011 and May 2013. We analyzed structural properties, types (keywords, wh-question, yes/no-questions), misspellings, and the linguistic structure of health search queries. We further categorized them based on health categories and demographic information mentioned (gender, age group, etc) in the queries. Our analysis suggests that the device used for online health information searching plays a significant role, altering the OHISB.

Significance of Current Study

Many previous studies have investigated OHISB. Researchers have used several approaches to understand OHISB including (1) focus groups and user surveys [13-20] and (2) analyzing health-related Web search query logs [21-32]. In the studies that involved focus groups and user surveys, researchers have analyzed characteristics associated with OHISB such as how people use the Internet for health information searching, their demographic information (age, gender, education level, etc), devices/Web search engines used for searching, OHISB in specific health conditions, and age groups [13-20]. Although these studies provide important insights into OHISB, their main limitation was the inclusion of a small number of participants (ranging from 100-2000 people). A second approach to studying OHISB is analyzing Web search logs from the health domain. Several previous studies have analyzed health search query logs with diverse objectives, such as health/epidemic surveillance [33-39], PubMed usage [40,41], and OHISB [21-32]. The studies focusing on OHISB [21-32] have studied a variety of aspects of health query logs, such as query length, health categories, relationship between OHISB and health care utilization [24], changes in health behavior with type of disease [21], and changes in OHISB with disease escalation from symptoms to serious illness [22,23].

Although the user experience for online health information searching varies with the device used (PCs/SDs) [10], there is a dearth of work relating OHISB with the device used for searching. In this study, we address this problem by analyzing large-scale health queries for both PCs and SDs to understand the effects of device type (PCs vs SDs) used for online health information seeking. Previous studies in generic search query log analysis have determined the importance of understanding linguistic structure of search queries as it has implications on information retrieval using Web search engines [42,43]. One of the contributions of this study is a comparative analysis of linguistic structure of health search queries from PCs and SDs. This study provides useful and interesting findings that can be leveraged in multiple ways. Some of the potential beneficiaries are (1) Web search engines: to understand health search query structure and complexity, and the occurrence of popular health
categories for PCs and SDs to improve query performance and accuracy for health information retrieval systems, (2) Websites that provide health information: to better understand online health information seekers’ health information need, and better organize health information content for PCs and SDs users, (3) Health care providers: to better understand their patients and their health information interests, (4) Health care-centric application developers: to better understand OHISB for PCs and SDs and build applications around consumer’s health information needs and priorities, and (5) online health information seekers: we anticipate that this work will help empower online health information seekers in their quest for health information and facilitate their health information search efforts by enabling the development of smarter and more sophisticated consumer health information delivery mechanisms.

Methods

Data Source
In this study, we collected health search queries originating from Web search engines (such as Google and Bing) that direct OHISs to the Mayo Clinic’s consumer health information website [12], which is one of the top online health information website within the United States. The Mayo Clinic provides up-to-date, high-quality online health information produced by professional writers and editors. Our recent Web analytics statistics indicate that the Mayo Clinic website is visited by millions of unique visitors on average every day, and around 90% of the incoming traffic originated from Web search engines. The Mayo Clinic website is identical in terms of appearance and functionality for both PCs and SDs using standard Web search engines and Web browsers. This consistency as well as significant traffic to the website provide us with an excellent platform to conduct our study.

Dataset Creation
The Mayo Clinic website’s Web analytics tool, IBM NetInsight OnDemand [11], keeps detailed information about incoming Web traffic from Web search engines to the Mayo Clinic website. The tool maintains information such as input search query (the original query from a Web search engine that brings an OHIS to the Mayo Clinic website), number of query repetitions (how many times the query has been searched within specified time period), and the visitor’s Operating System (OS). PCs generally use Windows (98, 2000, Xp, Vista, 7, 8), Mac OS X, or Linux (such as Ubuntu and Redhat) operating systems while SDs use iOS (iPhone’s OS), Android, Windows Mobile, and RIM BlackBerry operating systems. Since the Web analytics tool tracks information related to each user’s OS type and individual searches, we are able to differentiate search queries by device type (PCs/SDs).

Using the Web analytics tool, we obtained one data report for each of the most frequent one million (based on the number of query repetitions) anonymized distinct queries in the English language launched from PCs and SDs for each month between June 2011 and May 2013 (24 months), totalling 48 data reports. Each search query appears uniquely in each data report and has an associated number of query repetitions. For each device type (PCS and SDs), we aggregated 24 reports to create a single report with distinct queries. The dataset for PCs has 2.74 million queries, and the dataset for SDs has 3.94 million queries. While aggregating the search queries for PCs and SDs, we combined the repetition counts for each repeated query; for example, if a “diabetes” query has 5 repetitions in 1 month and 10 repetitions in another month, then the total number of repetition for the “diabetes” query is 15. Note that selecting the top queries for 2 years would be an easier approach for dataset creation, but in our case the data reports were available by month, thus we have to aggregate the data for each month to create the final analysis dataset.

Data Analysis

Overview
In this study, we performed analyses on “queries with considering repetition counts (QwR)” and “queries without considering repetition counts (QwoR)”.

Top Health Queries
The top search queries are the most commonly searched queries. To analyze the top health queries launched from PCs and SDs, we selected the top 100 search queries, from PCs and SDs, based on the descending order of number of query repetitions in the analysis dataset.

Health Categories
To analyze popular health categories that OHISs search for from PCs and SDs, we selected the following 8 health categories corresponding to the organization of health topics on popular health websites (Mayo Clinic, MedlinePlus [44], WebMD [45]): Symptoms, Causes, Complications, Tests and Diagnosis, Treatments and Drugs, Risk Factors, Prevention, Coping and Support. For example, Figure 1 shows different health categories for diabetes on the Mayo Clinic website, where each health category has a separate webpage with detailed information (browseable via navigating the left panel). Based on the semantics of an OHIS’s input search query and a Web search engine’s recommendations, users may land on one of the health category pages on the Mayo Clinic website. For this study, we aggregated all the incoming health search queries between June 2011 and May 2013 that land on a particular health category webpages. For example, we aggregated all the search queries that land on the “Symptoms” webpage for all the diseases and health conditions on the Mayo Clinic website. We analyzed the type of device (PC or SD) used for searches and the number of search queries to each health category.
Categorization Based on the Information Mentioned in the Health Queries

In order to understand how often an OHIS mentions gender, age groups, and temporal references in the search queries, we categorized health queries using a dictionary-based approach. For each group, we created a lexicon by going through online English dictionaries [46-48] and a manual evaluation of words. For example, in the “Gender” group we considered Men (Man, men, male, boy, gent, gentleman, gentlemen) and Women (Woman, women, female, girl, ladies, lady). We also considered keywords’ lexical variants; for example, boy, boys, etc. We categorized search queries from PCs and SDs by utilizing the lexicon for each category.

Health Query Length

To study the difference in health search query length for queries from PCs and SDs, we calculated search query length by computing the number of words (separated by white space) and the number of characters (excluding white space) in the health queries.

Usage of Query Operators and Special Characters

In search queries, query operators (“and”, “or”, “not”, etc) are used to formulate complex queries. In this study, we considered the following operators: AND, OR, +, &, other (NOT, AND NOT, OR NOT, & NOT). Special characters are characters apart from letters (a-z) and digits (0-9). The significance of special characters in a health search query depends on the usage of special characters in the medical domain. For example, OHIS may mention values in different formats, eg, 2.3 ml, 40%, 17-19, or $200 (for the cost of a drug or procedure). We analyzed the usage of search query operators and special characters in health queries based on their usage frequency in the PCs and SDs search queries.

Misspellings in Health Queries

OHISs occasionally make spelling mistakes while searching for health information. To analyze the frequency of such errors, we used a dictionary-based approach. We first generated a dictionary of words using the Zyzzyva wordlist [49], the Hunspell dictionary [50], and its medical version (OpenMedSpell [51]), comprising a total of 275,270 unique words. We used this dictionary to check misspellings in health search queries from PCs and SDs.

Type of Search Queries

OHISs express their health information need by formulating health search queries on Web search engines. In general, each health search query indicates some health information need. OHISs can express their information need either by formulating search queries using keywords or asking questions (wh-questions and yes/no questions). For this analysis, we considered the following wh-questions (lexicon): “What”, “How”, “?”, “When”, “Why”, and others (“Who” “Where”, “Which”). Note that although “?” does not come under the wh-questions category, we have included it for simplicity. Yes/No questions are usually used to check factual information; for example, whether coffee
is bad for the heart. In this analysis, we considered yes/no questions that start with “Can”, “Is”, “Does”, “Do”, “Are”, and others (“Could”, “Should”, “Will”, “Would”). Using the lexicon for wh-questions and yes/no questions, we performed text analysis on the search queries from PCs and SDs to count the number of queries with wh-questions and yes/no questions. Search queries that do not contain any question (wh- or yes/no) are classified as keyword-based. Additionally, for different wh- and yes/no questions, we computed their usage frequency in search queries from PCs and SDs.

**Linguistic Analysis of Health Queries**

Previous studies in generic search query log analysis have identified that understanding the linguistic structure, including phrase identification, entity spotting and discripitiveness (level of context), of search queries can improve Web Information Retrieval systems [42,43]. However, these efforts have not been applied extensively to health search queries, and hence in order to understand the linguistic structure of health queries, we performed part-of-speech analysis on search queries using Stanford’s POS tagger [52]. For this analysis, we considered nouns, verbs, adjectives and adverbs. We mapped all subtypes in part-of-speech (eg, proper nouns, common nouns, compound nouns) to the main part-of-speech (eg, nouns). We analyzed the usage of different part-of-speech types in health queries based on their usage frequency in the PCs and SDs search queries.

**Results**

**Top Health Queries**

Most of the top search queries from both PCs and SDs are for symptom descriptions (eg, “lupus symptoms”). Another common way an OHIS searches for health information is by disease name (eg, “Lupus”). Chronic diseases (cancer, cardiovascular disease, diabetes) and diet (Mediterranean diet, gluten free food) are also searched often. Based on the top 100 search queries from PCs and SDs, we found that 48.49% of the search queries are different between PCs and SDs. However, due to the Mayo Clinic business confidentiality, we are not in a position to disclose the actual top search queries and numbers publicly.

**Health Categories**

While searching for health information, one in every three OHIS searches for “Symptoms” (Figure 2). Other popular health categories are “Causes” and “Treatments & Drugs”. Our analysis shows that the distribution of search queries for different health categories differs with the device used for the health search. At the same time, both PCs and SDs follow a similar pattern for distribution of the search queries between health categories. The percentage of OHIS searching for “Symptoms” is higher from SDs as compared to that from PCs. While for other health categories, the percentage of queries from PCs is slightly higher than that of SDs. Interestingly, one of the least searched health categories is “Prevention”.

**Categorization Based on the Information Mentioned in the Health Queries**

The following are some of our observations based on the information referenced in the search queries (Table 1). The data indicate that the number of search queries mentioning words related to women’s health is considerably higher compared to that of men. This implies that OHIS search for health information specifying women more often. The percentage of OHIS who use words related to “woman” in search queries is higher for PCs compared to SDs. Considering age group–related search queries, more than 60% of the queries are related to children. The percentage of OHIS that mention terms related to children in search queries is much higher for SDs compared to PCs. When considering a mention of the time of day in search queries, terms related to “Night” are mentioned most often (>60%) followed by words related to “Morning”. Very few search queries have words related to “Afternoon” and “Evening”. The percentage of OHIS using words related to “Morning” in search queries is higher for SDs compared to PCs, while the percentage of OHIS mentioning words related to “Night” in search queries is higher for PCs.
Table 1. Categorization of health search queries based on the information mentioned in the queries such as gender, age group, and temporal information (June 2011-May 2013).

<table>
<thead>
<tr>
<th></th>
<th>Personal computers</th>
<th></th>
<th>Smart device</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>QwoR %</td>
<td>QWR %</td>
<td>QwoR %</td>
<td>QWR %</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>25.62</td>
<td>17.25</td>
<td>28.48</td>
<td>18.17</td>
</tr>
<tr>
<td>Women</td>
<td>74.38</td>
<td>82.75</td>
<td>71.52</td>
<td>81.83</td>
</tr>
<tr>
<td><strong>Age group</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Children</td>
<td>66.55</td>
<td>59.60</td>
<td>79.33</td>
<td>74.39</td>
</tr>
<tr>
<td>Teen</td>
<td>7.25</td>
<td>5.08</td>
<td>3.69</td>
<td>2.37</td>
</tr>
<tr>
<td>Adults</td>
<td>18.60</td>
<td>31.68</td>
<td>13.64</td>
<td>21.72</td>
</tr>
<tr>
<td>Elders</td>
<td>7.60</td>
<td>3.64</td>
<td>3.34</td>
<td>1.52</td>
</tr>
<tr>
<td><strong>Temporal</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Morning</td>
<td>26.85</td>
<td>29.93</td>
<td>31.93</td>
<td>39.14</td>
</tr>
<tr>
<td>Afternoon/Evening</td>
<td>5.84</td>
<td>4.39</td>
<td>4.10</td>
<td>1.73</td>
</tr>
<tr>
<td>Night</td>
<td>67.31</td>
<td>65.68</td>
<td>63.98</td>
<td>59.13</td>
</tr>
</tbody>
</table>

**Health Query Length**

The average search query length (Figures 3 and Figure 4) for QwoR (PCs: 4.82 words and 26.73 characters; SDs: 5.33 words and 27.41 characters) is much larger than the average length of QwR (PCs: 2.90 words and 17.61 characters; SDs: 3.29 words and 18.86 characters). This indicates that longer search queries result in fewer repetitions, while shorter queries tend to be repeated more often. The analysis, although derived from a limited dataset, implies that in general health search queries tend to be longer than general search queries (not specific to one domain), as the average length of general search query from PCs is 2-2.35 words [53-55] and from SDs is 2.3 words [56]. This potentially indicates that OHISs describe their health information needs in more detail by adding relevant health context to the search query. Surprisingly, the average length of search query from SDs for both QwoR and QwR is slightly larger than queries from PCs.

Figure 3. Distribution of the search queries by number of words and number.
Usage of Query Operators and Special Characters

In considering both PCs and SDs, approximately 10% of QwoR and 3% of QwR use at least one query operator. For QwR, the percentage of OHIS who use query operators in search queries is higher for SDs than PCs, while in the case of QWoR it is higher for PCs. AND is the most popular operator, followed by OR and “+”. Overall variations of “and” (AND, &, +) operators comprise more than 90% of operator usage. Considering QwoR, OHIS use AND OR query operators more often from SDs than that from PCs. Considering both PCs and SDs, around 10% of QwoR and 4% of QwR have at least one special character (Table 2). The percentage of OHIS using special characters in search queries is higher for PCs compared to SDs.

Table 2. Usage of query operators and special characters (June 11-May 13).

<table>
<thead>
<tr>
<th></th>
<th>Personal computers</th>
<th>Smart device</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>QwoR %</td>
<td>QwR %</td>
<td>QwR %</td>
<td>QwoR %</td>
</tr>
<tr>
<td><strong>Number of operators</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>90.08</td>
<td>97.35</td>
<td>90.23</td>
<td>96.53</td>
</tr>
<tr>
<td>&gt;0</td>
<td>9.92</td>
<td>2.65</td>
<td>9.77</td>
<td>3.47</td>
</tr>
<tr>
<td><strong>Query operators usage</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AND</td>
<td>78.96</td>
<td>86.53</td>
<td>82.01</td>
<td>85.05</td>
</tr>
<tr>
<td>+</td>
<td>11.24</td>
<td>4.37</td>
<td>6.29</td>
<td>3.08</td>
</tr>
<tr>
<td>OR</td>
<td>6.95</td>
<td>5.20</td>
<td>8.74</td>
<td>6.78</td>
</tr>
<tr>
<td>&amp;</td>
<td>2.63</td>
<td>1.42</td>
<td>2.57</td>
<td>1.28</td>
</tr>
<tr>
<td>Other</td>
<td>0.24</td>
<td>2.49</td>
<td>0.40</td>
<td>3.82</td>
</tr>
<tr>
<td><strong>Special characters</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>89.02</td>
<td>95.66</td>
<td>90.54</td>
<td>96.72</td>
</tr>
<tr>
<td>&gt;0</td>
<td>10.98</td>
<td>4.34</td>
<td>9.46</td>
<td>3.29</td>
</tr>
<tr>
<td><strong>Spelling mistake</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>68.21</td>
<td>87.47</td>
<td>69.07</td>
<td>87.88</td>
</tr>
<tr>
<td>&gt;0</td>
<td>31.80</td>
<td>12.54</td>
<td>30.94</td>
<td>12.12</td>
</tr>
</tbody>
</table>

Misspellings in Health Queries

For QwoR and QwR, approximately 31% and 12% of queries, respectively, have at least one spelling mistake (Table 2). OHISs make slightly more spelling mistakes while searching health information from PCs than SDs.

Types of Health Queries

As indicated by the analysis in Figure 5, OHISs predominantly formulate search queries using keywords, though wh-questions and yes/no questions are also substantial. Considering QwoR, OHISs ask more (wh- and yes/no) questions from SDs than PCs. In wh-questions (Figure 6), OHISs mostly use “What” and “How” in the search queries, and both of them generally signify that more descriptive information is needed. OHISs ask more temporal questions (“When”) using SDs than PCs, while OHISs
ask more “What” questions using PCs than SDs. In yes/no questions (Figure 7), OHISs generally start search queries with “Can,” “Is,” and “Does.” OHISs ask more yes/no questions starting with “Can” using SDs than using PCs, while the percentage of questions starting with “Is” and “Does” comes more from PCs.

Figure 5. Types of health search queries (how health information need is expressed).

Figure 6. Distribution of the search queries based on type of wh-questions.
Linguistic Analysis of Health Queries

In health search queries, nouns typically denote entities like disease names, health categories, etc. Almost all health search queries have at least one noun. In the case of QwR, most of the search queries (>70%) have 1-2 nouns, while in the case of QwoR, most of the search queries (>60%) have 2-3 nouns. There is no considerable difference in noun usage between PCs and SDs. A verb conveys an action or an occurrence, for example “how to control (verb) diabetes (noun)?”. Considering QwoR, OHIS use at least one verb in 37% of queries from PCs and 47% in queries from SDs. Adverbs are words that modify a verb, an adjective, and another adverb, while an adjective is a “describing” word, giving more information about the object signified; for example, “extremely (adverb) bad (adjective) stomach (noun) pain (noun)”. Very few search queries have at least one adverb. Considering QwoR, 45.66% of the queries from PCs and 48.50% of the queries from SDs have at least one adjective. This indicates that the percentage of search queries with at least one verb/adverb/adjective is higher for SDs than for PCs (see Table 3).
Table 3. Linguistic analysis of health search queries (June 2011-May 2013).

<table>
<thead>
<tr>
<th></th>
<th>Personal computers</th>
<th>Smart device</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>QwR %</td>
<td>QwR %</td>
</tr>
<tr>
<td>Nouns</td>
<td>1.67</td>
<td>1.11</td>
</tr>
<tr>
<td></td>
<td>1.11</td>
<td>28.17</td>
</tr>
<tr>
<td></td>
<td>36.01</td>
<td>46.87</td>
</tr>
<tr>
<td></td>
<td>31.34</td>
<td>17.75</td>
</tr>
<tr>
<td>&gt;3</td>
<td>17.37</td>
<td>4.01</td>
</tr>
<tr>
<td>Verb</td>
<td>78.96</td>
<td>53.09</td>
</tr>
<tr>
<td></td>
<td>21.05</td>
<td>46.92</td>
</tr>
<tr>
<td>Adverb</td>
<td>95.38</td>
<td>91.01</td>
</tr>
<tr>
<td></td>
<td>4.62</td>
<td>9.00</td>
</tr>
<tr>
<td>Adjective</td>
<td>66.14</td>
<td>69.71</td>
</tr>
<tr>
<td></td>
<td>33.87</td>
<td>30.30</td>
</tr>
</tbody>
</table>

Discussion

Overview

Increasingly, individuals are actively participating in learning and managing their health by leveraging online resources. The percentage of people using the Internet and the usage of smart devices for health information searching is increasing rapidly. PCs and SDs have very distinct characteristics in terms of readability, user experience, accessibility, etc. These distinct characteristics provide some pros and cons for PCs and SDs: Web browsing and readability are better on PCs while accessibility is better for SDs. Also socioeconomic factors, such as age, gender, income level, education, familiarity with new technologies and devices [4,9], play an important role in the usage of PCs and SDs in general and for online health information seeking. Device characteristics and socioeconomic differences in device usage have an effect on OHISB [4,5,9]. Therefore, in order to improve the health information searching process, it is necessary to understand both aspects, that is, how an OHIS searches for health information and how device choice influences online health information seeking.

In this study, we performed a comparative analysis on the most frequent health search queries launched from PCs and SDs to understand the effects of device type (PCs vs SDs) used for online health information seeking. The analysis dataset consists of search queries between June 2011 and May 2013, which were submitted from Web search engines and directed OHISs to the Mayo Clinic website. The website is visited by millions of unique OHIS every day, and it offers an identical appearance and accessibility for both PCs and SDs using standard Web search engines and Web browsers.

Principal Results

Following are some of the insights that surfaced from this study. Most of the top search queries from both PCs and SDs are related to symptoms, health conditions, chronic diseases, and diet. Our top search query analysis indicates that the device used has a significant effect on health information searching and the health information searched via different devices is also different (48.49%). While searching for health information, one in every three OHISs searches for “Symptoms”. Other popular health categories that OHISs search for are “Causes” and “Treatments & Drugs”. The analysis suggests that the distribution of search queries for different health categories differs with the device used for health search. Even though most of the diseases can be prevented with some lifestyle and diet changes, very few OHIS search for preventive health information. This highlights the fact that we need to promote preventive health care more vigorously.

While searching for health information, OHISs specify words related to women and children more often than that of men and any other age group. The higher percentage of women seeking online health information could be a reason [4,5]. The percentage of OHISs who use words related to “women” and “night” in search queries is higher for PCs than for SDs, while “children” and “morning” are higher for SDs compared to PCs. Health search queries are longer than general search queries, which implies that OHISs describe health information need in more detail. Longer search queries also denote OHIS’s interest in more specific information about the disease; subsequently, OHISs use more words to narrow down to a particular health topic. The average health search query length from SDs is longer than that of PCs, and while typing on SDs is slower and more difficult than typing on PCs, we posit that OHISs might be relying more on Web search engines’ auto-completion.
functionality, as well as on most devices’ speech recognition facilities, which might be increasing the length of search queries from SDs as compared to that from PCs. These results highlight the differences between usage of PCs and SDs for online health information seeking. The findings can be used by health websites and health application developers to better understand OHISB for PCs and SDs, understand OHIS’s health information needs, and better organize health information content for PCs and SDs users.

For PCs and SDs, 1 in 3 QwoR, and 1 in 10 QwR contained at least one spelling mistake. These mistakes place a burden on the search process and may lead users to incorrect or irrelevant information. The search engine’s auto-completion feature, spelling correction/suggestion, and devices’ speech recognition facilities might be contributing to reducing misspelled words in search queries. Almost all health search queries have at least one noun. In addition to nouns, OHISs use verbs, adverbs, and adjectives while formulating search queries to provide more context for the topic of interest. The percentage of search queries with at least one verb/adverb/adjetive is higher for SDs as compared to PCs. This implies that health search queries from SDs are more descriptive as compared to queries from PCs. OHISs formulate search queries by using keywords most frequently, followed by wh-questions and yes/no questions. Considering QwoR, OHISs ask more questions via SD than PC. In wh-questions, OHISs mostly use “What” and “How” in search queries, and both of them generally signify a need for more descriptive information while search queries in the form of yes/no questions indicate interest in factual information.

Since search queries are a fundamental part of health information searching, it is essential that we understand characteristics of health search queries and the role of the device used for searching. This study provides useful insights for online health information retrieval systems. The linguistic structure of a search query has implications in information retrieval using Web search engines [42,43]. Cory Barr et al [42] highlight the importance of recognizing part-of-speech information of the input search query to improve search results and demonstrate that the part-of-speech is a significant feature for information retrieval. Our study provides distribution of part-of-speech in health search queries from PCs and SDs. Expressiveness or descriptiveness of the search queries has a significant impact on quality of the search results using Web search engines [43]. Phan et al [57] specify that with the increase in search query length, the descriptiveness of the query increases. Our study gives basic understanding about health search query descriptiveness based on health query length and part-of-speech analysis. Previous research in information retrieval have identified various important features of search queries such as usage of search query operators [58], misspellings, query length [53-57], query type (keyword-based, wh-questions, yes/no questions), and part-of-speech [42,43]. We presented a comprehensive analysis of these features for health search queries via PCs and SDs.

Comparison With Related Work

This study contributes a comparative analysis performed on large-scale health search queries to understand the effects of device type (SDs vs PCs) used on OHISB. As discussed in the “Background and Significance” section, previous efforts have used several approaches to understand OHISB including (1) focus groups and user surveys, and (2) analyzing health-related Web search query logs. To the best of our knowledge, there is not much research on understanding the effect of devices on online health search behavior. In our work, we bridge this knowledge gap by analyzing more than 100 million health search queries from PCs and SDs to understand how device choice influences online health information seeking. In addition, we presented analysis for both QwR and QwoR in order to avoid bias from queries with a high number of repetitions. Moreover, we analyzed linguistic structure of health search queries from PCs and SDs, which has implications for Web search engines and information retrieval systems [42,43].

Limitations

The results of this study are derived from analysis limited to health search queries from Web search engines that led users to Mayo Clinic website. Even though Mayo Clinic web pages often ranked high in Web search engines, not all health information seekers visited the Mayo Clinic website. Also, this analysis is based on the top one million health queries per month (PCs/SDs) rather than the entire health traffic to Mayo Clinic site. In this work, we considered search queries from smartphones and tablets into same categories (ie, smart devices) as the search queries are differentiated based on the operating system of the device used for search, and not the type of specific device per se (eg, Apple iPhone vs iPad vs Android phone). The focus of this study is limited to analysis of a search query log, and we have not analyzed associated socioeconomic factors due to anonymized nature of the data. Previous studies have identified that socioeconomic factors such as age, gender, education, and income have an effect on device usage and OHISB [4,5,9]. Further research in analyzing health search queries based on socioeconomic factors can extend our knowledge about how socioeconomic factors affect health search query formation and the type of health information searched.

Future Work

In the future, we will extend this work by performing a semantic analysis on the data using biomedical knowledge bases and ontologies. Specifically, we plan to leverage insights from this work and use semantic Web technologies to facilitate health search experience by developing more advanced next-generation knowledge and content delivery systems. Semantic analysis in combination with advanced natural language processing techniques will help us acquire a deeper understanding of OHISB.

Conclusions

We presented a comprehensive analysis of large-scale health search queries from personal computers (desktops/laptops) and smart devices (smartphones/tablets) in order to understand the effects of device type on online health information search behavior. We noted that online health information search behavior differs from general online information search. Also, the type of device used for online health information search plays an important role and alters the health information search.
behavior. A greater understanding of OHIS’s needs, especially how they search and what they search for, may help us understand behavioral changes that will lead to improvement in online health information seeking and a more balanced approach to wellness and prevention. This study extends our knowledge about online health information search behavior and provides useful information for Web search engines, health-centric websites, health care providers, and health care–centric application developers. Finally, we anticipate that this work will help empower OHISs in their quest for health information and facilitate their health information search efforts by enabling the development of more advanced next-generation knowledge and content delivery systems.
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Letter

We read with great interest a number of recent articles from the Journal of Medical Internet Research (JMIR) published by Bierbrier et al [1], Kim et al [2], and Choi et al [3], investigating different aspects of mHealth technology, specifically medical “applications” or “apps”. Many individuals, researchers, academic institutions, and other professional bodies often use these terms interchangeably. It is apparent that there is no clear consensus for which term should be used as both are recognized terms for a software program designed to run on smartphones, tablet computers and other mobile devices.

As the field continues to expand, we believe that the inconsistent use of terminology used may present a problem for future researchers to systematically identify and conduct appropriate literature searches. Figure 1 shows a graph of the cumulative number of PubMed search results by year related to keywords relating to “medical application” and “app” respectively since 1975 (Figure 1). This shows the clear exponential growth in this field as the amount of research in this field continues to grow. In particular it is worth drawing attention to the fact that the term “medical application” is used considerably more often in a number of medical specialties indicating it is not specific to mobile health. The inconsistent use of terminology is also apparent in the use of keywords and Medical Subject Headings (MeSH) terms. It is currently unclear which are the most appropriate keywords for selection with many researchers using a variety of terms, common examples include: mobile device vs smartphone vs cellphone, mobile tablet vs mobile computer, and applications vs apps.

We believe it is now time for the mHealth research community to come to a universal consensus on whether studies should refer to medical “apps” or “applications”. Standardization of terminology will enable researchers and other health care professionals to:

• identify relevant articles and improve the literature search process through use of common search terms across different modalities;
• identify common MeSH terms which describe interventions utilizing mobile medical software (which is currently lacking);
• ensure databases categorize mobile health interventions more effectively for future researchers;
• improve the distinction between software designed for use on mobile devices and desktop devices;
• improve reporting of studies investigating mobile health interventions.

We believe that we should use the term “app” [plural “apps”], rather than “applications” for the following reasons:
1. this is the commonly used term in the public domain, social media and by the major hardware manufacturers;
2. the term medical application is not specific enough to software mHealth programs utilized on mobile devices. Many other medical research fields utilize the term “medical applications” whilst the term “app” is more specific to software programs utilized on mobile devices;
3. there is currently no MeSH keyword for the term “mobile medical app” while there are already preexisting MESH keywords related to “medical informatics application” or “mobile app”, neither of which is specific for mHealth interventions;
4. use of the term “application” may be misleading particularly for lay users who may believe this term represents software designed for desktop computers.

In conclusion, we would recommend that leading eHealth medical informatics publications such as the JMIR journals implement a policy to utilize common nomenclature moving forward to facilitate improved reporting of studies investigating mobile medical app interventions.

Thomas Lorchan Lewis, Matthew Alexander Boissaud-Cooke, Timothy Dy Aungst

Figure 1. A graph showing cumulative number of PubMed search results by year since 1975 for keywords related to mobile applications (search carried out on April 7, 2014).

Editorial Response

We appreciate the thoughtful and important comment of Lewis et al and fully agree about the need of a consistent terminology for mobile apps, as well as the preferential use of the term “app”. In fact, JMIR Publications maintains an internal style guide, and already in June 2013 introduced a new guideline for our copyeditors where we explicitly ask to enforce use of the word “app” rather than “application”, even though the word “app” was originally a short form of “application software”. The use of the word “application” in the title of the paper cited by Lewis et al [2] was an oversight on the part of the freelance copyeditor assigned to the manuscript, and we will be more vigilant in the future to enforce the term “app”. We also have other standards which should help indexing and retrieval in particular in the context of systematic reviews. For example, we prefer the term “mobile phone” over “smartphone” in title and abstract, as the latter is often forgotten by systematic reviewers searching for “mobile” technology studies (we also noted it is not mentioned in Figure 1). In addition, all papers referring to mobile technologies are indexed with the theme keyword “mhealth”. These policies extend to all JMIR journals, including Journal of Medical Internet Research, JMIR Research Protocols, JMIR mHealth and uHealth, JMIR Serious Games, JMIR Medical Informatics, JMIR Human Factors, JMIR Mental Health, interactive Journal of Medical Research, Medicine 2.0 and others. We hope that other journals will follow and adopt these terminology standards, which should ultimately also make it into reporting guidelines such as CONSORT EHEALTH [4].

G. Eysenbach, Editorial Director, JMIR Publications
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In the February issue of the Journal of Medical Internet Research, Tang et al reported a systematic review of reviews examining the effectiveness of self-directed interventions to promote weight loss [1]. They reviewed 20 systematic reviews which incorporated 99 primary studies relevant to their review question. They concluded that self-directed interventions promote weight loss both independently and when provided as an adjunct to personal contact interventions.

We agree that the evidence presented in this systematic review of reviews provides some support for the use of self-directed interventions for weight loss; however we believe the data provided does not specifically support the use of self-directed interventions alone and when used in combination with other delivery modes. We wish to point out that this is because the majority of reviews included do not have inclusion criteria or present results in a way that considers whether the intervention was delivered solely in a self-directed format or in combination with other delivery modes (eg, face-to-face). In most of the reviews, these two types of self-directed interventions are grouped together when results are presented in a narrative summary or meta-analysis. We believe that as part of their recommendation for a comprehensive review of primary evaluations, the authors should have recommended that future systematic reviews of self-directed interventions should consider results separately for interventions that are delivered solely using self-directed modes, and those that use self-directed modes in combination with other delivery modes. Furthermore, we believe that authors should be encouraged to describe the components of self-directed modes in sufficient detail to enable such a classification.

We are also concerned about the accuracy of the methodological quality review of Tang et al. For example, the review incorrectly states that Neve et al [2] “did not use quality assessment”. However, the methods section of this review reports that “included studies were assessed by two independent reviewers for methodological validity using a standardized critical appraisal instrument from the JBI Meta-Analysis of Statistics Assessment and Review Instrument” (p 307) and the tool is provided as an Appendix to the paper [2]. Furthermore, the results include a description of the critical appraisal findings (subheading “Quality of Included Studies” p 310)[2]. As the results of the review of methodological quality are only presented as an overall score, and not by the individual criteria, it is difficult to determine how this influences the results of the quality evaluation within the review by Tang et al [1].

We agree with the authors that meta-analyses of self-directed weight loss interventions should be undertaken to help identify what intervention techniques and delivery formats are most effective. However, as an author of one of the included systematic reviews, we are aware that the absence of such meta-analyses from the included reviews is likely due to
inadequate descriptions of intervention techniques and delivery formats currently being published. Therefore, we believe a more important recommendation is that researchers who are currently evaluating self-directed interventions should provide more robust descriptions of their interventions, as recommended by the CONSORT-EHEALTH statement [3]. Furthermore, this may be achieved by specifically publishing study protocols (eg, [4,5]), or descriptions of the intervention development methods (eg, [6]).
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Letter

Barnett et al should be congratulated for their fascinating report into the use of virtual communities of practice for family physician training [1]. It is interesting that the respondents reported time as a barrier to their participation in the community of practice. Undoubtedly, it would have taken them time to take part, but the amount of time needed should be placed in context and compared with the time needed to partake in face-to-face communities of practice. Face-to-face participation would take far more time—not least the time required to travel to the venue of the community of practice meeting. So in truth, virtual communities of practice are far more likely to be time saving. However the feeling that time was a barrier cannot be dismissed out of hand. The fact that trainees felt it to be a barrier may say more about how the medical education community views the virtual world. Do we take learning in virtual communities as seriously as we take face-to-face learning? What would be the response of a tutor or trainer if a trainee requested study leave to participate in online education? Would they be as accommodating as they would be to a trainee who requested leave to attend an event? Is virtual learning something that trainers and trainees see as an activity to be undertaken in users’ own time? These questions are important—not least because time is money in all areas of life and not least in medical education. [2]

Second, there was the issue of technology and some users feeling less comfortable using chats and wondering whether webinars might be made available in future generations of the virtual community. With the increasing availability of broadband Internet and the players required for creating and watching webinars, there is no reason why this cannot happen. The users may also discover unexpected benefits from webinars. Foremost among these might be the ability to learn communication and team-working skills, which they will be able to do much more easily by means of watching and interacting with videos. This might be particularly useful for users who have not trained in Australia.

Kieran Walsh

Author’s Response

Dr Walsh makes two very good points in his letter; firstly, that the perception of online time needs to be offset against the time taken for face-to-face training and secondly, that webinars are a viable option for online training.

Regarding the perception of time, in a training context this fits well with the findings from the ConnectGPR study that it is important that the training is recognized, rather than just being an “extra”. If the training time is recognized so that it offsets
face-to-face time, then perhaps that perceived time barrier will diminish.

In terms of webinars, in fact the ConnectGPR project is continuing in Australia, and for the last 12 months we have been running regular webinars, rather than webchats, which have been very well received. This year, our project is to try to supply enough webinar training that is live and then available later as a recording, that registrars will be able to offset face-to-face workshop time by participating in these online events. Whilst face-to-face workshops are important and will never be completely replaced, for a training program that covers 160,000 square kilometres, there are potentially significant savings to be made in workshop attendance if even some of the face-to-face time can be replaced with online training.

Stephen Barnett
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The authors of “How Patients With Schizophrenia Use the Internet: Qualitative Study” (J Med Internet Res 2010 Oct-Dec; 12(5): e70) have inadvertently declared on submission that all authors contributed equally. The author Schrank should have been listed as the sole first author, with the authors Sibitz, Unger, and Amering listed as co-authors, with adequate but not equal contributions. All authors have agreed to remove the “equal contribution” footnote (see Multimedia Appendix). Consequently, the “equal contribution” footnote has been removed in the corrected version of the paper on the JMIR website together with publishing this correction notice on July 30, 2014. A correction notice has been sent to PubMed and the correct full-text has been resubmitted to Pubmed Central and other full-text repositories.
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