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Abstract

Social media is a powerful, rapid, and popular way of communication amongst people around the world. How can health professionals and patients use this strategy to achieve optimal disease management and prevention and attainment of wellness? An interdisciplinary group at University of British Columbia, supported by a grant from UBC Peter Wall Institute of Advanced Studies, conducted a research workshop in February 2013 to explore what is known and yet to be researched in using social media for nurturing the growth of virtual communities of people for health and wellness. This two and a half day workshop brought together a group of 30 multidisciplinary experts in closed discussions to reflect on five research themes in detail: (1) individual information acquisition and application, (2) community genesis and sustainability, (3) technological design issues, (4) knowledge management, dissemination, and renewal, and (5) research designs. In addition, a public forum for the general public, which attracted over 195 live participants, over 100 participants via Web casting, 1,124,886 impressions following the #HCSMForum hash tag on Twitter, demonstrated the keen interest of the general public in this topic. Key concepts were captured in JMIR publications in this issue, and future directions, including research, knowledge translation approaches, and strategic partnerships of interdisciplinary researchers with policy makers and industries emerged from the workshop proceedings.

(J Med Internet Res 2014;16(2):e34) doi:10.2196/jmir.2969
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Introduction

The Journal of Medical Internet Research (JMIR) has recently published a small theme issue with three papers that emerged from a workshop on social media [1-3]. Social media is a collective term that describes a rapidly developing group of powerful and ubiquitous technologies and a set of socio-technical approaches for people to connect, support, and learn from each other [4]. Social media provides a powerful means of connectivity that can join community members in active pursuit of issues of common interest [5]. Dialogues of virtual communities formed through social media can bypass traditional methods of peer review, knowledge synthesis, and validation, thereby accelerating the dissemination and democratization of information by novices and experts alike [6-8]. Concerns have been raised that the misuse of social media forums can lead to spread of inaccurate or even harmful information, and potentially misguide participants into doing more harm than good to their wellness [9,10].

We need to understand how this popular and emerging phenomenon of social media can be effectively and safely leveraged for the pursuit of wellness and health of a community and its members. This popular and emerging phenomenon of health management calls for illumination [11]. Research is
needed on how the use of social media for health and wellbeing differs across different contexts (e.g., different social norms, individual attitudes and practices, professional interventions, reward structures, and learning and play) [12]. Also important is examining how health information dissemination and health practices unfold and evolves fluidly with the to and fro of interaction among participants in social media communities, contrasting this with systems designed for planned application. We need to examine the operation of new designs in social media to explore and gain a greater understanding of the impact of online tools and concepts such as open source, peer production, crowdsourcing, virtual communities, participatory culture, e-learning, and game play, on the wellbeing and health of their users.

A multi-disciplinary approach would benefit this examination, studying the issue through different research traditions, including but not limited to the social sciences (sociology, anthropology, psychology, communications), knowledge science (library science, education), technologies (engineering, computer science), management science (business engineering), and health sciences (medicine, nursing, public health). Collectively, studies from different research areas, such as social informatics, the science of socio-technical systems, eHealth, e-science, e-learning, management information systems and human-computer interaction, information science, computer science, management science, sociology, psychology, and anthropology will provide a more complete picture on the topic.

The aim of our workshop, “Harnessing the Social Web: Communities for Health and Wellness” and the study was to gather an interdisciplinary group of researchers to examine the issues of using social media for supporting health and wellness.

Scope of the Peter Wall Workshop

A group from 5 faculties at the University of British Columbia (UBC)—Medicine, Library Science, Nursing, Sauder School of Business, and Engineering—successfully obtained a competitive grant funding from the UBC Peter Wall Institute of Advanced Studies to organize a research workshop to invite experts in various disciplines who share a common interest in social media and the use of the Web for wellness and health to explore the various dynamics at play in social media that contribute to success or failure, and the related management of information, social support, decision-making, and action in support of individual and community wellness goals. The purpose of the workshop was to bring together a group of experts to pool knowledge in support of a multi-faceted understanding of social media use in health and wellness by and for individuals and communities to explore 6 research themes (see Textbox 1).

Textbox 1. The 6 research themes discussed at the Peter Wall workshop.

1. Individual information acquisition and application: How do individuals obtain, disseminate, and trust information obtained via social media, and how do these interactions influence change in attitude, commitment, knowledge, and behavior over time? How does the public nature of this information affect willingness to contribute? How do different cultural approaches to health and wellbeing influence individual and group behaviors?

2. Community genesis and sustainability: What are the dynamics that lead to the successful formation, growth, and sustainability of the virtual community facilitated by social media, and what different types of roles do individuals play to animate and enliven this community (leaders, lurkers, contributors, knowledge experts, etc)?

3. Technological design issues: What are the design strategies used in mobile phones, tablets, or the Web that create an optimal and positive experience for participants of the social media? For example: ease of access, quality of communication, speed of connectivity and optimal decision support to encourage positive change and ethical attention to values, privacy, etc. What are the ethical considerations in design? How should such technologies be designed to preserve the privacy, anonymity, confidentiality of individuals and their contributed data?

4. Stakeholders’ mutual influence towards wellness: How do different stakeholders interact amongst and between themselves (e.g., health professionals, health consumers) towards change, and what effective social phenomenon is at play in facilitating interaction among different groups? How has consumer knowledge shifted the authority previously held by health care providers?

5. Knowledge management, dissemination, and renewal: How would the information in the social media dialogues merge and contribute to evidence based information in support of local and outcome-specific contexts? How would this information be best represented and visualized such that virtual community members can understand and apply it? How can we make best use of two-way flow of information and experience from novices to experts, and from individuals to crowds and communities?

6. Research designs: What methodological approaches and research traditions provide the right kind of design and ethical practices for examining social media use by an ecology of patient and health care providers, and for capturing the data necessary to address the questions above?

Workshop Program Overview

We successfully invited a group of 30 multidisciplinary experts from library and information science, medicine, engineering, computer science, nursing, public health, communications, anthropology, education and sociology, health policy, and business and health economics to participate in this workshop, which took place from February 3 to 5, 2013 (Figure 1). The experts were engaged to consider the 6 research themes (Textbox 1), and produced background papers in preparation for the workshop. We also engaged graduate students from interdisciplinary studies, including the School of Population and Public Health, School of Nursing, School of Library, Archival and Information Studies, and Department of Computer Science to participate in our discussion and contributed their ideas and insights to our discussion.

During the three days of the workshop, we maximized interactions amongst participants in order to draw upon their own disciplines’ perspectives and experiences on social media for health and identify interdisciplinary opportunities and gaps.
needing further illumination and research. We concentrated on generating academic papers to capture the multi-dimensional ideas discussed at the workshop, resulting in 3 full papers and this editorial in the Peter Wall workshop theme issue in JMIR [1-3].

On the evening of February 4th, 2013, we conducted a public forum to present issues of using social media for wellness, inviting a few members from our workshop to give a keynote presentation and to be panellists of the forum. We invited the audience to engage in a dialogue to explore issues and ideas from their perspectives, from which we created a public forum, titled “Social Media: The Good, the Bad and the Possible,” which brought together the general public, digital and health care experts, dignitaries, and researchers to engage in dialogues on how social media can be used to improve their own health and wellness. The forum, which attracted an audience of over 195 live participants locally, over 100 participants via Web casting, 1004 tweets, and 1,124,886 impressions following the #HCSMForum hash tag on Twitter from BC and beyond, demonstrated the keen interest of the general public in this topic.

Figure 1. Participants of the Peter Wall Institute of Advanced Studies funded workshop "Harnessing the Social Web for Health and Wellness: Issues for Research and Knowledge Translation", in Vancouver, Canada, February 3 - 5, 2013.

Workshop Results

The success of this workshop was built on the intellectual diversity and collaboration of a group of multidisciplinary experts, enriched by the experiences of users of social media in the public. Our primary intention was to address a health audience and a social media audience of fellow researchers and academics in different disciplines who are interested in learning about and/or engaging in ways social media can be harnessed in the service of health and wellbeing. Our secondary audience included: (1) the general public to give us insights on the everyday use of social media and health practices to potentially participate with us in our research; (2) research institutions’ decision makers to raise their interest in this area of research to support further exploration of this important sociotechnical phenomenon; and (3) knowledge users wanting to leverage this medium to help improve wellness of our citizens (health policy makers, businesses and corporations, engineering/computer science enterprises, social scientists, health professionals).

The pre-workshop preparations on the 6 questions, and the input and discussions at the research workshop and the public forum, served as the basis of the 3 manuscripts associated with this workshop published in JMIR [1-3]. Their content will not be detailed in this editorial, but readers are encouraged to access these papers. The discussions in the workshop brought out several key insights which crossed disciplinary boundaries, highlighted in Textbox 2. These are essential questions and issues that need to be further investigated and addressed through interdisciplinary research.
Next Steps

Together, the workshop and public forum shed light on the need to engage the general public, health professionals, researchers, and innovators to work together to unleash the power of social media and modern information technologies. The workshop further shed light on new and exciting ways to leverage social media in health care and to improve our health system’s ability and capacity to support each of us in wellness and sickness alike. In addition to disseminating the findings through publications, we were delighted to be engaged by the British Columbia Patient Safety and Quality Council to co-organize a follow up workshop, scheduled to occur in early 2014, to uncover the most beneficial ways of leveraging social media to promote quality and health in BC. Insights and lessons learned from this workshop will also be incorporated into the eHealth educational curriculum of medicine at UBC, and nationally through the Royal College of Physicians and Surgeons of Canada eHealth Expert Working Group and the Association of Faculties of Medicine of Canada eHealth education Committee.

We further intend to maintain connections with our workshop and public forum participants, and invite others interested in this endeavour to join and continue to explore this subject. For more information, please contact the corresponding author.
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Textbox 2. Key multidisciplinary insights from discussion in the Peter Wall workshop.

- What’s the evidence: While there was a common notion that social media can be very helpful to support health and wellness, how do we quantify these benefits? What evidence needs to be generated to support this impression?
- The public: How could social media optimally and effectively support the public’s active pursuit of health and become experts of their own wellness? How could we improve the different segments of the public, including but not limited to age, language and technological literacy, types of social media used (Eg, twitter, facebook) in accessing the information and knowledge captured in the various dimensions of the social media?
- Health professionals: Health professionals are not embracing social media as rapidly as the public for health services or information dissemination. How could we incentivize health professionals to embrace social media, track its evolution, and work with the public to fully unleash the power of this medium to support health and wellness? Meanwhile, is there a professional obligation for health professionals on social media to respond to inquiries or address misinformation if they choose to participate in social media?
- The information on social media: Is the depth of the information or knowledge shared on social media appropriate for pursuit of health? How could the interactivity of the dialogues on social media be best used to support health and disease management? How to build trust and credibility to nurture the therapeutic relationships between health professionals and the patients via social media? How to increase involvement of individuals, and what types of roles are needed amongst the different participants to sustain social media discussions? Should these roles be assigned or could they be allowed to emerge spontaneously as the virtual community grows?
- The evolution of social media: The disruptive nature of social media to alter communal knowledge sharing is creating positive tension to stimulate changes. How can we harness this momentum of change towards empowering health consumers and health professionals alike in knowledge exchange and dissemination in health? What types of electronic tools within and outside of social media will continue to emerge in the future? How can individuals keep abreast of these changes and continue to adopt them for health and wellness?
Conflicts of Interest
None declared.

References

Please cite as:
Ho K, Peter Wall Workshop Participants
Harnessing the Social Web for Health and Wellness: Issues for Research and Knowledge Translation
J Med Internet Res 2014;16(2):e34
URL: http://www.jmir.org/2014/2/e34/
doi:10.2196/jmir.2969
PMID:24518432

©Kendall Ho, Peter Wall Workshop Participants. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 11.02.2014. This is an open-access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
How Can Research Keep Up With eHealth? Ten Strategies for Increasing the Timeliness and Usefulness of eHealth Research

Abstract

**Background:** eHealth interventions appear and change so quickly that they challenge the way we conduct research. By the time a randomized trial of a new intervention is published, technological improvements and clinical discoveries may make the intervention dated and unappealing. This and the spate of health-related apps and websites may lead consumers, patients, and caregivers to use interventions that lack evidence of efficacy.

**Objective:** This paper aims to offer strategies for increasing the speed and usefulness of eHealth research.

**Methods:** The paper describes two types of strategies based on the authors’ own research and the research literature: those that improve the efficiency of eHealth research, and those that improve its quality.

**Results:** Efficiency strategies include: (1) think small: conduct small studies that can target discrete but significant questions and thereby speed knowledge acquisition; (2) use efficient designs: use such methods as fractional-factorial and quasi-experimental designs and surrogate endpoints, and experimentally modify and evaluate interventions and delivery systems already in use; (3) study universals: focus on timeless behavioral, psychological, and cognitive principles and systems; (4) anticipate the next big thing: listen to voices outside normal practice and connect different perspectives for new insights; (5) improve information delivery systems: researchers should apply their communications expertise to enhance inter-researcher communication, which could synergistically accelerate progress and capitalize upon the availability of “big data”; and (6) develop models, including mediators and moderators: valid models are remarkably generative, and tests of moderation and mediation should elucidate boundary conditions of effects and treatment mechanisms. Quality strategies include: (1) continuous quality improvement: researchers need to borrow engineering practices such as the continuous enhancement of interventions to incorporate clinical and technological progress; (2) help consumers identify quality: consumers, clinicians, and others all need to easily identify quality, suggesting the need to efficiently and publicly index intervention quality; (3) reduce the costs of care: concern with health care costs can drive intervention adoption and use and lead to novel intervention effects (eg, reduced falls in the elderly); and (4) deeply understand users: a rigorous evaluation of the consumer’s needs is a key starting point for intervention development.

**Conclusions:** The challenges of distinguishing and distributing scientifically validated interventions are formidable. The strategies described are meant to spur discussion and further thinking, which are important, given the potential of eHealth interventions to help patients and families.
KEYWORDS
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Introduction

eHealth interventions are appearing and changing so quickly that they are challenging the way we conduct health care research. For the purposes of this paper, we adopt a broad definition of eHealth in keeping with Eysenbach’s definition [1]. That is, we view eHealth as an attempt to enhance health or health service delivery through use of modern information technology and electronic communication resources [2]. Thus, in our view, eHealth comprises interventions involving the Internet, wireless communications, interactive TV, voice response systems, kiosks, personal digital assistants (PDAs), CD-ROMs, DVD-ROMs, and remote monitoring that guides intervention delivery. Because eHealth interventions—for example, mHealth, telemedicine, information and communication systems—are defined in part by the technology they are built upon, their nature, relevance, appeal, and uniqueness are all affected by the rapid pace of technological change. By the time a randomized trial of a new intervention takes place, updated technology is likely to make the tested intervention and the results of the trial out-of-date. A recent paper [3] addressing the need to speed up the research enterprise noted that it often takes 7 years to submit a grant, design and pilot test the methods, conduct the research, analyze the data, and publish the results. If this span consisted of the years 2006-2012, the following innovations would have occurred in that period: the Wii, the iPhone, the Android system and products, the iPad, and Twitter. What have we learned about conducting research in such a fast-changing world and what can we do about it? The past gives us some guidance.

A Brief History

We have conducted randomized trials on eHealth interventions since the 1970s for a variety of chronic conditions, such as cancer, asthma, and addiction [4-8]. When we started exploring the effectiveness of eHealth interventions [5,6,9,10], iPads, iPads, smartphones, Twitter, Facebook, and even the Internet were things of the future. We began by creating interventions to be used on desktop computers.

When we started, we believed desktop computers and material displayed on monitors would be an important way to communicate for decades. This assumption guided our work on the services contained in two early systems we developed, BARN [10] (the Body Awareness Resource Network, intended for adolescents) and CHESS (Comprehensive Health Enhancement Support System) [7]. For example, the early versions of our CHESS breast cancer interventions contained services such as an “Instant Library”, answers to “Frequently Asked Questions”, “Personal Stories” of patients struggling with breast cancer, a treatment decision support system, a discussion group, and “Ask the Expert”. Individually, these services were quite new and because they were integrated and coordinated within an invitation-only website (a “walled garden”), they were unique. Our randomized trials found that participants in our studies who had access to CHESS used it heavily and did better clinically than participants receiving usual care or who had unfettered access to the whole Internet but did not have access to CHESS [8,11,12]. In particular, we found that participants heavily used the “social” components of the system (ie, the discussion groups).

When we first started to test CHESS systems in the mid-1980s, we loaned participants desktop computers (Apple IIs) and arranged and paid for their dial-up connection (to either the Internet or to a computer-linked modem in pre-Internet days). This was the first time many participants had used a computer or the Internet. This no doubt motivated some participants to volunteer for the research and be active users of the new system [13-16].

Our early desktop/laptop-based interventions are now dated. We have trouble recruiting breast cancer patients into studies using desktop/laptop interventions, and once we recruit individuals into the research, participants do not use CHESS as much as they once did, especially the social resources. Moreover, desktop/laptop CHESS systems for breast cancer do not appear to confer the same benefits they once did [17].

PC-based CHESS systems for breast cancer were novel 20 years ago, but they now offer less functionality as a social resource than do websites such as Facebook. Some people may still prefer the “walled garden” of CHESS, which confers confidentiality and vets participants, but the ability to create “circles” within existing social networking platforms has lessened this distinction. In essence, about 10 years ago participants in our research found CHESS to be novel and appealing, and our research showed that it was heavily used and exerted large effects relative to access to other Internet resources. That has all changed substantially.

The speed of this transition is breathtaking and can be appreciated by comparing the shelf-life of CHESS with that of other sorts of psychosocial interventions: for example, with behavioral interventions that have existed in similar forms for the past 50 years and with psychodynamic psychotherapy, some forms of which are still being offered and used much as they were a century ago. Thus, in the past, researchers could afford to conduct research at a desultory pace; the results of their research would be relevant for many years. We believe that the history of CHESS is a harbinger of what is in store for virtually all eHealth intervention strategies. They will become dated and remarkably quickly. This will occur because a defining feature is the nature of their delivery mechanism(s)—which is vulnerable to the breakneck pace of technological change.

The Challenges for Research

eHealth interventions take time to evaluate in part because they are so complex. They involve a combination of content, user, social interaction, platform, links, and interface, making them...
intrinsically complicated to study. An intervention might have
greater real-world utility to the extent that it permits adaptation
in these dimensions, yet this same complexity and adaptability
can complicate the evaluation of an intervention (and of course,
too much complexity might hinder use and efficacy). Is a cancer
intervention the same if delivered on highly divergent platforms
with unique functionality (smartphone vs desktop)? What is
being evaluated if the intervention also permits broad access to
the Internet? Is it the intervention or Twitter, Facebook,
WebMD, or the Cancer Survivor Network that is driving the
observed effect? Such adaptability may obfuscate the nature of
the intervention [18], produce great variation or error in the
effects of the intervention, and, because these linked resources
will themselves change over time, the evaluation itself will be
built on shifting sand.

The dissemination of eHealth resources (or related applications
such as social media) can occur very rapidly. Thus, a commercial
developer can produce a resource and release it in short order
so that the resource is in the hands of thousands of users, with
nothing being known about its efficacy. Such interventions may
become more widely used than validated interventions for
reasons other than their effectiveness (eg, search engine status
or appearance). In few fields is an intervention made available
to so many, so quickly, as in eHealth, with some even going
viral. Rapid dissemination over the Internet not only increases
the rate at which new interventions enter the field but also the
rate at which extant interventions are rendered out-of-date and
unappealing. Hence another irony: An intervention that is tested
and experimentally validated before dissemination may become
less widely used because its content, functions, and platform
are no longer innovative by the time it is disseminated. The
corollary is, of course, that the widely used, novel, and untested
intervention may be inert or even harmful and could displace
the use of effective interventions.

Even in the best of circumstances, when an intervention has
been shown to be effective and intensively used, it will be copied
by numerous competitors so that the research version of the
intervention is ubiquitous, seems commonplace, and cannot be
cleanly evaluated because individuals in control conditions have
ready access to its components through competing systems. It
would be hard to evaluate psychoanalysis if every friend or
neighbor processed transference, did dream interpretation, and
maintained therapeutic neutrality.

A final challenge to conducting research on eHealth
interventions is the pace of clinical discoveries. When we first
produced the CHESST breast cancer intervention, we made
wholesale updates of the content annually. This periodicity was
fine in the 1980s and 1990s, but faster updating must be done
now as a consequence of accelerating progress in fields such as
the radiology, oncology, and pharmacogenomics [19]. Efficient
strategies can be used to sustain a viable currency, such as
including links to current literature that can be updated quickly
and cheaply. However, the core of the information presented
by the intervention and its integration with such features as
treatment decision-making need to be current or the intervention
loses value and credibility among clinicians and patients.
Finding and hiring highly skilled experts to help with the
updating is difficult and expensive, and even a regularly updated
eHealth intervention may have a short life. Again, we can
evaluate a given instantiation of the intervention (including
ongoing attempts to keep it current), but its overall novelty and
appeal can erode over the course of a study that may last years
and will certainly change in dissemination.

**Increasing the Efficiency of eHealth Research**

The rapid changes occurring in technology and the pace of
medical research highlight a need for eHealth research strategies
that both increase the pace of research and also produce
higher-value interventions that will be more effective than the
ascentientific application of technology (eg, by app developers)
and therefore, remain appealing and effective despite tumultuous
change. In other words, researchers can improve eHealth by
enhancing both the efficiency and rapidity of eHealth research
and its quality and merit. We will start by suggesting ways to
accelerate the pace of eHealth research and then consider how
to enhance the quality of interventions.

**Think Small: Towards More Focused and Efficient
Research Studies**

Large clinical trials designed to evaluate the effects of whole
eHealth interventions may take many years, considering the
time needed to secure funding, conduct recruitment and
implementation, and so on [3]. However, researchers can
craft small-N studies that efficiently target relatively discrete
questions. This research can occur either in the laboratory setting
(eg, if special equipment is needed such as eye-tracking or
physiological apparatus) or with small samples of real-world
users (eg, if opportunities exist for examining existing systems).
Many questions might be addressed effectively with small
sample ad hoc experiments, which may allow many questions
to be addressed simultaneously. Which tailoring features do
people prefer? Which methods of framing information help
individuals remember key points? The key is to detach
addressing such questions from the analysis of an entire eHealth
intervention that occurs in the context of a large and
slow-to-complete clinical trial [20].

Certain strategies go hand-in-hand with this smaller, focused
approach, beginning with using more proximal outcome
measures, ones that are clinically meaningful but also highly
sensitive and quickly responsive to the effects being evaluated
[21]. One reason that AIDS research may have progressed
rapidly compared with cancer research is its focus on “surrogate
endpoints”, such as viral load, that are highly sensitive to
therapeutic change and that have reduced reliance on distal
clinical outcomes, such as survival duration [22]. This sort of
focus might lead eHealth researchers toward using meaningful
yet efficient outcomes such as self-efficacy, increased
medication adherence, and greater perceived social support.
Such outcomes could not substitute for vital clinical endpoints,
but they could be used in ongoing research that results in
continuous improvement [23].

Second, some experimental designs are geared for small sample
studies. These designs are referred to with various labels such
as “single-subject”, “multiple baseline”, “stepped wedge”, and
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“quasi-experimental” designs. These involve the systematic presentation and/or removal of interventions or intervention components from participants and determining whether meaningful change occurs contingent upon such manipulations [24,25]. Importantly, new analytic methods are appearing that increase the internal validity of such efficient strategies (eg, de Vries & Morey using Bayes’ tests for single-subject data [26]).

**Use Efficient Research Designs**

Evaluation of eHealth treatments often occurs via randomized clinical trials. While there is a vital role for such trials, they often do not provide as much information as alternative experimental strategies. For instance, engineering researchers [23] typically use highly efficient factorial and fractional-factorial designs that allow for the testing of multiple hypotheses or interventions with no loss of power even as the number of tested interventions increases. Collins et al note that testing 6 intervention features or components would require 6 different studies if traditional randomized controlled trial (RCT) designs were employed (comparing an active component with a control/placebo component in each study) [23]. However, a single experiment could contrast all 6 intervention components if they were tested in a 6-factor factorial design (with each factor comprising an active and control component) with every participant being independently randomly assigned to each factor.

Factorial designs have some decided advantages over the traditional RCT approach. For example, the 6-factor factorial design is far more efficient; for example, using the same targeted effect size, the factorial experiment would have the same power to test each factor as would each RCT and use about one-sixth the participants. In addition, the factorial experiments would allow the investigator to estimate interaction effects among intervention components, which would indicate which combinations of intervention components worked best together—something not possible (efficiently) with conventional RCTs. And certainly the investigator could conduct the factorial experiment in less time than it would take to do 6 RCTs.

Other efficient research strategies or designs might also speed the research process, namely sequential, multiple assignment, randomized trials (SMART) or adaptive designs [27-29]. Such designs are appropriate for conditions or problems where a change in a patient’s status might require a change in treatment approach; for example, smoking treatment might be changed when a patient trying to quit relapses back to regular smoking. In SMART designs, the researcher may not only investigate multiple intervention components in the same study, but do so as participants transition across the various phases of recovery [20]. Further, one can also ask research questions that rely not on new interventions, but on systems already in use. This could reduce development time and costs and speed the dissemination of findings. One of the authors has recently modified the existing National Cancer Institute smoke-free website by recruiting smokers who visit the site and randomizing them to different website versions. With such a strategy, researchers can simultaneously evaluate reach, effectiveness, and maintenance [30] (see Riley for additional strategies to speed the research enterprise [3]). This strategy of using existing interventions and delivery systems seems especially appropriate when ambitious, comprehensive research questions are examined—for instance, those involving multiple aspects of effectiveness (eg, across communication, control, care, and contextual dimensions [20]). In this way, the time needed for development and implementation are not added to the time needed for evaluation.

**Study Universals**

Research evaluating eHealth interventions often addresses the effects of a particular intervention, which can delimit the relevance of the research (eg, as the intervention becomes dated, so do the results of the research). To increase the odds that research yields durable and broadly relevant results, research could examine timeless behavioral, psychological, and cognitive principles and systems. These principles and systems are typically generated by well-supported basic theory (eg, theories of behavior change or quality of life, such as self-determination theory or other broad social science theories; see Kaplan et al [20] and Niemiec et al [31]). It is also possible, though, that theory that is more applied in nature could also reveal universal principles (eg, theories of general system design and others, such as Dansky [32] and Yen & Bakken [33]). What are the principles by which information is made more salient? How should people be queried to help them arrive at optimal decisions? What general approaches increase motivation in an eHealth context? What sorts of messages most efficiently provide emotional and instrumental support? Just as psychometricians validate an assessment instrument across multiple populations to reduce sampling error, eHealth researchers should validate principles across diverse interventions and platforms (eg, with efficient factorial designs), thus building into research the demonstration of broad relevance. Of course, such research should search for moderation effects to determine just how “universal” the phenomena or principles are. For instance, it may be the case that some technology-intensive interventions will be inappropriate for developing countries [34].

**Anticipate the Next Big Thing**

Researchers need to anticipate eHealth strategies that will work in future environments, not in the present [35,36]. For instance, to figure out new approaches to what we regarded as an unsustainable addiction treatment system, we at the University of Wisconsin Center for Health Enhancement Systems Studies convened a meeting of drug addicts, family members, biomedical engineers, nano-technologists, futurists, computer scientists, and experts in social networking, quality improvement, and pharmacology. Only two people were from addiction treatment. The addicts and families told their stories. Researchers need to anticipate eHealth strategies that will work in future environments, not in the present [35,36]. For instance, to figure out new approaches to what we regarded as an unsustainable addiction treatment system, we at the University of Wisconsin Center for Health Enhancement Systems Studies convened a meeting of drug addicts, family members, biomedical engineers, nano-technologists, futurists, computer scientists, and experts in social networking, quality improvement, and pharmacology. Only two people were from addiction treatment. The addicts and families told their stories. Researchers need to anticipate eHealth strategies that will work in future environments, not in the present [35,36]. For instance, to figure out new approaches to what we regarded as an unsustainable addiction treatment system, we at the University of Wisconsin Center for Health Enhancement Systems Studies convened a meeting of drug addicts, family members, biomedical engineers, nano-technologists, futurists, computer scientists, and experts in social networking, quality improvement, and pharmacology. Only two people were from addiction treatment. The addicts and families told their stories. Researchers need to anticipate eHealth strategies that will work in future environments, not in the present [35,36]. For instance, to figure out new approaches to what we regarded as an unsustainable addiction treatment system, we at the University of Wisconsin Center for Health Enhancement Systems Studies convened a meeting of drug addicts, family members, biomedical engineers, nano-technologists, futurists, computer scientists, and experts in social networking, quality improvement, and pharmacology. Only two people were from addiction treatment. The addicts and families told their stories. Researchers need to anticipate eHealth strategies that will work in future environments, not in the present [35,36].
The “next big thing” also certainly involves incorporating the latest technology into eHealth interventions. Using mobile devices has enabled us to create services we could not have imagined 20 years ago. We can build into CHESS features that take advantage of standard functions of smartphones, such as accelerometers, GPS, two-way video cameras, and magnetometers. These features allow us to create what are being called “ecological momentary assessments and interventions”. For example, the smartphone-based A-CHESS (Addiction—Comprehensive Health Enhancement Support system) includes a service to track the movement of people recovering from alcoholism. If a user gets near a bar he or she used to frequent, the GPS initiates a rescue service by sending alerts to the participant and making calls to pre-designated friends or family [38]. Some participants find it easier to listen to content than read it; on the smartphone, most content can be presented auditorily. Other sensors enable us to measure almost innumerable mental and physical capabilities, creating the opportunity to use the phone’s features to identify physical and mental indicators of stress and dysfunction and automatically request help. Using the latest technology and listening to new viewpoints in designing the A-CHESS intervention seem to be paying off; early results of this intervention have been very encouraging [39].

**Improve Information Delivery Systems**

Even when researchers make important and timely discoveries, it is difficult and time-consuming to disseminate them to other researchers. Traditional dissemination vehicles such as conferences do not keep pace with rapid developments in research. A mantra of our research center is that no one should suffer twice. Dealing with an injury or disease is tough enough. Doing so in an inefficient, complex delivery system adds suffering. So, certainly attention to methods for improving communication and “handoffs” among providers, patients, and family should be a key goal of eHealth research [40-43]. Handoffs of results between researchers should similarly be improved by new, innovative methods—methods that apply the same conceptual analysis, effort, and information technology resources that are used in the designs of their eHealth interventions. Specifically, more research and effort need to be expended on vehicles and resources that allow eHealth researchers to communicate efficiently with one another and share research experiences, products, and resources (eg, prepublication findings, solutions to technical problems, coding resources, and so on). Such resources could support the development of research teams that share intervention development burdens and jointly recruit for studies and could foster the use of common measures that would promote “big data” research (see the section below, “Develop models, including mediators and moderators”). These steps could significantly accelerate the conduct of individual studies and the overall pace of research as well. Barriers to such developments certainly exist, such as concerns about authorship credit for developing interventions and reporting findings and the work and money needed to maintain such resources. But these barriers could be overcome (eg, by allowing website posting to constitute a claim to authorship). These sorts of resources would not compete with normal channels of research communication (eg, peer-reviewed journals) but would complement the research that appears in such outlets. This would require expansion of the sort of Web resources that have been developed for other research domains (eg, the research methodology website sponsored by Pennsylvania State University [44]). Certainly the communication and technological sophistication of eHealth researchers could be leveraged to address their own communication problems.

**Develop Models, Including Mediators and Moderators**

While vast amounts of data exist from eHealth experiments, the data have not been mined systematically. eHealth has generated extensive databases. Enormous amounts of information lie within keystrokes and in messages, posts, and chats and can—with users’ permission—be analyzed to develop decision-support systems that help users address their concerns more efficiently and effectively. Mathematical modeling and simulation can help transform data into information. Bayesian models have been developed to predict whether a person will make an attempt on his or her life [5]. Simulations can rapidly compare treatment alternatives. Where data do not exist, methods for quantifying expert judgments can be employed [45]. The availability of such databases permits the evaluation of important research questions without developing interventions and implementing them or conducting new clinical trials. Such “big data” approaches to research would echo development in other areas of research such as dBGap, a repository for GWAS (genome-wide association study data) and related phenotype data. The researcher communication Web resources described above could similarly house eHealth datasets.

Large existing databases would be an ideal resource for conducting tests of mediation and moderation. Mediation analyses suggest how interventions work, and moderation analyses identify factors that modulate how well interventions work. Moderation analyses, when done with pre-existing datasets, would dramatically reduce the time spent in obtaining “generalizability data” [46], allowing researchers to discover facets across which findings can be generalized: In which persons and contexts does an intervention work well? These questions lie at the heart of most comprehensive eHealth evaluation models [20,32,33]. Researchers should also conduct mediational analyses across different contexts to find general mechanisms of effect [47]. Mediation research is important because it can tell us if our theory of the intervention is correct. Is it working as hypothesized? Discovering how right, or wrong, our theories are could save untold time that might be spent going down blind alleys. Moreover, mediation analysis can tell us not only what an intervention is doing, but also what it is not doing (eg, not increasing knowledge of treatment side effects, not improving affect). Such information is vital to efficiently revising both our theories and our interventions, and it can now be more efficiently implemented with the development of multiple-mediator analytic strategies [48].
Improving the Quality of eHealth Interventions

Continuous Quality Improvement

Possibly because researchers know that countless studies can be done to assess the effects of a particular intervention, they are reluctant to change an intervention before it has been thoroughly evaluated. This, of course, produces a stagnant island in a sea of change. The recent biography of Steve Jobs [49] relates that Jobs and his colleagues at Apple were often not the first to think of or develop a product. Various portable music players preceded the iPod, tablets pre-existed the iPad, and so on. But Apple made the product better than anyone else—for instance, easier to use and more elegant. Sometimes the product did not start out better, but became better through rapid quality improvement (the original iPad did not have a camera). Perhaps eHealth researchers need to think more like engineers, who tend to use the continuous improvement principle whereby every product is in a sense a beta version, that is, always the target of improvement and refinement, as in Collins [23]. This meshes with recent calls to conduct ongoing, systematic assessment of eHealth interventions across their life cycles [2,33]—assessment that taps diverse intervention dimensions and effects (eg, quality of use, impact on workflow, costs). While called for, such comprehensive iterative evaluation certainly remains rare [33].

If an eHealth intervention is repeatedly altered for purposes of quality improvement, how can its clinical effects be evaluated? Can one evaluate an intervention that never “stays still”? Actually, this is possible. One strategy would be to compare the intervention longitudinally through its various improvements against some reasonable control condition such as “adlib” Internet access, which itself would be changing over time. Advances in intensive longitudinal modeling [50] permit powerful and focused tests in such multiphased longitudinal datasets.

Help Consumers Identify Quality

New eHealth developments are appearing rapidly, but “consumers” have very few ways to identify valuable ones (and consumers could include health care systems, clinicians, and others, in addition to patients and patients’ support networks). Many apps and eHealth interventions appear to have substantial weaknesses [51]. To complicate matters, eHealth systems are ever changing. Hence a one-time evaluation of an intervention can have limited value. Even identifying what new products exist can be very difficult. Consumers, like researchers, are challenged to keep up with such rapid development. New ways are needed to help consumers (and funders) make informed decisions about products. However, multiple barriers exist to addressing this need. For instance, rating eHealth quality comprehensively can be complex and difficult [51], especially if evaluations target product effectiveness or multiple intervention dimensions [52]. A more feasible approach might be to start by evaluating eHealth resources systematically with easy-to-assess criteria, for example, “transparency criteria” [51], such as disclosure of authorship, sponsorship, and/or ownership; recency of last update; authors’ credentials; nature of the review process for information accuracy; and so on. Other fairly brief rating systems such as DISCERN [53] might also be modified to provide relevant rating dimensions [54]. However, this still leaves unanswered questions such as who would conduct such ratings and how the ratings would be promulgated. These challenges may not be too daunting. For instance, a consortium of research organizations with some modest government sponsorship should be able to conduct ratings of numerous websites efficiently and cost-effectively. Assuming the use of an easy-to-use rating instrument, such ratings would be far less arduous and costly than Cochrane evaluations. Moreover, the promulgation and advertisements of such ratings would seem straightforward—all rated and approved websites could prominently display evidence of their meeting the quality rating criteria, and their communications could educate the public to turn to eHealth resources that meet and display such approval. In other words, the dissemination medium would be the rated websites themselves. It is important to note that once a mechanism for the relatively basic evaluation of eHealth resources is developed, this system could be used to support more ambitious evaluations of quality, such as those addressing evidence of accuracy, completeness, reading level, design, and effectiveness [51].

Reduce Costs of Care

Reducing costs is often thought to be the enemy of quality, yet from numerous perspectives (societal, health care system), demonstrating cost reduction is very important and perhaps the chief means of increasing the dissemination of eHealth interventions (because it will appeal to decision-makers and purchasers). Yet, cost effectiveness or benefit is too infrequently demonstrated or identified as a key goal of research. For instance, reviews of available studies either report very little evidence on cost savings or specifically cite this as a lack in the field [55-58]. The impact of eHealth on costs will drive health system decisions for years to come. Properly designed, eHealth programs hold promise for reducing costs by speeding recovery and reducing admissions. eHealth might reduce the costs of care in many ways. For instance, informational resources might (1) reduce the frequency of medical staff contacts, (2) facilitate communication in chronic care intervention teams so that care is efficiently shifted to lower-cost providers, (3) directly deliver psychosocial interventions, thereby reducing the use of professional care, (4) improve patient preparation for health care visits, making them more efficient and reducing the need for repeat visits, and (5) improve patient satisfaction with care (eg, by increasing perceived connection with caregivers) and thereby reduce health care plan churn. Future research on eHealth interventions should explicitly consider the cost-effectiveness and cost-benefit impacts of an intervention (including formulating a business plan [59]), and, when possible, incorporate measures to address these outcomes.

Deeply Understand Users

The rapid increase in new technologies raises the potential of innovation bias [60]—that is, developers becoming so infatuated with an innovation that user needs become secondary. Researchers and developers should deeply understand user assets and needs and how technologies can build on strengths to meet user needs. And it is important to recognize that users of the
technology could be considered not only to be the people actually interacting with a device, such as patients and clinicians [61], but also closely linked others who are significantly affected by the device (eg, family members trying to provide care). When we began our University of Wisconsin Center of Excellence in Active Aging, the technical team (including programmers) visited the homes of frail elderly individuals, ate with elders at congregate eating facilities, and volunteered 4 hours a week at a senior center. This helped transform a job into a calling. It also helped reveal needs and assets that elders themselves did not recognize, which suggested innovative solutions. In one home, we observed an elderly person try to move without a walker and almost falling as a result. This taught us the danger for some of unaided movements of even a short distance. In response, we constructed the “screaming walker”, which has a radio-frequency identification chip that alerts the person when he or she tries to step away unaided. Because the in-depth assessment of user needs and assets is time consuming, developers often limit investment in this crucial activity. Fortunately, evidence shows that eHealth developers are increasingly making user input and needs assessment key elements in intervention design and practices that continue across intervention development [61].

Discussion

Conclusions

This paper has attempted to identify reasons it is so difficult to evaluate the effectiveness of eHealth interventions so that evaluation results are used, relevant, and timely. We note that eHealth interventions themselves, and evaluations of them, have relatively short shelf-lives because of the pace of technological advances, the pace of medical-health care advances, and the production of Internet and electronic resources (eg, apps) by multiple, nontraditional intervention developers, which has increased the number and diversity of intervention types. Such changes may make it difficult to distinguish scientifically validated interventions. Moreover, research on quality and evidence of the effectiveness of eHealth interventions may be anachronistic by the time they are produced and difficult to disseminate to relevant audiences.

This paper has suggested directions that eHealth developers and researchers might take to develop and evaluate eHealth interventions so that their interventions are scientifically grounded, innovative, and attractive enough to be competitive in the eHealth marketplace. This paper also provides guidance for enhancing intervention quality and making information on quality more available to potential users. At this point, these recommendations are designed to spur discussion and further thinking; they are too imprecise and aspirational to constitute a blueprint for change. Also, obstacles stand in the way of their full pursuit and implementation. For instance, some are intrinsically very difficult to achieve (eg, creating highly innovative interventions that anticipate the next wave of technology), and others would be difficult to achieve because they require contributions from multiple stakeholders (eg, creating a consortium of developers, researchers, and others who would grade eHealth intervention quality and promulgate the ratings). However, the first step in overcoming a challenge is to recognize that it exists and then generate ideas to overcome it. The current paper is merely one attempt to encourage progress, especially “quality progress”, in the field eHealth intervention and evaluation.

Continued research on eHealth is critical because such interventions have tremendous potential to provide many patients and families readily available and inexpensive assistance. However, investigators (including ourselves) need to conduct research that recognizes the rapid, ever-changing landscape of technological, scientific, and e-social progress. The notion that technological and scientific progress creates unanticipated change and may render eHealth knowledge and products anachronistic is not new. Unless researchers can discover ways to produce appealing and effective interventions that compete well in the eHealth marketplace, many individuals may use eHealth and mHealth resources that exert negligible or even iatrogenic effects.
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Abstract

Background: Computerized, Internet-delivered interventions can be efficacious; however, uptake and maintaining sustained client engagement are still big challenges. We see the development of effective engagement strategies as the next frontier in online health interventions, an area where much creative research has begun. We also argue that for engagement strategies to accomplish their purpose with novel targeted populations, they need to be tailored to such populations (ie, content is designed with the target population in mind). User-centered design frameworks provide a theoretical foundation for increasing user engagement and uptake by including users in development. However, deciding how to implement this approach to engage users in mental health intervention development is challenging.

Objective: The aim of this study was to get user input and feedback on acceptability of messaging content intended to engage suicidal individuals.

Methods: In March 2013, clinic intake staff distributed flyers announcing the study, “Your Feedback Counts” to potential participants (individuals waiting to be seen for a mental health appointment) together with the Patient Health Questionnaire. The flyer explained that a score of two or three (“more than half the days” or “nearly every day” respectively) on the suicide ideation question made them eligible to provide feedback on components of a suicide prevention intervention under development. The patient could access an anonymous online survey by following a link. After providing consent online, participants completed the anonymous survey.

Results: Thirty-four individuals provided data on past demographic information. Participants reported that they would be most drawn to an intervention where they knew that they were cared about, that was personalized, that others like them had found it helpful, and that included examples with real people. Participants preferred email invitations with subject lines expressing concern and availability of extra resources. Participants also provided feedback about a media prototype including a brand design and advertisement video for introducing the intervention.

Conclusions: This paper provides one model (including development of an engagement survey, audience for an engagement survey, methods for presenting results of an engagement survey) for including target users in the development of uptake strategies for online mental health interventions.

(J Med Internet Res 2014;16(2):e42) doi:10.2196/jmir.3173
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Introduction

Internet-based interventions have the potential to increase the accessibility and efficacy of mental health treatment [1-4]. They are effective in producing change; several meta-analyses have found no significant differences in results when compared to face-to-face interventions [1,5,6]. Most of the current, long-established, research-based mental health treatment options serve a population that is already either seeking treatment and receiving care, or is in crisis and getting services from the emergency department [7]. But the Internet helps us broaden the populations being served and reach individuals who might otherwise be missed in more traditional delivery modalities [8]. The Internet can reach those not seeking traditional care due to logistic difficulties in accessing treatment or stigma around mental illness and has potential for large scale dissemination [9]. However, unsatisfactory uptake and follow-through is a significant barrier to reaching the full potential of online interventions [10-13]. Thus, identifying effective strategies to engage the target population is of critical importance for Internet-based mental health interventions to reach their optimum potential.

The involvement of consumer collaborators in mental health research has the potential to transform care and increase patient engagement [14]. Yet, the peripheral role of the end-user in the development of online mental health interventions has been proposed as a major barrier to utilizing such a service or program [15]. Health 2.0 (and Medicine 2.0, ie, the application of Web 2.0 technologies to health care) and human-centered design (a design process extensively relying on the intended user at all levels of the design process) are useful frameworks for enabling users to have an active role in generating and manipulating Web content and participating in health promotion [16,17]. These frameworks provide a theoretical foundation for increasing user engagement and uptake, but deciding how to implement this approach to increase engagement in mental health interventions is challenging.

Suicide is a devastating consequence of mental illness and major mental health concern in the United States, ranking as the 10th leading cause of death and generating high-cost emergency room visits and hospitalizations [18]. Research has led to the production of mental health interventions efficacious in treating suicidality [19-21], including a Dutch online program designed specifically to decrease frequency and intensity of suicidal ideation [22,23]. However, results from the Dutch study indicate that over half the eligible patients did not return the study consent form [22], thus reinforcing the importance of user engagement.

The aim of this project was to take the first step in attempting to increase user uptake and engagement in an online suicide prevention study by soliciting feedback from patients eligible for the intervention program. Specifically, we surveyed patients with current suicidal ideation about acceptable subject lines, intervention descriptions, project names, and introductory videos in order to gain a better understanding of how to reach the target audience.

Methods

Participant Recruitment

Individuals seen for mental health treatment at Group Health, a large health care organization based in Seattle, Washington, are asked to complete the Patient Health Questionnaire (PHQ-9) before every visit as part of routine care. The PHQ-9 is a 9-item, self-report questionnaire used for screening, monitoring, and measuring the severity of depression over the previous 2 weeks [24]. The PHQ-9 uses a 4-point scale (“not at all”, “several days”, “more than half the days”, “nearly every day”), and the last question asks about presence and duration of suicide ideation. An answer of “more than half the days” or “nearly every day” for suicide ideation has been found to predict subsequent suicide attempts or suicide death [25].

In March 2013, clinic intake staff distributed flyers announcing the study, “Your Feedback Counts”, to potential participants (individuals waiting to be seen for mental health appointments) together with the PHQ-9. The flyer explained that a score of two or three (“more than half the days” or “nearly every day” respectively) on the suicide ideation question made them eligible to provide feedback on components of a suicide prevention intervention under development. The patient could access an anonymous online survey by following a link. After providing consent online, participants completed the anonymous survey.

As a last step, participants could link to a separate survey and provide their contact information to receive a US $10 incentive. No link between survey data and contact information was collected. All study procedures were approved by the Group Health Institutional Review Board.

Survey

The survey included questions about demographics and medical treatment for a suicide attempt or self-injury, as well as acceptability of proposed intervention messaging (see Multimedia Appendices 1 and 2). A patient consultant group of 5 individuals with a history of suicidal ideation and suicide attempts helped to generate the messaging options, as well as a video describing the intervention. There were 26 options for message subject lines introducing the intervention, 20 options for intervention characteristics, 9 intervention brand names, and an option for study participants to make additional suggestions. The survey was programmed using DatStat Ilume and accessible by computer or other portable Internet-connected device (smartphone, iPad, etc) [26]. All questions related to the intervention invitation and description were asked using a 5-point Likert scale (0=strongly disagree; 4=strongly agree). In evaluating the results, we calculated the difference in responders endorsing “agree” or “strongly agree” for a particular option and “disagree” or “strongly disagree”. Descriptive statistical analyses were conducted via SPSS 16 [27].
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Results

Participants
Of the 39 participants who visited the online consent page, 38 agreed to participate. Three individuals consented but provided no further information and four individuals provided only demographic information. Participants completed the survey in an average of 20.5 minutes (SD 25.98). Most participants were female, had received medical help for a suicide attempt or self-injury during their lifetime, and were under 64 years old (Table 1).

Table 1. Demographics and previous treatment for self-harm (n=34).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age, years</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;30</td>
<td>16 (47.1)</td>
</tr>
<tr>
<td>30-64</td>
<td>16 (47.1)</td>
</tr>
<tr>
<td>&gt;65</td>
<td>2 (5.9)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>23 (67.6)</td>
</tr>
<tr>
<td>Male</td>
<td>11 (32.4)</td>
</tr>
<tr>
<td><strong>Receiving medical help for suicide attempt/self-injury (lifetime)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>22 (64.7)</td>
</tr>
<tr>
<td>No</td>
<td>12 (35.3)</td>
</tr>
</tbody>
</table>

Invitation Message Subject Line Preferences
Of the 26 different subject lines proposed, 5 emerged as agreeable to more than 45% of responders and disagreeable to less than 25%—“Checking In”, “Touching Base”, “Between Visits Resources”, “Can We Help?”, and “Invitation to Online Support Program”. Messages advertising support as “free” or “quick” (including words as “instant”, “free”, “simple”) were less appealing to participants (Figure 1).

Figure 1. “I would like to open a message with Subject Line...”.
Intervention Characteristic Preferences

Twenty intervention characteristics were provided, and an average of 26.5 participants answered each question (Figure 2). The most preferred characteristics were that the program was personalized, that someone who cares personally is involved, that others have found this program helpful, that real people have found the program helpful, and that “you are not alone”. Participants least preferred a “slick” looking and “well made” program.

Figure 2. Intervention content preferences.

Intervention Name Brand Preferences

The two most preferred options for the intervention name brand were “Now Matters Now” and “You Are Here”. Preference for intervention name varied widely with an agree/disagree gap between –37.5% (“Tiny Matters”) and 30.4% (“Now Matters Now”). Each question was answered on average by 23.5 responders. See Figure 3.

Figure 3. Intervention name brand preferences.

Video Evaluation

Survey participants were asked to watch a 2-minute video about the intervention and answer a series of 8 follow-up questions (see Figure 4). The purpose of the video evaluation was to identify specific aspects of the video that might need improvement. Participants were asked about technical characteristics (eg, quality of sound) and artistic impression (eg,
music, visuals) as well as content itself (eg, liking what the speaker had to say).

Figure 4. Feedback on advertisement video.

Discussion

Principal Findings

The main goal of this project was to survey patients with current suicidal ideation about acceptable engagement messaging for an online intervention for individuals with suicidal thoughts. Invitation subject lines, intervention descriptions, project names, and an introductory video were reviewed. The most agreeable subject lines for invitation messages were simple inquiries about how the respondent was doing (“Checking in” and “Touching base”). Also agreeable were messages highlighting additional “resources” that “your provider thought would be helpful”. Certain messaging appeared less agreeable to participants, such as messages that proposed something “free” or “instant”. Intervention characteristics that respondents endorsed were personalization, caring, and real people with personal examples. Less important characteristics were appearance and something “new and exciting”. Two brand names relating to the present moment, “Now Matters Now” and “You Are Here”, were rated most agreeable. Overall, most respondents agreed that they could relate to the video introduction, but responses also indicated room for improvement with technical aspects and video comprehension. This project accomplished the goal of giving researchers a good place to start with messaging designed to promote uptake and engagement in an online intervention. Perhaps, more importantly, we now have a better idea about messaging options to avoid.

Limitations

There are limitations to this project. The sample size was small and demographically narrow and thus did not allow for subgroup analyses or comparisons. However, the study sample demographics were similar to those who most commonly attempt suicide in our health care setting [25]. Individuals in the United States most likely to die by suicide, that is, males in their middle and late years, are not represented here. Future research should apply such branding and messaging questions to this specific population, but also a much larger sample in general, given the large deviations in preferences for intervention name/brand. We chose not to advertise more broadly for this survey (on websites or with advertising, which may have resulted in a larger sample) because we were interested specifically in the population our intervention is targeted to—those at increased risk for suicide attempt in the following year in our health care setting [25].

To preserve the anonymity of responders we asked only basic demographic questions. We do not know how many patients were potentially eligible to participate, so we cannot determine the response rate. Participants were informed of inclusion criteria and then were self-selected into the study, which means there may be potential selection bias. We recruited a treatment-seeking population from a mental-health clinic waiting room, and the target population of the future intervention also includes patients receiving only primary care treatment who may have different messaging preferences. We focused on the brevity of the survey, which limited our ability to explore systematic testing or manipulation of messaging content. An alternative explanation for the findings may be that the messages containing “instant/free/simple” were too vague, rather than the terms themselves being unappealing. Last, the survey options were not based on a theoretical foundation or prior hypotheses due to a lack of prior research targeting suicidal individuals for online interventions.

Future Research

Future research should include systematic manipulation of variations around messaging (eg, comparing “Between visits resources” with “Between visits free resources”) in the hope of providing greater understanding of the effectiveness of the various message components. Future research including larger samples and such manipulations could allow us to determine
how interventions might be delivered differently for subgroups of the target population (depending on symptoms, preferences, etc).

**Conclusions**

We consulted with a group of patients with self-reported suicidal thoughts and past attempts to help generate the options we presented to patients. Patients with mental illnesses and suicidal ideation or behavior often report discrimination on many levels (personal, community, institutional, etc) [28]. Receiving feedback from our patient consults was particularly important since we wanted to avoid messaging that would reinforce the stigma of mental health illnesses and prevent or discourage people affected by mental illness from seeking treatment. This paper provides one model (including development of an engagement survey, audience for an engagement survey, methods for presenting results of an engagement survey) for including target users in the development of uptake strategies for online mental health interventions. Finally, large pragmatic clinical trials should be conducted in order to identify whether an online intervention could reduce suicide attempts or deaths on a large scale.
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Abstract

Background: Given the rising rates of obesity in children and adolescents, developing evidence-based weight loss or weight maintenance interventions that can be widely disseminated, well implemented, and are highly scalable is a public health necessity. Such interventions should ensure that adolescents establish healthy weight regulation practices while also reducing eating disorder risk.

Objective: This study describes an online program, StayingFit, which has two tracks for universal and targeted delivery and was designed to enhance healthy living skills, encourage healthy weight regulation, and improve weight/shape concerns among high school adolescents.

Methods: Ninth grade students in two high schools in the San Francisco Bay area and in St Louis were invited to participate. Students who were overweight (body mass index [BMI] >85th percentile) were offered the weight management track of StayingFit; students who were normal weight were offered the healthy habits track. The 12-session program included a monitored discussion group and interactive self-monitoring logs. Measures completed pre- and post-intervention included self-report height and weight, used to calculate BMI percentile for age and sex and standardized BMI (zBMI), Youth Risk Behavior Survey (YRBS) nutrition data, the Weight Concerns Scale, and the Center for Epidemiological Studies Depression Scale.

Results: A total of 336 students provided informed consent and were included in the analyses. The racial breakdown of the sample was as follows: 46.7% (157/336) multiracial/other, 31.0% (104/336) Caucasian, 16.7% (56/336) African American, and 5.7% (19/336) did not specify; 43.5% (146/336) of students identified as Hispanic/Latino. BMI percentile and zBMI significantly decreased among students in the weight management track. BMI percentile and zBMI did not significantly change among students in the healthy habits track, demonstrating that these students maintained their weight. Weight/shape concerns significantly decreased among participants in both tracks who had elevated weight/shape concerns at baseline. Fruit and vegetable consumption increased for both tracks. Physical activity increased among participants in the weight management track, while soda consumption and television time decreased.

Conclusions: Results suggest that an Internet-based, universally delivered, targeted intervention may support healthy weight regulation, improve weight/shape concerns among participants with eating disorders risk, and increase physical activity in high school students.
school students. Tailored content and interactive features to encourage behavior change may lead to sustainable improvements in adolescent health.

(J Med Internet Res 2014;16(2):e57)  doi:10.2196/jmir.2995
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Introduction

Obesity is a growing problem for children and adolescents in the United States. The 2009-2010 National Health and Nutrition Examination Study estimated the prevalence of obesity (body mass index [BMI] greater than the 95th percentile for age and sex) as 18.4% for adolescents aged 12-19 years [1]; the rate has increased threefold in the last 30 years [2]. Late adolescence is a key developmental period for establishing lifelong health behaviors, as adolescent overweight can greatly affect health into adulthood [3]. Also, risk for eating disorder onset peaks in adolescence for girls [4], while research suggests that adolescent boys exhibit significant weight-related concerns [5]. Obesity and eating disorders may share risk factors, such as weight and shape concerns, loss of control eating, and unhealthy weight regulation behaviors [6]. Individuals who experience teasing about weight and shape are more likely to develop clinical and subclinical disordered eating symptoms, and adolescents who are overweight report significant weight and shape concerns [6]. These data indicate that, along with the shared risk profile, the overlap between overweight and disordered eating may be substantial and warrant targeted intervention. Finding ways to assess and treat the rise in obesity while sensitively addressing issues related to shape, weight, and body image in adolescents is a key public health goal, and one that has yet to be reached via traditional health programming.

An Internet-based intervention model has unique benefits for obesity and eating disorder prevention, particularly for older adolescents. First, this model allows for universal and targeted intervention delivery. This is critical because by mid to late adolescence, risk factors may be more pronounced, and many adolescents may already be considered overweight or obese or have developed full-syndrome eating disorders. A universal prevention approach that targets cultural norms, policies, and encourages healthy weight regulation behaviors and positive body image among an entire population of students is essential, but may not be sufficient, for students at higher risk or struggling with more serious concerns [7]. Targeted (also referred to as selective) prevention interventions aim to reduce risk factors, in this case, those students already considered overweight who require information and tasks tailored to their unique needs [8]. Note that the term “targeted” as opposed to “indicated” prevention is used because of the notion that weight stabilization in adolescents may be more appropriate prevention strategy in this age group. Targeted interventions for weight gain and eating disorder prevention are also associated with larger effect sizes [9] and thus are a key component of a comprehensive program.

Second, the ability to seamlessly and anonymously provide a universal and targeted intervention can also help mitigate stigma, shame, and teasing, which are common psychosocial problems among adolescents who are overweight [10]. Singling out this group of students in person in a school environment is challenging and problematic for a number of reasons, including lack of appropriate resources and increased feelings of stigmatization, which can result in increased probability of dropout.

Third, Internet-based programs are relevant for an adolescent population and may therefore be more acceptable. Adolescence is a time of increased autonomy of food and activity choices and is associated with decreased participation in physical activity. Offering an intervention that complements adolescents’ normal routines (eg, using the computer) may increase adoption and retention. Further, this program does not seek to increase the overall time per day that adolescents spend online, but rather, encourage smarter and more effective use of technology to support healthy lifestyle behaviors [11]. Further, as it is delivered during classroom time, it does not add additional sedentary time.

Fourth, delivering interventions online transcends barriers associated with access to care, particularly among certain racial and ethnic minority groups who may not otherwise seek in-person services [12]. Online programs can also greatly enhance the sustainability of the delivery of evidence-based health interventions in school settings, by reducing the costs of providing tailored content for thousands of students at once. Recent research highlights how these programs increase versatility, require relatively low levels of professional support, and can be delivered in a variety of settings [13].

High schools provide an ideal setting in which to provide health promotion programs because of the ability to overcome health care disparities, access issues, and address sociocultural issues (eg, stigma) while meeting educational requirements [14]. However, issues with district policies and program implementation have negatively impacted health program delivery, despite an established need for such a curriculum [15]. Sustainable and cost-effective programs that easily integrate into an existing curriculum may increase adoption and sustainability.

This study describes StayingFit, a 12-session Internet-based program designed to build healthy habits and to support positive body image. Our model uses a universal and targeted approach, by giving youth and families personalized tools designed for use within a community-centered health program. StayingFit uses established principles of behavioral science (eg, self-monitoring and goal setting) to affect sustainable behavior change.

The purpose of this study was to test the feasibility, acceptability, and short-term efficacy of StayingFit for supporting healthy weight regulation and body image...
improvement among ninth-grade students. Secondary aims were to test for changes in psychosocial variables associated with StayingFit. We hypothesized that StayingFit would produce healthy nutrition (eg, increased consumption of “green” foods), lower levels of sedentary behavior, and reduce weight and shape concerns from baseline to post intervention.

Methods

Study Design

The StayingFit study was an uncontrolled feasibility study using a parallel, nonrandomized design. Twelve high schools were sent letters describing StayingFit and inviting collaboration in the research study. Of these, five schools expressed interest, and due to lack of direct funding for this study, two high schools were selected to participate based on ethnic diversity of the student body. Total enrollment for the San Francisco Bay Area school was 31% white, 4% Asian, 4% African American, 3% Pacific Islander, 0.5% American Indian or Alaska Native, and 2% other; 56% identified as Hispanic/Latino. At the St Louis site, students identified as 71% African American, 28% white, and 1% Asian; 1% of students identified as Hispanic/Latino. Note that for purposes of analysis in this study sample, data were analyzed according to the following racial categories: white/Caucasian, black/African American, multiracial/other, and did not specify. Ethnicity data for students identifying as Hispanic/Latino were also collected.

High school teachers and administration were approached in August 2010 to discuss implementing StayingFit through the physical education course. Enrollment began in February 2011. Approval from the Washington University and Stanford University Institutional Review Boards were obtained.

All ninth-grade students enrolled in physical education classes at the participating high schools during the 2010-2011 and 2011-2012 academic years were offered participation in the study. Teachers distributed consent forms to students during the first week of each semester, and parents and students were asked to read, sign, and return forms within 1 week. All participants were assigned unique identification numbers.

Recruitment

Teachers distributed consent forms to students during the first week of each semester, and parents and students were asked to read, sign, and return forms within 1 week. All participants were assigned unique identification numbers.

Intervention

Teachers began delivering the weekly intervention in spring 2011, as part of their physical education course. All students were expected to finish one session per week as part of their class work, with any parts they were unable to complete assigned as homework. Teachers agreed to award class credit for completion of StayingFit sessions, to be determined at their discretion.

StayingFit

The StayingFit program is a 12-session online program promoting healthy weight regulation and improved weight/shape concerns. StayingFit encourages adolescents to take an active role in their personal health attitudes and behaviors. A user-centered design process was used to develop StayingFit, and multiple prototypes, focus groups, and usability testing occurred over the course of several years prior to this study. The core content and structure of StayingFit was adapted from a set of validated programs: Student Bodies [16-18] and Student Bodies-BED [19,20]. Student Bodies is an online eating disorder prevention program for adolescent and college-age women that has been shown to significantly reduce risk, onset, and progression of eating disorders [18]. Student Bodies-BED (binge eating disorders) is a program designed for adolescents at risk for overweight, who may have symptoms of binge eating disorder. It has shown a significant effect on BMI z-score, weight and shape concerns, and binge eating behaviors [20].

The current 12-session program uses a unique screening algorithm to assign youth to individualized programs based on their weight status and eating disorder risk. The use of a validated eating disorder prevention program in the program “core” ensures that a unified message is provided to all students about the importance of developing a positive body image. The core of StayingFit also focuses on nutrition education, which uses the concept of “red” and “green” foods to teach students how to structure their diet [21]. Other key themes woven throughout include incorporating physical activity into daily activities and communicating with peers and family about health.

New content in this version of StayingFit adds up-to-date nutrition and physical activity information, interactive online exercises, and modules about weight stigma and social pressures related to body image. See Tables 1 and 2 for a description of the intervention components and weekly themes. To ensure newly learned behaviors are sustained over time and across contexts, StayingFit is linked with family, peer, and school programming. Specifically, the program is delivered in classrooms in conjunction with existing health-oriented curricula, encourages parental and teacher involvement by providing educational newsletters and hosting informational meetings that complement program content, and can be readily integrated within related schoolwide health campaigns.
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Table 1. StayingFit intervention components.

<table>
<thead>
<tr>
<th>Component</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sessions</td>
<td>Each StayingFit session includes 10-15 pages of online content, written at a 9th grade reading level, designed to take approximately 30 minutes to complete.</td>
</tr>
<tr>
<td>Learning questions</td>
<td>At the end of each session, students are asked to answer questions about their learning that week. Questions assess knowledge, attitudes, behaviors, and self-efficacy related to specific skills taught in the session. To measure student engagement and enjoyment of the material, students rated the level at which content was helpful, interesting, and fun.</td>
</tr>
<tr>
<td>Food log</td>
<td>All students completed a food log, in which students indicated the number of separate servings of fruits, vegetables, other green foods (low fat, high nutrient foods), red foods (high fat, low nutrient foods), and soda they had on the day prior to completing the log. After students submitted the log, they were provided automated feedback related to goals (aligned with USDA guidelines) that they set in the first session of the program.</td>
</tr>
<tr>
<td>Meal size log</td>
<td>In the meal size log, students recorded meal times, sizes, and hunger before and after meals. Automated feedback was given based on number of meals and meal size, designed to encourage regular eating.</td>
</tr>
<tr>
<td>Physical activity log</td>
<td>Students are asked to record the type, frequency, and intensity of physical activity they completed over the previous week and set physical activity goals for the next week. Automated feedback about their exercise habits is provided.</td>
</tr>
<tr>
<td>Weight log (WM Track)</td>
<td>Students in the WM track may also complete a weight log, in which they recorded weekly weight and were provided cautionary feedback if they reported unhealthy weight loss or motivational feedback if they reported weight gain.</td>
</tr>
<tr>
<td>Hunger and fullness rating scale (Cohort 2)</td>
<td>A hunger/fullness scale ranging from 0 (starving/ravenous) to 10 (stuffed) was used to teach participants to be more attuned to their internal appetite cues. Participants were encouraged to monitor their hunger level throughout the day and to begin eating when their internal appetite signals reached a hunger level of 3, and to stop eating when they reached a 7.</td>
</tr>
<tr>
<td>Discussion board</td>
<td>All students were invited to comment on an anonymous discussion board, accessible 24 hrs a day, but primarily used during class to respond to questions related to program material.</td>
</tr>
<tr>
<td>Parent materials</td>
<td>Parents could receive weekly emailed or hardcopy newsletters that provided content coordinated with student sessions.</td>
</tr>
<tr>
<td>Teacher materials</td>
<td>Teachers were provided with “StayingFit Program FAQs” and invited to contact the research team with any questions.</td>
</tr>
</tbody>
</table>

Table 2. Weekly themes.

<table>
<thead>
<tr>
<th>Week</th>
<th>Sessions covered</th>
<th>Topics/content</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>Introduce program, describe and educate about “red” and “green” foods, establish individual nutritional intake needs based on ChooseMyPlate.gov, introduce the concept of appetite monitoring including eating in response to moderate hunger and fullness cues</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>Introduce the importance of exercise &amp; how exercise relates to weight management</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>Educate about lifestyle activities, set healthy and realistic exercise goals using the FITT principle, create a fitness plan</td>
</tr>
<tr>
<td>4</td>
<td>4, 5</td>
<td>4—Introduce the importance of regular eating, educate on reading nutrition labels, encourage cutting out high-calorie drinks 5—Binge eating: what it is and triggers, adding “forbidden foods” into your diet, review the concept of hunger/fullness monitoring, provide a mindful eating exercise</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>Body image, self-esteem, direct and indirect triggers of negative thoughts and feelings</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>Developing healthy routines with regards to eating, exercise and sleep, overcoming barriers to healthy eating</td>
</tr>
<tr>
<td>7</td>
<td>8, 9</td>
<td>8—Making healthy snack choices, serving sizes, why diets do not work and the negative effects of dieting 9—Learn about eating disorders, challenging negative thoughts and cognitive restructuring, feel-good body tips</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>Environmental factors that influence eating, eating healthy foods in “risky” situations</td>
</tr>
<tr>
<td>9</td>
<td>11, 12</td>
<td>11—Learning how not to participate in stigma about weight, ways to stay confident, strategies for dealing with teasing 12—Maintaining healthy habits in the long run, problem solving</td>
</tr>
</tbody>
</table>

Tracks

StayingFit is divided into two parallel student tracks. The Healthy Habits (HH) track, for students below the 85th percentile of age-and sex-adjusted BMI, describes the goal of the program as developing healthy habits related to nutrition and physical activity. The Weight Management (WM) track, designed for students above the 85th percentile of age-and sex-adjusted BMI, emphasizes eating and exercise for weight maintenance. Track differences are primarily in the language used to describe the content and exercises, rather than the content itself. However, students in the Weight Management track also have access to an optional weight log (see below), if they choose to chart their weight each week.

Sessions

The program pages included photos and interactive exercises designed to increase engagement. These exercises were free-text
response questions, pop quizzes, fun facts, or matching games related to session content. Both tracks included interactive self-monitoring logs at the end of each session (see Table 1). Students were asked to complete three logs weekly. All students were invited to comment on an anonymous discussion board set up for StayingFit, on which the research team posted weekly questions related to program material. Students were notified that the discussion board is monitored daily by research team members for questionable content, and any potentially harmful posts are reported to faculty.

**Parent Materials**

Parent newsletters that provided content coordinated with student sessions were made available in electronic and hardcopy formats.

**Teacher Materials**

In order to reduce required time investment on the part of school staff, StayingFit was designed to be sustainable and easily implementable in classroom settings. To enhance program delivery, teachers were provided with “StayingFit Program FAQs” and invited to contact the research team with any questions.

**Schematic**

Figure 1 provides a schematic overview of the StayingFit intervention components in the context of the “levels” of intervention. As indicated in the diagram, the program was implemented in the context of school settings that participated in physical activity and nutrition education programs (ie, state and local school district requirements for education on these subjects). The StayingFit intervention directly addressed the levels of parents/teachers and individuals across two intervention levels: no/low risk (health promotion) and high-risk (targeted prevention). Students who required more intensive clinical services (eg, students with anorexia nervosa or with medical problems associated with severe obesity) were recommended to seek outside services.

**Programming and Privacy**

HealthMunk LLC worked with the research team to program StayingFit and provide support throughout research trials. StayingFit is offered on a secured HIPAA-protected secure server and requires login and password credentials to access. Information is encrypted and no identifying information was stored for this study; only students’ usernames and passwords were entered into the online interface. Student usernames were chosen by the students, who were instructed not to include any potentially identifying words or phrases in their selection (eg, initials, portions of their name). Passwords were common words assigned by the research team. Students were instructed not to share their usernames or password with peers.

In order to ensure maximum privacy, teachers were not provided with student usernames but were given a list of student passwords, as many students misplaced their original password assignment slips. If students needed to retrieve their usernames, they were instructed to contact the research team.

**Measures**

The research team visited classrooms at the beginning of each semester to present the program to the students and to help...
students complete the pre-assessment online via SurveyMonkey. At this time, students and teachers had the opportunity to ask questions. Students were asked to choose individual usernames and passwords to log on to the online interface and given contact information for the research team in case of further questions. The research team set up an email address for centralized communication about the study with parents, teachers, and students. The email was checked daily, and requests for contact were returned within 24 hours. Students completed post-intervention assessments at the end of 12 sessions. All assessments were completed during class time.

**Primary Outcomes: Anthropometric Measures**

Teachers obtained height and weight 2 weeks prior to the baseline assessment using digital scales and wall measurements of height. At post treatment, students provided self-reported height and weight. Self-report at post treatment was more feasible than arranging for confidential weight and height measurements for all students and was more acceptable to students, teachers, and school administrators. The potential for inaccuracy in self-report anthropomorphic data was adjusted for by using a conservative approach in the analyses, as described in the Statistical Analysis section. BMI percentile and standardized BMI (zBMI) were calculated based on CDC growth charts for age and sex.

**Secondary Outcomes: Weight and Shape Concerns**

Weight and shape concerns were assessed at baseline and post treatment using the Weight Concerns Scale (WCS) [22]. The WCS assesses worry about weight and shape, fear of gaining 3 pounds (1.36 kg), last time on a diet, importance of weight compared to other life areas, and feelings of fatness. The WCS is significantly correlated with the Eating Disorder Inventory total score (EDI; [23]) and the body dissatisfaction subscale of the EDI [24]. The WCS has a test-retest value of approximately 0.85, a 1-year stability of r=.75 [25], and adequate predictive validity [22]. A cut-off score of WCS ≥47 had a sensitivity of 79% and a specificity of 67% for identifying adolescents who developed partial or full EDs [25].

The baseline and post measures also included selected items from the CDC Youth Risk Behavior Survey (YRBS; [26]) to assess nutrition and self-reported physical activity. Clinically meaningful cut-offs were used, based on weight loss recommendations from the Expert Committee, as endorsed by the American Academy of Pediatrics (CDC; 2011). Specifically, these were defined as consuming two or more servings of fruit or vegetables per day; engaging in 5 or more days of physical activity for at least 60 minutes; watching less than 2 hours of television per day; and playing less than 2 hours of video games per day. A cut-off of one or less soda drinks per day was used. The Center for Epidemiologic Studies Depression Scale (CES-D) [27] was used to assess mood.

**Statistical Analysis**

Analyses were conducted using SPSS version 21.0 (SPSS Inc.). Data were screened for normality. There were large standard deviations in change in BMI percentile and zBMI, due to the use of self-report height and weight data at post intervention. We used a conservative approach of excluding participants with zBMI change greater than 1 standard deviation (SD) above and below the mean. This updated range was compared to the mean zBMI change observed between baseline and post intervention (ie, 0.25 change) in an efficacy trial of the Student Bodies-Binge Eating Disorder online intervention with adolescents [20], on which the StayingFit intervention was based.

Baseline values were imputed for missing post-intervention data (ie, n=71; 21%) on the main outcome variables: BMI percentile and zBMI. Chi-square analyses and t tests were used to examine baseline differences between participants in the two intervention tracks. Paired samples t tests and chi-square tests were used to examine differences from baseline to post test across the outcome variables. Regression analysis was used to examine the effects of intervention track on post-intervention assessment scores, controlling for baseline scores on the same measures. P values less than .05 were considered statistically significant; all tests were two-tailed.

**Results**

**Participants**

A total of 336 participants provided assent and their parents provided informed consent. These students were assigned an intervention track based on their BMI percentile. Of these participants, 225 students were assigned to the HH intervention track, and 111 students had been assigned to the WM intervention track. Table 3 provides baseline characteristics for the sample, separated by intervention track. For the total sample, the racial breakdown was as follows: 46.7% (157/336) multiracial/other, 31.0% (104/336) Caucasian, 16.7% (56/336) African American, and 5.7% (19/336) did not specify. 43.5% (146/336) of students also identified as Hispanic or Latino.
Table 3. Participant baseline characteristics, by intervention track.

<table>
<thead>
<tr>
<th>Variable</th>
<th>HH track (n=225)</th>
<th>WM track (n=111)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD)</td>
<td>14.3 (0.63)</td>
<td>14.3 (0.74)</td>
<td>.999</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>137 (60.9)</td>
<td>63 (56.8)</td>
<td>.480</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White/Caucasian</td>
<td>91 (40.4)</td>
<td>13 (11.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Black/African American</td>
<td>30 (13.3)</td>
<td>26 (23.4)</td>
<td>.029</td>
</tr>
<tr>
<td>Multiracial/Other</td>
<td>94 (41.8)</td>
<td>63 (56.8)</td>
<td>.011</td>
</tr>
<tr>
<td>Did not specify</td>
<td>10 (4.4)</td>
<td>9 (8.1)</td>
<td>.210</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>90 (40.0)</td>
<td>56 (50.5)</td>
<td>.079</td>
</tr>
<tr>
<td>BMI percentile, mean (SD)</td>
<td>52.8 (22.8)</td>
<td>94.5 (4.12)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>zBMI, mean (SD)</td>
<td>0.04 (0.76)</td>
<td>1.74 (0.43)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>WCS, mean (SD)</td>
<td>26.5 (20.2)</td>
<td>41.4 (19.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CESD, mean (SD)</td>
<td>12.7 (9.0)</td>
<td>15.6 (10.3)</td>
<td>.013</td>
</tr>
<tr>
<td>Ate fruit ≥2 times per day, n (%)</td>
<td>48 (24.8)</td>
<td>23 (25.3)</td>
<td>.894</td>
</tr>
<tr>
<td>Ate vegetables ≥2 times per day, n (%)</td>
<td>35 (18.1)</td>
<td>16 (17.6)</td>
<td>.370</td>
</tr>
<tr>
<td>Drank soda ≥1 time per day, n (%)</td>
<td>29 (15.0)</td>
<td>29 (31.2)</td>
<td>.003</td>
</tr>
<tr>
<td>Engaged in physical activity ≥5 days per week, n (%)</td>
<td>112 (58.0)</td>
<td>29 (31.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Watched television ≥2 hrs per day, n (%)</td>
<td>47 (24.3)</td>
<td>44 (48.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Played video games, ≥2 hrs per day, n (%)</td>
<td>47 (24.3)</td>
<td>24 (26.4)</td>
<td>.692</td>
</tr>
</tbody>
</table>

*aVegetables=green salad, potatoes, carrots, and other vegetables; Physical activity=at least 60 minutes of physical activity per episode.

*b n is based on completion of measure at both time points.

Change in Anthropometric Measures
From baseline to post intervention, BMI percentile for participants in the HH intervention track was stable (mean change –0.12 [SD 6.53]; t_{224}=-0.27; P=.791), which was an expected finding. However, there was a significant decrease in BMI percentile for participants in the WM intervention track participants (mean change –0.50 [SD 1.49]; t_{110}=-3.51; P=.001). There was no significant different between the intervention tracks on BMI percentile scores at post intervention, controlling for baseline scores on the same measure (standardized beta=.02; P=.130).

A similar pattern of results was observed using zBMI. From baseline to post intervention, within-group zBMI change was stable for the HH intervention track participants (mean change –0.007 [SD 0.16]; t_{224}=-0.68; P=.497), as expected. However, this change was significant for the WM intervention track participants (mean change –0.03 [SD 0.11]; t_{110}=-2.84; P=.005). There was no significant difference between the intervention tracks on zBMI scores at post intervention, controlling for baseline scores on the same measure (standardized beta=–.007; P=.565).

Change in Eating and Activity Behaviors

Overview
In total, 193 students (193/225, 85.8%) in the HH track and 91 students (91/111, 82%) in the WM track completed the YRBS measure at both time points.

Consumption of Two or More Servings of Fruit Over the Previous 7 Days
At post intervention, 61 participants (61/225, 31.6%) in the HH track and 26 participants (26/111, 28.5%) in the WM track had two or more servings of fruit over the previous 7 days. This was a significant increase from baseline to post intervention for participants in the HH track ($\chi^2_1=55.7; P<.001$) and for participants in the WM track ($\chi^2_1=15.7; P<.001$).

Consumption of Two or More Servings of Vegetables Over the Previous 7 Days
At post intervention, 41 participants (21.2%) in the HH track and 22 participants (24.1%) in the WM track had two or more servings of vegetables over the previous 7 days. This was a significant increase from baseline to post intervention for participants in the HH track ($\chi^2_1=15.3; P<.001$). Change for participants in the WM track was not significant ($\chi^2_1=0.31; P=.752$).
Consumption of Soda at Least Once per Day Over the Previous 7 Days
At post intervention, 34 participants (34/225, 17.6%) in the HH tracks and 24 participants (24/111, 26.4%) in the WM track had a soda at least once per day over the previous 7 days. This was a significant increase from baseline to post intervention for participants in the HH track ($\chi^2_{35}=13.3; P=.001$) and a significant decrease for participants in the WM track ($\chi^2_{35}=10.5; P=.002$).

Engaged in 60 Minutes of Physical Activity on at Least 5 of the Previous 7 Days
At post intervention, 85 participants (85/225, 44.0%) in the HH tracks and 31 participants (31/111, 34.1%) in the WM track engaged in at least 60 minutes of physical activity on at least 5 of the previous 7 days. This was a significant decrease from baseline to post intervention for participants in the HH track ($\chi^2_{35}=48.4; P<.001$) and a significant increase for participants in the WM track ($\chi^2_{35}=14.9; P<.001$).

Watched Television for 2 Hours or Less Over Previous 7 Days
At post intervention, 52 participants (52/225, 26.9%) in the HH tracks and 34 participants (34/111, 37.4%) in the WM track watched television for more than 2 hours per day over the previous 7 days. This was a significant increase from baseline to post intervention for participants in the HH track ($\chi^2_{35}=38.1; P<.001$) but a significant decrease for participants in the WM track ($\chi^2_{35}=29.7; P<.001$).

Played Video Games for 2 Hours or Less Over Previous 7 Days
At post intervention, 44 participants (44/225, 22.8%) in the HH tracks and 26 participants (26/111, 23.4%) in the WM track played video games for more than 2 hours per day over the previous 7 days. This was a significant decrease from baseline to post intervention for participants in the HH track ($\chi^2_{35}=53.4; P<.001$) but a significant increase for participants in the WM track ($\chi^2_{35}=18.4; P<.001$).

Change in Psychosocial Variables

Weight and Shape Concerns
From baseline to post intervention, within-group change in weight and shape concerns was not significant for participants in the HH intervention track (mean change $-1.55$ [SD 12.9]; $t_{93}=-1.68; P=.095$) or for participants in the WM intervention track (mean change $-3.02$ [SD 15.8]; $t_{90}=-1.82; P=.071$). There was no significant difference between the intervention tracks on weight and shape concerns scores at post intervention, controlling for baseline scores on the same measure (standardized beta$=.038; P=.327$).

We also looked at the subset of participants who had elevated weight and shape concerns (ie, WCS score $\geq 47$) at baseline. There was a significant decrease in weight and shape concerns among participants in the HH track (n=35; mean change $-7.23$ [SD 17.4]; $t_{34}=-2.46; P=.019$) and among participants in the WM intervention track (n=36; mean change $-7.69$ [SD 15.4]; $t_{35}=-3.00; P=.005$). However, weight and shape concerns remained above the 47 cut-point at post intervention among both groups.

Depressive Symptoms
From baseline to post intervention, there was a significant within-group increase in depression scores for participants in the HH intervention track (mean change $1.29$ [SD 8.14]; $t_{167}=2.06; P=.041$) but there was no significant within-group change for participants in the WM intervention track (mean change $0.67$ [SD 10.3]; $t_{171}=0.55; P=.584$). There was no significant difference between the intervention tracks on depression scores at post intervention, controlling for baseline scores on the same measure (standardized beta$=.004; P=.932$).

Discussion

Principal Results
An important objective of this study was to identify potential barriers to implementation and dissemination of a universal and targeted obesity and eating disorders risk reduction program in schools. Acceptability and feasibility of school-based implementation was high. Students and teachers reported satisfaction with program content and implementation and the intervention was inexpensive to deliver. This resulted in the school asking the investigators to offer the program again in subsequent years. Investigators provided assistance with computer problems, but the program was run nearly entirely by the teachers with no training. After the initial cost of program design, content and minor functionality changes could be easily completed.

As this was a pilot study, the primary results are related to short-term behavioral outcomes. BMI significantly decreased among students in the WM track. BMI was stable in the HH track, demonstrating weight maintenance. As has been noted previously, weight maintenance is often an appropriate goal for adolescent obesity prevention as weight stabilization is associated with numerous health benefits [28]. These results are consistent with those found in studies examining previous versions of StayingFit [19,20] and with other research suggesting that Internet-based weight management can be effective for adolescents [29].

The impact of StayingFit on weight and shape concerns was also consistent with previous research demonstrating that the intervention was effective in reducing weight and shape concerns among participants with elevated eating disorders risk. In this case, this finding suggests that StayingFit functioned appropriately as an eating disorder risk reduction intervention while simultaneously supporting health weight regulation. Reducing weight and shape concern among overweight participants is particularly impactful because these individuals are at highest risk for disordered eating behavior.

Eating behaviors also largely improved across tracks. Fruit consumption significantly increased in both groups and vegetable consumption increased significantly for HH participants, but results were not significant for participants in...
the WM track. The number of participants reporting daily soda consumption significantly increased in the HH group but decreased in the WM group. Similarly split results were observed for other health behaviors. Physical activity significantly decreased among HH participants but increased in WM participants. Increased rates of television viewing were reported by HH participants at post intervention, but WM participants reported a decrease. Interestingly, video game time decreased among the HH group but showed an increase in the WM group. This was not a randomized controlled study, so conclusions and generalizability about the true impact on behaviors are limited. However, the increase in physical activity and decrease in soda consumption and television time among adolescents in the WM track are encouraging. It seems that the StayingFit program was able to have a measurable impact on health habits, in some cases differentially between the two tracks, suggesting that universally delivered interventions can be successful in targeting specific risk behaviors among overweight adolescents.

The potential positive impact on physical activity in the WM track is particularly notable. Teachers, parents, and health practitioners have expressed concern about delivery of health programs online, suggesting that this mode of delivery encourages sedentary behaviors that can contribute to adolescent overweight. However, the research in this area does not support this assertion. In a recent meta-analysis, Internet-based physical activity interventions were shown to have significant effects on exercise behaviors [11]. In fact, these programs have shown promising results in populations identified as sedentary [30], significantly increasing steps per day in a study of overweight adults. These results suggest that online interventions can successfully translate into real-world behavior change. In this implementation, students offered StayingFit also participated in regular physical education classes and were given opportunities to put into practice the physical activity recommendations provided in the program.

However, physical activity decreased among the HH track, suggesting that further support for positive exercise habits is needed. It is possible that students in the HH track were less motivated to change health behaviors due to their normal weight status. Although content in StayingFit aimed to encourage physical activity among all participants, results suggest that this area of the program could be improved possibly capitalizing on competitions and more effective use of social media strategies. In future versions of StayingFit, we plan to include additional apps, games, and personal activity trackers that could further support healthy behavior change among all participants.

The results of this study add further support for the importance of developing Internet-delivered interventions that are dynamic and can be rapidly modified and tailored based on participant monitoring [31]. For example, in this study, participants recorded soda consumption in their self-monitoring logs. Increased soda consumption among the HH group could have triggered a “flag” for add-on supplementary content supporting targeted behavior change. The online format allows for easy intervention modification post hoc. However, to truly maximize the benefits of using technology, these “adjustments” should be made in real time.

Limitations
This study was not intended to be an efficacy trial; hence, no control condition was used nor did randomization or long-term follow-up occur. Outcome data must therefore be interpreted with caution, and regression to the mean is highly possible with this study design. The study also represents implementation at two high schools, and future studies should examine the program feasibility and outcomes across multiple sites.

Future Directions
Adolescent obesity continues to be an issue among US teenagers. Finding comprehensive ways to reduce adolescent overweight through assessment and education about eating, physical activity, and emotional distress may help alleviate health disparities and reduce the rates of common medical and psychiatric comorbidities.

A study utilizing an adaptive design could evaluate further iterative improvements, specifically in how to most effectively make use of in-program process data to tailor interventions [32]. The Internet-based format for health interventions has unique advantages that can be harnessed for positive impact at the individual and populations levels. The “virtual” nature of different program “tracks” allows students in the same classroom to be efficiently “screened” and assigned into intervention versions best suited for their needs. Real-time participant monitoring, meaning “in the moment” observation of program use, is also made more feasible by utilizing program use and self-monitoring journal data to ensure participant safety and provide referral when necessary. Online, moderated discussion groups for participants can leverage the strong influence of social networks to elicit healthy behavior change while still protecting student anonymity. Rather than being a static information source, Internet-delivered interventions harness technology to promote engagement, interactivity, and real-time monitoring and feedback.

While Internet-based approaches may offer a unique and important role in larger obesity and eating disorder prevention efforts, the intervention should not stop at the computer or mobile device. Rather, the technology should be used strategically to overcome limitations of person-based approaches for obesity and eating disorders prevention and facilitate connections with in-person social networks. Technology can aid in connecting individual-level interventions with broader socioecological systems and true universal prevention involving families, schools, communities, and policy change. Future studies should extend the socioecological framework of integrated obesity and eating disorders prevention through partnerships with community organizations and larger school and health systems.

Conclusions
Results suggest that delivery of an Internet-based, universal, and targeted intervention is feasible and effective in a school-based setting. StayingFit appears to support healthy weight regulation, improve weight/shape concerns, and increase healthy food consumption in adolescents.
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Abstract

Background: Developing Web-based physical activity (PA) interventions based on motivational interviewing (MI) could increase the availability and reach of MI techniques for PA promotion. Integrating an avatar in such an intervention could lead to more positive appreciation and higher efficacy of the intervention, compared to an intervention that is purely text-based.

Objective: The present study aims to determine whether a Web-based PA intervention based on MI with an avatar results in more positive appreciation and higher effectiveness of the intervention, when compared to an intervention that is purely text-based.

Methods: A three-arm randomized controlled trial was conducted, containing the following research conditions: (1) a Web-based PA intervention based on MI with an avatar, (2) a content-identical intervention without an avatar, and (3) a control condition that received no intervention. Measurements included PA behavior and process variables, measured at baseline, directly following the intervention and 1 month post intervention.

Results: Both interventions significantly increased self-reported PA at 1 month, compared to the control condition (β_{AVATARvsCONTROL} = .39, P = .011; β_{TEXTvsCONTROL} = .44, P = .006). No distinctions were found regarding intervention effect on PA between both interventions. Similarly, the results of the process evaluation did not indicate any significant differences between both interventions. Due to the limited relational skills of the avatar in this study, it probably did not succeed in forming a stronger relationship with the user, over and above text alone.

Conclusions: The findings suggest that avatars that do not strengthen the social relationship with the user do not enhance the intervention impact. Future research should determine whether Web-based PA interventions based on MI could benefit from inclusion of a virtual coach capable of more complex relational skills than used in the current study, such as responding in gesture to the user’s state and input.

Trial Registration: Dutch Trial Register trial number: NTR3147; http://www.trialregister.nl/trialreg/admin/rctview.asp?TC=3147
(Archived by WebCite at http://www.webcitation.org/6NCbwdUJX).
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Introduction

Motivational interviewing (MI) is defined as “a collaborative conversation style for strengthening a person’s own motivation and commitment to change” [1]. Evidence illustrates that MI can be successful in getting individuals to increase their physical activity (PA) [2]. Delivering MI in a traditional way, however, is expensive and therefore difficult to scale up. Therefore,
developing Web-based PA interventions based on MI could increase the availability and reach of the MI techniques for PA promotion.

Although developing a Web-based PA intervention based on MI appears feasible [3], questions remain to be answered regarding the optimal configuration of such an intervention. MI is usually delivered as a face-to-face intervention by a counselor. In the context of a Web-based delivery mode, the presence of the human counselor could be substituted by using a virtual agent or an avatar [4]. Multiple studies have confirmed that the presence of a virtual agent can further improve effectiveness of Web-based interventions [4,5].

Considering the above, integrating an avatar into a Web-based PA intervention based on MI could lead to more positive appreciation and higher efficacy of the MI components. Future intervention development would be less expensive, however, when such an avatar is omitted. Thus, it is important to determine whether the addition of an avatar leads to more favorable results in the context of a Web-based PA intervention based on MI.

The present study aims to answer the following questions: (1) Does adding an avatar to a Web-based PA intervention based on MI result in additional effects on PA behavior? and (2) Does the presence of such an avatar lead to better appreciation for the intervention?

**Methods**

**Overview**

A three-arm randomized controlled trial was conducted, containing the following research conditions: (1) a Web-based PA intervention based on MI with an avatar (AVATAR), (2) a content-identical intervention without an avatar (TEXT), and (3) a control condition that received no intervention (CONTROL). Measurements were taken using Web-based questionnaires at baseline, directly after the intervention (follow-up 1) and 1 month post intervention (follow-up 2).

**Participants**

The participants were Dutch adults (18-70 years old). Exclusion criteria included impairments that severely impede PA participation (participants were asked whether they were unable to be physically active, not speaking and/or writing Dutch, and not having Internet access. The participants were recruited in April and May 2012 through an Internet panel of Dutch residents who occasionally volunteer in Web-based research.

**Measurements**

At baseline and follow-up 2, the number of weekly days with at least 30 minutes of moderate PA was measured with a self-reported single item of the Dutch Short Questionnaire to Assess Health Enhancing Physical Activity (SQUASH): “How many days per week are you, in total, moderately physically active, by undertaking, for example, heavy walking, cycling, chores, gardening, sports, or other physical activities for at least 30 minutes?” [6]. At follow-up 1, appreciation for the intervention was evaluated by measuring several appreciation dimensions such as personal relevance, trustworthiness, and overall appreciation.

**Interventions**

Two Web-based PA interventions based on MI were developed, one of which included an avatar (AVATAR) and one of which was fully text-based (TEXT). Both interventions were derived from a previous study on a Web-based PA intervention based on MI [3]. In these interventions, participants answered several open-ended and multiple choice questions. In between those questions, at various instances, the participants received feedback messages containing a reflection or summary, based on one or more of their prior answers. The following is an example of such a message:

“So you have a very busy life, and therefore you have less confidence that you could manage to increase your physical activity, which is completely understandable. However, you also said that you’re a real go-getter. When you have decided to do something, you go all the way! Because of that, you still have confidence that you could increase your physical activity. Do you already have some ideas about how you would increase your physical activity? What activity would you want to do? And how could you schedule this in such a way that it would not take too much time? With your willpower and a good plan, you would surely be able to become more physically active.”

During both interventions, several topics are discussed such as the participant’s current PA behavior, the perceived importance of PA and potential beneficial effects of becoming more physically active, and the participant’s confidence that he or she could succeed in becoming more physically active. Finally, participants are given the option to formulate their own PA plans and to anticipate difficulties.

Throughout both interventions, several MI counseling techniques have been implemented and have been translated into automatized text versions. Obviously, application of these techniques by means of an automated Web-based platform differs from application in a real-life counseling setting. For example, a face-to-face setting allows responding to very subtle expressions of motivation, which is less feasible in an automatized platform. Due to the specific and interactive approach, however, the application of these techniques in the interventions displays a high degree of similarity to the real-life situation, in which a counselor asks questions and provides feedback. The main difference is that the questions and feedback are not provided by a human counselor, but through text or an avatar on a computer screen.

With regard to textual content, the TEXT and AVATAR interventions are almost completely identical. Throughout both interventions, the feedback messages are identical. During a few moments in the intervention, however, the AVATAR intervention contains somewhat more social dialogue than the TEXT intervention.

The TEXT intervention has a relatively simple layout, consisting of a static blue background and a white dialogue window where
questions and feedback messages appear. Figure 1 shows a screenshot of the TEXT intervention.

The AVATAR intervention consists of an avatar positioned behind a desk in a small office. Questions and messages are communicated through text balloons, without the use of voice. The avatar displays speech movements (matching the text in the balloons), social dialogue (at the beginning of the intervention and during transitions between the different parts of the intervention) as well as non-verbal expressions such as empathic gestures and eye and head movements. The physical appearance of the avatar was based on the results of a series of focus group interviews among the target population that discussed how a motivating and reliable avatar should look. Based on the results of these interviews, it was decided to include both a male and a female avatar in the intervention so the participants can choose a coach in accordance with their preferences. At the start of the intervention, participants can choose either a male or a female avatar. Figure 2 shows a screenshot of the AVATAR intervention. Before implementation, the intervention was extensively pretested by members of the target group.

Figure 1. Screenshot of the TEXT intervention.
Statistical Analyses

Physical activity data were analyzed using a linear regression analysis with the following independent variables: baseline PA behavior, gender, age, body mass index (BMI), educational level, and the intervention condition variable coded into two dummies (AVATAR and TEXT). Potential variations in process evaluation variables were analyzed through analysis of covariance (ANCOVA) with gender, age, BMI, educational level, and baseline PA behavior as covariates. Analyses were performed using SPSS for Windows (version 18).

Results

At baseline, 958 individuals (60.4% female, 578/958; mean age 42.9 [SD 14.5]; 58% high education, 555/958) completed the questionnaire. These individuals were on average moderately physically active for at least 30 minutes per day an average of 4.2 (SD 1.9) days per week. At baseline, the TEXT condition contained significantly fewer participants with high education compared to the AVATAR and CONTROL condition. No additional baseline differences were found between the three study conditions.

Follow-up 2 (1 month) measurements were completed by 500 participants (AVATAR 162; TEXT 146; CONTROL 192) or 52% of the baseline population (57.8% female, 289/500; mean age 45.3 [SD 14.2]; 58% high education, 290/500). Dropout analyses showed that participants younger than age 46 were more likely to drop out at 1 month (OR 1.64, 95% CI 1.25-2.16). At 1 month, participants were on average moderately physically active for an average of 4.4 (SD 1.8) days per week for at least 30 minutes per day (AVATAR mean 4.6 [SD 1.6]; TEXT mean 4.7 [SD 1.8]; CONTROL mean 4.0 [SD 1.9]). Both interventions were effective in increasing total PA at 1 month when compared to the control condition (Beta\textsubscript{AVATAR vs CONTROL} = .39, \( P < .011 \); Beta\textsubscript{TEXT vs CONTROL} = .44, \( P = .006 \)). Participants from the two intervention conditions who had completed the follow-up 2 questionnaire (n=308) increased the number of days per week on which they were physically active for at least 30 minutes from 4.44 to 4.63 (AVATAR from 4.43 to 4.57; TEXT from 4.46 to 4.69). No differences were found regarding intervention effect on PA level between AVATAR and TEXT condition.

Overall, process evaluation results were quite positive (ie, entertainment 5.16/7; trustworthiness 5.15/7; overall appreciation score 7.14/10). No significant differences were found between the intervention conditions regarding these variables.

Discussion

Principal Findings

Both interventions significantly increased self-reported PA at 1 month, compared to the control condition. These outcomes indicate that Web-based PA interventions based on MI hold promise, as they are potentially capable of inducing behavior change. No distinctions were found regarding effect on PA level.
between the AVATAR and TEXT intervention. Similarly, the results of the process evaluation did not indicate any significant differences between both interventions.

The avatar in this study did not increase intervention impact. This is probably related to the inability of the avatar to respond in gestures to the user’s state and input [5]. Due to the limited relational skills of the avatar in this study, it probably did not succeed in forming a stronger relationship with the user, over and above text alone. As a consequence, the avatar used in the current study was not able to enhance the intervention. For future intervention research, inclusion of an avatar capable of more sophisticated relational skills, such as responding to the user’s input with gestures, is warranted.

Alternatively, it would be relevant to test a modality in which the avatar is replaced by multiple short videos of a real human who speaks to the participant and leads the way through the intervention. Previous research shows that this type of interactive video counseling holds promise for public health interventions [7]. These videos could even be supplemented by videos in which a PA expert talks about the possible benefits of being physically active on a regular basis, or in which former participants talk about their experiences during the intervention. All this could help give the Web-based intervention a more human character.

Limitations
This study has some limitations. First, a considerable degree of self-selection occurred in this study, due to the fact that participants from the intervention conditions were more likely to drop out compared to participants from the control conditions. This may be related to a second consideration; participating in this study was relatively demanding since the baseline measurement, intervention, and post-measurement were all on the same day. This may have led to some irritation among the participants and probably explains a part of the relatively large attrition that occurred in the intervention conditions of this study. Third, PA behavior was measured with a single self-report item. Although several studies have provided support for the validity of the item used in this study [8,9], the measure remains a weakness of the current study and an objective measure of PA (eg, by pedometer or accelerometer) is recommended for future studies. Finally, caution is needed when generalizing the results of this study to the general population because of the overrepresentation of a high educational level in the sample due to the Web-based sampling frame [10].

Conclusion
In conclusion, the findings suggest that avatars that do not strengthen the social relationship with the user do not enhance intervention impact. Future research should determine whether Web-based PA interventions based on MI could benefit from inclusion of a virtual coach capable of more complex relational skills than used in the current study, such as responding with gestures to the user’s state and input [5]. Furthermore, future research should assess the use of video coaching as a potentially beneficial part of a Web-based PA intervention based on MI.
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Abstract

Background: Setting a target quit date (TQD) is often an important component in smoking cessation treatment, but ambiguity remains concerning the optimal timing (ie, quitting spontaneously versus delaying to prepare).

Objective: We examined four questions about the timing of TQDs and smoking outcomes in secondary analyses of The iTQUIT Study, a randomized trial of Internet and telephone treatment for cessation: (1) What are the characteristics of TQDs set using an online interactive quit date tool?, (2) What are the characteristics of individuals who use a quit date tool and do they differ from those who do not?, (3) Are there differences in smoker characteristics, treatment utilization, and cessation outcomes based TQD timing?, and (4) Is maintenance of an initial TQD predictive of abstinence or do changes to TQDs lead to cessation?

Methods: A total of 825 adult current cigarette smokers were randomized to enhanced Internet or enhanced Internet plus telephone counseling. Latency to TQD in days was calculated as the date difference between the initial TQD and enhanced Internet registration; prospective TQD setters were stratified into four latency groups (0, 1-14, 15-28, 29+ days). Baseline variables, website utilization, and 3-month cessation outcomes were examined between prospective TQD groups. Desire and confidence to quit, number of TQDs, and website logins were tested as predictors of 30-day point prevalence abstinence (ppa) at 3 months (responder-only analyses). Classification and regression tree (CART) analysis explored interactions among baseline variables, website utilization, and latency to TQD as predictors of 30-day ppa.

Results: There were few baseline differences between individuals who used the quit date tool and those who did not. Prospective TQDs were set as follows: registration day was 17.1% (73/427), 1-14 days was 37.7% (161/427), 15-28 days was 18.5% (79/427), and 29+ days was 26.7% (114/427). Participants with a TQD within 2 weeks had higher baseline self-efficacy scores but did not differ on smoking variables. Individuals whose TQD was the same day as registration had the highest logins, page views, number of TQDs set using the tool, and messages sent to other members. Logistic regression revealed a significant interaction between number of TQDs and website logins for 30-day ppa (P=.005). Among those with high logins, 41.8% (33/79) with 1 TQD were abstinent versus 25.9% (35/135) with 2+TQDs. Logins and self-efficacy predicted 30-day ppa in the CART model.

Conclusions: TQD timing did not predict cessation outcomes in standard or exploratory analyses. Self-efficacy and an apparent commitment to an initial TQD were the components most highly related to abstinence but only via interactions with website utilization. Findings highlight the importance of feeling efficacious about handling specific smoking situations and engaging with treatment. Additional research focused on increasing engagement in Web-based cessation studies is needed.

Trial Registration: ClinicalTrials.gov: NCT00282009; http://clinicaltrials.gov/show/NCT00282009 (Archived by WebCite at http://www.webcitation.org/6Kt7NrXDl).
Introduction

Setting a quit date is often a central element of tobacco dependence treatment [1-4]. Establishing a target quit date (TQD) may increase the likelihood of success for several reasons. The public commitment often involved in setting a quit date may increase or solidify a smoker’s motivation to quit [5] and the probability that they will follow through with intentions to quit [6]. Setting a TQD may also provide time for the smoker to develop relevant coping skills [6,7] and to obtain and initiate medication use, which can increase the likelihood of abstinence [2,8].

However, there is mixed evidence regarding the importance of the nature (ie, planned vs unplanned) and timing (ie, sooner vs later) of quit dates. Some evidence suggests that setting a TQD is associated with a greater likelihood of making a quit attempt [9] and is a predictor of abstinence [10,11]. Other studies indicate that roughly half of smokers prefer to quit abruptly [12] and do not plan a quit attempt [13-16] and that unplanned or spontaneous quit attempts are more likely to be successful than those involving a TQD [13-17]. It is also unclear whether the timing of a quit date matters. A recent randomized controlled trial by Hughes et al [18] in which smokers were prompted to select a quit date found that those who selected a later quit date or delayed a planned quit attempt were less likely to quit smoking compared to participants who selected an early quit date or adhered to their original date. Similarly, in a trial of varenicline versus placebo for smoking cessation in which smokers chose their own quit dates (within a 5-week time frame), smokers who selected later quit dates (partially in the last week) were less likely to achieve abstinence in both treatment arms [19]. In contrast, among smokers who planned to quit within a month, proximity of the quit date did not predict abstinence [9]. Similarly, in a Web-based trial by Etter et al [12], smokers randomized to abrupt versus gradual quitting had equivalent quit rates at all follow-ups.

This ambiguity regarding quit dates is reflected in the varying recommendations found on smoking cessation websites. For example, the instructions on the American Cancer Society’s website state “Once you’ve decided to quit, you’re ready to pick a quit date. This is a very important step. Pick a day within the next month as your Quit Day” [20]. The American Legacy Foundation’s BecomeAnEX website instructs smokers “Don’t pick tomorrow as your quit date… Don’t set your date too far off in the future… We recommend a day that’s about 2-4 weeks away” [21]. The National Cancer Institute’s cessation website tells smokers who are preparing to quit to “Pick a date within the next 2 weeks to quit” [22]. QuitAssist, a free website provided by the tobacco company, Altria, simply encourages smokers to “get ready” and “choose a specific quit date” with no specific timeline [23]. For the millions of smokers who search online for assistance quitting smoking [24-26], these mixed messages may be confusing.

Most studies that have examined the timing of a quit date have used retrospective, cross-sectional population-based survey data [13-17] or data gathered in the context of randomized controlled trials in which participants were required to set a quit date or adhere to a researcher-defined date [27,28]. Each of these approaches has limitations. Retrospective reports are subject to recall bias skewed toward remembering more planned quit attempts [29], and required quit dates may not be representative of actual quitting behavior. Prospective research is needed that uses objective methods for measuring the timing of quit dates that occur naturally during the course of quitting.

Web-based cessation programs represent both an effective intervention approach to help smokers quit and a means to address some of the limitations of previous analyses of quitting behavior. Sites that offer interactive tools to assist users in choosing and/or documenting a quit date [30] can yield prospective, naturalistic, and objective measures of quitting behavior with regard to the nature and timing of quit dates. We are aware of only one study that has examined the use of an online quit date tool and its association with abstinence [31].

Our study examined four key questions: (1) What are the characteristics of quit dates that are set using an online interactive quit date tool?, (2) What are the characteristics of individuals who use a quit date tool and do they differ from those who do not?, (3) Are there differences in smoker characteristics, treatment utilization, and cessation outcomes based on the timing of an initial (ie, first) TQD in relation to program initiation?, and (4) Is the maintenance of a TQD predictive of eventual abstinence, or are multiple changes of an online quit date more likely to lead to cessation? We approached these questions in secondary analyses of data from a pragmatic randomized trial of Internet and telephone treatment for smoking cessation [32]. Participants were not required to set a quit date and could use the website as they desired. We began with standard analytic methods to describe differences among those who used an online interactive quit date tool and those who did not. We then examined differences among prospective quit date setters based upon the latency to an initial TQD. We hypothesized that individuals whose target quit date was within 2 weeks of registration would be more motivated to quit, have higher indices of treatment utilization, and be more likely to maintain abstinence. We also hypothesized an interaction between the number of TQDs set and website utilization, such that the highest abstinence rates would be observed among participants with only one TQD (signaling unwavering commitment) and high levels of website utilization. To guide future studies, we employed an exploratory data analysis technique, classification and regression tree analysis (CART) [33], to examine the interactive nature of various predictors on abstinence. This exploratory method can augment traditional analytic approaches to identify unique combinations of variables related to tobacco use behavior patterns [34,35].
Methods

Participants
Participants in The iQUIT Study [32,36] were smokers aged 18 and older in the United States who smoked 5 or more cigarettes per day. To maximize generalizability of study findings, motivation to quit and willingness to set a quit date were not included as eligibility criteria. Active user interception sampling was used to recruit smokers who used the terms “quit(ting) smoking”, “stop(ping) smoking”, or “smoking” in a major Internet search engine and who clicked on a link to QuitNet, the cessation treatment website being evaluated [37]. Following online informed consent and a baseline telephone assessment, participants were randomized to basic Internet, enhanced Internet, or enhanced Internet plus telephone counseling in the parent trial. Follow-up assessments were conducted by phone or online for telephone non-responders at 3, 6, 12, and 18 months. These analyses focus on participants with complete 3-month follow-up data in the two enhanced Internet arms, which included an interactive tool to assist users in setting a quit date (“Quit Date Wizard”). The basic Internet intervention did not include the Quit Date Wizard. Across both enhanced Internet arms, 75% (995/1326) of participants were reached at 3 months. Due to a technical issue early in the trial, data on use of the Quit Date Wizard were not stored for 170 participants. Thus, the final sample for these analyses focused on 825 participants (412 enhanced Internet, 413 enhanced Internet plus telephone counseling).

Interventions
Participants randomized to enhanced Internet were given 6 months of free access to the premium service of the QuitNet website. QuitNet is a widely used Internet cessation program that incorporates evidence-based elements of tobacco dependence treatment [2] including practical counseling and tailored information for cessation, recommendations and support for approved pharmacotherapy, and intra-treatment social support through a large online social network [36,38,39].

The Quit Date Wizard is a central feature of QuitNet. It explains the importance of setting a quit date and prompts users to think about a realistic time frame for quitting (“To choose a timeframe, think about approximately when you will be ready to quit”) with options ranging from “In a week” to “In more than 2 months”. The Wizard also encourages users to consider potential triggers, steps to prepare to quit, and pharmacotherapy use. The Quit Date Wizard does not specify an optimal timeframe for quitting but encourages users to consider whether they feel prepared and if not “to spend a few weeks getting to the point where you are comfortable with the idea of ‘jumping in’ [to quitting]”. Users can enter their own date or select a Wizard-generated quit date. Users can also make their quit date visible to other members for support and can sign up for quit support emails timed around their quit date. Repeated reminders to set a quit date using the Quit Date Wizard or to confirm a previously set quit date are featured prominently throughout QuitNet. Users can update their quit date at any time. These analyses focus on the initial TQD, measured as the number of days between website registration and the first TQD that the user set in the Quit Date Wizard. We elected to examine this TQD versus subsequent updates or changes to a quit date to inform recommendations provided by Internet smoking cessation programs. These analyses are not designed to address the timing of a quit date subsequent to a slip or relapse.

Participants randomized to enhanced Internet plus telephone counseling were offered 5 calls in a relapse-sensitive schedule [40]. Counselors had real-time access to summary data regarding a participant’s use of the QuitNet site, which enabled them to prompt and reinforce use of QuitNet (including the Quit Date Wizard) during each call.

Data Collection and Measures

Summary
The three sources of data are described below. These analyses focus on 3-month data since study questions addressed initial quitting behavior, and this is typically where treatment utilization and intervention effects are the strongest.

Baseline Assessment
Age, gender, race, ethnicity, education, employment, and household income were assessed. We also assessed self-rated health status [41], history of smoking-related illness, body mass index, and whether they had spoken to a doctor about their smoking. Smoking variables included cigarettes per day, the time to first cigarette item from the Fagerström Test for Nicotine Dependence [42], duration of last quit attempt (days), desire to quit and confidence in quitting (scale=1-10), spouse smoking status, and number of smokers in the home. Psychosocial items included the Smoking Situations Confidence Inventory and the Smoking Temptations Inventory (short-form) [43] as measures of self-efficacy, the Perceived Stress Scale [44], the Center for Epidemiologic Studies-Depression (CES-D) Scale [45], Weight Concern Scale [46], the Social Network Index [47], an abbreviated version of the Partner Interaction Questionnaire [48,49], and an item from the Two-Item Conjoint Screen [50] assessing alcohol consumption.

Three-Month Follow-Up Assessment
Smoking outcomes included number of intentional quit attempts and 30-day point prevalence abstinence (ppa; primary outcome of the parent trial) calculated using responder-only analyses. Participants also reported use of other quit methods since enrolling in the trial, including nicotine replacement therapy, behavioral treatment (eg, self-help materials, individual counseling), and prescription medication use (eg, bupropion).

Treatment Utilization
Website utilization metrics included date of QuitNet registration, date of initial TQD, total number of quit dates set using the Quit Date Wizard, website logins, page views, total time online, exchange of messages with other QuitNet members (yes/no), and use of an interactive Medication Wizard (yes/no). Number of calls completed was examined among individuals randomized to enhanced Internet plus telephone counseling.

Statistical Analyses
For Study Question 1, frequency counts were used to characterize the use of the Quit Date Wizard. Latency to TQD (days)
was calculated as the difference between the first date designated using the Quit Date Wizard and the website registration date. To anchor our analyses to common recommendations provided to smokers in Web-based cessation programs, we categorized this variable as 0 days (registration day), 1-14 days (within 2 weeks), 15-28 days (2-4 weeks), and 29+ days (more than 4 weeks). For Study Question 2, selected baseline characteristics of QuitNet registrants were compared between those who set a quit date using the Quit Date Wizard and those who never set a quit date. For Study Question 3, selected baseline characteristics, treatment utilization metrics, and smoking outcomes were examined by latency to TQD using the categories described above: 0 days, 1-14 days, 15-28 days, and 29+ days. We report the median and interquartile range for skewed variables. Between-group comparisons of categorical items and skewed variables were analyzed using nonparametric statistics, and continuous items were analyzed with analysis of variance (ANOVA) using IBM SPSS (version 21.0). For Study Question 4, a logistic regression model examined 30-day ppa as the primary outcome, number of quit dates set using the Quit Date Wizard, number of logins, and the interaction term (centered at the mean) as predictors, and treatment group, desire to quit, and confidence in quitting as covariates using JMP (version 10.02). We examined Study Questions 1-3 by treatment arm and found no between group differences on likelihood of use of the Quit Date Wizard, latency to TQD, baseline characteristics, or website utilization metrics. Therefore, we combined participants from both treatment arms and report the results for the combined sample.

Classification and regression trees (CART) analysis was performed in JMP (version 10.02) to explore the effects of study condition, all baseline variables, and selected treatment utilization measures (logins, number of quit dates set using the Quit Date Wizard, Medication Wizard use, latency to TQD, behavioral treatment use, and pharmacotherapy use) on 30-day ppa, the main outcome of the parent trial [32]. CART analysis allows for a flexible format in terms of allowable response and predictor variables, and handling of missing data [33]. CART is a machine-learning approach that utilizes a classification algorithm to split data into binary subgroups (branches) based upon predictor variables in order to maximize the homogeneity of the two samples for the outcome of interest. In JMP, binary splits for a categorical dependent variable (Y) like abstinence (yes, no) are determined by maximizing the LogWorth statistic \((-\log_{10}(P\ value))\) [51]. The factors (X\_predictors) can be either continuous or categorical (nominal or ordinal). If X is continuous, then the partition is done according to a splitting “cut” value for X. If X is categorical, then it divides the X categories into two groups of levels and considers all possible groupings in two levels. Our CART model included all predictor variables entered simultaneously. To gauge the reliability of our CART analyses, we utilized a k-fold cross-validation procedure that divides the data into k subsets (in this case k=5) that are used to validate the model fit on the rest of the data, fitting a total of K models. The model giving the best validation statistic (-2LogLikelihood) is chosen as the final model.

Results

Study Question 1
Among all participants, 77.3% (638/825) registered on QuitNet following randomization and 22.7% (187/825) never registered (Figure 1). Among QuitNet registrants, 66.9% (427/638) used the Quit Date Wizard to prospectively set a TQD, 12.9% (82/638) used it to record a TQD that occurred prior to registration (retrospective), and 9.7% (62/638) did not use the tool at all. For 10.5% (67/638) of registered participants, use of the Quit Date Wizard was documented but TQDs were not stored due to a database error.

Figure 1. Diagram of data flow from complete cases randomized to the enhanced Internet and enhanced Internet plus telephone counseling arms based on QuitNet registration status, Quit Date (QD) Wizard use, and initial target quit date (TQD) status, and latency to TQD relative to registration date (among prospective quit date setters).
Study Question 2
Compared to those who used the Quit Date Wizard (n=576), those who did not (n=62) were more likely to be male (67.7%, 42/62 vs 49.3%, 284/576, \( P = .009 \)) and to have a spouse who smokes (64.9%, 24/37 vs 45.5%, 157/345, \( P = .039 \)). There were no differences on smoking variables, including smoking rate, desire to quit, or confidence in quitting (Multimedia Appendix 1).

Study Question 3
Among those who set a prospective TQD (n=427), 17.1% (73/427) picked the same day as registration, 37.7% (161/427) picked a date 1-14 days later, 18.5% (79/427) picked a date 15-28 days later, and 26.7% (114/427) picked a date 29 or more days later (see Figure 1). There were differences between prospective TQD groups on education (\( P = .040 \)) and the Confidence Inventory (\( P = .045 \)) (Table 1). There were also differences between groups on treatment utilization metrics. Individuals whose TQD was the same day as registration had the highest number of logins, viewed more webpages, and set more TQDs using the Quit Date Wizard relative to other groups. This group was also the most likely to use one-to-one messaging (31.5%, 23/73) and the least likely to use the Medication Wizard (16.4%, 12/73). Among those who reported at least one quit attempt at the 3-month follow-up (total 389/425; 2 missing cases), there were no differences in use of behavioral quit methods, pharmacotherapy, or telephone counseling calls completed based upon latency to TQD. There were no differences based on latency to TQD on cessation outcomes (Table 2). Overall, 30-day ppa was 21.1% (90/426), and 91.5% (389/425) reported at least one quit attempt.
Table 1. Baseline characteristics by latency to target quit date (TQD) relative to website registration date.

<table>
<thead>
<tr>
<th>Baseline variable</th>
<th>TQD, 0 days n=73</th>
<th>TQD, 1-14 days n=161</th>
<th>TQD, 15-28 days n=79</th>
<th>TQD, 29+ days n=114</th>
<th>P valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographic variables b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age, (years), mean (SD)</td>
<td>34.22 (10.37)</td>
<td>36.99 (10.97)</td>
<td>36.90 (9.98)</td>
<td>38.61 (11.49)</td>
<td>.064</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td>36 (49.3)</td>
<td>84 (52.2)</td>
<td>37 (46.8)</td>
<td>53 (46.5)</td>
<td></td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.328</td>
</tr>
<tr>
<td>White</td>
<td>66 (90.4)</td>
<td>145 (90.1)</td>
<td>70 (88.6)</td>
<td>95 (83.3)</td>
<td></td>
</tr>
<tr>
<td>Non-white</td>
<td>7 (9.6)</td>
<td>16 (9.9)</td>
<td>9 (11.4)</td>
<td>19 (16.7)</td>
<td></td>
</tr>
<tr>
<td>Ethnicity (Hispanic), n (%)</td>
<td>1 (1.4)</td>
<td>8 (5.0)</td>
<td>3 (3.8)</td>
<td>2 (1.8)</td>
<td>.363</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.040</td>
</tr>
<tr>
<td>High school or less</td>
<td>9 (12.3)</td>
<td>33 (20.5)</td>
<td>22 (27.8)</td>
<td>37 (32.5)</td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>42 (57.5)</td>
<td>76 (47.2)</td>
<td>34 (43.0)</td>
<td>43 (37.7)</td>
<td></td>
</tr>
<tr>
<td>College 4+ yrs</td>
<td>22 (30.1)</td>
<td>52 (32.3)</td>
<td>23 (29.1)</td>
<td>34 (29.8)</td>
<td></td>
</tr>
<tr>
<td>Employment, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.616</td>
</tr>
<tr>
<td>Employed fulltime</td>
<td>50 (68.5)</td>
<td>114 (70.8)</td>
<td>55 (69.6)</td>
<td>87 (76.3)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>23 (31.5)</td>
<td>47 (29.2)</td>
<td>24 (30.4)</td>
<td>27 (23.7)</td>
<td></td>
</tr>
<tr>
<td>Income, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.409</td>
</tr>
<tr>
<td>Low income (≤$40,000)</td>
<td>33 (45.2)</td>
<td>69 (42.9)</td>
<td>36 (47.4)</td>
<td>60 (53.1)</td>
<td></td>
</tr>
<tr>
<td>High income (&gt; $40,000)</td>
<td>40 (54.8)</td>
<td>92 (57.1)</td>
<td>40 (52.6)</td>
<td>53 (46.9)</td>
<td></td>
</tr>
<tr>
<td>Smoking variables</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.356</td>
</tr>
<tr>
<td>Cigarettes per day, mean (SD)</td>
<td>20.26 (10.15)</td>
<td>18.75 (7.90)</td>
<td>20.80 (9.32)</td>
<td>19.61 (9.32)</td>
<td></td>
</tr>
<tr>
<td>Time to first cigarette, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.825</td>
</tr>
<tr>
<td>Within 30 minutes</td>
<td>57 (78.1)</td>
<td>122 (75.8)</td>
<td>57 (72.2)</td>
<td>88 (77.2)</td>
<td></td>
</tr>
<tr>
<td>After 30 minutes</td>
<td>16 (21.9)</td>
<td>39 (24.2)</td>
<td>22 (27.8)</td>
<td>26 (22.8)</td>
<td></td>
</tr>
<tr>
<td>Duration of last quit attempt, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.497</td>
</tr>
<tr>
<td>≤3 days</td>
<td>34 (49.3)</td>
<td>82 (55.0)</td>
<td>44 (59.5)</td>
<td>59 (60.2)</td>
<td></td>
</tr>
<tr>
<td>4+ days</td>
<td>35 (50.7)</td>
<td>67 (45.0)</td>
<td>30 (40.5)</td>
<td>39 (39.8)</td>
<td></td>
</tr>
<tr>
<td>Desire to quit, mean (SD)</td>
<td>9.25 (1.08)</td>
<td>9.07 (1.24)</td>
<td>8.87 (1.25)</td>
<td>8.95 (1.43)</td>
<td>.263</td>
</tr>
<tr>
<td>Confidence in quitting, mean (SD)</td>
<td>6.49 (2.09)</td>
<td>6.48 (2.13)</td>
<td>5.72 (2.28)</td>
<td>6.16 (2.08)</td>
<td>.052</td>
</tr>
<tr>
<td>Psychosocial variables</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.558</td>
</tr>
<tr>
<td>Excellent</td>
<td>12 (16.4)</td>
<td>13 (8.1)</td>
<td>7 (8.9)</td>
<td>11 (9.7)</td>
<td></td>
</tr>
<tr>
<td>Very good</td>
<td>26 (35.6)</td>
<td>63 (39.1)</td>
<td>26 (32.9)</td>
<td>40 (35.4)</td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td>20 (27.4)</td>
<td>57 (35.4)</td>
<td>31 (39.2)</td>
<td>35 (31.0)</td>
<td></td>
</tr>
<tr>
<td>Fair/Poord</td>
<td>15 (20.5)</td>
<td>28 (17.4)</td>
<td>15 (19.0)</td>
<td>27 (23.9)</td>
<td></td>
</tr>
<tr>
<td>Illness caused by smoking, n (%)</td>
<td>45 (61.6)</td>
<td>105 (65.2)</td>
<td>40 (51.3)</td>
<td>59 (51.8)</td>
<td>.069</td>
</tr>
<tr>
<td>Spouse smokes, n (%)</td>
<td>20 (51.3)</td>
<td>40 (42.6)</td>
<td>23 (45.1)</td>
<td>31 (48.4)</td>
<td>.787</td>
</tr>
<tr>
<td>1+ smokers in house, n (%)</td>
<td>17 (23.3)</td>
<td>23 (14.3)</td>
<td>11 (13.9)</td>
<td>27 (23.7)</td>
<td>.103</td>
</tr>
<tr>
<td>Temptations Inventory, mean (SD)</td>
<td>4.00 (0.47)</td>
<td>3.90 (0.49)</td>
<td>3.90 (0.59)</td>
<td>3.92 (0.52)</td>
<td>.567</td>
</tr>
<tr>
<td>Confidence Inventory, mean (SD)</td>
<td>2.88 (0.60)</td>
<td>2.82 (0.57)</td>
<td>2.67 (0.48)</td>
<td>2.71 (0.57)</td>
<td>.045</td>
</tr>
<tr>
<td>Perceived Stress Scale, mean (SD)</td>
<td>6.10 (3.11)</td>
<td>5.90 (2.91)</td>
<td>6.25 (3.26)</td>
<td>6.89 (3.18)</td>
<td>.067</td>
</tr>
<tr>
<td>CES-D Scale, mean (SD)</td>
<td>8.79 (5.78)</td>
<td>8.73 (5.27)</td>
<td>9.96 (6.12)</td>
<td>10.31 (5.81)</td>
<td>.082</td>
</tr>
</tbody>
</table>
Nonparametric test (categorical) or ANOVA used.

Participants could refuse to answer a question or respond “I don’t know”. Income, n=423; duration of last quit attempt, n=390; health status, n=426; illness caused by smoking, n=426; spouse smokes, n=248 (asked only among individuals with spouse).

Includes part-time employment, retired, student, homemaker, and unemployed.

Collapsed “Fair” and “Poor” categories due to small cell counts.

Table 2. Treatment utilization and smoking outcomes at 3 months by latency to target quit date (TQD) relative to website registration date.

<table>
<thead>
<tr>
<th>Dependent measure</th>
<th>TQD, 0 days</th>
<th>TQD, 1-14 days</th>
<th>TQD, 15-28 days</th>
<th>TQD, 29+ days</th>
<th>P value &lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Website utilization</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logins, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-2</td>
<td>14 (19.2)</td>
<td>51 (31.7)</td>
<td>17 (21.5)</td>
<td>37 (32.5)</td>
<td>.024</td>
</tr>
<tr>
<td>3-5</td>
<td>11 (15.1)</td>
<td>29 (18.0)</td>
<td>26 (32.9)</td>
<td>28 (24.6)</td>
<td></td>
</tr>
<tr>
<td>6-10</td>
<td>18 (24.7)</td>
<td>28 (17.4)</td>
<td>9 (11.4)</td>
<td>19 (16.7)</td>
<td></td>
</tr>
<tr>
<td>More than 10</td>
<td>30 (41.1)</td>
<td>53 (32.9)</td>
<td>27 (34.2)</td>
<td>30 (26.3)</td>
<td></td>
</tr>
<tr>
<td>Page views, median (interquartile range)</td>
<td>138 (362)</td>
<td>102 (198)</td>
<td>98 (256)</td>
<td>59.50 (158)</td>
<td>.016</td>
</tr>
<tr>
<td>Total number minutes online, median (interquartile range)</td>
<td>88 (237)</td>
<td>62 (157)</td>
<td>54 (150)</td>
<td>43 (119)</td>
<td>.212</td>
</tr>
<tr>
<td>Number of quit dates set using Quit Date Wizard, mean (SD)</td>
<td>2.44 (1.73)</td>
<td>1.95 (1.42)</td>
<td>1.72 (0.97)</td>
<td>1.57 (1.40)</td>
<td>.002</td>
</tr>
<tr>
<td>Used one-to-one messaging, n (%)</td>
<td>23 (31.5)</td>
<td>38 (23.6)</td>
<td>16 (20.3)</td>
<td>15 (13.2)</td>
<td>.023</td>
</tr>
<tr>
<td>Used Medication Wizard, n (%)</td>
<td>12 (16.4)</td>
<td>53 (32.9)</td>
<td>30 (38.0)</td>
<td>35 (30.7)</td>
<td>.025</td>
</tr>
<tr>
<td>Other treatment utilization at 3 months (among those who made a quit attempt, n=389) &lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Used pharmacotherapy, n (%) &lt;sup&gt;c&lt;/sup&gt;</td>
<td>38 (55.9)</td>
<td>93 (63.7)</td>
<td>47 (61.8)</td>
<td>52 (53.1)</td>
<td>.350</td>
</tr>
<tr>
<td>Used behavioral treatment, n (%) &lt;sup&gt;d&lt;/sup&gt;</td>
<td>10 (14.7)</td>
<td>33 (22.6)</td>
<td>23 (30.3)</td>
<td>21 (21.4)</td>
<td>.167</td>
</tr>
<tr>
<td>No. counseling calls completed, mean (SD) &lt;sup&gt;e&lt;/sup&gt;</td>
<td>3.39 (2.72)</td>
<td>4.43 (2.87)</td>
<td>4.47 (2.58)</td>
<td>4.83 (3.03)</td>
<td>.159</td>
</tr>
<tr>
<td>Smoking outcomes &lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30-day ppa, n (%)</td>
<td>19 (26.0)</td>
<td>33 (20.6)</td>
<td>18 (22.8)</td>
<td>20 (17.5)</td>
<td>.555</td>
</tr>
<tr>
<td>No. quit attempts, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.158</td>
</tr>
<tr>
<td>0</td>
<td>4 (5.5)</td>
<td>14 (8.8)</td>
<td>3 (3.8)</td>
<td>15 (13.3)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>22 (30.1)</td>
<td>50 (31.3)</td>
<td>29 (36.7)</td>
<td>30 (26.5)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>24 (32.9)</td>
<td>33 (20.6)</td>
<td>19 (24.1)</td>
<td>21 (18.6)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>8 (11.0)</td>
<td>26 (16.3)</td>
<td>10 (12.7)</td>
<td>25 (22.1)</td>
<td></td>
</tr>
<tr>
<td>4+</td>
<td>15 (20.5)</td>
<td>37 (23.1)</td>
<td>18 (22.8)</td>
<td>22 (19.5)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Nonparametric test (median; categorical) or ANOVA used.

<sup>b</sup>Participants could refuse to answer a question or respond “I don’t know”. Pharmacotherapy, n=388; used behavioral treatment, n=388.

<sup>c</sup>NRT, Zyban, Chantix.

<sup>d</sup>Individual counseling, group counseling, pamphlet/books, telephone counseling not through the study.

<sup>e</sup>Among those randomized to enhanced Internet plus telephone counseling (n=33 among TQD 0 days; n=77 among TQD 1-14 days, n=38 among TQD 15-28 days, and n=47 among TQD 29+ days).

<sup>f</sup>Participants were able to refuse answering a question or respond “I don’t know”. Sample sizes are follows: 30-day ppa, 426; no. quit attempts, 425.

Study Question 4

The final logistic regression model among prospective quit date setters did not include desire to quit and confidence in quitting measures as both were unrelated to 30-day ppa. For 30-day ppa, the interaction between number of quit dates set and logins was significant (parameter estimate=-0.003, standard error=0.001, $P=.005$). Among those with high levels of website utilization (n=214; median split), 41.8% (33/79) of those who set one quit date were abstinent compared to 25.9% (35/135) of those who changed their quit date one or more times. Among those with high logins who set only one quit date and who were abstinent, the majority (60.6%, 20/33) opted to quit within 2 weeks of website registration.
CART Analysis

The CART model for 30-day ppa produced a tree with splits at three nodes (Figure 2), none of which were variables associated with quit date setting or timing. The first node, representing the total sample (n=824; 1 case missing outcome data), shows the overall proportion quit (19.8%, 163/824; Level=no) compared to the proportion smoking (80.2%, 661/824; Level=yes). The first split partitioned the total sample by logins (<13 logins, 79.6% of sample; ≥13 logins, 20.4% of sample). Among those who logged in <13 times, 13.7% (90/656) were abstinent, and for individuals who logged in ≥13 times, 43.5% (73/168) were abstinent. The second split occurred among individuals who logged in <13 times and was based on the Confidence Inventory scale score. Among those with a score <3.7, 12.2% (75/613) were abstinent compared to 34.9% (15/43) among those with a score ≥3.7. The third split occurred for those who logged in ≥13 times, where the sample was divided by treatment. Among enhanced Internet participants, 29.3% (22/75) were abstinent compared to 54.8% (51/93) of enhanced Internet plus telephone counseling participants. The k-fold cross-validation results showed good agreement (similar R squared values) between the folded and overall samples.

![Figure 2. CART model predicting 30-day point prevalence abstinence at 3 months (n=824). Bars correspond to smoking status: solid=abstinent; diagonal lines=not abstinent. Count=total number of participants in subset; Level=smoking abstinence status (no/yes); Rate=relative proportion of the count in each abstinence status group; Logins=frequency of website logins during first 3 months of study; enhanced Internet and enhanced Internet + ph (telephone counseling)=treatment arms; Confidence=Confidence Inventory score.](image)

Discussion

Principal Findings

In these secondary analyses of The iQUIT Study, we explored the use of an online interactive tool to set a quit date and its relationship to smoking outcomes. The majority of study participants who used the website set a quit date using the Quit Date Wizard: most set a prospective quit date, but some used it to document a quit date that had already passed. Only 9.7% (62/638) of those who used the website did not use this tool. Our a priori hypotheses were only partially supported. We did not find evidence that individuals whose first TQD was set within 2 weeks of registration differed on baseline desire to quit or motivation to quit as hypothesized, but we did find that those who set a quit date within 2 weeks of website registration exhibited higher rates of website utilization than those with later quit dates. We did not find any differences in smoking outcomes based on latency.
to TQD. There was an interaction between website utilization and number of TQDs set on quit rates. At low levels of website utilization, there was no difference in abstinence rates based on number of quit dates set, but at high levels of website utilization, those who set only one quit date had significantly higher quit rates than those who changed their quit date.

Overall, the CART analysis was consistent with these findings. Latency to TQD did not predict abstinence, but website utilization (logins) and baseline self-efficacy did along with treatment group. Login frequency initially split the sample, and among individuals who logged into the website more frequently, the addition of telephone counseling appeared to increase abstinence relative to enhanced Internet alone. Self-efficacy appeared to be a key variable among those with lower levels of website utilization. Among this group, higher self-efficacy scores were associated with higher quit rates. This finding is consistent with a wealth of research demonstrating the importance of self-efficacy on smoking outcomes [52-55]. The importance of logins is consistent with other Web-based trials that have reported that website utilization is an important predictor of abstinence [31,56,57]. It should also be noted that none of the metrics of motivation to quit emerged in the CART, suggesting that website utilization was a stronger predictor of abstinence than motivation to quit.

In terms of the practical relevance of these results, both traditional and exploratory analyses both point to self-efficacy and website utilization as critical components of abstinence. Findings related to Study Questions 3 and 4 suggest that individuals who set a quit date early in the course of Web-based cessation treatment are more likely to be confident about their ability to achieve cessation and that setting a TQD early on and maintaining high levels of website utilization may incur an advantage for cessation. Taken together, these results suggest that Internet cessation programs should emphasize the importance of feeling efficacious about handling specific smoking situations and engaging with treatment at the highest level possible while potentially placing less emphasis on an absolute time frame for setting a TQD (ie, within 2 weeks versus 2-4 weeks). These results are consistent with a growing body of literature demonstrating the critical importance of engagement and adherence with regard to the effectiveness of Web-based health behavior change interventions [58-66].

Strengths and Limitations
These findings should be considered in the context of several related strengths and limitations. First, the CART analysis is a novel contribution to the literature concerning predictors of smoking abstinence. It is a powerful exploratory technique that offers an unbiased assessment of a large set of predictors and requires little input from the analyst. However, inferences based upon these analyses should be tested and replicated under controlled conditions. Second, participants were not required to set a quit date and could use the website as they desired, resulting in relatively naturalistic observations of the use of a quit date tool. Future research should examine how the use of this tool corresponds to self-reported quit attempts using other assessment methods. Third, we are unclear what to make of retrospective TQDs since current smoking status was confirmed during the baseline telephone survey. We speculate that participants may have used the Quit Date Wizard to document their most recent quit attempt or perhaps entered an erroneous date. Relative to registration, 55% of retrospective dates occurred within the week prior to study randomization, which suggests that many smokers search for cessation assistance in the early days following a quit attempt when they have returned to smoking. Qualitative methods or formal usability testing may shed light on this finding. Fourth, while the use of responder-only analyses is less conservative than intention-to-treat analyses, we feel this approach was appropriate for these exploratory analyses since imputation of missing data using an intent-to-treat (missing=smoking) approach might have obscured results. Fifth, it was not feasible to biochemically verify self-reported abstinence outcomes since this was a national sample recruited entirely via the Internet. Self-reported abstinence is a commonly accepted outcome metric in Web-based cessation trials [67-71] where misreporting of abstinence is expected to be minimal [72]. Last, we cannot rule out the possibility that low levels of website utilization were a consequence (and not cause) of relapse [73]. Studies that establish a chronological sequence of patterns of treatment utilization and relapse are needed [74].

Conclusions
In the context of a pragmatic randomized trial of Internet and telephone treatment for cessation, the timing of a TQD was not a significant predictor of cessation outcomes. Self-efficacy and an apparent commitment to an initial TQD were the components most highly related to abstinence but only via interactions with website utilization. Increasing treatment engagement has been noted as an important area for future research in Web-based cessation studies [57,75].
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Abstract

Background: Many people with asthma tolerate symptoms and lifestyle limitations unnecessarily by not utilizing proven therapies. Better support for self-management is known to improve asthma control, and increasingly the Internet and other digital media are being used to deliver that support.

Objective: Our goal was to summarize current knowledge, evidenced through existing systematic reviews, of the effectiveness and implementation of digital self-management support for adults and children with asthma and to examine what features help or hinder the use of these programs.

Methods: A comprehensive search strategy combined 3 facets of search terms: (1) online technology, (2) asthma, and (3) self-management/behavior change/patient experience. We undertook searches of 14 databases, and reference and citation searching. We included qualitative and quantitative systematic reviews about online or computerized interventions facilitating self-management. Title, abstract, full paper screening, and quality appraisal were performed by two researchers independently. Data extraction was undertaken using standardized forms.

Results: A total of 3810 unique papers were identified. Twenty-nine systematic reviews met inclusion criteria: the majority were from the United States (n=12), the rest from United Kingdom (n=6), Canada (n=3), Portugal (n=2), and Australia, France, Spain, Norway, Taiwan, and Greece (1 each). Only 10 systematic reviews fulfilled pre-determined quality standards, describing 19 clinical trials. Interventions were heterogeneous: duration of interventions ranging from single use, to 24-hour access for 12 months, and incorporating varying degrees of health professional involvement. Dropout rates ranged from 5-23%. Four RCTs were aimed at adults (overall range 3-65 years). Participants were inadequately described: socioeconomic status 0/19, ethnicity 6/19, and gender 15/19. No qualitative systematic reviews were included. Meta-analysis was not attempted due to heterogeneity and inadequate information provision within reviews. There was no evidence of harm from digital interventions. All RCTs that examined knowledge (n=2) and activity limitation (n=2) showed improvement in the intervention group. Digital interventions improved markers of self care (5/6), quality of life (4/7), and medication use (2/3). Effects on symptoms (6/12) and school absences...
(2/4) were equivocal, with no evidence of overall benefits on lung function (2/6), or health service use (2/15). No specific data on economic analyses were provided. Intervention descriptions were generally brief making it impossible to identify which specific “ingredients” of interventions contribute most to improving outcomes.

Conclusions: Digital self-management interventions show promise, with evidence of beneficial effects on some outcomes. There is no evidence about utility in those over 65 years and no information about socioeconomic status of participants, making understanding the “reach” of such interventions difficult. Digital interventions are poorly described within reviews, with insufficient information about barriers and facilitators to their uptake and utilization. To address these gaps, a detailed quantitative systematic review of digital asthma interventions and an examination of the primary qualitative literature are warranted, as well as greater emphasis on economic analysis within trials.

(J Med Internet Res 2014;16(2):e51) doi:10.2196/jmir.2814
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Introduction
Asthma is common, affecting an estimated 300 million people worldwide. The number of disability-adjusted life years lost is estimated at 15 million per year, similar to that for diabetes [1]. The main goals of treatment for asthma include achieving and maintaining control of symptoms, normal activity levels, minimal exacerbations, normal lung function, and preventing deaths from asthma [2]. However, these goals are not widely achieved; people with asthma often tolerate unnecessary symptoms, and management of the condition can often be suboptimal [1,3,4]. Guided self-management for asthma as part of systematic, planned care can lead to improvements in patient outcomes such as increases in knowledge, confidence to manage asthma, and improved quality of life, as well as reductions in hospitalizations, emergency room visits, unscheduled visits to the doctor, and days off work or school [5-8].

Despite evidence of benefits, guided self-management, particularly through the use of asthma plans, remains underused [9-11]. While interventions can often be successful in trial settings, evidence of their implementation into every day practice is limited [9,12]. Therefore, there is growing interest in the potential of the Internet and other digital media as a medium to deliver more tailored, relevant self-management support, while maintaining cost-effectiveness, with greater scope for integration into the everyday lives of those with asthma.

While many reviews have been published in the field of self-management in asthma, there is a lack of clarity about the role of digital interventions and which specific components of interventions or “ingredients” contribute most to promoting effective self-management practices and translate into improvement in patient outcomes. There is increasing interest in standardizing methods of determining the “active ingredients” of self-management interventions, potentially making it easier to measure and reproduce those features found to be most effective in future interventions [13].

The aim of this paper is to summarize current knowledge, evidenced through existing systematic reviews, of the effectiveness and implementation of digital self-management support for adults and children with asthma and to examine what features help or hinder the use of these programs. We describe our metareview, which examines the effects, if any, of asthma digital self-management interventions on a range of measures of lung function, symptoms, quality of life, and health care utilization.

Methods
Overview
We conducted a systematic review of systematic reviews—an approach that has proven helpful in synthesizing a broad base of literature in order to identify research gaps and inform future intervention programs [14]. Our aims were to assess the evidence of effectiveness of asthma digital interventions for self-management as measured by an inclusive range of clinical and process outcomes.

We documented recruitment and retention rates, information about implementation processes, whether cost effectiveness was assessed, and whether theories of behavior change were used in intervention development to help us gain a better understanding of features that helped or hindered the use of the programs. Our protocol is available in Multimedia Appendix 1.

Inclusion and Exclusion Criteria
We included qualitative and quantitative reviews and used the PICOS (participants, interventions, comparison, outcomes, study design) framework [15] to define inclusion criteria (see Textbox 1 for details). Our exclusion criteria can be found in Textbox 2.
Textbox 1. Inclusion criteria.

- Participants: those with asthma of any age or their caregivers.
- Intervention: online or computerized interventions facilitating self-management through education and/or providing advice or other behavior change approach. We included only interventions that provided these features independent of any health professional input. Interventions delivered by computer, tablet, smartphone, or purpose-built electronic device were included.
- Comparison: usual care or other forms of self-management interventions, such as face-to-face education or written information.
- Primary outcomes:
  - activity limitation (eg, days off work/school/disturbed nights)
  - adverse events
  - barriers and facilitators to online asthma intervention use by patients and practitioners
  - biomarkers of airway inflammation (eg, exhaled nitric oxide)
  - health service utilization (including scheduled/unscheduled, and primary/secondary care)
  - lung function (eg, spirometry & reversibility, peak expiratory flow [PEF])
  - medication use (eg, relief inhaled β agonist use, compliance with medication)
  - quality of life
  - symptoms (measures of asthma control, eg, diary card scores, asthma control questionnaire, exacerbation rates)
- Secondary outcomes:
  - markers of self-management (eg, adherence to monitoring tools, use of action plans, self-efficacy)
  - patient knowledge
  - patient satisfaction
  - recruitment, retention rates
  - cost effectiveness
  - use of behavior change theory during intervention development and implementation processes
- Study design: Quantitative reviews describing randomized controlled trials (RCTs) and qualitative reviews seeking to understand the patients or providers’ experience of using these asthma interventions and those that describe the theory behind the development of such interventions. The full definition of a systematic review used is found in Multimedia Appendix 1.

Textbox 2. Exclusion criteria.

- Intervention: interventions consisting only of telemonitoring or clinical decision support software for health professionals were excluded. Interventions that provided only a means of self-monitoring without direct feedback were excluded (eg, electronic diaries for recording peak flows or symptoms that did not provide automated feedback). The content of the intervention was required to be delivered at least in part by the digital medium itself. Devices that were simply digital modes of communicating between patients and health professionals were excluded.
- Outcomes: reviews that did not provide information specific to our outcomes of interest.
- Study design: conference proceedings and theses, and for quantitative reviews, non-RCTs were excluded.

Information Sources and Search Strategy

A professional systematic review company (York Health Economic Consortium) searched a wide range of databases covering health, mental health, education, social science (14 in total), with no start date before July 2011. The search strategy was devised using a combination of subject indexing terms (eg, MeSH [medical subject headings] in MEDLINE), and free-text search terms in the title and abstract. The search terms were identified through discussion between the research team, by scanning background literature, and by browsing a database’s thesaurus. To ensure sensitivity, the search strategy did not include a methodological search filter to identify reviews. The searches were not limited by date range or language.

Hand-searching of Patient Education and Counseling, and the Primary Care Respiratory Journal, and reference searching and citation searching of included studies was undertaken (DM). We contacted experts to establish if any reviews had been missed. The search of electronic databases was updated to October 3, 2013.

The search strategy covered 3 broad areas: (1) asthma and related terms, (2) online/computerized and related terms, and (3) self-care/self-management, patient experience, qualitative, and related terms. The full list of databases searched and an example of the full search strategy for MEDLINE are available in Multimedia Appendix 2.
Study Selection

Titles, abstracts, and full papers were screened by one researcher (DM) plus one other independent researcher (EC, SW, FM, NCT, KA, RD, AM, or VR). We independently undertook quality appraisal; disagreements were resolved by discussion with a third party if necessary. Only studies meeting predetermined quality criteria advanced to data extraction.

Data Collection

We used online data collection forms using Distiller SR software. For each included review, we collected (1) general information about the review (year, country of first author, language, number of studies, number of asthma studies, and number of digital asthma studies), (2) descriptions of each included RCT and intervention that fulfilled our criteria (inclusion criteria were applied to the systematic reviews initially and then subsequently to their featured RCTs, to determine those relevant to this review), and (3) results for each outcome of interest and the original article this result was derived from (including quotes from qualitative/narrative reviews).

Quality Appraisal

Quality appraisal was undertaken in two ways. First, at the full paper screening stage, papers were required to meet criteria laid out in our definition of a review (eg, evidence of a systematic search or criteria for selection of papers must be included; see Multimedia Appendix 1 for full definition). Then, the included papers underwent formal quality appraisal using A Measurement Tool to Assess Systematic Reviews (AMSTAR) [16-18]. This 11-point checklist covers the following domains: establishing the research question and inclusion criteria before the conduct of the review, data extraction by at least 2 independent data extractors, comprehensive literature review with searching of at least two databases, detailed list of included/excluded studies, quality assessment of included studies and consideration of quality assessments in analysis and conclusions, appropriate assessment of homogeneity, assessment of publication bias, and a statement of any conflict of interest. We made minor alterations to the wording in order to make the checklist applicable to non-quantitative reviews (available on request from the corresponding author). Papers needed to achieve at least 50% of quality indicators, plus a “yes” to question 7, which asks “Was the scientific quality of the included studies assessed and documented?” This was required to allow us to make a comment on the quality of the included data. Two researchers (DM + [KA, RD, AM, or VR]) scored each paper independently, with conflicts resolved by discussion with a third party if necessary (FM).

Any data provided describing risk of bias across reviews, and within individual RCTs, were extracted to inform the discussion.

Data Synthesis

Meta-analysis was not possible. Quantitative results for individual outcomes results were described as favoring the intervention group, favoring the control group, or demonstrating no difference. All results were included in a narrative summary.

Results

Results of Article Screening and Selection

Our search identified 3810 unique citations, and title and abstract screening identified 116 full papers for review. Of these, 29 fulfilled our inclusion criteria (Figure 1).
Description of Included Reviews

The 29 papers included systematic reviews from United States (12), United Kingdom (6), Canada (3), Portugal (2) Australia, France, Spain, Norway, Taiwan, and Greece (1 each). Only 9 reviews focused completely on asthma interventions (the others included self-management interventions for asthma alongside a range of other chronic conditions such as diabetes, heart failure, and hypertension), and 11 reviews looked exclusively at digital interventions (the rest examined digital interventions alongside other modes of self-management). These 29 reviews consisted of 4 Cochrane reviews [19-22] and 3 meta-analyses [23-25], with the remaining 22 being narrative or descriptive studies (see Table 1; [10,19-47]).
<table>
<thead>
<tr>
<th>First author of systematic review</th>
<th>Year</th>
<th>RCTs, n</th>
<th>Asthma RCTs, n</th>
<th>Digital asthma RCTs, n</th>
<th>Country, language</th>
<th>AMSTAR, %</th>
<th>Question 7=Yes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Krishna et al [26]</td>
<td>1997</td>
<td>22</td>
<td>2</td>
<td>2</td>
<td>United States, English</td>
<td>10</td>
<td>N</td>
</tr>
<tr>
<td>Lewis [27]</td>
<td>2003</td>
<td>32</td>
<td>7</td>
<td>4</td>
<td>United States, English</td>
<td>40</td>
<td>N</td>
</tr>
<tr>
<td>Wantland et al [23]</td>
<td>2004</td>
<td>20</td>
<td>2</td>
<td>2</td>
<td>United States, English</td>
<td>36</td>
<td>N</td>
</tr>
<tr>
<td>Murray et al [19]b</td>
<td>2005</td>
<td>24</td>
<td>5</td>
<td>6</td>
<td>United Kingdom, English</td>
<td>82</td>
<td>Y</td>
</tr>
<tr>
<td>Almeida et al [28]</td>
<td>2006</td>
<td>13</td>
<td>13</td>
<td>12</td>
<td>Portugal, English</td>
<td>11</td>
<td>N</td>
</tr>
<tr>
<td>Bussey-Smith &amp; Rossen [29]</td>
<td>2007</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>United States, English</td>
<td>30</td>
<td>N</td>
</tr>
<tr>
<td>Garcia-Lizana &amp; Sarria-Santamara [30]</td>
<td>2007</td>
<td>24</td>
<td>5</td>
<td>5</td>
<td>Spain, English</td>
<td>40</td>
<td>N</td>
</tr>
<tr>
<td>Ring et al [10]b</td>
<td>2007</td>
<td>14</td>
<td>14</td>
<td>1</td>
<td>United Kingdom, English</td>
<td>70</td>
<td>Y</td>
</tr>
<tr>
<td>Fox [31]</td>
<td>2009</td>
<td>25</td>
<td>4</td>
<td>4</td>
<td>United States, English</td>
<td>10</td>
<td>N</td>
</tr>
<tr>
<td>Moeinedin et al [32]</td>
<td>2009</td>
<td>27</td>
<td>8</td>
<td>7</td>
<td>Canada, English</td>
<td>40</td>
<td>Y</td>
</tr>
<tr>
<td>Papastergiou [33]</td>
<td>2009</td>
<td>34</td>
<td>3</td>
<td>3</td>
<td>Greek, English</td>
<td>20</td>
<td>N</td>
</tr>
<tr>
<td>Stinson et al [34]b</td>
<td>2009</td>
<td>9</td>
<td>5</td>
<td>3</td>
<td>Canada, English</td>
<td>70</td>
<td>Y</td>
</tr>
<tr>
<td>Boyd et al [20]b</td>
<td>2009</td>
<td>30</td>
<td>30</td>
<td>2</td>
<td>Australia, English</td>
<td>90</td>
<td>Y</td>
</tr>
<tr>
<td>Coscrato et al [35]</td>
<td>2010</td>
<td>16</td>
<td>3</td>
<td>3</td>
<td>Portugal, Portuguese</td>
<td>30</td>
<td>Y</td>
</tr>
<tr>
<td>Cushing &amp; Steele [24]</td>
<td>2010</td>
<td>33</td>
<td>9</td>
<td>9</td>
<td>United States, English</td>
<td>45</td>
<td>N</td>
</tr>
<tr>
<td>Gremeaux et al [36]</td>
<td>2010</td>
<td>39</td>
<td>4</td>
<td>4</td>
<td>France, English</td>
<td>11</td>
<td>N</td>
</tr>
<tr>
<td>McDermott &amp; While [37]b</td>
<td>2010</td>
<td>15</td>
<td>2</td>
<td>2</td>
<td>United Kingdom, English</td>
<td>50</td>
<td>Y</td>
</tr>
<tr>
<td>McLean et al [23]b</td>
<td>2010</td>
<td>21</td>
<td>21</td>
<td>2</td>
<td>United Kingdom, English</td>
<td>100</td>
<td>Y</td>
</tr>
<tr>
<td>Pare et al [38]</td>
<td>2010</td>
<td>62</td>
<td>8</td>
<td>1</td>
<td>Canada, English</td>
<td>40</td>
<td>Y</td>
</tr>
<tr>
<td>Klasnja et al [39]</td>
<td>2011</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>United States, English</td>
<td>10</td>
<td>N</td>
</tr>
<tr>
<td>Welsh et al [21]b</td>
<td>2011</td>
<td>12</td>
<td>12</td>
<td>1</td>
<td>United Kingdom, English</td>
<td>90</td>
<td>Y</td>
</tr>
<tr>
<td>Chia-Chi Kuo &amp; Hsiu-Hung Wang [40]</td>
<td>2012</td>
<td>12</td>
<td>1</td>
<td>1</td>
<td>Taiwan, Chinese</td>
<td>30</td>
<td>Y</td>
</tr>
<tr>
<td>Chrisler [41]</td>
<td>2012</td>
<td>18</td>
<td>18</td>
<td>6</td>
<td>United States, English</td>
<td>20</td>
<td>N</td>
</tr>
<tr>
<td>Johansen et al, (2 part review) [42,43]</td>
<td>2012</td>
<td>29</td>
<td>7</td>
<td>5</td>
<td>Norway, English</td>
<td>60</td>
<td>Y</td>
</tr>
<tr>
<td>Kirk et al [44]b</td>
<td>2012</td>
<td>13</td>
<td>10</td>
<td>2</td>
<td>United Kingdom, English</td>
<td>50</td>
<td>Y</td>
</tr>
<tr>
<td>Mosnaim et al [45]</td>
<td>2012</td>
<td>17</td>
<td>17</td>
<td>10</td>
<td>United States, English</td>
<td>20</td>
<td>N</td>
</tr>
<tr>
<td>Nickels &amp; Dimov [46]</td>
<td>2012</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>United States, English</td>
<td>10</td>
<td>N</td>
</tr>
<tr>
<td>Hiefjic et al [47]</td>
<td>2013</td>
<td>19</td>
<td>6</td>
<td>6</td>
<td>United States, English</td>
<td>50</td>
<td>Y</td>
</tr>
</tbody>
</table>

a AMSTAR Q7 relates to whether the review assesses and documents any quality appraisal of their included studies.
b These studies meet appraisal criteria.
c Klasnja et al was a qualitative paper and did not specifically provide details of included papers.

**Quality of the Included Reviews**

Within the 29 included reviews, descriptions of the included RCTs and particularly the interventions themselves were generally suboptimal. AMSTAR scores ranged from 10% to 100% with a median of 40% (interquartile range 20–50), with 10 reviews scoring 50% or greater. All reviews with 50% or over also provided an individual assessment of quality, which was an essential criterion to progress to data extraction. Areas where reviews performed particularly poorly include providing information about conflict of interests of included RCTs (1/29), providing a priori design (6/29), independent screening and data extraction (6/29 clearly demonstrated this; a further 15/29 may...
have, but insufficient information was provided to be able to confirm this), and providing a list of excluded studies (7/29).

Of the 10 reviews meeting the predetermined AMSTAR requirements (Table 1), these included the 4 Cochrane reviews and 6 narrative/descriptive reviews. Four reviews focused only on asthma, with the remaining 6 featuring a range of conditions. Four of the reviews included nondigital/electronic modes of delivery of interventions. There was no one review that looked specifically at digital interactive interventions aimed only at those with asthma. These 10 systematic reviews presented results from a total of 19 RCTs meeting our inclusion criteria (see Table 2 for descriptions [10,19-22,34,37,42-44,47-68] and Table 3 for interventions [48-66]).

All 10 systematic reviews provided sample sizes for their included RCTs, but only three provided numbers allocated to intervention group versus control [19,20,37]. All reviews presented some information about age, 8 out of 10 presented information about gender, and only 4 of the 10 reviews about the ethnicity of participants [19-21,44]. No review provided information about socioeconomic status or levels of educational attainment.
<table>
<thead>
<tr>
<th>Systematic review</th>
<th>Author (year of RCT)</th>
<th>Sample size, n</th>
<th>Age, years</th>
<th>% male</th>
<th>Ethnicity</th>
<th>Nos. at follow-up</th>
<th>Drop-out rate, %</th>
<th>Duration</th>
<th>Country</th>
</tr>
</thead>
<tbody>
<tr>
<td>Portugal</td>
<td>Cruz-Correia 2007 [48]</td>
<td>21</td>
<td>16-65</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a/n/a</td>
<td>n/a</td>
<td>4 wks intervention, 4 wks control</td>
<td>Portugal</td>
</tr>
<tr>
<td></td>
<td>Guendelman 2002 [49]</td>
<td>134</td>
<td>8-16</td>
<td>n/a</td>
<td>n/a</td>
<td>122/134</td>
<td>9</td>
<td>12 wks</td>
<td>United States</td>
</tr>
<tr>
<td></td>
<td>Jan 2007 [50]</td>
<td>196</td>
<td>6-12</td>
<td>n/a</td>
<td>n/a</td>
<td>153/196</td>
<td>22</td>
<td>12 wks</td>
<td>Taiwan</td>
</tr>
<tr>
<td></td>
<td>Rasmussen 2005 [51]</td>
<td>300</td>
<td>18-45</td>
<td>n/a</td>
<td>n/a</td>
<td>253/300</td>
<td>16</td>
<td>52 wks</td>
<td>Denmark</td>
</tr>
<tr>
<td></td>
<td>Van der Meer 2009 [52]</td>
<td>200</td>
<td>18-50</td>
<td>n/a</td>
<td>n/a</td>
<td>183/200</td>
<td>8</td>
<td>52 wks</td>
<td>Netherlands</td>
</tr>
<tr>
<td>United States</td>
<td>Stinson 2009 [34]</td>
<td>n/a</td>
<td>6-12</td>
<td>38</td>
<td>n/a</td>
<td>n/a</td>
<td>17</td>
<td>12 wks</td>
<td>Taiwan</td>
</tr>
<tr>
<td></td>
<td>Jan 2007 [50]</td>
<td>n/a</td>
<td>5-19</td>
<td>37</td>
<td>n/a</td>
<td>n/a</td>
<td>17</td>
<td>26 wks</td>
<td>United States</td>
</tr>
<tr>
<td></td>
<td>Joseph 2007 [53]</td>
<td>n/a</td>
<td>7-17</td>
<td>65</td>
<td>n/a</td>
<td>n/a</td>
<td>10</td>
<td>52 wks</td>
<td>United States</td>
</tr>
<tr>
<td></td>
<td>Krishna 2003 [54]</td>
<td>n/a</td>
<td>18-45</td>
<td>32</td>
<td>34</td>
<td>n/a</td>
<td>10</td>
<td>52 wks</td>
<td>United States</td>
</tr>
<tr>
<td></td>
<td>Rasmussen 2005 [51]</td>
<td>300</td>
<td>18-45</td>
<td>n/a</td>
<td>32</td>
<td>34</td>
<td>253/300</td>
<td>16</td>
<td>n/a</td>
</tr>
<tr>
<td>United States</td>
<td>Murray 2005 [19]</td>
<td>171</td>
<td>7-17</td>
<td>65</td>
<td>Hispanic 42%, AA 53%</td>
<td>133/171</td>
<td>22</td>
<td>4 to 15.6 months, mean 7.6 months</td>
<td>United States</td>
</tr>
<tr>
<td></td>
<td>Bartholomew 2000 [55]</td>
<td>134</td>
<td>8-16</td>
<td>57</td>
<td>AA 76%</td>
<td>120/134</td>
<td>10</td>
<td>12 wks</td>
<td>United States</td>
</tr>
<tr>
<td></td>
<td>Guendelman 2002 [49]</td>
<td>137</td>
<td>3-12</td>
<td>69</td>
<td>AA 60.5%, Hispanic 5.3%</td>
<td>106/137</td>
<td>23</td>
<td>Used over 3 sessions at community clinic</td>
<td>United States</td>
</tr>
<tr>
<td></td>
<td>Homer 2000 [56]</td>
<td>246</td>
<td>7-17</td>
<td>65</td>
<td>White 86%</td>
<td>228/246</td>
<td>7</td>
<td>Approx. 80 minutes to complete. Used during 3 routine clinic visits.</td>
<td>United States</td>
</tr>
<tr>
<td></td>
<td>Krishna 2003 [54]</td>
<td>76</td>
<td>10.7 (mean)</td>
<td>61</td>
<td>White 48%, AA 41%, Hispanic 7%</td>
<td>71/76</td>
<td>7</td>
<td>Game played during session at medical centre</td>
<td>United States</td>
</tr>
<tr>
<td></td>
<td>Shegog 2001 [57]</td>
<td>133</td>
<td>7-17</td>
<td>65</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>15.6 months</td>
<td>n/a</td>
</tr>
<tr>
<td></td>
<td>HussB 2003 [58]</td>
<td>148</td>
<td>7-12</td>
<td>44</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>12 wks</td>
<td>n/a</td>
</tr>
<tr>
<td></td>
<td>McPherson 2006 [59]</td>
<td>101</td>
<td>7-14</td>
<td>53</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>6 months</td>
<td>n/a</td>
</tr>
<tr>
<td></td>
<td>Rubin 1986 [60]</td>
<td>119</td>
<td>5-12</td>
<td>60</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>12 months</td>
<td>n/a</td>
</tr>
<tr>
<td></td>
<td>Shames 2004 [61]</td>
<td>112</td>
<td>3-6</td>
<td>44</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>One-off session</td>
<td>n/a</td>
</tr>
<tr>
<td></td>
<td>Vilozni 2001 [62]</td>
<td>137</td>
<td>3-12</td>
<td>69</td>
<td>AA 61%</td>
<td>106/137</td>
<td>23</td>
<td>12 wks (used game 3 times)</td>
<td>United States</td>
</tr>
<tr>
<td>United States</td>
<td>Boyd 2010 [20]</td>
<td>119</td>
<td>5-12</td>
<td>58</td>
<td>Hispanic 57%, AA 21%</td>
<td>97/119</td>
<td>18</td>
<td>32 wks</td>
<td>United States</td>
</tr>
<tr>
<td>Systematic review</td>
<td>Author (year of RCT)</td>
<td>Sample size, n</td>
<td>Age, years</td>
<td>% male&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Ethnicity&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Nos. at follow-up</td>
<td>Drop-out rate, %</td>
<td>Duration</td>
<td>Country</td>
</tr>
<tr>
<td>-------------------</td>
<td>---------------------</td>
<td>---------------</td>
<td>------------</td>
<td>-------------------</td>
<td>-----------------</td>
<td>------------------</td>
<td>-----------------</td>
<td>----------</td>
<td>---------</td>
</tr>
<tr>
<td>Johansen 2012 [42,43]</td>
<td>Chan 2007 [63]</td>
<td>120</td>
<td>6-17</td>
<td>63</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>6 wks (follow-up 12 months)</td>
<td>United States</td>
</tr>
<tr>
<td></td>
<td>Guendelman 2002 [49]</td>
<td>134</td>
<td>8-16</td>
<td>40 (i) 37 (c)</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>Follow-up 12 months</td>
<td>United States</td>
</tr>
<tr>
<td></td>
<td>Jan 2007 [50]</td>
<td>164</td>
<td>6-12</td>
<td>40 (i) 22 (c)</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>Follow-up 12 months</td>
<td>Taiwan</td>
</tr>
<tr>
<td></td>
<td>Rasmussen 2005 [51]</td>
<td>300</td>
<td>18-45</td>
<td>31</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>Follow up 6 months</td>
<td>Denmark</td>
</tr>
<tr>
<td></td>
<td>Van der Meer 2009 [52]</td>
<td>200</td>
<td>18-50</td>
<td>31</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>Follow-up 12 months</td>
<td>Netherlands</td>
</tr>
<tr>
<td>Welsh 2011 [21]</td>
<td>Kamps 2004&lt;sup&gt;g&lt;/sup&gt; [64]</td>
<td>20</td>
<td>7-12</td>
<td>57 (i) 68 (c)</td>
<td>AA 20%, European American 53%, Hispanic American 27%</td>
<td>15</td>
<td>25</td>
<td>6 wks</td>
<td>United States</td>
</tr>
<tr>
<td></td>
<td>Sundberg 2005 [65]</td>
<td>97</td>
<td>18-25</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>One hour intervention, follow-up at 1 year</td>
<td>Sweden</td>
</tr>
<tr>
<td></td>
<td>HussA 1992&lt;sup&gt;h&lt;/sup&gt; [66]</td>
<td>52</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>1x 22 min session 12 wks</td>
<td>United States</td>
</tr>
<tr>
<td></td>
<td>Jan 2007 [50]</td>
<td>179</td>
<td>6-12</td>
<td>38</td>
<td>n/a</td>
<td>164/179</td>
<td>8.4</td>
<td>12 wks</td>
<td>Taiwan</td>
</tr>
</tbody>
</table>

<sup>a</sup>(i) intervention group; (c) control group
<sup>b</sup>AA=African American.
<sup>c</sup>Stinson provided “participants” and “drop out %” but it is unclear if participants refers to original sample size, or those available for follow-up. Numbers provided were Jan 2007 (164), Joseph 2007 (314), and Krishna 2003 (228).
<sup>d</sup>% provided for individual groups (3-arm trial), however, it stated being unable to provide % for third group due to reporting discrepancies.
<sup>e</sup>Huss 2003: no results were provided in the review for data extraction therefore it was excluded.
<sup>f</sup>There were two trials led by Huss: for the purposes of this review they are referred to as HussA and HussB.
<sup>g</sup>Throughout the Welsh review, this RCT is referred to as “Kamps 2008”, but the reference states 2004.
<sup>h</sup>This review references 3 papers for this trial [66-68], but for the purposes of this review we will reference the most recent publication [66].
Table 3. Descriptions of interventions included within reviews (the checkmark indicates evidence of the presence of an intervention component).

<table>
<thead>
<tr>
<th>First author of RCT, year</th>
<th>Asthma information, self-care education</th>
<th>Asthma action plan</th>
<th>Self-monitoring, eg, PEF, symptoms with things like diaries</th>
<th>Interactive/ immediate feedback from device</th>
<th>Messages/ alerts to patients from device</th>
<th>Message/ alert to/from health professionals</th>
<th>Games, quizzes, vignettes</th>
<th>Daily use</th>
<th>Mode of delivery</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rubin 1986 [60]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Computer game</td>
</tr>
<tr>
<td>HussA 1992 [66]</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Computer program</td>
</tr>
<tr>
<td>Bartholomew 2000 [55]</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>CD-ROM</td>
</tr>
<tr>
<td>Homer 2000 [56]</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Computer game</td>
</tr>
<tr>
<td>Shegog 2001 [57]</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>CD-ROM</td>
</tr>
<tr>
<td>Vlozni 2001 [62]</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Computer game</td>
</tr>
<tr>
<td>Guendelman 2002 [49]</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Internet enabled device</td>
</tr>
<tr>
<td>HussB 2003 [58]</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Computer game</td>
</tr>
<tr>
<td>Krishna 2003 [54]</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Internet enabled CD ROM</td>
</tr>
<tr>
<td>Kamps 2004 [64]</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Computer program</td>
</tr>
<tr>
<td>Shames 2004 [61]</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Computer game</td>
</tr>
<tr>
<td>Sundberg 2005 [65]</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Computer program</td>
</tr>
<tr>
<td>Rasmussen 2005 [51]</td>
<td>√</td>
<td>√</td>
<td></td>
<td>√</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
<td>Web-based</td>
</tr>
<tr>
<td>McPherson 2006 [59]</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Computer game</td>
</tr>
<tr>
<td>Chan 2007 [63]</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Web-based</td>
</tr>
<tr>
<td>Jan 2007 [50]</td>
<td>√</td>
<td>√</td>
<td></td>
<td>√</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
<td>Web-based</td>
</tr>
<tr>
<td>Van der Meer 2009 [52]</td>
<td>√</td>
<td>√</td>
<td></td>
<td>√</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
<td>Web-based</td>
</tr>
</tbody>
</table>

Quality of Evidence in Included Reviews

Seven of the reviews provided risk of bias data based on the guidance provided by the Cochrane collaboration [69], whereby different elements such as adequate sequence generation, allocation concealment, and blinding are assessed as being of low risk of bias, high risk of bias, or unclear risk of bias. This does not provide an overall score. Two reviews provided quality scores, one based on the Oxford Quality scoring system [47] and the other using the Consort Statement [34]. The final review [10] provided an overall quality grade based on guidance from within the Cochrane handbook, but did not provide any rationale for their grading. Grading of RCTs in this way is subjective, and there was conflict between reviews about the risk of bias present in a given RCT. For example, the presence of adequate sequence generation by Guendelman was assessed by 4 different reviews [19,22,42-44]. Two described this as “unclear risk of bias”, but the other two reported it as “adequate”, and “low risk of bias”. This, combined with the various different methods used and in some cases limited information provided, meant that we are unable to make any detailed statements about the quality of the included trials.

Descriptions of Included Randomized Controlled Trials

The 19 unique RCTs within the reviews are described in Table 2. Reporting of descriptive data about RCT participants was
mixed; only 4/10 reviews [19-21,44] provided information for all 7 descriptive headings (sample size, age of participants, gender, ethnicity, dropout rate, duration, country of study), with no data about socioeconomic status. The sample sizes for the 18 RCTs providing quantitative results ranged from 20 to 378. There were discrepancies in the sample sizes reported for some RCTs between reviews; for example, the RCT by Jan had 3 different sample sizes reported from 4 reviews (164, 179, and 196). Where there were discrepancies, taking the largest number provided the total number of participants of 2315. From the 19 RCTs featured, 4 were aimed at adults, 14 at children or adolescents, and the age range for one was not described (HussA). All 4 of the RCTs aimed at adults had upper age limits (of 25, 45, 50, and 65 years).

From the 8 RCTs with information about gender, 9 had a majority of female participants and 9 had a majority of males; combining the RCTs with sample size and gender numbers, the percentage of male participants was 54% (793/1478). Dropout rates were available for 11 of the 19 RCTs and ranged from 4.5% to 23%, but again, the reporting of these numbers for 3 of these RCTs was conflicting (Krishna, Jan, Guendelman). Reasons for dropout were rarely provided. Duration of studies ranged from a one-off use of the intervention, to access for 12 months. Eleven RCTs were from the United States, and one each from Taiwan, Portugal, Sweden, Denmark, and the Netherlands. The country was not described for the remaining 3 RCTs.

**Descriptions of Contents of Included Interventions**

A summary of the key components or ingredients reported as being present in the interventions is summarized in Table 3. Provision of information and self-management education was the most common feature present in 16/19 RCTs. This was followed by the presence of immediate feedback/interactivity from the device (13/19).

Ten of the interventions used games/quizzes/vignettes, and all of these were from RCTs from 2006 or earlier. Eight of the interventions involved some form of direct communication either to or from health professionals. Six of the interventions were available for daily use. The presence of an action plan was noted in 4 interventions, all 2005 or later. This was the same for interventions featuring automated reminders/alerts from devices. Description of the interventions was variable between reviews, and it is possible that many of these interventions feature components not described in Table 3.

The key ingredients or components of interventions were often poorly described rendering it impossible to draw conclusions about the effects of different components of interventions on outcomes.

**Results Relating to Outcomes of Interest**

There were quantitative results available for the following outcomes of interest: activity limitation, knowledge, markers of self-care, quality of life, medication use, symptoms, missing school, lung function, and health service utilization (eg, emergency department visits, hospitalizations, primary care visits).

There were descriptive results relating to adverse events, behavior change theory use, and patient satisfaction. No data were provided about cost-effectiveness or biomarkers of airway inflammation.

**Results From Quantitative Reviews**

Quantitative results were provided in a range of ways across the reviews. For example, McLean et al [22] provided original numbers of events and sample size, with results given as odds ratios with confidence intervals, whereas Stinson et al [34] reported the outcome as either statistically significantly in favor of the intervention group (+), the control group (-), or no difference (0). Murray et al [19] presented results as either standardized mean differences (SMD) and effect size (in the form of Lipsey Categories of small, medium, or large) or odds ratios. However, the significance for individual RCT results was not provided, limiting the conclusions we can draw from this individual review (therefore not included in the text below). Quantitative results are presented in Table 4 and Multimedia Appendix 3 and summarized below. Multimedia Appendix 3 details all the data extracted from the reviews, along with a summary stating whether the results favored the intervention group (Y), showed no difference (0), or statistical significance of results was not provided (n/a). No results favored the control groups. Table 4 summarizes only the results that provide a measure of statistical significance [10,20-22,34,37,42-44,47].
Table 4. Table showing statistically significant results (each bullet represents an individual RCT that demonstrates a statistically significant result for a given outcome).

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Systematic review</th>
<th>RCTs with results showing no difference (sample size)(^{a,b})</th>
<th>RCTs with results favoring intervention (sample size)(^{a,b})</th>
<th>Number of RCTs described with a statistically significant result that:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Favors control</td>
</tr>
<tr>
<td>Activity limitation</td>
<td>Johansen [42,43]; Kirk [44]; Stinson [34]</td>
<td>Joseph (314); Guendelman (134)(^c)</td>
<td>Jan (196)(^2); Krishna (228)</td>
<td>**</td>
</tr>
<tr>
<td>Knowledge</td>
<td>Johansen [42,43]; Kirk [44]; Stinson [34]</td>
<td>Jan (196)(^2); Joseph (314); Rasmussen (300); Rubin (65); Vilonzi (112); HussA (52)</td>
<td>•</td>
<td>******</td>
</tr>
<tr>
<td>Markers of self-care</td>
<td>Hiefjee [47]; Johansen [42,43]; Kirk [44]; McDermott [37]; Ring [10]; Stinson [34]</td>
<td>Guendelman (134)</td>
<td>•</td>
<td>******</td>
</tr>
<tr>
<td>Quality of life</td>
<td>Hiefjee [47]; Johansen [42,43],[44]; McLean [22]; Stinson [34]; Welsh [21]</td>
<td>Joseph (314); Krishna (228); Kamps (20)</td>
<td>Jan (196)(^2); Van der Meer (200)(^2); Shames (119); Rasmussen (300)</td>
<td>• • •</td>
</tr>
<tr>
<td>Medication use</td>
<td>Hiefjee [47]; McLean [37]</td>
<td>Shames (119)</td>
<td>McPherson (101); HussA (52)</td>
<td>•</td>
</tr>
<tr>
<td>Symptoms</td>
<td>Hiefjee [47]; Johansen [42,43]; Kirk [44]; McDermott [37]; McLean [22]; Stinson [34]; Welsh [21]</td>
<td>Guendelman (134); HussA (52); Shames (119); Kamps (20); Sundberg (97); HussB (148)</td>
<td>Jan (196)(^2); Joseph (314); Krishna (228); Rasmussen (300)(^2); Van der Meer (200)(^2); Barholomew (171)</td>
<td>• • • • •</td>
</tr>
<tr>
<td>Missing school</td>
<td>Hiefjee [47]; McLean [22]; Stinson [34]</td>
<td>Guendelman (134); Rubin (65)</td>
<td>Joseph (314); McPherson (101)</td>
<td>•</td>
</tr>
<tr>
<td>Lung function</td>
<td>Boyd [20]; Johansen [42,43]; Kirk [44]; McDermott [37]; McLean [22]; Welsh [21]</td>
<td>Jan (196)(^2); Shames (119); Kamps (20); Huss (20)</td>
<td>Rasmussen (300)(^2); Guendelman (134)(^2); Sundberg (97)</td>
<td>• • •</td>
</tr>
<tr>
<td>Emergency department visits</td>
<td>Hiefjee [47]; Johansen [42,43]; Kirk [44]; McLean [22]; Stinson [34]</td>
<td>Rasmussen (300); Barholomew (171); Jan (196); Guendelman (134)(^2)</td>
<td>Joseph (314); Krishna (228)</td>
<td>• •</td>
</tr>
<tr>
<td>Hospitalization</td>
<td>Hiefjee [47]; Johansen [42,43]; Kirk [44]; McLean [22]; Stinson [34]</td>
<td>Guendelman (134)(^2); Joseph (314); Rasmussen (300); Rubin (65); McPherson (101)</td>
<td>• • • • • •</td>
<td></td>
</tr>
</tbody>
</table>
### Activity Limitation

Stinson [34], Johansen et al [42,43], and Kirk [44] reported findings from two RCTs (Joseph and Guendelman). Both reported that the use of a digital intervention reduced the number of days of restricted activity significantly.

### Knowledge

Three reviews [34,42-44] provided results from 2 RCTs (Jan, Krishna) about the impact of online interventions on knowledge, both of which provided results in favor of the use of digital interventions.

### Markers for Self-Management

Six of the reviews [10,34,37,42-44] presented data for markers of self-management from 7 separate RCTs (Jan, Joseph, Rubin, Vilozni, Guendelman, HussA & Rasmussen) covering, for example, proportion using action plans, spirometry/inhaler technique, diary adherence, and impact on completion of self-management sessions. All except one (Guendelman) showed a positive effect.

### Quality of Life

Six reviews [21,22,34,42-44] presented data for quality of life. Four of the RCTs favored the intervention group (Jan, Van der Meer, Shames, Rasmussen), and 3 showed no difference (Joseph, Krishna, Kamps).

### Medication Use

Two reviews [37,47] provided results from 3 RCTs for this outcome. Two favored the interventions group (McPherson & Huss), while the other showed no difference (Shames).

### Symptoms and Asthma Control

Seven systematic reviews [21,22,34,37,42-44] provided results for this outcome from 12 RCTs. Six reported no difference (Guendelman, HussA, HussB, Shames, Kamps, Sundberg); the remaining 6 studies favored the use of the digital interventions (Jan, Joseph, Krishna, Rasmussen, van der Meer, Bartholomew).

### Missing School

Three reviews reported for this outcome [22,34,47] from 4 RCTs: two favoring the intervention group (Joseph & McPherson), and two showing no difference (Guendelman & Rubin).

### Lung Function

Six reviews [20-22,37,42-44] presented data for this outcome from 7 RCTs, with three favoring the use of digital interventions (Rasmussen, Guendelman, Sundberg), and 4 showing no difference (Jan, Shames, Kamps, HussA).

### Emergency Department Visits

Five reviews [22,34,42-44] provided results from 6 RCTs on emergency department (ED) visits. Four trials showed no difference (Rasmussen, Bartholomew, Jan, Guendelman), and 2 studies favored the intervention (Joseph, Krishna).

### Hospitalization

Five reviews [22,34,42-44] provided information from 5 RCTs, all of which showed no significant differences between the intervention group and controls (Guendelman, Joseph, Rubin, McPherson, Rasmussen).

### Primary Care Visits

Two reviews provided data for this outcome [44,47] from 4 RCTs (Shames, Rubin, McPherson & Jan). All 4 RCTs demonstrated no difference in the number of visits.

### Outcomes With Descriptive Results Only

#### Adverse Events

Only two reviews [22,37] provided results for this outcome. McLean et al [22] results were specific to one study (Rasmussen) and found that the increased corticosteroid dose/use that went along with being in the intervention or specialist group, compared to the GP group, meant a higher proportion (no details provided) of those patients experienced dysphonia or oral candidiasis. McDermott made comments more generally stating that there appeared to be no adverse outcomes from moving towards computer-based patient self-management programs.

#### Use of Behavior Change Theory During Development

Two systematic reviews explicitly sought to establish the presence or absence of underlying theory in the development of their included interventions [42-44]. Johansen et al [42,43] included as part of their quality appraisal whether or not there was “theoretical evidence that the intervention might have the desired effect”. Of the 5 digital asthma interventions included in their review, all 5 met this criterion (Chan, Guendelman, Jan, Rasmussen, Van der Meer). Kirk et al [44] described the presence or absence of an “underlying theoretical basis” in their included RCTs. They reported that both the digital asthma RCTs

---

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Systematic review</th>
<th>RCTs with results showing no difference (sample size)</th>
<th>RCTs with results favoring intervention (sample size)</th>
<th>Number of RCTs described with a statistically significant result that:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary care visits</td>
<td>Hieftje [47]; Kirk [44]</td>
<td>Shames (119); Rubin (65); McPherson (101); Jan (196)</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

---

**a**References for individual RCTs as per Table 3.

**b**Where there is discrepancy in sample size reporting, the largest sample size is used.

**c**RCT present in more than one systematic review for a given outcome.
in their review (Jan and Guendelman) demonstrated no theoretical basis, which contradicts the findings of Johansen et al [42,43].

Three other reviews described the contents of their included interventions using terminology relevant to behavior change theory. For example, within Murray et al [19], the Shegog trial was described as providing “intensive, tailored information on self-management for children with asthma. Text, graphics, animation, sound and video clips are utilised, and behavior support delivered via verbal reinforcement, guided practice, feedback goal setting and incentives”. However, it does not explicitly describe any role of behavior change theory during development of the intervention.

Stinson et al [34] reported that all three of their included interventions (Jan, Joseph, Krishna) featured training around symptom management, trigger avoidance, and medication use, but that Krishna was the only one described as including behavioral therapy (featuring modeling, reinforcement, and self-mastery), but again no explicit descriptions of theory used during development.

McDermott et al [37] did not describe the presence or absence of behavior change theories during the development of interventions included in their review but did attempt to characterize the “active ingredients” of each included intervention by coding their descriptions using a behavior change technique (BCT) taxonomy. One intervention (HussA) was found to include only one BCT (provide instruction) while the other (Sundberg) was found to have 3 BCTs (provide general information on the condition, advise on medication, and provide instruction).

**Patient Satisfaction, Barriers, and Facilitators to Digital Asthma Interventions**

Three reviews [22,37,42,43] addressed these issues. One study (Cruz-Correia) featured within the McLean et al [22] review found that patients preferred a Web-based system of monitoring asthma compared to a paper-based system. Johansen et al [42,43] reported in general that “an interactive-feedback learning mechanism can provide the stimulus for the patient to build the necessary confidence to handle symptoms and self-management, and in this way support patient centeredness”, and they reported specifically that the Guendelman study suggested the electronic devices might be considered as a “motivating and exciting tool for children with asthma”. Johansen et al [42,43] also reported the findings from the trial by Jan that children found their tool to be “fun” and concluded more research was required in this area. McDermott et al [37] reported findings in general suggesting that computer-based programs may “even be preferred by many patients as they allow participants to proceed at their own pace”. McDermott et al [37] also commented that the combination of standard and computer-based approaches might seem to be the ideal scenario, but state there was no evidence found in their review that is the case.

Only one review mentioned implementability of interventions. Kirk et al [44] felt that the integration of the intervention featured in the trial led by Jan was feasible in current practice but did not elaborate.

**Cost Effectiveness Analysis**

Three Cochrane reviews [19,20,22] and one narrative synthesis planned to include this outcome measure. McLean et al [22] looked at “costs from the health care perspective”, but there were no results specific to interventions matching our inclusion criteria. Murray et al [19] looked at “economic outcomes”, including health care use under this heading. Other than providing summaries of health care use for 3 trials (Bartholomew, Guendelman, Krishna), there was no additional specific cost data provided. Boyd et al [20] planned to collect data on cost, but no studies provided such information. McDermott et al [37] found only one of their included studies provided data on cost, and it was for an intervention aimed at those with diabetes.

**Discussion**

**Principal Findings**

Initial full paper screening resulted in 29 systematic reviews. However, following quality appraisal, only 10 met the predetermined AMSTAR cut-off values. This metareview summarizes the findings from these 10 systematic reviews featuring a total of 18 unique RCTs of digital asthma self-management interventions. Only 11 of the 19 RCTs were present in more than one review suggesting that at present there is no single good quality systematic review looking specifically at digital self-management interventions for asthma.

Within the systematic reviews we found that information about methods, intervention components, and results were often brief and did not allow for meaningful comparisons between interventions. The described studies themselves were extremely heterogeneous making comparison between interventions difficult. “Control” groups ranged from no active intervention or contact with health professionals to multiple face-to-face teaching sessions and intermittent use of the intervention itself, which may have masked potential positive outcomes of digital interventions. More recent reviews tended to have more information, particularly with online appendices.

In no studies did the control groups have better outcomes, although only two reviews addressed the issue of adverse events, and specific information was available from only one study, which is a concern. That study suggested digital interventions groups may be at higher risk of adverse events related to the fact that successful interventions usually increase inhaled corticosteroid use (a positive outcome) and therefore results in more cases of dysphonia or oral candidiasis. Surprisingly, the issue of patient satisfaction was also neglected, being specifically addressed in only one trial, which suggested participants preferred a Web-based system to a paper-based one, and discussed in general terms in one further review.

Descriptions of intervention development and particularly the use of theory (which has been shown to increase effectiveness) were either brief or not discussed at all, although our review suggests that more recent reviews are increasingly recognizing this, an issue highlighted by the recent publication of a CONSORT EHEALTH statement [70]. This matters because trying to establish the key components of effective
self-management interventions is a challenge faced by researchers in this area [71]. For example, a recent Cochrane review of computer-based interventions in adults with type 2 diabetes concluded that there was a small beneficial effect on blood glucose control, particularly in the mobile phone subgroup [72]. However, the authors also commented that the key “ingredient” of effective interventions was unclear; it could either have been that the mobile phone itself was important or that the interventions delivered using mobile phones had included BCTs that were likely to lead to success, and these could be the “ingredient” that made these interventions more effective. What is consistent across several systematic reviews on digital support for self-management of chronic illness is that interventions with multiple behavior change techniques appear, on the whole, to be more effective than those using fewer and that the use of theory to inform the choice and combination of BCTs appears to be associated with increasing effectiveness [72-74].

Only four RCTs featured adults, and there were no participants over the age of 65 years, with only one small trial with just 21 participants including individuals over the age of 50 years. No information was provided about the socioeconomic status or education level of participants. None of the trials were undertaken in low-income countries. Attrition rates of up to 23% were recorded. This is in keeping with other systematic reviews of digital interventions in other areas. For example, a recent Cochrane review examining computer-based weight loss interventions found attrition rates ranging from 2-25% (median 16%) [75], and attrition may be worse in interventions targeting older age groups, with one review including digital and nondigital interventions noting rates between 0 and 52% (median 15%) [73]. Reassuringly, attrition rates are no worse than those found with nondigital self-management asthma interventions as described in Gibson’s Cochrane review examining asthma self-management education and regular health professional review, where attrition rates ranged from 0-54% (median 15%) [8].

Our metareview suggests that digital interventions may be effective at improving knowledge, reducing activity limitation, improving markers of self-management, improving quality of life, and optimizing medication use in those less than 65 years of age. However, certain indicators, such as knowledge and activity limitation, were assessed in only two trials, and medication use improvements noted in two out of three trials that examined this. There was no evidence of improvements in symptoms, lung function, school absences, or health service utilization.

Importantly, we found no qualitative synthesis of asthma digital interventions that would have given insight into the patient experience of using digital self-management interventions, implementation processes, or barriers and facilitators to their use, which is an important gap in the evidence base.

Strengths and Limitations

Our metareview has a number of strengths and limitations. The search was undertaken by a team with good experience of systematic reviews, using multiple databases, and using a strategy designed iteratively with researchers to be as inclusive as possible, without being unwieldy. Despite this, we may have missed reviews of chronic illness interventions including asthma but not specifically indexed as such. We included non-English studies, which is a strength. Due to the heterogeneity of the data, a formal metasynthesis was not possible.

A further limitation here is the reliability and comprehensibility of the included information. When undertaking a review of reviews, the data are an extra step away from the original research increasing the possibility of reporting errors. We noted several discrepancies between reviews describing the same RCTs, in sample sizes and gender descriptions. Some trials presented data as sample size, while others used terms such as number of participants, and dropout calculations did not appear to correlate on several occasions. This could be due to reporting error, or differences in the interpretation of the terms sample size, follow-up, and participants. In addition, there was a lack of detail describing the populations included, and limited definitions of outcome measures provided by featured systematic reviews. This translates into a lack of specific detail about the population our results are relevant to, and limitations in comparing results that have potentially used different ways of defining outcomes. Finally, establishing a minimum standard of quality of included reviews ensures that there is a degree of reliability to the conclusions [76]; however, this undoubtedly narrowed the available data from which we could draw conclusions. Had we not used AMSTAR criteria, we could have had data from up to a further 12 RCTs and two qualitative studies. However many of these RCTs were included only in low AMSTAR scoring papers (ie, those that had not undertaken any quality appraisal of their included studies), and there were often no descriptions of control groups, or more than a few words describing the interventions, and therefore inclusion of any such data would have rendered our conclusions meaningless. The RCTs themselves often appeared poor quality (eg, poor randomization strategies), with small numbers (eg, sample sizes as low as 10), and had been excluded from the more robust reviews for these reasons. The lack of economic data is a weakness, although the results on health care resource use (hospitalizations and ED visits) suggests that evidence of cost-effectiveness may be lacking. However, without data including routine health care resource utilization and formal economic analysis, no firm conclusions can be drawn.

Conclusions

This metareview provides a snapshot of current knowledge about effectiveness of digital self-management support for those with asthma. Digital self-management interventions show promise, with evidence of beneficial effects on some outcomes. However, we know nothing about the socioeconomic status of participants, and few over the age of 50 years and no one over 65 years of age were included. Thus, the true “reach” of these studies is uncertain, and their likely uptake and use by the wider population of those with asthma remains uncertain. Few interventions were underpinned by robust theoretical frameworks. Digital interventions are poorly described, and there is insufficient information about barriers and facilitators to their uptake and utilization. Importantly, patient perspectives have been largely ignored in currently available reviews. There was little data about cost effectiveness within reviews, but this
appears to relate to the lack of existence of such data from primary trials. Digital interventions for asthma appear promising but further robust investigation is needed, first, in the form of a detailed systematic review of currently available digital interventions aimed at those with asthma, detailing the presence or absence of BCTs. Second, examination of the primary qualitative literature to describe what is already known about the patient’s perspective would be invaluable to inform future interventions.
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Abstract

Background: A wide range of self-directed weight-loss interventions are available, providing users with a variety of tools delivered through various formats to regulate weight-related behavior patterns. However, it is unclear how effective self-directed interventions are and how they promote weight loss and weight maintenance.

Objective: A systematic review of reviews was conducted to examine the effectiveness of such interventions and to identify intervention content associated with effectiveness.

Methods: MEDLINE, Embase, PsycINFO, CINAHL, and the Cochrane Library for systematic reviews were searched from 2000-2012 for reviews of the effectiveness of self-directed interventions on weight loss and weight maintenance in adults. Two reviewers used predefined inclusion criteria to select relevant reviews and assess their quality using the Overview Quality Assessment Questionnaire (OQAQ). We extracted data on effectiveness and on relationships between intervention characteristics and effectiveness.

Results: Twenty reviews were included and quality assessed. Findings relevant to self-directed interventions, including interactive websites, smartphone applications, and text messaging (short message service, SMS) were summarized. Findings were mixed but promising. For example, one review of Internet-based interventions found that, when used in conjunction with standard weight loss programs, these interventions resulted in a significant average increase in weight loss of 1.5 kg over evaluation periods. Unfortunately, only 7 of 20 reviews were of high methodological quality according to OQAQ scores, and only 4 employed meta-analyses. Few reviews linked intervention content to effectiveness.

Conclusions: Current evidence suggests that self-directed interventions can independently promote weight loss and can augment interventions involving personal contact. Particular change techniques and delivery modes including individualized feedback, email counseling, and online social support appear to enhance effectiveness. Further reviews of the content of self-directed weight-loss intervention studies are needed to clarify which change techniques delivered through which delivery formats optimize intervention effectiveness.

(J Med Internet Res 2014;16(2):e58) doi:10.2196/jmir.2857
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Introduction

Weight reduction is a global health priority because being overweight or obese is associated with multiple health problems, including the leading causes of preventable death such as cardiovascular disease, type 2 diabetes, and particular cancers [1,2]. Yet the prevalence of obesity and health services resources devoted to treating its consequences are increasing internationally. In the United States, for example, 68% of adults are overweight or obese accounting for more than 20% of health care costs [3].

Pharmaceutical and bariatric surgery treatments are effective for some overweight and obese people but are expensive and often accompanied by adverse side effects. Consequently, they tend to be weight loss treatments of last resort [4]. Reversing population obesity trends depends on prompting widespread changes in diet and physical activity patterns [5,6]. Promotion of initiation and maintenance of weight changes will be optimized by an understanding of the processes regulating eating and physical activity patterns [7,8].

Effective face-to-face interventions have been developed to promote weight loss through changes in diet and physical activity [9], but these require substantial, specialist delivery personnel and resources [10]. Consequently, more intensive (higher contact frequency) and expensive interventions are most effective. Further research is warranted on intervention formats that could reduce costs without decreasing effectiveness [11]. Effective, high-intensity, low-cost interventions may be developed if participants self-deliver intervention content using printed media (eg, self-help manuals) or interactive software (on mobile phones, the Internet, or other online mobile devices). We use the term “self-directed interventions” to mean those that require minimal professional contact (for example, provision of initial instructions) or no professional contact and can be easily used with existing infrastructure and in the context of users’ everyday lives. Many such interventions have been developed [12], and although attrition rates are often high [13], such interventions have been found to be effective for a broad range of health behavior changes including improving diabetes self-management and smoking cessation [14,15].

Self-directed interventions are likely to be most effective when they empower participants to control and regulate their own thoughts, feelings, and behaviors, thereby changing psychological and environmental prompts to weight-gain behaviors [8]. These interventions are not only self-directed but also “self-regulatory” in that people are taught to change the regulatory processes that maintain current behavior patterns and establish new ones. For example, it has been suggested that prompting self-regulation through self-monitoring of behavior, providing timely feedback on behavior changes, prompting goal setting, and specific action planning are all associated with effectiveness in dietary and physical activity interventions [16,11]. Nonetheless, it remains unclear which self-directed weight loss intervention formats are effective and why. For example, which combinations of behavior change techniques [17,18] targeting which behavior regulation processes delivered through which particular delivery formats [19] optimize weight loss and weight maintenance over time?

Considerable research has been devoted to developing and evaluating self-directed, weight loss interventions, and a number of recent reviews are available. Some reviews have focused solely on studies evaluating interventions using weight loss outcomes [20], while others have included studies evaluating interventions in terms of weight loss alongside studies using other outcome measures such as self-report behavioral measures.

In a systematic review of reviews, Kohl and Crutzen examined the efficacy, use, and reach of Internet-based interventions for lifestyle changes in physical activity, dietary behaviors, smoking, alcohol consumption, and condom use [21]. One meta-analysis included in this review found that Internet-based interventions of longer duration, based on social cognitive theories, and including educational components with regular updates of intervention content increased physical activity levels [22]. These reviewers also reported that interactive elements, such as chat rooms and online peer support, were associated with greater efficacy. However, identification of such components across interventions was rare.

We are not aware of any previous review of reviews of self-directed interventions evaluated in terms of weight loss outcomes. We therefore conducted a systematic review of reviews to summarize efficacy evidence and design features of self-directed interventions designed to reduce weight and sustain weight maintenance. Within identified reviews, we focused on the conclusions that reviewers drew about interventions evaluated in terms of weight loss. This meant that, for some reviews, all the included primary studies were relevant to our research questions, while for others, a minority of the primary studies were relevant.

Our review aimed to summarize evidence in relation to three key questions:

1. How effective are self-directed weight loss interventions?
2. Is effectiveness enhanced by use of particular change techniques?
3. Is effectiveness enhanced by using particular delivery formats?

Methods

Review Inclusion Criteria

To meet these aims, we included reviews based on systematic literature searches published in English between 2000 and 2012 that included at least one primary intervention evaluation:

1. Of an individual-level, self-directed weight loss intervention targeting healthy adults (18 years or over) who were normal weight, sedentary, overweight, or obese. Normal weight intervention participants were included because such studies are important to understanding what works best in prevention of weight gain and maintenance of normal weight in nonclinical populations.
2. Targeting physical activity, diet, or both and were evaluated using at least one weight-related outcome (eg, weight, body mass index [BMI], waist circumference, waist to hip ratio).
3. Employed randomized controlled trials (RCTs), observational, quasi-experimental, and/or cohort studies. Comparison groups could include usual care, other interventions, or no intervention.

Search Strategy
Reviews that met these inclusion criteria were searched for on the bibliographic electronic databases MEDLINE (Ovid), Embase (Ovid), PsycINFO (Ovid), CINAHL, and the Cochrane Library. Full searches applied in each database are available from the authors.

Study Selection
The first author examined the titles and abstracts of articles identified by our search against the predefined inclusion criteria. A second researcher repeated this process, and discrepancies were resolved through discussion. Full text articles were obtained and assessed to ensure correspondence to inclusion criteria by the first 3 authors. Disagreements were resolved through discussion, and reasons for exclusion were outlined for each review. See Multimedia Appendix 1 for a list of included and excluded reviews (n=32). References in eligible reviews were checked to identify further relevant reviews.

Quality Assessment
The quality of each full-text article that met the inclusion criteria was rated by the first and second authors using the Overview Quality Assessment Questionnaire (OQAQ) [23]. Each review was scored against a checklist of nine standard items, including transparency, selection bias, study quality, and replicability. The few scoring disagreements arising were resolved through discussion. Following Greaves et al’s review of reviews on components associated with effectiveness in dietary and physical activity intervention evaluations [11], we labeled reviews as high quality if they scored 14-18 on the OQAQ. Those falling slightly below this threshold (11-13) were labeled medium quality 11-13, and reviews scoring below 11 were regarded as low quality.

Data Extraction
From each included review, we extracted information concerning setting and methods (eg, country, context, study design, inclusion and exclusion criteria), participants (eg, total number of participants, missing participants, mean age, gender), outcome measures (method of assessing outcomes, duration), main findings (especially effectiveness summaries and analyses relating intervention content to effectiveness), intervention (eg, type of intervention, change targets in terms of cognitive, emotional, or physiological changes targeted and or assessed in process evaluations, mode of delivery, intervention content). Data extraction forms are available from the authors.

Analyses
Each review was searched for descriptions of content of relevant self-directed weight loss interventions and for both statistical and narrative assessment of the relationship between intervention content and effectiveness. This information was extracted and is summarized for each review in Multimedia Appendix 2.

Results

Search Results
In accordance with PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines, Figure 1 shows that our search strategy identified 524 articles after removal of duplicates. Title and abstract examination and reference-checking generated 32 potentially eligible articles of which 20 met our inclusion criteria. The number of participants included in studies within each review ranged from 298 to 12,417. Three of the selected reviews did not report total sample size.
**Review Characteristics**

Included reviews were published between 2006 and 2012 and focused on weight loss in overweight or obese adults aged 20-79 years old. A summary description of each of the 20 reviews included is provided in Multimedia Appendix 2. The appendix describes review type, search period, inclusion criteria, OQAQ score, review aims, the number of primary intervention studies reviewed, the number of primary intervention studies meeting our inclusion criteria, the content of interventions meeting our inclusion criteria, and the overall results and conclusions.

Three of the selected reviews did not report total sample size across reviewed studies. Of the remaining, Enwald and Huotari [24] included the most participants (n=12,417) and Keller et al [25] the fewest (n=298). Most reviews focused on participants living in the community, although one review included home-based interventions for postpartum women [25].

All reviews, apart from one, summarized evaluation studies of weight loss or weight maintenance interventions. Three reviews excluded weight maintenance interventions [26-28]. Reviews included a variety of primary intervention evaluations, some relevant to our review and others not. For example, Kroeze et al reviewed the effectiveness of computer-tailored educational interventions evaluated in relation to a series of health-related outcomes, including smoking cessation, diabetes, and asthma management [29]. Consequently, only 2 of 31 primary evaluation studies included in this review were relevant to our research questions and so met our inclusion criteria. By contrast, all studies included in Weinstein met our inclusion criteria [30]. Thus for some reviews, we focus on conclusions based on a minority of the primary evaluations included in the review.

Only 4 reviews reported meta-analyses of weight-related outcomes [20,26,31,32]. The remaining 16 reviews reported narrative syntheses of primary studies (see Multimedia Appendix 2 for overview of reviews) [12,24,25,27,28-30,33-41].

**Review Quality**

The overall methodological quality of included reviews was relatively poor. The average OQAQ score was 12.8. Individual review scores are shown in Multimedia Appendix 2. Only 5 reviews applied study quality assessment criteria to inform their analyses/interpretations [20,26,31,37,40], and most reviews did not assess the methodological quality of primary studies or consider potential reporting biases. Of the 20 included reviews, Loveman et al [37], Tuah et al [40], and Wieland et al [20] had
the highest quality scores (of 18), and 4 others were high quality, scoring 17 [26,31], 15 [32], and 14 [33].

Apart from Neve et al [32], who did not use quality assessment criteria, all high-quality reviews examined the methodological quality of primary studies. Four reviews used the Cochrane Collaboration Risk of Bias Tool [20,26,31,40]. Harris et al also used the Effective Public Health Practice Project quality assessment index [31], and 2 reviews developed their own methodological quality assessments [33,37]. While all 7 high-quality reviews included primary evaluations of interventions for overweight or obese adults, Cole-Lewis and Kershaw [33] and Harris et al [31] also included interventions with adolescents, so their conclusions do not refer exclusively to adult populations.

Weight Loss Effectiveness and Mode of Delivery

Across 20 reviews, we identified 99 primary evaluation studies that met our inclusion criteria. The interventions described in these studies employed a range of delivery formats including online programs, mobile phone applications, text messaging, email, electronic and print newsletters, telephone-based communication, print manuals, and booklets.

To explore findings, we grouped reviews according to the main delivery formats used by the interventions they considered. Nine reviews focused on Internet interventions. Three reviews evaluated interventions based on electronic devices such as mobile phones (referred to as “eHealth” interventions). Seven reviewed various multicomponent interventions, some of which were described as “home-based”, and one reviewed text-messaging interventions.

Internet-Based Interventions

In a narrative review judged to be of medium quality, Weinstein included 8 evaluative studies (5 assessing weight loss and 3 assessing weight maintenance) [30]. All 8 met our inclusion criteria. The review included data from 418 overweight or obese participants aged 30-62 years with intervention durations of 6-12 months. Four of the five weight loss studies supported Weinstein’s conclusion that Internet-based interventions could provide an alternative to traditional interventions achieving weight loss of 1.7 kg (SD 2.7) to 2.2 kg (SD 2.6). The exception compared two self-delivered approaches. This study found that participants using a manual-based program lost substantially more weight than those using a tailored online dietary intervention. Findings were equivocal for the 3 weight maintenance interventions, and Weinstein called for further research.

Weinstein concluded that the content of Internet-based interventions is crucial to effectiveness and highlighted the potential importance of use of food records, sending weekly emails, and using telephone reminders. Weinstein called for further randomized trials on the use of Internet-based interventions for weight loss and weight maintenance [30].

Harvey-Berino et al randomized 250 participants to an Internet support group, minimal in-person support, or frequent in-person support group following a 6-month weight loss intervention involving interactive television. After 12 months, no differences were found. Interestingly, the Internet-based group experienced greater peer contact and were more likely to complete self-monitoring diaries but nonetheless had the highest attrition rate, suggesting that, for some participants, the intervention had diminishing appeal over time [42].

In a medium quality review, Kroeze et al report effectiveness of computer-tailored education on physical activity and dietary behaviors [29]. Only 2 of the 31 studies met our inclusion criteria because, although many assessed weight-related outcomes, most did not report weight lost. Results were inconclusive in relation to weight loss effectiveness.

In a narrative review judged to be of low quality, Saperstein et al included 6 studies of online social support interventions that included feedback from a therapist, e-bulletin boards for peer support, and email communication with a counselor [28]. All 6 studies met our inclusion criteria. These interventions were effective with interventions achieving a weight loss range of 2.6-8.3 kg, but only when specific change strategies were used. Information provision alone without feedback had no effect on weight outcomes. Saperstein et al concluded that “personalization through ongoing tailored information and feedback, either via email from a human counsellor or a computer-based program, was a critical component” (p. 4).

In another narrative review judged to be of medium quality, Turk et al included 40 studies that focused primarily on weight maintenance [41]. Only 8 of these studies met our inclusion criteria. Findings from 2 of these suggest that behavioral interventions with online chat sessions delivered via the Internet were as effective as an in-person behavioral therapy intervention [42,43]. Contrary to these findings, however, Harvey-Berino et al reported that an Internet chat group maintained significantly less weight than a minimal in-person and frequent in-person group (-5.7 kg [SD 5.9] vs -10.4 kg [SD 9.3] vs -10.4 kg [SD 6.3], respectively) [44]. Moreover, in Wing et al [45], an Internet chat room group was less successful in maintaining weight than in-person behavioral treatment (4.7 kg [SD 8.6] vs 2.5 kg [SD 6.7], respectively) [45]. These studies describe different interventions evaluated using different methods. The interventions evaluated in these studies vary greatly methodologically, which renders data synthesis impossible. Thus, findings in this review are equivocal, and the relative effectiveness of Internet versus face-to-face groups warrants further investigation.

Neve et al reported a high-quality meta-analytic review [32]. All 18 studies met our inclusion criteria. Random effects meta-analysis of 3 studies demonstrated a significant difference between an enhanced Web-based intervention (involving self-monitoring activities and individual email feedback) and an education-only Web-based intervention with less weight regained in the enhanced Web-based intervention group post intervention (weighted mean difference 2.24; 95% CI 1.27-3.21; I²=20.9%) [46-48]. Two weight maintenance studies combined in a meta-analysis also demonstrated less weight regain in participants involved in a Web-based intervention compared to a minimal intervention or usual care control group (weighted mean difference -0.30; CI -0.34 to -0.26; I²=0%) [49,50]. Although these meta-analyses supported the efficacy of Internet
interventions, only 3 of the studies reported to achieve clinical weight loss of 5%. Neve et al were unable to draw generalizable conclusions due to the small numbers of comparable interventions [32].

In a narrative review judged to be of medium quality, Manzoni et al [38] updated Neve et al’s review [32] of 18 Internet-based studies, including 8 additional studies. All studies met our inclusion criteria and focused primarily on teenage women. Interventions lasted from 6 weeks to 2 years. Manzoni et al confirmed previous findings suggesting that Internet interventions including feedback are more effective than those providing information alone [38]. For example, Bennett et al randomized 101 participants to an Internet-based intervention including counseling sessions, behavior change goals, and self-monitoring compared to “usual care”. After 3 months, the intervention group lost 2.3 kg compared to a gain of 0.28 kg in the usual care group [51]. Overall, however, Manzoni et al judged available evidence to be inconclusive because of heterogeneity in duration and intensity of interventions, and variation in the type of feedback and social support tools used [38].

Manzoni et al also attempted to assess the cost-effectiveness of Internet-based interventions [38]. Two studies suggested that Internet-based interventions could be effective and less expensive than alternative interventions [52,53]. For example, Booth et al estimated that, over 12 weeks, Internet-based interventions could save up to US $155 compared to in-person interventions [52]. In addition, the authors reported further savings in travel time and travel costs after the 12-week period. However, only 2 studies provided cost-effectiveness data. Thus, further studies are needed to clarify how much less expensive Internet-based interventions could be when compared to standard weight loss interventions.

In a high-quality review, Reed et al identified 11 RCTs of Internet weight loss interventions, including email counseling and handheld, self-monitoring computer devices [26]. Seven of these studies, focusing on teenage women, met our inclusion criteria. Random effects meta-analyses of 6 of these studies found that adding a computer-based intervention to standard weight loss treatment significantly increased the amount of weight lost between 2 and 12 months (weighted mean difference −1.48 kg, 95% CI −2.52 to −0.43; $P = 0.01$) [54-58]. However, 4 of these studies were not primarily self-delivered interventions and so did not meet our inclusion criteria [54,55,57]. A meta-analysis of 5 exclusively self-directed computer-based interventions found that computer-based groups lost less weight than the standard treatment groups (using paper-based materials) (weighted mean difference 1.47 kg, 95% CI 0.13-2.81; $P=0.0%$; $P=.01$) [54-58]. The authors concluded that Internet-based interventions were effective only when used in conjunction with a standard weight loss intervention, but the amount of weight lost (<1.5 kg) was too small to be clinically relevant for overweight and obese populations.

In a low-quality narrative review, Arem et al reviewed 9 RCTs, 8 of which met our inclusion criteria. These 8 studies reported modest weight loss ranging from 0.8-4.9 kg across studies [12]. For example, Hunter et al reported a 1.3 kg (SD 4.1) weight loss in 446 military participants who took part in an Internet-based intervention compared to a weight gain of 0.6 kg (SD 3.4) for those in a “usual care” group [63]. Rothert et al randomized 2862 participants to an online personalized information group and an online information-only group. After 6 months, the online personalized group lost significantly more weight (2.8 kg [SD 0.3] vs 1.1 kg [SD 0.4], respectively) [64]. Nonetheless, Arem et al [12] judged the data to be inconclusive due to the high attrition rates and variability/incompatibility of intervention methods. The most promising interventions identified in this review were in-person treatments followed by online weight maintenance, and only this combination achieved 5% weight loss. It is unclear, therefore, how effective Internet weight loss interventions are without personal contact/support.

Wieland et al reported a high-quality review examining the effectiveness of interactive computer-based interventions on weight loss and weight maintenance in obese or overweight adults [20]. All 18 studies reviewed met our inclusion criteria. These studies involved 4140 participants from the community, and 14 included weight loss as a primary outcome. For example, at 3 months, a meta-analysis of five weight loss trials found that computer-based intervention participants lost more weight than those in the minimal control group (eg, printed material or no treatment conditions; weighted mean difference -2.5 kg; 95% CI -3.4 to -1.6; $P=44%$) [51,56,65-67]. Four studies focused on weight maintenance (as opposed to initial weight loss) [43,45,49,50]. Participants using the computer-based interventions regained less weight than those in the minimal treatment or no treatment control at 6 months (mean difference -0.7 kg; 95% CI -1.2 to -0.2; two trials) [45,50] and at 12 months (mean difference -0.8 kg; 95% CI -1.4 to -0.2; three trials) [45,49,50]. One trial compared a computer-based intervention to an intensive in-person intervention (involving contact every 2 weeks over 12 months). Participants in the computer-based intervention regained more weight during the first 6 months (weighted mean difference 2.2 kg; 95% CI 0.3-4.1), and at 12 months lost less weight than the in-person group (weighted mean difference 4.7 kg; 95% CI 1.7-7.7) [43]. Overall, the authors of this high-quality meta-analytic review concluded that, compared to no intervention or minimal interventions, computer-based interventions are effective in prompting weight loss and in supporting maintenance of weight loss. However, computer-based interventions result in less weight loss and greater weight regain than in-person interventions. So, for example, while computer-based interventions may result in approximately 2.5 kg loss over 3 months, in-person interventions can achieve up to 10% of weight loss at up to 26 months [68].

**eHealth Interventions**

Reviews used the term “eHealth” to refer to interventions delivered using electronic devices including smartphones and Internet-based computer interventions. Thus, the 3 reviews considered in this delivery category include primary evaluation studies that could also have been included in reviews of Internet intervention studies (as above).

In a narrative review judged to be of medium quality, Norman et al summarized 49 eHealth and Internet studies [39]. All studies targeted both dietary and physical activity behavior...
change, and interventions lasted 4-12 months. These studies were of variable quality, and only 12 met our criteria with 33 failing to include a weight-related outcome. Norman et al drew few conclusions but recommended that future studies focus on underlying mechanisms and change techniques that promote dietary and physical activity behavior change.

In a narrative review judged to be of medium quality, Enwald and Huotari evaluated electronic interventions for the prevention of obesity and its associated health problems [24]. Of the 23 included studies, 21 were RCTs and 2 employed quasi-experimental designs. However, only 5 studies met our inclusion criteria with 17 failing to include a weight-related outcome. Interventions included emails, use of websites, electronic feedback, CD-ROM, and newsletters and lasted between 1 and 12 months. Results showed that dietary interventions had a greater influence on weight than physical activity programs. Interestingly, tailoring was reported to be more effective when applied in the context of dietary interventions and less effective in physical activity programs.

By contrast, Harris et al conducted a high-quality meta-analytic review of 43 studies, of which 22 met our inclusion criteria; 21 did not include weight loss outcomes [31]. Across 40 adult studies participant ages ranged from 40-49 years. 27 of these studies used the Food Frequency Questionnaire, and others used a variety of outcomes. Interventions lasted between 1 and 6 months, and participants interacted with the intervention either daily or weekly for 10-45 minutes. Based on dietary behaviors outcomes, in particular intake of fruit, vegetable, fat, and fiber, this review found no evidence that eHealth was more effective or cost-effective than in-person interventions. Four self-delivered interventions reported mean weight [48,69-71], and three reported mean change in weight [49,50,58]. Random effects meta-analyses of both groups, that is, (1) the former four (weighted mean difference 0.6 kg; 95% CI -3.5 kg to 4.6 kg; $P=78$) and (2) the latter three, found no evidence of intervention effect (weighted mean difference –0.07 kg; 95% CI –1.8 kg to 1.6 kg; $P=94$). However, large heterogeneity of effect sizes casts some doubt on the applicability of these average results across intervention evaluations. In conclusion, however, this high-quality meta-analytic review found no evidence of effectiveness of self-delivered eHealth weight loss interventions in comparison with other approaches.

**Home-Based Print and Multicomponent Interventions**

Three reviews summarized intervention evaluation studies, many of which were referred to as “home-based” [25,27,35]. These, together with interventions reviewed by 4 other reviews, typically included mailed instructions or advice on dietary and physical activity (eg, brochures, leaflets, health professional advice), self-monitored physical activity using electronic devices (eg, pedometers, accelerometers), promotion of diaries, and provision of various written materials—or a combination of the above [34,36,37,40].

In a narrative review judged to be low quality, Hemmingsson et al included 7 studies of physical activity, 2 of which met our inclusion criteria [35]. For example, Perri et al compared a “home-based”, individual walking intervention with an organized group-based walking intervention. At 12 months, participants in the individual intervention reported 20.8 minutes more walking per week than those in the group intervention. Those in the home-based group also lost more weight after 15 months (11.65 kg [SD 8.99] vs 7.01 kg [SD 8.23]) [72]. However, this was based only on a small sample of 49 obese women enrolled in a behavioral modification program. Further investigation of the potential of individual walking interventions is warranted.

In a narrative review of weight management interventions for postpartum women, judged to be low quality, Keller et al included 6 studies of which 3 met our inclusion criteria [25]. All 6 demonstrated significant changes in body composition with a reported weight loss range of 1.6-7.8 kg in 3 studies. For example, Leemakers et al found that the behavioral weight loss intervention group involving telephone contact and 16 written lessons on exercise, nutrition, and behavior change strategies lost more weight than the no treatment control group involving healthy eating and exercise informational brochures, after 6 months (7.8 kg vs 4.9 kg, respectively) [73].

In another narrative review judged to be low quality, Lemmens et al included 9 studies of interventions with adults of which 3 met our inclusion criteria [27]. The 9 interventions included home-based exercises, written materials, emails, and face-to-face sessions. Only one of these found a small but statistically significant weight loss difference of 1.6 kg.

In a high-quality narrative review, Loveman et al included 12 studies of multicomponent interventions that involved home-based weight loss schemes [37]. Of these, 10 met our inclusion criteria. Many of these studies reported small, average weight loss. However, variability in intervention duration, intensity, addition of subsequent weight maintenance intervention components, and length of follow-up prevented drawing of meaningful conclusions regarding common elements associated with effectiveness.

In a low-quality narrative review focused on weight gain prevention interventions, Lombard et al included 9 studies [36]. In general, low intensity multicomponent interventions combining physical activity, diet, and behavior change content were found to be effective for preventing weight gain. Weight loss range was 1-1.9kg for 7 studies matching our inclusion criteria. However, only 5 demonstrated significant findings. For example, in another study, Lombard et al examined an intervention consisting of four group-based behavior change sessions followed by text messages and monthly mail contact over a 1-year period. They found a difference of -1.01 kg ($P=.03$) of weight loss between the intervention and a control group (involving group-based education sessions) [74]. Overall, only a few studies assessed the effectiveness of interventions designed to prevent weight gain, and like other multicomponent reviews, intervention content varied across trials making it difficult to compare effect sizes and to generate robust conclusions.

Gordon et al reported a low-quality narrative review focusing on pharmaceutical and in-person weight loss treatment [34]. Two of the 10 included studies were primarily self-delivered and matched our inclusion criteria. For example, Ahrens et al compared an intervention incorporating personalized information...
sheets and tailored exercise advice to a reduced calorie diet group among 95 participants. After 6 months, no significant difference in weight loss was reported between groups [75]. Again variability across interventions made it difficult to draw conclusions about intervention components associated with effectiveness.

In a narrative review judged to be high quality, Tuah et al identified studies that applied the transtheoretical model (TTM) to weight loss, but only 2 of the 5 studies in this review were primarily self-delivered [40]. While these 2 studies reported a small change in weight, this was not sustained over 24 months. The authors concluded that “trials that used stages of change as an assessment and intervention framework, rather than just as a tool to assign and assess stage of change, reported minimal weight loss” (p. 18).

**Text Message Interventions**

In a high-quality narrative review, Cole-Lewis and Kershaw summarized 12 studies of SMS text messaging (short message service, SMS) interventions promoting a range of health behaviors including smoking cessation, diabetes, and asthma management [33]. Only 2 of these studies met our inclusion criteria. Both reported effective text messaging interventions with a weight loss range of 2.9-4.5kg. For example, Haapala et al randomized 126 overweight adults aged 25-44 years to a text message or a no-contact control group. After 12 months, the intervention group lost more weight than the control group (4.5 kg/m² vs 1.1 kg/m², P=.006, respectively) [76]. Weight loss occurred mostly in the first 3 months when usage of the text messaging program was high, so the longer-term effects of text messaging were unclear.

**Change Mechanisms and Theoretical Frameworks**

None of the 20 reviews drew conclusions regarding the usefulness of particular theories or mechanisms of change. However, some reviews did highlight theories underpinning intervention design.

Enwald and Huotari reported that the most commonly mentioned theory in the evaluation studies in their review was the transtheoretical model (TTM), which guided 14 of 23 studies [24]. Other theories used included the Elaboration Likelihood Model, the Precaution Adoption Model, the Theory of Reasoned Action, the Theory of Planned Behavior, Goal Setting Theory, and the Health Promotion Model. Enwald and Huotari did not relate the theoretical foundation of interventions to effectiveness.

Tuah et al identified two interventions applying TTM to weight loss, both of which resulted in small losses in weight that were not sustained over 24 months [40]. The authors reported that TTM-based interventions using feedback, self-monitoring, anthropometric measurements, and counseling resulted in significant effects on weight loss.

Harris et al considered use of theory and change mechanisms in relation to changes in fruit, vegetable, fiber, and fat intake [31]. Of the 13 effective interventions, they found only one study that employed theory to identify change mechanisms. Anderson et al reported that self-efficacy and outcome expectancies in relation to physical activity mediated greater consumption of fruit, fiber, vegetables, and fat [77]. However, no meditational analyses were conducted.

**Change Techniques and Delivery Formats**

Only Wieland et al provided meta-analyses linking specific intervention components with effectiveness [20]. At 3 months, meta-analysis of 3 trials demonstrated that participants receiving Internet-based interventions supplemented with individualized feedback experienced greater weight loss than participants in an Internet-based intervention without individualized feedback (weighted mean difference -2.1 kg; 95% CI -2.9 to -1.4; P<.001) [46,48,78]. A similar effect was also found for participants using email counseling in 3 trials (weighted mean difference -2.3 kg; 95% CI -3.1 to -1.5; P<.001) [46,48,78] and automated feedback in one trial (weighted mean difference -1.8 kg; 95% CI -3.2 to -0.5; P=.009) [48] when compared to an Internet-intervention delivered alone.

At 3 months, non-directive email counseling did not induce significant weight loss in one trial (weighted mean difference -0.3 kg; 95% CI -2.2 to 1.7; P=.80) [78]. Similarly, no effect was found at 4 months for a group chat intervention delivered in conjunction with online self-monitoring (weighted mean difference 1.5 kg; 95% CI -0.7 to 3.7; P=.18). However, this was based on only one trial with no follow-up assessment beyond 4 months [79]. The authors concluded computer-based feedback delivered in conjunction with an Internet-based intervention enhances weight loss.

Brief descriptions of the intervention content identified in narrative reviews are included in Multimedia Appendix 2. The most commonly mentioned mechanism-based change “techniques” [17] across reviews were self-monitoring, feedback, and goal setting. Interventions including these change techniques were generally more effective than information only interventions. Reminders were used in a number of effective interventions as were self-efficacy enhancement techniques [18] and provision of counseling opportunities.

Manzoni et al noted that most effective interventions promoting weight loss and maintenance incorporated tailored feedback via email, e-counseling, food diaries, and self-monitoring of physical activity, diet, and weight [38]. However, in the absence of meditational analyses, it is unclear which combination of techniques and delivery formats enhanced effectiveness. Lombard et al observed that “self-monitoring of weight was a component of three [effective] interventions. Four interventions used self-monitoring of diet or physical activity, but the form or reason for monitoring was not always clear” (p. 2243) [36].

Neve et al explored intervention components within individual studies and concluded that social support, peer support contact, and online bulletin boards increased website usage but no meditational analyses were presented [32]. Similarly, Weinstein noted that effective interventions included “social” components such as e-counseling from a therapist and an online bulletin, but whether these components are directly linked to effectiveness requires further investigation [30].

Behavior change techniques were delivered by means of a variety of “delivery formats” including Internet sites, emails, text messaging, CDs, telephone calls, pedometers, paper
questionnaires and diaries, manuals, pamphlets, booklets, brochures, and workbooks. However, reviews did not allow firm conclusions to be drawn regarding these delivery formats. Internet programs appear to be effective, especially in comparison with no intervention or minimal-contact interventions and have the capacity to enhance the effectiveness of in-person programs. Personal tailoring of programs may also enhance the effectiveness of self-directed weight loss interventions.

Discussion

Principal Findings

To our knowledge, this is the first systematic review of reviews to examine the effectiveness of self-directed weight loss interventions. Twenty reviews including 99 primary evaluations met our inclusion criteria. Only 7 of 20 reviews were high quality according to criteria specified by QQAQ but given the paucity of available evidence, we summarized evidence from all 20 reviews. The reviews identify a variety of potentially effective, self-directed weight loss interventions delivered by means of the Internet, mobile electronic devices, print media, and combinations of these delivery formats.

Three reviews focusing on Internet-based interventions and one focusing on eHealth interventions conducted meta-analyses to determine which intervention type, duration, and intensity were the most effective. Of these 4 meta-analytic reviews, the strongest evidence comes from Wieland et al, where all studies met our inclusion criteria [20]. For example, a meta-analysis of 5 trials demonstrated that self-delivered interactive computer-based programs were more effective than minimal interventions (eg, printed newsletters) or no treatment, for short-term weight loss and weight maintenance. This finding corresponds to that reported by Neve et al [32]. However, most trials included in these reviews did not examine weight outcomes beyond 1-year follow-up, so the impact of computer or Internet-based interventions on long-term weight loss is unclear.

Our first research question concerned the effectiveness of self-directed weight loss interventions. Reed et al [26] and Wieland et al [20] suggest that computer or Internet-based interventions are less effective than in-person treatment, but further trials are needed to clarify whether the greater weight loss observed following in-person treatments is replicable, clinically significant, and cost effective. Reed et al concluded that computer-based interventions delivered in conjunction with standard treatment enhance weight loss compared to standard treatment delivered alone. However, this meta-analysis included just 6 trials and the magnitude of weight lost advantage was small (<1.5 kg).

Overall, weight loss (kg) across all relevant studies reported in 7 reviews ranges from 0.8-7.8kg. Caution is advised in the interpretation of these figures as wide variations were found in intervention content and delivery. For example, most reviews did not report intervention intensity and frequency and of those that did, this varied from 1 week to 1 year. Five Internet-based studies within 2 reviews achieved a percentage weight loss of 5% [12,32], which has been used as a benchmark associated to health benefits [80,81]. However, most reviews did not report whether interventions achieve 5% weight loss. Therefore, it is unclear how many interventions achieved clinically significant weight loss.

Enhanced Web-based intervention involving self-monitoring activities and email feedback appear to be more effective than information-provision alone, but this conclusion was supported by only one meta-analysis including only 3 primary studies including 375 participants [32]. Currently no meta-analyses have been conducted examining text message, home-based print, and multicomponent delivery formats. Two primary studies reviewed by Cole-Lewis and Kershaw present promising findings in relation to short-term weight loss following text messaging interventions [33]. Narrative reviews of home-based print and multicomponent delivery formats are inconclusive, in part because of the heterogeneity of content found across these interventions.

Our second research aim was to investigate whether effectiveness is enhanced by inclusion of particular behavior change techniques. We found that underlying components within self-directed interventions that contribute to weight loss success were largely unexplored at both study and review level. No meta-analyses were available assessing associations between included techniques and weight loss. Reviewing single trials, Wieland et al observed that Internet-based interventions including individualized feedback or email counseling had been found to be more effective than Internet-based interventions that did not employ these techniques [20]. Conversely, interventions including non-directive email, group chat, and online self-monitoring had been found to be less effective than Internet-based interventions that did not employ these techniques.

Narrative reviews described the content of effective interventions and found that these tended to employ self-monitoring, feedback, and goal setting. However, these reviews did not examine whether such techniques were associated with enhanced weight loss or weight maintenance. No review presented evidence on dose-response data for included change techniques, so it remains unclear whether mere inclusion or frequency of technique use is important to efficacy.

Our third research aim was to investigate whether effectiveness is enhanced by using particular delivery formats. We found that definitive conclusions could not be drawn regarding the most effective delivery format for self-directed weight loss interventions. This may depend on target audience. A greater number of primary studies of Internet-based interventions are available, and these are found to be more effective than minimal interventions (such as provision of leaflets). Trials of other delivery formats, such as eHealth interventions and text messaging, suggest that such interventions can be effective. The advantages of all such interventions include personal tailoring of information, 24-hour availability, anonymity, online social support, and affordability. These characteristics imply that, when effective, such interventions are likely to be cost-effective. Unfortunately, many available evaluation studies are pilot or efficacy trials, rather than definitive trials, and few cost-effectiveness studies have been undertaken. Further
by delivery format. This would generate quantitative answers to questions such as “What content works best for website-based weight loss interventions?” and “What content works best for weight loss mobile phone applications?” [82]. This would extend the work of the 4 meta-analyses identified in our review [20,26,31,32] and provide clear answers to the second and third research questions we addressed. In addition, meta-regression, controlling for co-occurrence of change techniques across interventions, could clarify whether theory-based combinations of techniques enhance weight loss effectiveness [16]. Finally such a review should consider the varying content of comparison conditions (such as usual care or alternative interventions), as such control content has demonstrable effects on the observed efficacy of interventions [83,84].

**Further High-Quality Primary Evaluations Comparing Different Modes of Delivery**

Further high-quality primary evaluations that compare different modes of delivery for the same (or very similar) interventions within particular populations are needed. Such studies should be reported in accordance with CONSORT guidelines [85] and include lists and specification of behavior change techniques included in the intervention content design. Results could recommend whether particular approaches such as Internet site, text messages, or mixed methods home delivery are most likely to be effective. Such studies should clearly specify the nature of comparison groups, specifying what constitutes control conditions.

**Further High-Quality Primary Evaluations Using Objective Measures of Weight Loss at Longer-Term Follow-Up**

Further high-quality primary evaluations that use objective measures of weight loss should be used at longer-term follow-up to assess maintenance of weight loss. These should follow the recommendations above and include multiple weight assessments lasting over 1 or, ideally 2 or more years. Such evaluations, conducted to scale, could provide population effectiveness data rather than the efficacy data on initiation of weight loss provided by most current intervention evaluation studies.

**Conclusions**

A systematic search identified 20 reviews including 99 primary evaluations of self-directed interventions designed to reduce weight. The evidence reviewed suggests that self-directed interventions can independently promote weight loss and can augment interventions involving personal contact. Some reviews identified techniques and delivery formats used in effective interventions, such as self-monitoring, feedback, self-efficacy enhancement, and social and peer support. However, it was not possible to infer which techniques or delivery modes are most strongly associated with increased weight loss for whom and in what contexts. Further primary evaluations of self-delivered weight loss interventions that clearly specify the behavior change techniques and materials employed are needed, especially with long-term follow-up. Further meta-analytic reviews focusing on weight loss intervention content and efficacy within delivery...
mode could provide better guidance for intervention designers and commissioners.
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Abstract

Background: Given the substantial improvements in cancer screening and cancer treatment in the United States, millions of adult cancer survivors live for years following their initial cancer diagnosis and treatment. However, latent side effects can occur and some symptoms can be alleviated or managed effectively via changes in lifestyle behaviors.

Objective: The purpose of this study was to test the effectiveness of a six-week Web-based multiple health behavior change program for adult survivors.

Methods: Participants (n=352) were recruited from oncology clinics, a tumor registry, as well as through online mechanisms, such as Facebook and the Association of Cancer Online Resources (ACOR). Cancer survivors were eligible if they had completed their primary cancer treatment from 4 weeks to 5 years before enrollment. Participants were randomly assigned to the Web-based program or a delayed-treatment control condition.

Results: In total, 303 survivors completed the follow-up survey (six months after completion of the baseline survey) and participants in the Web-based intervention condition had significantly greater reductions in insomnia and greater increases in minutes per week of vigorous exercise and stretching compared to controls. There were no significant changes in fruit and vegetable consumption or other outcomes.

Conclusions: The Web-based intervention impacted insomnia and exercise; however, a majority of the sample met or exceeded national recommendations for health behaviors and were not suffering from depression or fatigue at baseline. Thus, the survivors were very healthy and well-adjusted upon entry and their ability to make substantial health behavior changes may have been limited. Future work is discussed, with emphasis placed on ways in which Web-based interventions can be more specifically analyzed for benefit, such as in regard to social networking.

Trial Registration: Clinicaltrials.gov NCT00962494; http://www.clinicaltrials.gov/ct2/show/NCT00962494 (Archived by WebCite at http://www.webcitation.org/6NIv8Dc6Q)

(J Med Internet Res 2014;16(2):e54) doi:10.2196/jmir.3020

http://www.jmir.org/2014/2/e54/
Introduction

In the United States, there are currently more than 12 million people who have survived cancer [1]. The rise in this number over recent years is an accomplishment and can be attributed, in large part, to better screening and treatment. However, physical and psychological sequelae may persist after treatment leading to chronic latent side effects, with survivors reporting symptoms that occur 12 months or longer post treatment [2,3]. Cancer-related fatigue is the most persistent side effect regardless of tumor or treatment type [4]. Fatigue and other side effects (eg, edema, pain) can also lead to depression and anxiety [5]. After recovering from months of cancer therapy or surgeries, many cancer survivors want to not only return to their previous lifestyle but often have an interest in making positive changes in their health and quality of life. The point in time where this interest occurs has been coined a “teachable moment” [6,7] and can serve as an opportune time to introduce health behavior change strategies regardless of the type of cancer, stage at diagnosis, or the presence of late effects.

Having good social support has been linked to better health outcomes and quality of life in cancer survivors [8-11]. Despite these developments, health behavior change interventions for cancer survivors are seldom conducted in a group setting where social support from other survivors is encouraged. Interventions that include a social support component (eg, support groups) are much more prevalent, especially when the intervention is focused on psychosocial behavior change (eg, anxiety and depression) [12,13]. Such psychosocial interventions have shown that interacting with other cancer survivors is strongly related to better adjustment in terms of mood and quality of life [14]; thus, such interactions might also facilitate changes in health behaviors.

Since more than 83% of adults aged 50-64 and 56% of adults aged 65 and over have access to high-speed Internet connections via computers, laptops, and smartphones [15], and due to the somewhat anonymous nature of online cancer survivors’ support groups, online venues have become appealing to adult cancer survivors. However, the impact of Web-based multiple health behavior change interventions tailored to cancer survivors has been limited. Some of the first online research was conducted by Gustafson and colleagues [16] and suggested that computer-based programs focused on specific physical or psychological symptoms could lead to improvements in those symptoms. Some of the initial work consisted largely of transferring the content of workbooks to an online format with very little interactivity or interaction between survivors [17]. Some Web-based distress management interventions have been associated with benefit in terms of mood, perceived stress, and cancer-related trauma [13,18], while other interventions have similar results for both face-to-face and online interventions with the same content (eg, sexual counseling following prostate cancer treatment) [19], with one study demonstrating a negative impact [20] on distress and quality of life.

Recent Web-based interventions designed to change health behaviors vary substantially in terms of their design, online features, and length of follow-up. Such differences in online features can make comparisons between the results from these interventions difficult. Some Web-based interventions have a social networking component [18] while other interventions serve as more of an online repository for information [21]. The length of interventions also vary greatly, with some interventions being short and structured [21], while others are much longer [22]. In addition to differing lengths of intervention trials for cancer survivors, most trials include participants with one type of cancer [13,18,21,23], while few trials have brought together people with a range of cancer types [22]. There has been a limited amount of research focusing on people with a range of cancer types or multiple health behaviors.

The Chronic Disease Self-Management Program (CDSMP) was developed for people with chronic conditions and focuses on multiple health behaviors. Because the population is heterogeneous, there is no expectation that all participants will make similar behavior changes. This program has been shown to be effective across numerous health conditions (eg, diabetes, arthritis) and across multiple formats (face-to-face groups and online groups) [24,25]. More detailed description is provided in the Methods section, but key components include: Action Planning, Problem Solving, Decision Making, and Self-Tailoring. CDSMP is facilitated by two trained peer facilitators, one or both of whom have experienced a chronic disease. Facilitators read every post or “comment” made by a course participant, stimulate peer-to-peer interactions, and personally advise participants about how to set realistic, confidence-building health behavior goals. This format allows for peer interaction as well as structured facilitation. In order to examine whether the CDSMP intervention would also be effective for cancer survivors, CDSMP was adapted for cancer survivors to create the “Surviving and Thriving with Cancer” (STC) intervention.

The STC trial tested the effectiveness of a tailored Web-based intervention to encourage multiple health behavior changes in post-treatment adult cancer survivors. In order to maintain consistency with the CDSMP, in addition to being variables of importance for cancer survivors, diet, exercise, depression, and fatigue were chosen as our outcomes of interest. We hypothesized that participants in the STC treatment condition would show six-month improvements in psychosocial symptoms including fatigue, insomnia, and depression, and would also report eating significantly more servings per day of fruits and vegetables when compared with participants in the wait-list control condition. We also hypothesized that participants in STC would report significantly more minutes of physical activity and vegetables when compared with participants in the wait-list control condition.
Methods

Participants
Eligibility requirements for the STC trial were intentionally broad and included age (18 years of age or older), completion of primary treatment at least four weeks prior, but not more than 5 years before joining the study, diagnosis with only one cancer and no recurrence, access to the Internet, and ability to read English.

Recruitment
Potential participants were recruited via a number of different online and mailed strategies [26]. Recruitment at Stanford University was primarily conducted through online recruitment efforts, and in Hawaii, initial recruitment efforts focused on clinic-based recruitment in oncology offices on the island of Oahu, Tripler Army Medical Center (TAMC), and mailed recruitment letters to cancer survivors identified in the Tumor Registry at TAMC. However, in order to increase enrollment, recruitment methods were shifted to online nationwide recruitment via social networks used primarily by cancer survivors (Facebook, eg, “Throat Cancer Awareness”), Association of Cancer Online Resources (ACOR), and CURE print and digital magazine. Administrators of these various online sources were contacted and asked about willingness to post recruitment messages for their members. These messages invited interested people to learn more on the STC website. Approximately 60% (59.9%, 211/352) of the sample was recruited from these cancer-specific social media channels.

Study Design
We used a randomized controlled delayed-treatment design (NCT00962494). Participants were directed to the STC website and screened for eligibility and then completed an online consent approved by the University of Hawaii and Stanford Institutional Review Boards (IRB). Participants from TAMC completed a mailed consent form that was approved by the military IRB. Once consented, participants completed an online baseline questionnaire and were then randomized to treatment or control status. Randomization was conducted on a group-by-group basis. Once 40 to 50 participants had completed their baseline questionnaire, they were numbered in the order of completion and then randomized, using a random number table, half to treatment and half to wait-list control. All participants received a US $10.00 Amazon voucher for completing each questionnaire.

Intervention
The STC intervention was a six-week online workshop that was adapted from CDSMP [24], a patient education course adopting the underlying principle that people with similar health conditions can help each other improve their health behaviors. To create the STC program, a Web-based version of CDSMP was adapted to be more relevant for cancer survivors. The CDSMP’s modules on healthy eating were modified for cancer survivors living in Hawaii by adding foods that are commonly eaten in Hawaii, and modules on the changes in body, sleep, and other side effects associated with post-treatment recovery were added to the program.

Each cohort (group) consisted of approximately 20-25 survivors, with a total of nine cohorts. Each session of the six-week course included approximately 30-35 webpages of didactic material (in the “Learning Center” of the STC) that is geared towards skills building, information about specific content, and the encouragement of weekly action plans to build self-efficacy. Examples of content include improving diet by making healthier food choices, increasing exercise, stress management via relaxation training, improving communication with health care providers, processing and communicating emotional experiences to people inside of one’s existing social network, as well as group members, and fatigue management. More details of weekly topics can be found in Figure 1. At the end of each weekly educational session, users were invited to identify a health behavior they would like to change and were guided, in both the didactic materials, as well as by facilitators on how to set realistic, achievable goals, which were called action plans. These weekly action plans were posted on the “Discussion Center” (see below) and facilitators provided feedback and help. Participants were prompted both in the middle and at the end of a given week, via an automated message, to update the group on their progress as well as provide feedback to other group members.

Each group had two facilitators who were cancer survivors. The facilitators went through intensive online training about both the content of the intervention materials as well as how to respond to users’ comments and goals. They were mentored by the principal investigators, who during the course of the intervention also read all posts and gave feedback and help to the facilitators as needed.

The STC intervention website contained numerous unique components. The most crucial components were the “Discussion Center”, “My Tools”, “Post Office”, and “Help”. The Discussion Center feature of the website is where social networking occurred and survivors were encouraged to provide feedback and encouragement to each other. This was accomplished in four threaded bulletin boards: action planning, problem solving, difficult emotions, and celebrations. As discussed above, these were seeded from the materials in the Learning Center. In addition, participants could post directly to any of the four bulletin boards at any time. The My Tools component of the program allowed participants to use tools (eg, exercise logs) to help continue to shape their behavior on an individual basis. They could also listen to relaxation exercises and find links to resources outside of this intervention. The Post Office component allowed participants to message each other individually, including emailing the facilitators. While facilitators, mentors, and principal investigators had access to all posted messages, they were not specifically monitored as a way to ensure some level of confidentiality. In the Help component, participants could contact one of the website or study administrators for assistance, look over a tutorial of the website, and read the informed consent.
Figure 1. Topics included in the Surviving and Thriving with Cancer Intervention.

<table>
<thead>
<tr>
<th>Topics</th>
<th>Session 1</th>
<th>Session 2</th>
<th>Session 3</th>
<th>Session 4</th>
<th>Session 5</th>
<th>Session 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-Management Overview</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stress/Symptom Management</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Solving Problems</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Finding Joy</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Setting Goals</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Making an Action Plan</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Feedback</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Exercise</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight Management</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Healthy Eating</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Body Changes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Difficult Emotions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Communication</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Making Decisions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Sleep</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Fatigue</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Future Plans</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Effects of Treatment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Medications</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Evaluating Treatments</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Depression</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Working with Your Health Care Team</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>

Data Collection
Survey data were collected at two time points: baseline and six months later. Although it is typical to survey participants immediately after completion of the intervention, the goal in waiting was to see if any changes following the intervention were maintained. The delayed treatment control condition received no information or materials over this period.

Measures
Demographic and previous medical history items on the baseline questionnaire included: type and stage of cancer, date of diagnosis, course of treatment, co-morbidities, race/ethnicity, gender, marital status, and years of education. Measures were included to measure the following: fatigue, insomnia, exercise, fruit and vegetable intake, and depression. The Brief Fatigue Inventory (BFI) is a 15-item measure that was used to measure fatigue. It assesses both the severity of fatigue and the impact of fatigue on daily functioning during the last 24-hour period [27]. To measure insomnia, the 5-item validated Women’s Health Initiative Insomnia Rating Scale (WHIIRS) [28] was used. This measures how often, on a 5-point scale (from “no, not in the past 4 weeks” to “yes, 5 or more times a week”), the participant experiences trouble falling or staying asleep. The Godin Exercise Questionnaire was used to assess minutes per week of exercise in the categories of mild, moderate, and
vigorou [29]. The Block Food Frequency Questionnaire [30] was used to identify how many fruits and vegetables were eaten in the previous week and the number of servings were counted to represent the total fruit and vegetable consumption. The Patient Health Questionnaire (PHQ-8) was used to measure depression. This 8-item measure asks individuals to rate how much, on a 4-point scale (with options ranging from “not at all” to “nearly every day”), a given DSM diagnostic criteria for depression is perceived [31].

Statistical Analysis

Baseline characteristics were reported as percentages for categorical variables and means and standard deviations for continuous variables. Differences between participants randomized to the control and intervention conditions were assessed using chi-square tests for categorical variables and t test for continuous variables. The primary analyses compared change from baseline to 6 months in the two conditions for the following outcome measures: fatigue, insomnia, minutes per week of physical activity (categorized as strenuous plus moderate aerobic, strenuous aerobic, moderate aerobic, mild aerobic, and stretching), servings of fruits and vegetables eaten per week, and depression. The physical activity outcome measures were transformed as \( (Y+1)^{0.25} \) to the 0.25 power, based on the Box-Cox method [31], to better meet model assumptions; all other outcomes were examined without transformation. Mixed linear models, including a random intercept term for each participant, were used to estimate and compare differences in outcomes over time between conditions. A second set of analyses was performed for the physical activity outcomes to address the many zero values reported by participants. A mixed-distribution model with random effects was used for these outcomes, simultaneously fitting a model for the probability of a value greater than zero and a model for the mean of values greater than zero [32]. The treatment effect was assessed by the F test of the fixed interaction parameter for time and intervention group. The effect size was computed by taking the differences between the means of the predicted values from the adjusted model at 6 months, divided by the standard deviation for the difference calculated from the within and between subject variance components. Models were adjusted for covariates selected a priori as likely to be related to the outcomes measures in this population. Adjustment variables included: age (continuous), race (white, nonwhite), gender, marital status (married, not married), smoking status (current, former, never), highest year of school completed (continuous), site of cancer diagnosis (breast, all others), stage at diagnosis (in situ, stage 1, stage 2, stage 3, stage 4, unknown), and years since cancer was diagnosed. Subgroup analysis was performed by including a three-way interaction term between years since cancer diagnosis (<2 or >2 years), condition group, and time, with all two-way interactions terms included. Model results are presented as means and 95% CIs of the predicted values obtained from the models.

Roughly 14% (13.9%, 49/352) of participants who were randomized did not provide any data at 6 months, which did not differ by condition (11.4%, 20/176 and 16.5%, 29/176) for control and intervention, respectively. To address attrition, correlates of attrition were identified using a logistic model regressing status (participants with data at 6 months vs participants with no 6-month data) onto baseline characteristics (same as adjustment variables listed above), condition group, and the presence of long term health conditions [including anxiety (yes, no), arthritis (yes, no), asthma (yes, no), back pain (yes, no), COPD (yes, no), depression (yes, no), diabetes (yes, no), high blood pressure (yes, no), heart disease (yes, no), sleep disorder (yes, no), and other (yes, no)], with a stepwise selection method.

Analyses were conducted using SAS, version 9.2. \( P \) values were two-sided and \( P<.05 \) was considered statistically significant.

Results

Participants

Recruitment strategies are discussed in detail elsewhere [26]. Briefly, 60% (59.9%, 211/352) of the interested participants were recruited from online social networking sites, the rest were recruited from physician offices, a tumor registry attached to Tripler Army Medical Center, and a survivorship clinic on Oahu. Figure 2 provides the CONSORT recruitment diagram for the study (also see Multimedia Appendix 1 for details). Overall, 623 people were screened for eligibility, 352 people completed baseline measures, and 303 completed follow-up measures (n=156 in treatment condition; n=147 in control condition; see Figure 2 for details). In testing for predictors of dropout, less education (OR 0.84, 95% CI 0.75-0.95, per one year increase) and having long-term back pain (OR 2.31, 95% CI 1.13-4.75) was associated with dropout between baseline and June month follow-up.

The majority of participants were Caucasian (87.2%, 307/352) and female (82.1%, 289/352), having a mean age of 51 years (SD 11.2) and mean education level of 16 years (SD 2.9); 47.4% (167/352) were diagnosed with breast cancer and another 12.8% (45/352) of participants were given either an ovarian or uterine cancer diagnosis. Baseline characteristics of participants in the control and intervention groups are shown in Table 1. With the exception of age, no significant differences were found among the two groups. Additionally, there were no significant differences between the control and treatment groups on all outcomes measures at baseline. Participants in both groups reported mild levels of fatigue (mean scores of about 40 on the BFI), insomnia (mean scores of 9.6 on the WHIIRS), and were engaging in moderate plus strenuous activity with median values of 1.5 to 2 hours per week. Participants also reported eating, on average, 23 servings of fruits and vegetables each week.
Website Use

In regard to general use of the site, the mean number of sessions ever attended (logged on at least once) was 5.3 (SD 1.28) with the range being 0-6, and 67.0% (203/303) of participants attended all six sessions, with 86.8% (263/303) attending 4 or more sessions. There were 8016 total posts by treatment participants for an average of 46 posts per participant over the six-week intervention period.

Health Behavior Impact

Results for changes in health behaviors/psychosocial outcomes are reported in Table 2. Significant interactions between condition group and time were found for insomnia, strenuous exercise, and stretching exercise. The intervention group experienced an improvement from baseline to 6 months compared to the control group: reduced insomnia (9.6 to 9.2 compared to 9.6 to 10.1, \( P=.03 \)), increased strenuous exercise (32 to 51 min/wk compared to a steady 29 min/wk, \( P=.01 \)), and increased stretching (31 to 46 min/wk compared to 26 to 25 min/wk, \( P=.01 \)). In the subgroup analyses looking at differences between survivors with diagnoses ≤ 2 and >2 years prior to enrollment, there were no significant differences, although there were suggested trends seen for both insomnia (\( P=.07 \)) and depression (\( P=.09 \)), such that people who were greater than 2 years post treatment improved slightly more on those measures (data not shown).
Table 1. Baseline characteristics of study population.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Control group, (n=176), n (%)</th>
<th>Intervention group, (n=176), n (%)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD)</td>
<td>49.3 (11.0)</td>
<td>52.4 (11.0)</td>
<td>.008</td>
</tr>
<tr>
<td>Female</td>
<td>148 (84.1)</td>
<td>141 (80.1)</td>
<td>.33</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td>.84</td>
</tr>
<tr>
<td>Caucasian</td>
<td>150 (85.2)</td>
<td>157 (89.2)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>9 (5.1)</td>
<td>8 (4.6)</td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>4 (2.3)</td>
<td>2 (1.1)</td>
<td></td>
</tr>
<tr>
<td>American Indian/Alaskan Native</td>
<td>3 (1.7)</td>
<td>2 (1.1)</td>
<td></td>
</tr>
<tr>
<td>Native Hawaiian/Pacific Islander</td>
<td>3 (1.7)</td>
<td>1 (0.6)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>7 (4.0)</td>
<td>6 (3.4)</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>122 (69.3)</td>
<td>109 (61.9)</td>
<td>.14</td>
</tr>
<tr>
<td>Highest year education attained, mean (SD)</td>
<td>16.5 (3.1)</td>
<td>16.3 (2.8)</td>
<td>.62</td>
</tr>
<tr>
<td>Smoking status</td>
<td></td>
<td></td>
<td>.43</td>
</tr>
<tr>
<td>Current</td>
<td>4 (2.3)</td>
<td>7 (4.0)</td>
<td></td>
</tr>
<tr>
<td>Former</td>
<td>57 (32.4)</td>
<td>64 (36.4)</td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>115 (65.3)</td>
<td>105 (59.7)</td>
<td></td>
</tr>
<tr>
<td>Type of cancer diagnosed (a)</td>
<td></td>
<td></td>
<td>.70</td>
</tr>
<tr>
<td>Breast</td>
<td>84 (47.7)</td>
<td>83 (47.2)</td>
<td></td>
</tr>
<tr>
<td>Endometrium/Uterine/Ovarian</td>
<td>23 (13.1)</td>
<td>22 (12.5)</td>
<td></td>
</tr>
<tr>
<td>Non-Hodgkins Lymphoma</td>
<td>13 (7.4)</td>
<td>7 (4.0)</td>
<td></td>
</tr>
<tr>
<td>Colorectal</td>
<td>11 (6.5)</td>
<td>11 (6.5)</td>
<td></td>
</tr>
<tr>
<td>Lung</td>
<td>7 (4.0)</td>
<td>8 (4.6)</td>
<td></td>
</tr>
<tr>
<td>Thyroid</td>
<td>6 (3.4)</td>
<td>8 (4.6)</td>
<td></td>
</tr>
<tr>
<td>Oral</td>
<td>6 (3.4)</td>
<td>5 (2.8)</td>
<td></td>
</tr>
<tr>
<td>Stage of cancer</td>
<td></td>
<td></td>
<td>.96</td>
</tr>
<tr>
<td>In situ</td>
<td>9 (5.1)</td>
<td>7 (4.0)</td>
<td></td>
</tr>
<tr>
<td>Stage 1</td>
<td>45 (25.6)</td>
<td>45 (25.6)</td>
<td></td>
</tr>
<tr>
<td>Stage 2</td>
<td>52 (29.6)</td>
<td>55 (31.3)</td>
<td></td>
</tr>
<tr>
<td>Stage 3</td>
<td>37 (21.0)</td>
<td>41 (23.3)</td>
<td></td>
</tr>
<tr>
<td>Stage 4</td>
<td>16 (9.1)</td>
<td>13 (7.4)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>17 (9.7)</td>
<td>15 (8.5)</td>
<td></td>
</tr>
<tr>
<td>Number of years since cancer diagnosed, mean (SD)</td>
<td>2.5 (1.3)</td>
<td>2.4 (1.4)</td>
<td>.41</td>
</tr>
<tr>
<td>Number of years since treatment completed, mean (SD)</td>
<td>1.9 (1.2)</td>
<td>1.7 (1.2)</td>
<td>.09</td>
</tr>
<tr>
<td>Prevalence of long-term health conditions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High blood pressure</td>
<td>31 (17.6)</td>
<td>34 (19.3)</td>
<td>.68</td>
</tr>
<tr>
<td>Depression</td>
<td>32 (18.2)</td>
<td>29 (16.5)</td>
<td>.67</td>
</tr>
<tr>
<td>Back pain</td>
<td>25 (14.2)</td>
<td>29 (16.5)</td>
<td>.55</td>
</tr>
<tr>
<td>Anxiety</td>
<td>29 (16.5)</td>
<td>23 (13.1)</td>
<td>.37</td>
</tr>
<tr>
<td>Arthritis</td>
<td>18 (10.2)</td>
<td>27 (15.3)</td>
<td>.15</td>
</tr>
<tr>
<td>Sleep disorder</td>
<td>18 (10.2)</td>
<td>12 (6.8)</td>
<td>.25</td>
</tr>
<tr>
<td>Asthma</td>
<td>13 (7.4)</td>
<td>13 (7.4)</td>
<td>1.0</td>
</tr>
</tbody>
</table>
### Discussion

**Principal Findings**

Participants in the treatment condition had significant reductions in insomnia and engaged in more strenuous and stretching exercises than those in the control condition. There is an established link between sleep disturbance and inflammation, which can be related to both cancer and depression [33], so impacting insomnia is a relevant finding. There is only one other known Web-based exercise and diet intervention for adult cancer survivors [34]. Although outcomes of that study are not yet available, we have found the current system usable and the intervention feasible. In regard to face-to-face interventions to impact exercise for cancer survivors, these have been demonstrated to be effective [35-37], often times with larger effect sizes than were demonstrated in this trial. This is crucial because Web-based interventions have relevance for people who have physical limitations or are not near facilities that could offer face-to-face interventions. Health behavior change interventions are relevant for cancer survivors, so continuing...
to test and refine interventions is imperative in the area of cancer survivorship.

Limitations

There are some limitations of the current study that should be noted. We measured health behaviors via self-report and there may have been over/underestimations of the dietary intake of fruits and vegetables, as well as physical activity, due to social desirability or recall bias. Due to significant economic, logistical, and noncompliance issues that can occur when nationwide online studies use objective measures for physical activity (eg, accelerometer) or telephone interviews for dietary intake (eg, 24-hour recall), this study was not able to use these types of assessments. That being said, self-reported health behaviors are commonly used for both Web-based and face-to-face trials and for several national health risk behavior surveys conducted by the NIH and CDC. Although the study focused on multiple outcomes, we did not adjust the significance level for multiple comparisons due to the exploratory nature of the analyses.

Our sample was well-educated and because more than half were recruited from various Internet sites, they had high levels of computer literacy and, thus, might be more familiar with posting their personal experiences on bulletin boards so others could comment on their success or lack thereof. Participants were not recruited or screened for entry based on specific inclusion or exclusion criteria for any specific health behavior (eg, low levels of physical activity or high levels of fatigue as criteria for eligibility) or for their inherent motivation/need to change all of the health behaviors addressed in the intervention. While this could have resulted in recruiting persons who were the most interested or more in need of changing a specific health behavior, in our study, it resulted in participants who were healthy, very well-adjusted, with little to no need (according to current recommendations) for significant changes in their health behaviors. At enrollment, their exercise and eating behaviors (in regard to intake of fruits and vegetables) were better than seen in national surveys, given that only 59% of average Americans eat the recommended 2.5 servings of vegetables per day and 42% eat the recommended 2.5 servings of fruits per day [38]. Scores on our depression measure indicate that participants, as a whole, had no concerns with depression. This leads to the question of whether we recruited survivors who were in need of support to improve multiple unhealthy habits, as well as whether this is one of the primary reasons that significant changes were not seen on many of the outcomes of interest (fatigue, depression, and increases in fruit and vegetable intake). The participants could also choose the behavior they wanted to change, regardless of their baseline level of that behavior or “need” to improve it. These factors could have contributed to the lack of significant change over the six-month period on some of the other outcome measures. In addition, when doing a population study where people enter with different concerns and a large range of scores on baseline measures, effect sizes can be muted. With a larger sample size, sensitivity analyses including only people who were not engaging in the health behaviors of interest at baseline could be explored. Future research could take into consideration these issues.

Another potential limitation is in regard to the lack of participants with a range of cancer types. As has been the case in the past and was the case with our study, the sample included a large percentage of female breast cancer survivors (47% of the sample), suggesting that the sample was more homogenous and perhaps the findings are less generalizable to people with other types of cancer. Future efforts for this to be more balanced are important and will be made in upcoming work. Although efforts were made to recruit people who would be more representative of cancer survivors as a whole in regards to gender, ethnicity, and cancer type, those efforts fell short in this study and continued efforts will be made.

Conclusions

Web-based interventions provide the ability to more fully understand the intervention aspects that are of most interest to cancer survivors, and with many of these interventions including social networking features, to understand the ways in which people interact and how that might be related to outcomes. People who have survived cancer clearly valued the social networking aspects of the STC site. There were multiple social networking components, such as webmail and numerous different discussion boards, so additional analyses could be conducted to understand what might be most important to the participants in terms of social networking. Understanding more about who people interacted with, as well as the content of those interactions, provides a foundation to more fully understand the ways in which people connect and how those connections matter in these sorts of interventions. Continued inclusion of social networking online support in these types of interventions, as well as data collection on usage, is encouraged. Better understanding how the components included are used could also be a way to identify potent features of the intervention. It is important to note, though, that there could be synergistic effects that are difficult to capture technically when isolating components of interest. In conclusion, the Thriving and Surviving with Cancer intervention has been proven a relative success and additional efforts to understand what components are related to the most success could help further develop this, or any, Web-based intervention program.
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Abstract

Background: WEB-Based Distress Management Program for Implantable CARDioverter defibrillator Patients (WEBCARE) is a Web-based randomized controlled trial, designed to improve psychological well-being in patients with an implantable cardioverter defibrillator (ICD). As in other Web-based trials, we encountered problems with attrition and adherence.

Objective: In the current study, we focus on the patient characteristics, reasons, and motivation of (1) completers, (2) those who quit the intervention, and (3) those who quit the intervention and the study in the treatment arm of WEBCARE.

Methods: Consecutive first-time ICD patients from six Dutch referral hospitals were approached for participation. After signing consent and filling in baseline measures, patients were randomized to either the WEBCARE group or the Usual Care group.

Results: The treatment arm of WEBCARE contained 146 patients. Of these 146, 34 (23.3%) completed the treatment, 88 (60.3%) dropped out of treatment but completed follow-up, and 24 (16.4%) dropped out of treatment and study. Results show no systematic differences in baseline demographic, clinical, or psychological characteristics between groups. A gradual increase in dropout was observed with 83.5% (122/146) completing the first lesson, while only 23.3% (34/146) eventually completed the whole treatment. Reasons most often given by patients for dropout were technical problems with the computer, time constraints, feeling fine, and not needing additional support.

Conclusions: Current findings underline the importance of focusing on adherence and dropout, as this remains a significant problem in behavioral Web-based trials. Examining possibilities to address barriers indicated by patients might enhance treatment engagement and improve patient outcomes.
Implantable cardioverter defibrillator; Web-based interventions; adherence; dropout; attrition

Introduction

The implantable cardioverter defibrillator (ICD) is a cardiac device that is implanted with leads in and on the heart in patients for the primary and secondary prevention of sudden cardiac death due to life-threatening ventricular tachyarrhythmias [1,2]. In case of a ventricular arrhythmia, the ICD paces or delivers a low- or high-voltage electric shock to the heart muscle to terminate the arrhythmia and return the heart to a normal rhythm [1,2]. The experience of the ICD shock is often described by patients as “getting kicked in the chest by a big horse”, although patients’ experiences vary considerably [3,4].

A subgroup of ICD patients experiences psychological distress after ICD implantation, such as anxiety, depression, post-traumatic stress, and impaired quality of life [5,6]. However, distress in patients may not necessarily be attributed to the device and ICD therapy, but also to the underlying disease [7,8] and patients’ pre-implantation psychological profile [9]. The importance of monitoring ICD patients for psychological distress is increasingly being recognized [10], likely due to risk morbidity and mortality associated with patient distress [11,12] and due to preliminary evidence suggesting that distress is still undertreated in this population [13]. One possible explanation for this is the lack of well-designed, validated, randomized controlled trials (RCTs), leaving us with insufficient knowledge for the establishment of a sufficient evidence base to inform clinical practice [14]. Results of previous trials have been promising with respect to reducing distress, but the majority of these trials had a high dropout rate, jeopardizing the external validity of these studies [15,16].

In order to make psychological treatment for ICD patients more patient-tailored, which may reduce dropout, the use of online Web-based interventions has been advocated [15,17]. There is evidence showing that Web-based interventions are as effective as face-to-face interventions [18,19], and might be able to overcome barriers such as travel burden, time constraints, and reluctance to seek help, and thus reach underserved groups of patients [20,21]. However, adherence and attrition also remain major challenges in these trials [22,23]. To date, the reasons for dropout are not well understood and deserve attention in their own right, in order to increase the success and applicability of results of future Web-based intervention trials.

In the current study, we will describe the attrition and adherence issues that we encountered during the “WEB-based distress management program for implantable CARdioverter dEfibrillator” patients (WEBCARE) trial (NCT00895700). The trial design paper was published previously [24]. In brief, the aim of WEBCARE was to redress anxiety and depression and improve the quality of life of patients with a first-time ICD implant through a 12-week Web-based intervention (called “Leef met je hart” or “Live with your heart”), using cognitive behavioral therapy as the mainstay of treatment combined with psycho-education related to the ICD and relaxation techniques. Specific objectives were to (1) examine whether (a) completers, (b) patients who dropped out of treatment but remained in the study (filled in follow-up questionnaires), and (c) patients who dropped out of the treatment and the study, differ systematically on baseline demographic, clinical, and psychological characteristics, and (2) present descriptive data on patients’ reasons for dropping out.

Methods

Patient Population

Consecutively implanted ICD patients from six hospitals in the Netherlands (ie, Erasmus Medical Centre, Rotterdam; Amphia Hospital, Breda; Catharina Hospital, Eindhoven; Onze Lieve Vrouwe Gasthuis, Amsterdam; Canisius Wilhelmina Hospital, Nijmegen; Vlietland Hospital, Schiedam) were approached for study participation between April 2010 and February 2013. Patients were eligible for participation if they fulfilled the following inclusion criteria: first-time ICD implant, age 18-75 years, proficient in the Dutch language, and with Internet access and a sufficient level of Internet skills. Exclusion criteria were the following: life expectancy less than 1 year, history of psychiatric illness other than affective/anxiety disorders, or on the waiting list for heart transplantation.

Data Collection

Patients were approached by the ICD nurse or ICD technician prior to or briefly after ICD implantation. They were informed both verbally and in writing about the study. If the patient met the inclusion criteria and was willing to participate, informed consent was signed. Patients who could not decide at that time were approached again after ICD implant while still hospitalized. Prior to discharge from the hospital, consented patients were provided with the first set of questionnaires (baseline) and their medical records were accessed for information on their demographic and clinical variables. After completing the questionnaires, patients returned them in a self-addressed and pre-stamped envelope to Tilburg University, Netherlands, which served as the core lab for WEBCARE. If the questionnaires were not returned within two weeks, patients received up to 3 reminder phone calls. Patients who did not want to participate but who were willing to give access to information from their medical records also signed an informed consent form. The study was approved by the Medical Ethics Committee of all participating centers and was conducted in accordance with the Declaration of Helsinki. All patients provided written informed consent.
Design and Randomization

After receiving the baseline questionnaires and signed informed consent, participants were randomly assigned to either of two conditions: (1) the WEBCARE (WC) group, receiving questionnaires at baseline, 3 months, 6 months, and 12 months by mail, and getting access to the Web-based intervention for a time period of 12 weeks to complete 6 modules online [24] in addition to usual care, or (2) the Usual Care (UC) group, receiving only questionnaires by mail at all time points and usual care.

Patients were randomized using block randomization by computer, randomizing 20 patients per hospital, at each time point. Randomization lists were generated by an independent, blinded statistician and sealed by a research assistant. For the current analyses, we will only focus on patients who were randomized to the WC group.

Descriptive Data

Patients who signed the informed consent form but who decided to quit the intervention and/or the study prematurely were contacted by telephone 12 weeks after randomization and asked why they had decided to quit. This time interval was chosen in order to not interfere with possible intervention effects (patients were allowed to work at their own pace, some chose to finish the intervention within the first two weeks, while others decided to do the 6 lessons within the last two weeks. For that reason, it was clear at 12 weeks who had quit or finished the intervention). Hence, patients were contacted at the time that they should have received their 3-month follow-up and finished the 6-module online course.

Intervention: “Live with your Heart” (Leef met je Hart)

The intervention was based on the previously developed Web-based treatment “Alles Onder Controle” (Everything Under Control) [25] and was for the purpose of the WEBCARE trial adapted for ICD patients. The Alles Onder Controle treatment was developed for the healthy depressed population and has proven to be effective in reducing distress [25,26]. The Web-based course for ICD patients is a 12-week intervention of 6 online lessons addressing distress based on the cognitive behavioral model (problem-solving treatment). The first lesson focused on psycho-education with respect to living with an ICD (eg, what are “normal” adaptation problems post ICD implantation). In the second lesson, patients received homework assignments and were provided with therapist feedback (feedback was provided by master’s-level psychologists and was intended as minimal guidance to help patients get through the lessons—encouraging patients to continue with the lessons and giving guidance on how to address their problems according to problem-solving theory). In addition, patients received a relaxation training CD, which they were allowed to use throughout the intervention.

Patients were allowed to work at their own time and pace; however, if a lesson was not finished within two weeks, a reminder email was sent, with up to 3 reminders per lesson. Patients could proceed to the next lesson only when the previous one was finished and the homework assignment was sent to the therapist. If patients did not log in within the first two weeks, a reminder email was sent. Twelve weeks after receiving the log-in information, patients’ accounts were automatically closed.

Measures

Demographic and Clinical Measures

Information on demographic variables (ie, age, gender, working status, marital status, education level) was collected through purpose-designed questions in the questionnaires, while information on clinical variables (ie, left ventricular ejection fraction [LVEF], QRS-width [electrocardiogram reading], New York Heart Association functional class [NYHA-class], presence of heart failure, use of cardiac and psychotropic medication) were extracted from patients’ medical records at the time of implantation by the implanting electrophysiologist or research nurses at the participating centers. The Charlson Comorbidity Index [27] was calculated based on self-report data and information from patients’ medical records.

Anxiety

The Generalized Anxiety Disorder scale (GAD-7) was used to assess anxiety [28]. The GAD-7 is a 7-item self-report questionnaire assessing anxiety symptoms in the past two weeks (eg, “Feeling nervous, anxious, or on the edge”). The GAD-7 is a reliable measure, with a Cronbach alpha of .92 and an intraclass correlation of .83 [28]. The 7 items are rated on a 4-point Likert scale from 0 (not at all) to 3 (almost every day) (score range 0-21), with a higher score indicating increased anxiety symptoms.

Depression

The Patient Health Questionnaire (PHQ-9) is a 9-item self-report measure of depression (eg, “Having little interest or pleasure in doing things”) that taps into the 9 diagnostic criteria for DSM-IV depressive disorder [29]. The PHQ-9 can establish provisional depressive disorder diagnoses as well as grade depressive symptom severity. Items are evaluated on a 4-point Likert scale from 0 (not at all) to 3 (almost every day) (score range 0-27), with a higher score indicating more depressive symptoms [29]. The PHQ-9 has excellent reliability with a Cronbach alpha of .91 and good validity, and has previously been used in cardiac patients [30].

Type D (Distressed) Personality

Type D personality was assessed with the 14-item Type D scale (DS14) [31], which consists of two 7-item subscales measuring Negative Affectivity (eg, “I often feel unhappy”) and Social Inhibition (eg, “I am a “closed” kind of person”) [32]. Items are answered on a 5-point Likert scale ranging from 0 (false) to 4 (true), with total scores on both subscales ranging from 0 to 28. A standardized cut-off ≥ 10 on both subscales defines individuals with a Type D personality, as Item Response Theory has indicated this to be the most optimal cut-off [31,32]. Both subscales are internally consistent, with a Cronbach alpha of .88 for Negative Affectivity and .86 for Social Inhibition. The test-retest reliability for the two subscales over a 3-month period were r=0.72 and 0.82, respectively [33].
**Optimism and Pessimism**

The Life Orientation Test (LOT) was used to assess optimism and pessimism [34]. Optimism was measured using a sum score of items 1, 4, 5, and 11; while pessimism was assessed with the sum score of items 3, 8, 9, and 12. Items are answered on a 5-point Likert scale from 0 (very much disagree) to 4 (very much agree). The total score for the optimism and pessimism subscales ranges between 0 and 16, with a higher score indicating higher levels of the respective trait [34].

**Statistical Analyses**

Continuous variables were compared using the Student’s t test, while discrete variables were compared using the chi-square test. Data are represented as percentages for nominal variables and mean (SDs) for continuous variables. To compare groups on psychological variables, ANOVAs (analysis of variance) were performed. If group differences were observed, the Tukey-Kramer post-hoc test for unequal group sizes was used to identify which groups differed significantly. Descriptive data were coded and analyzed using “frequencies”. A $P<.05$ indicated statistical significance. All tests were two-tailed. Data were analyzed using SPSS Statistics 19.0 for Windows.

**Results**

**Patient Characteristics**

A detailed description of the patient recruitment for WEBCARE is displayed in Figure 1. A total of 1024 patients were approached for participation, 735 (71.78%) were excluded due to not meeting the inclusion criteria (n=492), refusing to participate (n=192), or not returning baseline measures (n=51). Eventually 289 patients were randomized to either the WC group (n=146) or the UC group (n=143).

Demographic, clinical, and psychological characteristics of patients who were randomized to the WC group are shown in Table 1. The mean age of the group was 58.23 (SD 9.87) and 120 (82.2%, 120/146) were male patients. In addition, 106 (72.6%, 106/146) had a higher educational level.
Table 1. Baseline demographic, clinical, and psychological characteristics of patients randomized to the WEBCare treatment condition (WC; n=146).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>WC group, mean (SD) or n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographics</strong></td>
<td></td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>58.23 (9.87)</td>
</tr>
<tr>
<td>Gender (male)</td>
<td>120 (82.2%)</td>
</tr>
<tr>
<td>Employed</td>
<td>68 (46.6%)</td>
</tr>
<tr>
<td>Has partner</td>
<td>124 (84.9%)</td>
</tr>
<tr>
<td>High education</td>
<td>106 (72.6%)</td>
</tr>
<tr>
<td><strong>Clinical</strong></td>
<td></td>
</tr>
<tr>
<td>LVEF≤35a</td>
<td>87 (59.6%)</td>
</tr>
<tr>
<td>QRS&gt;120msb, n=144</td>
<td>59 (41%)</td>
</tr>
<tr>
<td>NYHA class III/IVc, n=122</td>
<td>20 (16.4%)</td>
</tr>
<tr>
<td>Heart failure</td>
<td>78 (53.4%)</td>
</tr>
<tr>
<td>CCId, mean (SD)</td>
<td>1.60 (1.06)</td>
</tr>
<tr>
<td>Beta-blockers</td>
<td>117 (80.1%)</td>
</tr>
<tr>
<td>ACE-inhibitors</td>
<td>82 (56.2%)</td>
</tr>
<tr>
<td>Diuretics</td>
<td>72 (49.3%)</td>
</tr>
<tr>
<td>Psychotropic medication</td>
<td>13 (8.9%)</td>
</tr>
<tr>
<td><strong>Psychological</strong></td>
<td></td>
</tr>
<tr>
<td>Anxiety, mean (SD)</td>
<td>4.57 (5.02)</td>
</tr>
<tr>
<td>Depression, mean (SD)</td>
<td>5.93 (5.11)</td>
</tr>
<tr>
<td>Psychological treatment</td>
<td>8 (5.5%)</td>
</tr>
<tr>
<td>Cardiac rehabilitation, n=145</td>
<td>20 (13.8%)</td>
</tr>
<tr>
<td>Type D personality</td>
<td>24 (16.4%)</td>
</tr>
<tr>
<td>Optimism, mean (SD)</td>
<td>11.23 (2.68)</td>
</tr>
<tr>
<td>Pessimism, mean (SD)</td>
<td>5.73 (3.52)</td>
</tr>
</tbody>
</table>

aLVEF: left ventricular ejection fraction  
bQRS-width: electrocardiogram Q,R, and S waves  
cNYHA: New York Heart Association functional class  
dCCI: Charlson Comorbidity Index

**Non-Participants**  
Patients who did not return the baseline questionnaires (n=51) and were excluded (not randomized) from current analyses did not differ systematically on demographic variables. However, significant differences on clinical variables were observed with patients who were not randomized, more often having a NYHA Class III/IV (P=.045), peripheral artery disease (P=.022), and using psychotropic medication (P=.001) (anxiolytics, P=.004 and hypnotics, P=.010). Of the patients who refused to participate (n=192) but fulfilled the inclusion criteria, 60 (31.3%) signed consent and gave permission for medical record screening at the time of implantation. These patients were somewhat older [60.26 (SD 1.80) vs 58.16 (SD 10.30); P=.04], more likely to have a NYHA Class III/IV (34.1%, 14/41 vs 21.3%, 57/267; P=.013), to have experienced a previous myocardial infarction (76.6%, 36/47 vs 50.1%, 170/339; P=.001) or coronary artery bypass grafting (34.0%,16/47 vs 19.2%, 65/339; P=.019), to have peripheral artery disease (13.6%, 8/59 vs 5.3%, 18/339; P=.018), or to have a cardiac resynchronization therapy-defibrillator (CRT-D) (57.9%, 44/76 vs 25.9%, 87/336; P<.001) as compared to patients who signed informed consent for study participation (n=340).

**Adherence and Attrition**  
Of the 146 randomized patients to the WC group, 34 (23.3%) completed the treatment and filled in the follow-up assessment (completers), 88 (60.0%) patients dropped out of the treatment but remained in the study and filled in the follow-up assessments (treatment dropouts), and 24 (16.4%) patients dropped out of the treatment and the study (dropouts). Focusing on the treatment, Figure 2 presents an overview of patients’ adherence to the intervention and shows that the number of patients completing the lessons diminishes over time. The first lesson was completed by 83.5% (122/146) of the patients randomized to the WC group (16.5%, 24/146 never logged in), while only
23.3% (34/146) completed the last lesson (and thus the whole treatment schedule).

Figure 2. Adherence and attrition during the intervention (n=146).

Differences in Baseline Characteristics and Psychological Profile

Completers and (treatment) dropouts did not systematically differ on any baseline demographic, clinical, or psychological measures (Table 2). Although not significant, dropouts tended to be more often employed, have a lower education level, and lower mean score on anxiety and depression as compared to the other two groups. Table 2 shows a detailed overview of the baseline demographic and clinical characteristics and psychological profile of the three groups.

Table 2. Baseline demographic, clinical, and psychological characteristics stratified by group.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Completers, n=34</th>
<th>Treatment dropout, n=88</th>
<th>Dropout, n=24</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>57.91 (9.82)</td>
<td>58.84 (9.84)</td>
<td>56.42 (10.20)</td>
<td>.56</td>
</tr>
<tr>
<td>Gender (male)</td>
<td>28 (82.4%)</td>
<td>74 (84.1%)</td>
<td>18 (75.0%)</td>
<td>.59</td>
</tr>
<tr>
<td>Employed</td>
<td>15 (44.1%)</td>
<td>38 (43.2%)</td>
<td>15 (62.5%)</td>
<td>.23</td>
</tr>
<tr>
<td>Has partner</td>
<td>30 (88.2%)</td>
<td>73 (83.0%)</td>
<td>21 (87.5%)</td>
<td>.71</td>
</tr>
<tr>
<td>High education</td>
<td>26 (76.5%)</td>
<td>65 (74.7%)</td>
<td>15 (62.5%)</td>
<td>.43</td>
</tr>
<tr>
<td><strong>Clinical</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LVEF≤35(^a)</td>
<td>21 (61.8%)</td>
<td>52 (59.1%)</td>
<td>14 (58.3%)</td>
<td>.96</td>
</tr>
<tr>
<td>QRS≥120(^b)</td>
<td>12 (36.4%)</td>
<td>37 (42.5%)</td>
<td>10 (41.7%)</td>
<td>.83</td>
</tr>
<tr>
<td>NYHA III/IV(^c)</td>
<td>4 (13.3%)</td>
<td>13 (20.0%)</td>
<td>3 (15.0%)</td>
<td>.69</td>
</tr>
<tr>
<td>Heart failure</td>
<td>18 (52.9%)</td>
<td>46 (52.3%)</td>
<td>14 (58.3%)</td>
<td>.87</td>
</tr>
<tr>
<td>CCI(^d), mean (SD)</td>
<td>1.88 (1.15)</td>
<td>1.56 (1.10)</td>
<td>1.38 (0.65)</td>
<td>.16</td>
</tr>
<tr>
<td>Beta-blockers</td>
<td>28 (82.4%)</td>
<td>69 (78.4%)</td>
<td>20 (83.3%)</td>
<td>.81</td>
</tr>
<tr>
<td>ACE-inhibitors</td>
<td>18 (52.9%)</td>
<td>52 (59.1%)</td>
<td>12 (50.0%)</td>
<td>.66</td>
</tr>
<tr>
<td>Diuretics</td>
<td>16 (47.1%)</td>
<td>43 (48.9%)</td>
<td>13 (54.2%)</td>
<td>.86</td>
</tr>
<tr>
<td>Psychotropics</td>
<td>1 (2.9%)</td>
<td>9 (10.2%)</td>
<td>3 (12.5%)</td>
<td>.36</td>
</tr>
<tr>
<td><strong>Psychological</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety, mean (SD)</td>
<td>5.46 (5.18)</td>
<td>4.21 (5.08)</td>
<td>4.63 (4.62)</td>
<td>.47</td>
</tr>
<tr>
<td>Depression, mean (SD)</td>
<td>6.53 (4.40)</td>
<td>5.79 (5.38)</td>
<td>5.58 (5.17)</td>
<td>.73</td>
</tr>
<tr>
<td>Type D</td>
<td>7 (20.6%)</td>
<td>14 (15.9%)</td>
<td>3 (12.5%)</td>
<td>.70</td>
</tr>
<tr>
<td>Optimism, mean (SD)</td>
<td>11.12 (2.71)</td>
<td>11.41 (2.74)</td>
<td>10.75 (2.44)</td>
<td>.55</td>
</tr>
<tr>
<td>Pessimism, mean (SD)</td>
<td>6.15 (4.16)</td>
<td>5.56 (3.40)</td>
<td>5.79 (2.99)</td>
<td>.71</td>
</tr>
</tbody>
</table>

\(^a\)LVEF: left ventricular ejection fraction
\(^b\)QRS-width: electrocardiogram Q,R, and S waves
\(^c\)NYHA: New York Heart Association functional class
\(^d\)CCI: Charlson Comorbidity Index
Descriptive Data: Reasons for Dropout

The reasons given by patients for not completing the treatment are displayed in Figure 3. Unfortunately, we were not able to reach all patients to learn about their reasons for dropout. Of the patients that we were able to reach, the majority (20.5%, 23/112) indicated that they faced technical problems (eg, the computer was not working, the website was not responding, problems with Internet connection): “My computer broke and I don’t use it that often, so I would have to buy another one just for the study; I didn’t want to do that” and “I got irritated because the website was not responding when I tried to log in, so I decided to quit”.

Time constraints were an issue in 15.2% (17/112) of patients (“I started working, so I don’t have time to do the online course”) and 10.7% (12/112) of patients were feeling fine and did not need additional support: “I had trouble thinking of any problems that I’m experiencing at this moment, as I don’t have any. I’m feeling fine”; and “I don’t have any problems. I’m happy that I have received the ICD. I feel reassured now”. Additional reasons were that the treatment did not apply to the patients’ needs (6.3%, 7/112): “I expected the course to be addressing only ICD specific problems...more technical

Figure 3. Reasons for dropout (n=112).

Discussion

Principal Findings

This is the first behavioral randomized controlled trial to address the adherence and dropout issues of a Web-based intervention in the ICD population. Our findings show that 23.3% of patients randomized to the treatment arm completed the full treatment (six lessons), while 16.5% never logged on to the intervention. A gradual decline in adherence was observed with more patients dropping out as the lessons proceeded. The three groups (completers, treatment dropout, and dropout) did not differ systematically on any demographic or clinical baseline characteristics and their psychological profile. The top 3 reasons given for dropping out of the treatment were: technical issues with the computer/website, time constraints, and feeling fine/not needing additional support.

The findings of this study are generally in line with previous findings from the “Alles Onder Controle” Web-based intervention for individuals from the general population with increased levels of anxiety or depression who volunteered to undergo the intervention. Although generally higher percentages of completers were reported (38-55%), the rate of patients who never logged on was between 9% to 16% [25,26,35] and is in accordance with the 16.5%, which was observed in the current study. The higher number of completers in the Alles Onder Controle study might be attributed to these individuals being volunteers and thus highly motivated with respect to investing time and effort in improving their well-being. In addition, the
latter patients scored high on anxiety and depressive symptoms, while patients in WEBCARE were included regardless of their anxiety/depression levels, as WEBCARE was set up as a prevention trial. However, there was a comparable gradual decline in adherence in the previous studies as in patients in the WEBCARE treatment arm [25,35].

In general, higher attrition rates are reported in open access Web-based trials without therapist guidance [36], while the number of completers is higher in closed trials where feedback is provided and reminders are sent [23,37]. Looking more specifically into cardiac patients (older adults with depression and comorbid cardiovascular disease), in their qualitative study on online treatment adherence, Donkin et al reported that time constraints, competing priorities, perception of limited worth of the intervention, and anxiety about spending time on the computer were important factors that contributed to an increased attrition [38], which are to some degree comparable to what we found in the current study. Generally, their results showed that adherence might increase if the benefits of participating in the treatment outweigh the costs of participation. In the current trial, the mean depression and anxiety scores were relatively low, patients were not distressed, and likely did not see a need for the treatment as they generally felt fine.

Studies of Web-based interventions have also shown that the duration of treatment [39] and timing [40] of the treatment may affect patients’ engagement. Also, patients’ perceived control over completing the course and coaching via phone vs email are found to be associated with higher completion rates [41]. In addition, printed delivery mode has shown to result in higher attrition as compared to a Web-based delivery mode [42]. These findings can partly explain why a higher attrition rate was observed in the current study. Current results show diminished participation after the third lesson. Perhaps, had the treatment been somewhat shorter, more patients would have completed all lessons. In addition, the treatment was offered immediately after ICD implantation. As indicated by some patients, at that time point they have a lot to deal with already and may for that reason decide not to participate or complete all modules.

Limitations and Strengths
A number of limitations of this study must be acknowledged. First, current analyses are based on a relatively small sample and should be replicated in larger studies in the future. Second, results on reasons for dropout are based on descriptive data that were obtained via a telephone call to patients. A structured interview or validated questionnaire would perhaps provide more valid information. Third, unfortunately we were not able to reach all patients at 12 weeks by telephone; hence, current findings are based on patients who answered the phone and were willing to provide us with information regarding their reasons for dropout.

This study also has several strengths. To our knowledge, it is the first behavioral intervention trial in ICD patients to have used a Web-based approach and the first study in ICD patients overall to address issues of adherence and attrition. The information from WEBCARE adds to our knowledge about factors that may influence adherence in trials using a Web-based approach, which can be used when designing Web-based behavioral intervention trials for ICD patients in the future, in order to increase the number of patients enrolled in the study and their treatment adherence.

When offering a Web-based intervention to ICD patients, it seems of great importance to make the intervention as patient-tailored as possible. Not all patients have the same needs at the same time. Thus, giving them time and space to complete the lessons when needed is an important factor as is making it possible to select which lessons to complete (some patients are more interested in technical aspects of the ICD, which would give them more reassurance, while others prefer psychological support in dealing with this new situation). As a proportion of the ICD patients indicated that they were feeling fine and did not need any additional support, it might be more important to focus on patients who have higher distress levels post implant. These patients could be identified using brief and standardized questionnaires that are designed to assess psychological distress. Close monitoring of patients’ psychological needs is warranted as it has been associated with morbidity and mortality [11,12], and may help us to provide the right amount of care that is needed at the right time. Designing behavioral interventions with a collaborative care approach, where a period of “watchful waiting” is employed would perhaps be a way to go. With this approach, we would be able to offer support to patients who have “chronic” levels of distress or who develop distress at a later time point, as we have now learned that the “one size fits all” approach results in high dropout and low adherence. Incorporating a standard intervention in current health care models, which would be offered to all patients, might result in a great loss of resources as only a small proportion of patients would be willing to participate and complete the treatment (as shown in current data).

Conclusions
In conclusion, as Web-based treatments are increasingly being implemented in clinical practice, knowing how to keep patients motivated and compliant with treatment becomes more important every day. Our findings indicate that more attention should be paid to the technical aspects of Web-based treatment and making it more user-friendly. In addition, to overcome the barrier of home computers not working as they should, future studies should examine whether a similar intervention could be delivered using smartphones or tablets in order to decrease dropout. Also, future studies should examine the relationship between adherence and outcomes, as the results to date are inconclusive [22]. Examining the appropriate duration and timing of the intervention is also of great importance, which to date remains unexplored in the ICD population. The provision of patient-tailored interventions at the time when the patient needs it is likely to increase treatment adherence and enhance the effectiveness of such interventions.
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Abstract

Background: Mobile phones with operating systems and capable of running applications (smartphones) are increasingly being used in clinical settings. Medical calculating applications are popular mhealth apps for smartphones. These include, for example, apps that calculate the severity or likelihood of disease-based clinical scoring systems, such as determining the severity of liver disease, the likelihood of having a pulmonary embolism, and risk stratification in acute coronary syndrome. However, the accuracy of these apps has not been assessed.

Objective: The objective of this study was to evaluate the accuracy of smartphone-based medical calculation apps.

Methods: A broad search on Google Play, BlackBerry World, and the iTunes App Store was conducted to find medical calculation apps for smartphones. The list of apps was narrowed down based on inclusion and exclusion criteria focusing on functions thought to be relevant by a panel of general internists (number of functions =13). Ten case values were inputted for each function and were compared to manual calculations. For each case, the correct answer was assigned a score of 1. A score for the 10 cases was calculated based on the accuracy of the results for each function on each app.

Results: We tested 14 apps and 13 functions for each app if that function was available. We conducted 10 cases for each function for a total of 1240 tests. Most functions tested on the apps were accurate in their results with an overall accuracy of 98.6% (17 errors in 1240 tests). In all, 6 of 14 (43%) apps had 100% accuracy. Although 11 of 13 (85%) functions had perfect accuracy, there were issues with 2 functions: the Child-Pugh scores and Model for End-Stage Liver Disease (MELD) scores on 8 apps. Approximately half of the errors were clinically significant resulting in a significant change in prognosis (8/17, 47%).

Conclusions: The results suggest that most medical calculating apps provide accurate and reliable results. The free apps that were 100% accurate and contained the most functions desired by internists were CliniCalc, Calculate by QxMD, and Medscape. When using medical calculating apps, the answers will likely be accurate; however, it is important to be careful when calculating MELD scores or Child-Pugh scores on some apps. Despite the few errors found, greater scrutiny is warranted to ensure full accuracy of smartphone medical calculator apps.

(J Med Internet Res 2014;16(2):e32) doi:10.2196/jmir.3062
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Introduction

Smartphones are rapidly being adopted into the medical field. A recent survey found that 79% of medical students and 75% of postgraduate trainees owned smartphones [1]. One important use of smartphones is to aid in diagnosis, prognosis, and treatment of medical conditions. Apps can aid in diagnosis by providing a reference to staging systems, such as the severity staging of chronic obstructive pulmonary disease (COPD), or can provide rapid access to published algorithms in decision making. These reference or decision support functions that perform minimal calculations are typically considered to be at low risk of causing errors [2].

There are increasing numbers of clinical scoring systems that can include calculations, such as determining the severity of liver disease (Model for End-Stage Liver Disease, MELD), the likelihood of having a pulmonary embolism (Wells’ Score for Pulmonary Embolism), and risk stratification in acute coronary syndrome (the thrombolysis in myocardial infarction, TIMI, score for non-ST elevation myocardial infarction, NSTEMI) [3-5]. Smartphone applications can make calculating these scores easier by providing information rapidly after performing a calculation using patient-specific data. Indeed, medical calculation apps are one of the most-used apps by doctors, often used several times per day [1]. Medical calculation apps can be considered to be of higher complexity because they do not just present previously published information, but may perform complex calculations based on user input. This increases the risk of error.

Health care professionals rely on decision-making aids such as medical apps, yet their accuracy has not been verified. The American Food and Drug Administration (FDA) has attempted to eliminate the distribution of faulty apps related to health care [6]. It is critical that apps used in clinical settings are accurate because the scoring results can impact a clinician’s decision. Unfortunately, there is limited literature on the accuracy of smartphone medical calculators with the current evidence being highly specialized [7,8]. The purpose of our study was to assess the accuracy of general medical calculating apps on smartphones.

Methods

Definitions and Search Strategy

For the purpose of the study, an app was defined as a smartphone medical app. A function was defined as calculation that can be conducted on the app by inputting clinical data or observation. General internists were defined as specialists who apply scientific knowledge and clinical expertise to the diagnosis, treatment, and compassionate care of adults across the spectrum from health to complex illness [9].

Online searches were performed to acquire apps relevant to the study. The Google search contained the following keywords: “medical calculator apps,” “apps medical calculator,” “smartphone medical apps,” “medical + smartphone + apps,” and “medical + smartphone.” The first 5 pages of each of the searches were examined, with each page containing 10 links to websites. The keywords “medical” and “medical calculators” were then entered into the search fields of Google Play, BlackBerry World, and the iTunes App Store. The first 10 pages of each search on Google Play (24 apps per page) and BlackBerry World (6 apps per page) were examined. The first 30 rows (8 apps per row) of each search keyword were examined in the App Store for both iPhone and iPad. A complete breakdown of the app search can be found in Figure 1.
Two rounds of selection of apps occurred to acquire the final list of apps used for testing. The first round occurred as the apps were reviewed in the initial Google and App Store searches. Apps were included if they met the inclusion criteria of the study. Apps had to have a medical calculating smartphone app with 3 or more calculating functions.

Exclusion criteria were applied once the first draft of apps was compiled. This method of narrowing down the apps dealt with specific calculation functions of the apps focusing on apps in which a general internist would be interested. From all the smartphone apps from round 1, we compiled a list of all calculation functions. We provided this list of all calculation functions to 5 internists and asked them which functions they would want on a medical calculation application. Apps were excluded if it did not contain at least half of the functions selected by 5 physicians.

Testing

The medical apps were all downloaded in July 2013. To determine the functions to test, we used the preferred list of functions selected by the general internists. For functions to be tested, it had to be selected by at least 4 of the 5 internists. The selection process of functions is shown in Figure 2. Out of 476 calculating functions that were found on the apps, 147 (30.9%) were selected by 5 internists as useful functions they would want to have on an app. This list was then narrowed down further based on the degree of overlap to 15 functions (Figure 2). The Canadian Cardiovascular Society (CCS) Angina Score and the GOLD Classification of COPD were removed from the list of functions to test because they were classification systems without any calculations. A list of all calculation functions and descriptions is shown in Table 1.

Apps were tested on a single platform. Each function of each app was tested using the same 10 variations of data input, including 2 extremes and 8 middle values. The test cases were validated with clinicians for face validity. The aim of the different test cases was to produce variation in scores that would correspond to the different levels of severity that the functions contained. All the variations were recorded on an Excel spreadsheet. Answers from an app were considered correct if they were the same result as the calculation conducted using Excel with rounding error. All testing was conducted twice to reduce error. If an incorrect score was acquired, it was rechecked by another person. For each case, correct scores received a score of 1 and incorrect scores received a score of 0. Examples of calculator apps are shown in Figures 3-6.
### Table 1. List of calculation functions.

<table>
<thead>
<tr>
<th>Function</th>
<th>Description</th>
<th># physicians choosing</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHADS²</td>
<td>Scoring system for risk of stroke in atrial fibrillation (congestive heart failure, hypertension, age 75 years or older, diabetes mellitus, previous stroke or transient ischemic attack)</td>
<td>5</td>
</tr>
<tr>
<td>Child-Pugh score</td>
<td>Classification system for severity of liver disease</td>
<td>5</td>
</tr>
<tr>
<td>Wells’ PE score</td>
<td>Scoring system for risk of pulmonary emboli (PE)</td>
<td>5</td>
</tr>
<tr>
<td>4T score</td>
<td>Scoring system for risk of heparin-induced thrombocytopenia (thrombocytopenia, timing, thrombosis, other)</td>
<td>4</td>
</tr>
<tr>
<td>ABCD2</td>
<td>Scoring system for risk of stroke after transient ischemic attack (TIA)-like symptoms (age, blood pressure, clinical features, duration of symptoms, and diabetes)</td>
<td>4</td>
</tr>
<tr>
<td>BMI</td>
<td>Body mass index</td>
<td>4</td>
</tr>
<tr>
<td>CIWA-Ar</td>
<td>Clinical Institute Withdrawal Assessment (CIWA) for Alcohol scale, revised</td>
<td>4</td>
</tr>
<tr>
<td>Corticosteroid conversion</td>
<td>Approximate equipotent dose conversions between different corticosteroids</td>
<td>4</td>
</tr>
<tr>
<td>HAS-BLED</td>
<td>Scoring system for risk of bleeding on anticoagulation (hypertension, abnormal renal/liver function, stroke, bleeding history or predisposition, labile international normalized ratio, elderly, drugs/alcohol concomitantly)</td>
<td>4</td>
</tr>
<tr>
<td>Creatinine clearance</td>
<td>Estimate of creatinine clearance by Cockcroft-Gault equation</td>
<td>4</td>
</tr>
<tr>
<td>MELD</td>
<td>Model for End-Stage Liver Disease (MELD) Scoring system for severity of liver disease, typically with United Network for Organ Sharing (UNOS) modifications</td>
<td>4</td>
</tr>
<tr>
<td>TIMI-STEMI</td>
<td>Thrombolysis in myocardial infarction (TIMI) risk stratification system after ST-elevation MI (STEMI)</td>
<td>4</td>
</tr>
<tr>
<td>TIMI-NSTEMI</td>
<td>TIMI risk stratification system after non–ST-elevation MI (NSTEMI)</td>
<td>4</td>
</tr>
<tr>
<td>CCS Angina Score&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Canadian Cardiovascular Society (CCS) Angina Score</td>
<td>4</td>
</tr>
<tr>
<td>GOLD classification&lt;sup&gt;a&lt;/sup&gt;</td>
<td>GOLD classification of chronic obstructive pulmonary disease (COPD)</td>
<td>4</td>
</tr>
</tbody>
</table>

<sup>a</sup>Removed from the list of functions to test because is a classification system without any calculations.
**Figure 2.** Breakdown of process to select functions for testing.

**Figure 3.** Calculations available on the Calculate by QxMD app.
Figure 4. Example of a Model for End-Stage Liver Disease (MELD) Score calculation on the Calculate by QxMD app.

**Figure 5.** Calculations available on the CliniCalc app by Medicon Apps.
Results

The inclusion and exclusion criteria enabled us to come up with a list of frequently downloaded apps that were relevant to internal medicine. Fourteen (0.87%) smartphone apps were tested out of the 1603 smartphone apps found during initial research (Figure 1; Table 2).

Results of testing the 14 apps by using 10 variations for each of the 13 calculating functions are shown in Table 3. Out of the 1240 tests conducted there were 17 errors; therefore, the overall accuracy was 98.6% (17/1240).

In terms of functions, 11 of 13 functions (85%) were 100% accurate on all apps. The Child-Pugh score and the MELD score were 97% and 95% accurate, respectively. For the Child-Pugh score, there were errors in scoring for 2 apps. In all 4 errors found, the errors caused a difference in score by 1 point which did not translate to a different Child-Pugh class.

Issues occurred with the MELD score calculations on multiple apps. Eight of 14 apps produced similar incorrect scores for the cases involving creatinines >4 mg/dL (353.6 μmol/L). For 1 case, this error translated to an increased score which then gave an elevated severity (from 52.6% mortality to 71.3% mortality). This same error was found in 8 apps. These errors appeared to be because of incomplete application of United Network for Organ Sharing (UNOS) modifications of the original MELD scoring by the apps. The UNOS modification set a maximum allowable creatinine of 4 mg/dL (353.6 μmol/L).
Table 2. List of apps (accessed September 13, 2013).

<table>
<thead>
<tr>
<th>App name</th>
<th>Developer(s)</th>
<th>Platforms available&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Platform tested&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Version tested</th>
<th>Cost ($US)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calculate by QxMD [10]</td>
<td>QxMD</td>
<td>iOS, Android, BlackBerry</td>
<td>iOS</td>
<td>3.5.3</td>
<td>Free</td>
</tr>
<tr>
<td>Epocrates [12]</td>
<td>epocrates</td>
<td>iOS, Android, BlackBerry</td>
<td>iOS</td>
<td>13.6</td>
<td>Free</td>
</tr>
<tr>
<td>MedCalc [13]</td>
<td>Pascal Pfiffer and Mathias Tschopp</td>
<td>iOS</td>
<td>iOS</td>
<td>2.7.3</td>
<td>$1.99</td>
</tr>
<tr>
<td>MedCales [14]</td>
<td>Beijing Kingyee Technology Co</td>
<td>iOS</td>
<td>iOS</td>
<td>2.6</td>
<td>Free</td>
</tr>
<tr>
<td>Medical Calculator [15]</td>
<td>Avivonet</td>
<td>iOS</td>
<td>iOS</td>
<td>1.0</td>
<td>$1.99</td>
</tr>
<tr>
<td>Medical Tools [16]</td>
<td>Irza Sharif</td>
<td>Android</td>
<td>Android</td>
<td>1.2.1</td>
<td>Free</td>
</tr>
<tr>
<td>MediCalc [17]</td>
<td>ScyMed</td>
<td>iOS, Android</td>
<td>iOS</td>
<td>8.0</td>
<td>Free</td>
</tr>
<tr>
<td>MediMath [18]</td>
<td>Evan Schoenberg</td>
<td>iOS</td>
<td>iOS</td>
<td>4.3</td>
<td>$4.99</td>
</tr>
<tr>
<td>Mediquations [19]</td>
<td>Mediquations</td>
<td>iOS, Android</td>
<td>iOS</td>
<td>34.1</td>
<td>$4.99</td>
</tr>
<tr>
<td>MedSolve Medical Calculator [21]</td>
<td>Charles Vu</td>
<td>iOS</td>
<td>iOS</td>
<td>1.2.2</td>
<td>$0.99</td>
</tr>
<tr>
<td>Skyscape Medical Resources [22]</td>
<td>Skyscape</td>
<td>iOS, Android, BlackBerry</td>
<td>iOS</td>
<td>1.18.42</td>
<td>Free</td>
</tr>
<tr>
<td>UpToDate [23]</td>
<td>UpToDate</td>
<td>iOS, Android, Windows</td>
<td>iOS*</td>
<td>1.3.&lt;sup&gt;b&lt;/sup&gt;</td>
<td>$563&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>iOS: iPhone/iPad/iPod operating system.
<sup>b</sup>The version tested was the online version on iOS platform.
<sup>c</sup>Requires subscription with MobileComplete and rates vary depending on role of user, country of user, and subscription term.
# Table 3. Accuracy of medical calculating apps.

<table>
<thead>
<tr>
<th>Name of app</th>
<th>CHADS2</th>
<th>CHF-Dys</th>
<th>Wells' PE score</th>
<th>4T Score</th>
<th>ABCD2</th>
<th>BMI</th>
<th>CIWA-Ar</th>
<th>Corticosteroid conversion</th>
<th>HAS-BLED</th>
<th>Creatinine</th>
<th>MELD</th>
<th>TIMI-STEMI</th>
<th>TIMI-NSTEMI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calculate by QxMD</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>—</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>CliniCalc</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>—</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Epocrates</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MedCalc</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>—</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>90%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>MedCalculators</td>
<td>100%</td>
<td>100%</td>
<td>90%</td>
<td>100%</td>
<td>100%</td>
<td>—</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>80%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Medical Calculator</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>—</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>80%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Medical Tools</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>—</td>
<td></td>
<td></td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>80%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>MediCalc</td>
<td></td>
<td>100%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>100%</td>
<td>100%</td>
<td></td>
<td>100%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MediMath</td>
<td>100%</td>
<td>70%</td>
<td>100%</td>
<td>—</td>
<td></td>
<td></td>
<td>100%</td>
<td>100%</td>
<td></td>
<td>100%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mediations</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>—</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MedScape</td>
<td>100%</td>
<td>—</td>
<td>100%</td>
<td>—</td>
<td></td>
<td></td>
<td>100%</td>
<td>100%</td>
<td></td>
<td>100%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MedSolve Medical</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>—</td>
<td></td>
<td></td>
<td>100%</td>
<td>100%</td>
<td></td>
<td>100%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical Resources</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>100%</td>
<td>100%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UpToDate</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>—</td>
<td></td>
<td></td>
<td>100%</td>
<td>100%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

## Discussion

The results of the study suggest that most medical calculator smartphone apps are accurate and can confidently be used in clinical settings. From an internal medicine perspective, the free apps that were 100% accurate and contained the most functions desired by internists were CliniCalc [11], Calculate by QxMD [10], and Medscape [20]. Although most of the apps provided accurate results, it is important to be cautious while using the Child-Pugh score and MELD score on certain apps, specifically.

There is a lack of evidence on the accuracy of medical calculating apps for smartphones. Information recommending medical calculating apps only provided qualitative information on the apps, without testing accuracy [24-27]. This study determines the actual accuracy of information provided by apps.

The study highlights the need for verifying medical apps before use in patient care. Although we found smartphone apps to be quite accurate, we found errors in the smartphone calculations that were clinically significant. There are efforts in the United States by the FDA to regulate medical device apps, but it is not clear if medical calculating apps are defined as medical devices in all countries [2,28]. Medical smartphone apps may be considered devices depending on the complexity of the patient information and calculation [2]. For medical apps that provide erroneous results, although downloaded from a global app store, they likely fall under legislation of the country where they are downloaded and used. The legal ramifications could be complex. Ultimately, it is likely the responsibility of the physician to determine if their calculating app is accurate. For individual physicians, testing and verifying each calculating function of each app is not reasonable. Thus, we provide physicians with clear evidence-based advice on which current apps to use.

Apps change quickly with new apps and frequent updates. We recommend that a system be put in place to verify smartphone apps that perform medical calculations to ensure they function properly. One way this can be done is by having a third party verify the accuracy of smartphone calculations. This could be conducted similar to our study but on a larger scale, with more variations and functions tested. With a list of trustworthy and validated apps, health care professionals could more confidently integrate smartphone technology into clinical settings.

There were limitations to this study. Because of the time frame of the project and the wide range of apps available, it was determined that not every function on every app could be tested. Thus, accuracy for each app may differ for other calculating functions or other test cases. Furthermore, although apps were available on multiple platforms, we only tested 1 platform for each app. Predominantly, the iOS platform was tested because most apps were available on this platform. Another limiting factor was that the focus was on apps used by general internists; therefore, results may differ for other specialties. However, this generalist approach does provide information on accuracy of smartphone medical calculation apps used by internists.

In summary, we found that most smartphone medical calculator app functions were accurate. However, some errors were noted in some functions of some apps. Given that using smartphones...
as medical calculators makes them a medical device, a system to verify smartphone calculation accuracy would be useful to reduce the chance of errors affecting patient care.
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Abstract

Background: Google Glass is a promising premarket device that includes an optical head-mounted display. Several proof of concept reports exist, but there is little scientific evidence regarding its use in a medical setting.

Objective: The objective of this study was to empirically determine the feasibility of deploying Glass in a forensics setting.

Methods: Glass was used in combination with a self-developed app that allowed for hands-free operation during autopsy and postmortem examinations of 4 decedents performed by 2 physicians. A digital single-lens reflex (DSLR) camera was used for image comparison. In addition, 6 forensic examiners (3 male, 3 female; age range 23-48 years, age mean 32.8 years, SD 9.6; mean work experience 6.2 years, SD 8.5) were asked to evaluate 159 images for image quality on a 5-point Likert scale, specifically color discrimination, brightness, sharpness, and their satisfaction with the acquired region of interest. Statistical evaluations were performed to determine how Glass compares with conventionally acquired digital images.

Results: All images received good (median 4) and very good ratings (median 5) for all 4 categories. Autopsy images taken by Glass (n=32) received significantly lower ratings than those acquired by DSLR camera (n=17) (region of interest: z=−5.154, P<.001; sharpness: z=−4.407, P<.001, brightness: z=−3.187, P=.001). For 110 images of postmortem examinations (Glass: n=54, DSLR camera: n=56), ratings for region of interest (z=−8.390, P<.001) and brightness (z=−5.40, P=.007) were significantly lower. For interrater reliability, intraclass correlation (ICC) values were good for autopsy (ICC=.723, 95% CI .667-.771, P<.001) and postmortem examination (ICC=.758, 95% CI .727-.787, P<.001). Postmortem examinations performed using Glass took 42.6 seconds longer than those done with the DSLR camera (z=−2.100, P=.04 using Wilcoxon signed rank test). The battery charge of Glass quickly decreased; an average 5.5% (SD 1.85) of its battery capacity was spent per postmortem examination (0.81% per minute or 0.79% per picture).

Conclusions: Glass was efficient for acquiring images for documentation in forensic medicine, but the image quality was inferior compared to a DSLR camera. Images taken with Glass received significantly lower ratings for all 4 categories in an autopsy setting and for region of interest and brightness in postmortem examination. The effort necessary for achieving the objectives was higher when using the device compared to the DSLR camera thus extending the postmortem examination duration. Its relative high power consumption and low battery capacity is also a disadvantage. At the current stage of development, Glass may be an
adequate tool for education. For deployment in clinical care, issues such as hygiene, data protection, and privacy need to be addressed and are currently limiting chances for professional use.

*J Med Internet Res* 2014;16(2):e53  doi:10.2196/jmir.3225

**KEYWORDS**

Google Glass; forensic medicine; autopsy, postmortem examination; documentation

**Introduction**

**Background**

Emerging technologies originally developed for the customer sector often find their way into professional environments. A prime example is the use of smartphones and tablet computers in combination with medicine-related apps in hospitals [1-3]. Google Glass [4] is another new and promising device originally developed with private consumers in mind that will soon be available for the general public. In principle, Glass is an optical head-mounted display that in addition to its technical capabilities also allows easy communication with various Internet-based services (mainly provided by Google). With some exceptions, its voice and gesture control functionalities allow an almost hands-free mode of operations. Using a prism, the display information is presented on the retina of the user and provides various kinds of information and visual feedback. The device is capable of taking pictures and recording videos by using an integrated camera. By using wireless access to the Internet, this information can be shared with the public. Also, because Glass provides a built-in microphone and a bone conduction transducer for audio signals, voice over Internet protocol (VoIP) communication is easily possible (eg, by using Google Hangout). Various sensors integrated into the device allow using it for rich augmented reality-based applications.

Currently, Glass is in a premarket state and only participants of the Glass Explorer Program have had the chance to evaluate the device so far [5], but some reports of proof of concept projects, especially in the medical field, are already available [6,7]. Lucien Engelen, based at Singularity University (Silicon Valley, CA, USA) and in Europe at Radboud University Medical Center, was the first health care professional in Europe to commence research on the usability and impact of Google Glass in the field of health care [8]. His collection of reports published since July 2013 comprises descriptions of experiences gained while using the device in a number of settings, including in operating theaters, ambulances, general practices, and other settings. His reports have been published primarily on social media channels [9].

At the moment, no empirical evidence for using Glass in a medical setting is known to the authors. A literature search on PubMed using the keywords “Google Glass” only resulted in a limited number of articles [10,11]. Nevertheless, Glass seems to be perfect for hands-free documentation purposes. Therefore, we were interested in the feasibility of integrating the device in a medical setting. We were also interested in usability aspects, including its effectiveness (can users successfully achieve their objectives?), efficiency (how much effort does it take to achieve those objectives?), and satisfaction (was the subjective experience satisfactory?). We decided to use Glass in a medical field where it was possible to evaluate the device with respect to these questions in a real setting while avoiding any risk to patients. The field of forensic medicine was selected as ideal for our purpose because photo documentation is of high value in this field.

**Forensic Medicine**

There are a number of demands placed on documentation in forensics. The description must be unambiguous and of high diagnostic value, yet easy to comprehend for laypersons, especially in court proceedings [12]. Photographic documentation may make a significant contribution to this and is expressly called for in the American Forensic Autopsy Performance Standards [13]. Because a textual description of a specific situation, such as anatomical structures, wounds, or hematomas, often requires imagination as well as a good knowledge of anatomy, a photograph may provide valuable help and aid readers in interpretation of the findings, especially if a reference scale is used. During forensic examinations and in autopsies, photographs can be used to document different stages of preparation if the original situation cannot be preserved. Particular findings can be recorded easily, in a timely manner, and are also easily verifiable and cost-efficient because of digital photography. However, when using conventional digital cameras, somebody has to operate the camera and this person must have a minimum of knowledge in camera handling and in the basics of forensic pathology. Until a few years ago, professional photographers were employed for this purpose, but nowadays—at least in Germany—this work has been delegated to the medical examiners themselves for economic reasons. The main problem with this approach is that an examiner who is working on a corpse cannot take hands-free photographs (Figure 1). Therefore, one has to change gloves to take pictures, often multiple times during the procedure, which costs time and resources. In this context, a camera that could be operated hands-free while taking the pictures and capturing the details the examiner wants with an image quality comparable to a commonly used digital single-lens reflex (DSLR) camera would mark an innovation in this field.

http://www.jmir.org/2014/2/e53/
Figure 1. A typical crowded autopsy situation. On the left, the forensic pathologist is wearing Google Glass, allowing him to take pictures in a hands-free manner. On the right, the procedure is interrupted by an assistant taking a picture with a camera, which narrows the already limited space around the body.

Postmortem Examination and Autopsy

Postmortem examinations can be traced far back throughout history. Although the most important reason to perform such examinations is to determine whether a person is really dead—otherwise resuscitation measures must be initiated—the cause and manner of death (eg, natural death, accident, suicide, murder) has always been of further interest [13,14].

During a forensic examination of deceased persons, the examiner looks for externally visible evidence that may provide a hint to the manner of death, such as injuries, and samples may also be taken. In Germany, there is also a legal requirement to perform a forensic examination on every corpse that is to be cremated. This is because most indications and traces as to the cause of death will be permanently lost after cremation. Still, the results of a forensic examination have their limitations and the cause of death determined in this manner will always just be a suspected diagnosis. A forensic examination will never be able to substitute for an autopsy or have its probative value.

Over 100 years ago, Rudolf Virchow urged doctors to follow a standardized procedure for autopsy cases, which is meant as a useful guidance [15]. Nowadays, this is commonly acknowledged, but an autopsy should not be pressed into a rigid scheme [13,16,17]. Still, it should consist of 2 components, specifically an outer and an inner autopsy [18]. After describing the general impression, a systematic description of all body parts is required [13,19]. For this purpose, the head, throat and neck, chest, abdominal wall, back, outer genitalia and anus, as well as the upper and lower extremities are surveyed. Only when this is completed is the inner autopsy started. In Germany, §89 StPO (Code of Criminal Procedure) stipulates that all body cavities (head, chest, and abdominal cavity) must be opened and inspected, even if the cause of death seems to already have been ascertained during earlier steps. Every individual organ has to be examined and dissected [13,19]. If necessary, medical implants or foreign bodies as well as fractures, hematomas, and the skin, may have to be dissected to answer specific additional questions. In other jurisdictions (eg, following the American Forensic Autopsy Performance Standards), autopsies are performed in a similar manner [13].

Methods

Image Acquisition

We used Glass during one autopsy (Figures 1 and 2). The senior physician leading the autopsy was equipped with Glass and was instructed to perform the procedure following the previously described standards. Beforehand, the physician was trained in using the device and a self-developed app used for capturing images (which we called “Blink-app”), which took approximately 5 minutes in total. Because the device itself is very straightforward to use and the app only requires a single voice command to start and a nodding motion or a head shake (for keeping or deleting an image) once the image is taken, the physician stated he felt confident in using it after he had practiced taking images a few times.

In addition, 16 postmortem examinations of 4 cases were performed by 2 physicians with training in forensic medicine. Both physicians conducted their examinations alternately with Glass (8 examinations) and a DSLR camera (Olympus E-600, lens: Olympus Zuiko Digital ED 14-42 mm F3.5-5.6, 8 examinations) without using the internal flash of the camera. The kind of device and who began the examination on which case was randomized by running a random number generator (with numbers 0 and 1) 3 times: first, to determine who of the 2 examiners should start, the second time to determine the device to use for the first of the 2 examinations of that examiner. The third call was used to determine the order of devices for the second examiner. The forensic pathologists were asked to follow their standardized routine. Therefore, they were not required to take a specific number of pictures, but were allowed to take as many pictures as they deemed necessary for documentation purposes.
Glass
The device—a Google Glass explorer version—available during our prestudy (performed at the beginning of December 2013) ran on Android 4.0.4 (XE11). At the time of the prestudy, the Glass development kit had become available to the general public, which enabled us to build applications using methods and tools already established for other Android-based devices. Specifications of the available developer explorer unit included a Texas Instruments open multimedia applications platform (OMAP) 4430 SoC 1.2G Hz Dual (ARMv7), a 5-megapixel camera, 682 MB of memory, and 16 GB of storage, of which 12 GB were available for user purposes, as well as Wi-Fi 802.11b/g and Bluetooth. Sensors, such as a gyroscope, an accelerometer, and a magnetometer (all for 3 axes), as well as an ambient light and proximity sensors were also integrated in the device [20].

Software Setup
For image acquisition, we decided to refrain from using the preinstalled camera app for two reasons. First of all, without having performed an analysis of the data streams that occur whenever the device logs into a wireless network, we were unsure whether data acquired using the stock camera app would be relayed in any way to any third parties, such as Google. This would be understandable from their point of view given that the device available for our study was still at a premarket stage and they would want to obtain data about possible bugs. Nevertheless, although we were dealing with deceased persons, this would still have been problematic because of the sensitive nature, both ethically and legally, of the procedures that were performed. Secondly, at the time of our prestudy, running the preinstalled app completely hands free was problematic. Nevertheless, because of hygiene issues, this is a necessity in most medical environments, including forensic postmortem examinations and autopsies.

Therefore, using the available development kit, a native app was developed that alleviated these problems. This app, called Blink-app, made use of the standard camera application programming interface (API) provided by Google. It could be started through voice commands and used specific but easy to perform gestures, such as nodding or shaking the head (evaluated using rotation vectors acquired from the geomagnetic sensor), to allow the user to specify whether an image should be kept or deleted. Using functionality integrated into this app, all accepted images were stored in a separate folder on the device and were securely transmitted via Wi-Fi to a Linux-based laptop that served as a wireless hotspot for Glass, but did not have any connection to the Internet. On this laptop, an Apache server had been set up to accept and store images transmitted from the device through hypertext transfer protocol (HTTP) POST requests for later evaluation. Additionally, the server setup allowed other personnel to review the acquired images in a Web browser on the laptop’s (larger) screen immediately after they were taken. Image viewing could be performed in various scale modes ranging from an overview to zooming into the image (up to its original resolution) to allow onlookers to closely scrutinize specific areas. As soon as the procedures were over, any images remaining on the device were manually deleted.

Usability and Acceptance
The 2 forensic pathologists involved in taking the images were interviewed about usability aspects of Glass in combination with the Blink-app app. We asked questions about general experience, usage, and handling of the device, noteworthy positive and negative aspects, and whether there were any surprises. Because only 2 examiners used Glass, we refrained from using standardized usability instruments.

Subjective Ratings of Image Quality
A total of 6 forensic pathologists (3 male, 3 female; age range 23-48 years, mean age 32.8 years, SD 9.6), with mean work experience of 6.2 years (SD 8.5) were included in this evaluation after having given their informed consent for participation in the evaluation of the quality of the acquired images. The evaluation was done in two parts: the images were divided into 2 groups according to the settings they were taken in (autopsy and postmortem examination) and for each of the images, the device used for acquisition was noted (DSLR camera or Glass) in the internal database of the app we used for presenting and evaluating the images. All pictures were evaluated by all 6 participating forensic pathologists. To avoid differences in presentation, all used the same tablet computer with fixed display settings (maximum brightness and automatic adjustment for brightness had been deactivated) under similar lighting conditions. Also, during their evaluation, the raters were not
informed about which of the two devices had been used for taking the presented images.

In step 1, 49 pictures of the autopsy were presented to the participants using a self-developed evaluation app. The images taken by both devices were intermixed and were then presented in a randomized manner on a single 10" Android-based tablet computer (Samsung Galaxy Note 10.1N).

The participants were presented each image sequentially and they had to give their opinion about whether they were satisfied with it with respect to 4 parameters:

1. Region of interest or; specifically, whether all necessary anatomical structures were depicted.
2. Sharpness.
3. Overall color setting; specifically, whether the images allowed adequate discrimination of even small changes in color which could be important to document hints about underlying pathologies (eg, bruises on a decedent’s skin).
4. Image brightness achievable based on the defined lighting installed in the autopsy room. Although one could argue that using a flash might have improved brightness of the images taken with the DSLR camera (and give an advantage to the DSLR camera because Glass does not include a flash), a flash is rarely employed during autopsies or forensic examinations because it could easily cause overexposure at close distances and could also lead to reflections when photographing wet tissue during an autopsy.

Raters were asked to specify their opinion about each image using a Likert scale with 5 levels (ie, ++, +, +/-, -,-, and --, in which “++” represented a highly positive and “--” represented an extremely negative rating for the respective parameter. For statistical analysis, these values were transformed into numeric values, in which the highest possible rating “+++” corresponded to 5 and the lowest rating “--” corresponded to 1.

In step 2, using the images acquired during the postmortem examinations, we were primarily interested in whether there were significant differences in how well users captured the desired anatomy when using either the DSLR camera or Glass. Because one device is handheld and the other is head mounted, the way users aim the device and shoot the image differs. Because there were small but perceivable differences in coloring (specifically, a very slight yellowish tint in the DSLR camera images), we decided to apply an automatic white balancing algorithm integrated into the GNU Image Manipulation Program (GIMP) 2.8 for all images of the postmortem examination. Based on the RGB color model, for each color channel, this algorithm discards pixel values at both ends of the histogram for the respective channel that contributes only to 0.05% of the image and stretches the remaining pixel values as much as possible. This procedure avoids undue influence of outliers at both ends of the spectrum for each of the channels [21]. For documentation purposes in forensics, this is a commonly applied method; thus, it does not add any steps. But, in our case, the algorithm was specifically applied because we did not want the raters’ decisions about which device was used for each of the presented images to be biased by the differences in tint. With respect to color, as stated previously, we were interested in whether the devices allowed adequate discrimination of colors. Independent of the device used for image acquisition, the algorithm was used on all images acquired during the postmortem examinations without informing the participants about this process before they gave their ratings. After performing the white balance for all 110 pictures of the postmortem examination, the images were loaded into the aforementioned app as described previously and presented to each of the participants in a randomized manner.

**Statistical Analysis**

An observer recorded the time span (in seconds) required for each single postmortem examination using the stopwatch functionality available on a separate smartphone (Samsung Galaxy S4). The physicians had to start their examinations from a defined location on the bodies to be examined. A Wilcoxon signed rank test [22] was used to compare the related samples to detect differences between the devices. For each of the postmortem examinations, the number of images taken with the device chosen for that examination (Glass or DSLR camera) was counted. Before and after each use of Glass during an examination, the remaining battery charge was noted. For all mentioned variables, descriptive statistics were calculated, including the mean and standard deviation (SD).

The descriptive statistics for the ratings included the tabulation of the frequency and percentages of scale items for each item per device. Median values and quartiles were also calculated. To detect differences between the ratings obtained for both devices, we calculated an unpaired rank sum test (2-sided Mann-Whitney U test, with Cronbach alpha=0.05 [23]). All items were included and there were no missing entries.

To determine intrarater reliability (ie, how strongly the ratings of the participants correlated), we calculated intrainclass correlation coefficients (ICC) [24] for the 6 participants for the items region of interest, sharpness, color, and brightness. The ICC can be used to assess the consistency of quantitative measurements (ie, correlation) between multiple observers measuring the same quantity [25]. All observers rated each case—they were not randomly chosen. We considered single values of the observers. We decided to use the ICC (3,1)-type, 2-way mixed with average measures for the calculations that were conducted using SPSS 21 (IBM Corp, Armonk, NY, USA).

**Institutional Review Board Approval**

The study was conducted with approval by the Institutional Review Board of Hannover Medical School, study number 2069-2013.

**Results**

**Image Acquisition**

During the autopsy, 64 pictures were taken: 40 with Glass and 24 using the DSLR camera. A total of 15 images were excluded because they were not related to the deceased person’s anatomy, but rather to pictures of additional paperwork provided by the authorities. Thus, 49 autopsy images (Glass: n=32; DSLR camera: n=17) were used for the study. During the postmortem examinations, 112 pictures were taken, 55 of these using Glass and 57 using the DSLR camera. We excluded 2 pictures (for...
similar reasons); thus, 110 images (Glass: \(n=54\); DSLR camera: \(n=56\)) remained for evaluation.

During postmortem examinations, an average number of 7 pictures were taken per case with both devices. When using the DSLR camera, the mean duration of a single postmortem examination was 225.9 seconds (SD 50.6) compared to Glass, for which the mean duration was 268.5 seconds (SD 64.1) (Table 1). During the postmortem examinations, an average 5.5% (SD 1.85) of Glass’ battery charge was used per case, corresponding to 0.81% per minute or 0.79% per picture.

Table 1. Descriptive statistics of time measurements, number of pictures taken (per case), and loss of battery charge (per case) during postmortem examinations, stratified by device used to capture image: digital single-lens reflex (DSLR) camera or Google Glass.

<table>
<thead>
<tr>
<th>Usage statistics per device</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time measurements (seconds)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DSLR camera</td>
<td>189</td>
<td>310</td>
<td>225.9 (50.6)</td>
</tr>
<tr>
<td>Glass</td>
<td>180</td>
<td>359</td>
<td>268.5 (64.1)</td>
</tr>
<tr>
<td><strong>Pictures taken</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DSLR camera</td>
<td>5</td>
<td>11</td>
<td>7.25 (2.12)</td>
</tr>
<tr>
<td>Glass</td>
<td>4</td>
<td>9</td>
<td>7.0 (1.85)</td>
</tr>
<tr>
<td><strong>Used percentage of battery capacity per case (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DSLR camera</td>
<td>N/A(^{a})</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Glass</td>
<td>3</td>
<td>8</td>
<td>5.5(^{a}) (1.85)</td>
</tr>
</tbody>
</table>

\(^{a}\)Battery decrease per minute: 5.5%/(268.5 s/60 s)=0.81%; per picture: 5.5%/7.0 pictures=0.79%.

\(^{b}\)N/A: not applicable

**Interviews**

Based on the interviews, we obtained subjective ratings of the user experience for both Glass and the Blink-app app. In the forensic setting, especially during the autopsy, Glass equipped with Blink-app was deemed as a suitable tool for examiners in situations where they needed both of their hands for fulfilling tasks, especially in cases where there is limited opportunity for other persons to take pictures (either because of space requirements or availability). This certainly holds true in autopsy settings. Another useful effect was that other persons attending the procedure (colleagues and a police officer) were directly able to review what the leading pathologist had seen by looking at the laptop’s screen (Figure 2). In the version that was tested, for users who do not have to wear corrective glasses, the device does not disturb the examiner’s sight during the procedure and is comfortable to wear because of its low weight and good ergonomics. Even in a busy environment, such as an autopsy with 5 people involved, the voice command used for starting the app worked very well. The integrated gesture control (nodding for upload and shaking one’s head for discarding an image) was perceived as natural.

Similarly, for the postmortem examinations, both examiners agreed that the device’s ergonomics and light weight made it comfortable to wear. Because the environment is generally quieter when performing this kind of procedure, both the voice and gesture control worked well. The examiners mentioned that taking images using Glass took more physical effort than with the DSLR camera to capture the desired regions of interest (Figure 3). This was especially the case with close-ups because the device is placed on the head during use and there was no macro function available. Consequently, to obtain images of the region they wanted, they sometimes had to bring their head—and with it the device—closer to the findings than they would have preferred.
Figure 3. Similar phases of a postmortem on the same body with photo documentation (image anonymized for patient confidentiality). The image on the left was taken with Google Glass and the image on the right with the DSLR camera.

Rating of the Images

The 6 raters evaluated 49 autopsy images each, totaling 294 evaluations (DSLR camera: n=102; Glass: n=192), each consisting of ratings on a 5-point Likert scale (from “++” to “--” corresponding to a numeric scale of 5 to 1) for each of the 4 qualities: region of interest, sharpness, color, and brightness. Table 2 shows the absolute frequencies and percentages obtained per quality for each of the scale items for both devices. Differences between both devices are particularly noticeable for region of interest and sharpness. For region of interest, a large percentage of images taken by DSLR camera achieved the highest rating of “++” (region of interest: 57.8%, sharpness: 68.6%), whereas for images taken by Glass, ratings for these 2 qualities were more evenly distributed with a somewhat smaller peak for rating “+” (region of interest: 41.7%, sharpness: 34.9%). The distributions of ratings for color and brightness for both devices were a closer match, although results were also slightly in favor of images taken by DSLR camera.

For the images taken during the postmortem examinations (n=110), a total of 660 single evaluations were obtained from the 6 raters (DSLR camera: n=342; Glass: n=318). Each of the 4 qualities (region of interest, sharpness, color, and brightness) were rated using a 5-point Likert scale (from “++” to “--” corresponding to a numeric scale from 5 to 1). Table 2 shows the absolute frequencies and percentages obtained per quality for each of the scale items for both devices. Considering the percentage values for the scale items for sharpness, color, and brightness, ratings are only slightly in favor of the DSLR camera. For region of interest, the difference is considerable, as shown when looking at the sum of ratings for “+” and “++” (corresponding to positive and highly positive ratings), which amounted to 90.7% for images acquired using the DSLR camera vs 61% for those taken by Glass.

As mirrored by the median values and interquartile ranges (IQR) shown in Table 3, for both devices, the 6 raters were quite consistent in their evaluation of the 4 qualities (region of interest, sharpness, color, and brightness) for images taken during the autopsy (n=49). For the postmortem examinations, raters were again quite consistent in their evaluation of the 4 qualities (region of interest, sharpness, color, and brightness) (Table 3).
Table 2. Frequencies (n) and percentages (%) of evaluations given by 6 raters for images taken during autopsy (n=294) and postmortem examination (n=660) with a digital single-lens reflex (DSLR) camera and Google Glass.

<table>
<thead>
<tr>
<th>Quality and rating scale</th>
<th>Autopsy evaluations, n (%)</th>
<th>Postmortem examination evaluations, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DSLR camera (n=102)</td>
<td>Glass (n=192)</td>
</tr>
<tr>
<td><strong>Region of interest</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>++</td>
<td>59 (57.8)</td>
<td>56 (29.2)</td>
</tr>
<tr>
<td>+</td>
<td>33 (32.4)</td>
<td>80 (41.7)</td>
</tr>
<tr>
<td>+/-</td>
<td>7 (6.9)</td>
<td>35 (18.2)</td>
</tr>
<tr>
<td>-</td>
<td>3 (2.9)</td>
<td>20 (10.4)</td>
</tr>
<tr>
<td>--</td>
<td>0 (0)</td>
<td>1 (0.5)</td>
</tr>
<tr>
<td>Total</td>
<td>102 (100)</td>
<td>192 (100)</td>
</tr>
<tr>
<td><strong>Sharpness</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>++</td>
<td>70 (68.6)</td>
<td>45 (23.4)</td>
</tr>
<tr>
<td>+</td>
<td>24 (23.5)</td>
<td>67 (34.9)</td>
</tr>
<tr>
<td>+/-</td>
<td>6 (5.9)</td>
<td>37 (19.3)</td>
</tr>
<tr>
<td>-</td>
<td>2 (2.0)</td>
<td>40 (20.8)</td>
</tr>
<tr>
<td>--</td>
<td>0 (0)</td>
<td>3 (1.6)</td>
</tr>
<tr>
<td>Total</td>
<td>102 (100)</td>
<td>192 (100)</td>
</tr>
<tr>
<td><strong>Color</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>++</td>
<td>38 (37.3)</td>
<td>40 (20.8)</td>
</tr>
<tr>
<td>+</td>
<td>52 (51.0)</td>
<td>86 (44.8)</td>
</tr>
<tr>
<td>+/-</td>
<td>11 (10.8)</td>
<td>54 (28.1)</td>
</tr>
<tr>
<td>-</td>
<td>1 (1.0)</td>
<td>12 (6.3)</td>
</tr>
<tr>
<td>--</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Total</td>
<td>102 (100)</td>
<td>192 (100)</td>
</tr>
<tr>
<td><strong>Brightness</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>++</td>
<td>29 (28.4)</td>
<td>32 (16.7)</td>
</tr>
<tr>
<td>+</td>
<td>47 (46.1)</td>
<td>79 (41.1)</td>
</tr>
<tr>
<td>+/-</td>
<td>21 (20.6)</td>
<td>61 (31.8)</td>
</tr>
<tr>
<td>-</td>
<td>5 (4.9)</td>
<td>20 (10.4)</td>
</tr>
<tr>
<td>--</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Total</td>
<td>102 (100)</td>
<td>192 (100)</td>
</tr>
</tbody>
</table>

*Rating “++” indicates a highly positive rating; “--” stands for very poor results.*
Table 3. Median values and interquartile ranges (IQR) of evaluations given by 6 raters for images taken during autopsy (n=294) and postmortem examination (n=660) with a digital single-lens reflex (DSLR) camera and Google Glass.

<table>
<thead>
<tr>
<th>Quality and participant</th>
<th>Autopsy evaluations&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Postmortem examination evaluations&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DSLR camera (n=102)</td>
<td>Glass (n=192)</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>IQR</td>
</tr>
<tr>
<td>Region of interest</td>
<td></td>
<td></td>
</tr>
<tr>
<td>#01</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>#02</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>#03</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>#04</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>#05</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>#06</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Sharpness</td>
<td></td>
<td></td>
</tr>
<tr>
<td>#01</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>#02</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>#03</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>#04</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>#05</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>#06</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>Color</td>
<td></td>
<td></td>
</tr>
<tr>
<td>#01</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>#02</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>#03</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>#04</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>#05</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>#06</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>Brightness</td>
<td></td>
<td></td>
</tr>
<tr>
<td>#01</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>#02</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>#03</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>#04</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>#05</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>#06</td>
<td>4</td>
<td>1</td>
</tr>
</tbody>
</table>

<sup>a</sup>For calculating median and IQR, the Likert scale items have been transformed into a numeric representation between 1 and 5 where 5 represents the best (“++”) and 1 the worst possible rating (“--”).

For image quality, it was of interest whether the region of interest was appropriately captured, whether the image was well focused and sharp, as well as whether color discrimination and brightness were satisfactory for the participants. Instead of using algorithms for an objective interpretation of the images, we decided to obtain subjective ratings by professionals who would have to use such images for their photo documentation if a device such as Glass were to be officially introduced in such settings. Overall, on a 5-point scale (where 5 represented the best and 1 the worst possible rating) the images received good (median 4) and very good values (median 5) in all 4 categories independent of the device used for image acquisition or the setting (Table 4).
Table 4. Minimum (min) and maximum (max) measurements, first quartile (Q1), second quartile (Q2, median), third quartile (Q3), and interquartile range (IQR) of ratings from 6 raters for images taken during autopsy (images: n=49, ratings: n=294) and postmortem examination (images: n=110, ratings: n=660) with a digital single-lens reflex (DSLR) camera and Google Glass.

<table>
<thead>
<tr>
<th>Procedure and measurements</th>
<th>Region of interest</th>
<th>Sharpness</th>
<th>Color</th>
<th>Brightness</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DSLR camera</td>
<td>Glass</td>
<td>DSLR camera</td>
<td>Glass</td>
</tr>
<tr>
<td>Autopsy</td>
<td>Min</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Q1</td>
<td>4</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Q2</td>
<td>5</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Q3</td>
<td>5</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>IQR</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Postmortem examination</td>
<td>Min</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Q1</td>
<td>4</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Q2</td>
<td>4</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Q3</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>IQR</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

*For calculating median and IQR, the Likert scale items have been transformed into a numeric representation between 1 and 5 where 5 represents the best (“++”) and 1 the worst possible rating (“--”).

Pictures taken during the autopsy showed differences between DSLR camera and Glass primarily in region of interest and sharpness (DSLR camera: median 5; Glass: median 4). In color and brightness, the median values for both devices were identical (median 4), but values for the third quartile differed because only the DSLR camera received maximum ratings of 5. Nevertheless, images taken during the autopsy using Glass received significantly lower ratings for all 4 categories than those taken by the DSLR camera (region of interest: $z=−5.154$, $P<.001$; sharpness: $z=−7.898$, $P<.001$; color: $z=−4.407$, $P<.001$; brightness: $z=−3.187$, $P<.001$; see Table 5). Raters favored the pictures taken by DSLR camera with respect to correctly capturing the desired region of interest as well as sharpness, color discrimination, and brightness.

Table 5. Unpaired rank sum, 2-sided Mann-Whitney U (Cronbach alpha=.05) for ratings of autopsy and postmortem examination images taken by digital single-lens reflex (DSLR) camera and Google Glass.

<table>
<thead>
<tr>
<th>Item</th>
<th>Autopsy (n=294)</th>
<th>Postmortem examinations (n=660)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$z$</td>
<td>$P$</td>
</tr>
<tr>
<td>Region of interest</td>
<td>$−5.153691$</td>
<td>$&lt;.001$</td>
</tr>
<tr>
<td>Sharpness</td>
<td>$−7.898378$</td>
<td>$&lt;.001$</td>
</tr>
<tr>
<td>Color</td>
<td>$−4.406570$</td>
<td>$&lt;.001$</td>
</tr>
<tr>
<td>Brightness</td>
<td>$−3.186663$</td>
<td>$.001$</td>
</tr>
</tbody>
</table>

Interrater Reliability

The interrater reliability was high (Table 6). The ICC for the ratings obtained based on the autopsy pictures indicated a strong positive relationship for sharpness (ICC=.917, 95% CI .875-.948, $P<.001$) and brightness (ICC=.720, 95% CI .579-.826, $P<.001$), and a moderately positive relationship between raters for color (ICC=.658, 95% CI .485-.787, $P<.001$) and region of interest (ICC=.630, 95% CI .443-.770, $P<.001$). When considering the ratings of the postmortem examinations, the ICC values for region of interest (ICC=.727, 95% CI .639-.799, $P<.001$) and sharpness (ICC=.761, 95% CI .685-.824, $P<.001$) indicate a strong positive relationship, whereas color (ICC=.674, 95% CI .569-.760, $P<.001$) and brightness (ICC=.545, 95% CI .399-.665, $P<.001$) indicate a moderately positive relationship among the raters.
Table 6. The intraclass correlation coefficients (ICC), 95% confidence intervals (95% CI), and levels of significance ($P$) for items rated by 6 raters for autopsy and postmortem examinations, ICC(3,1), 2-way mixed, average measure.

<table>
<thead>
<tr>
<th>Item</th>
<th>Autopsy</th>
<th></th>
<th>95% CI</th>
<th></th>
<th></th>
<th></th>
<th>Postmortem examinations</th>
<th></th>
<th>95% CI</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ICC</td>
<td></td>
<td></td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>ICC</td>
<td></td>
<td></td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Region of interest</td>
<td>.630</td>
<td>.443-.770</td>
<td>&lt;.001</td>
<td>.727</td>
<td>.639-.799</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sharpness</td>
<td>.917</td>
<td>.875-.948</td>
<td>&lt;.001</td>
<td>.761</td>
<td>.685-.824</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Color</td>
<td>.658</td>
<td>.485-.787</td>
<td>&lt;.001</td>
<td>.674</td>
<td>.569-.760</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brightness</td>
<td>.720</td>
<td>.579-.826</td>
<td>&lt;.001</td>
<td>.545</td>
<td>.399-.665</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

In our evaluation, we focused on the main functionality of Glass in areas where we thought it would have an advantage against other existing technology. Because it includes a lightweight head-mounted display and a camera with voice and gesture control in combination with embedded computer and wireless communication technology, it seems ideal for both communication and photo documentation (Figure 4). We were interested in its effectiveness, efficiency, and user satisfaction.

Overall, both devices had sufficient capabilities and could be used effectively for the task of image acquisition during the procedures. Users were able to successfully achieve their objectives with either device, but we detected differences in the efficiency of the devices. Postmortem examinations performed using Glass for acquiring the photo documentation took 42.6 seconds longer than those performed with the DSLR camera (Table 1). The difference was significant ($z = –2.100$, $P = .04$ using Wilcoxon signed rank test). Overall, this corresponds to one-fifth of the average length of the procedure when using a DSLR camera (3.45 min) and leads to additional undesired expenditure of battery power. On average, 5.5% (SD 1.85) of the battery capacity of Glass was used per case during the postmortem examinations, corresponding to 0.81% per minute or 0.79% per picture.

Although one may suspect that this relatively high power consumption may be because of not using the stock camera app for capturing the images, we do not believe this to be the case. While developing the app, we did not note any differences in power consumption when comparing our app to the preinstalled camera app. As noted previously, the Blink-app app was implemented based on the official camera API calls; thus, both apps made use of the same (or at least very similar) calls to image acquisition functions. Also, when using the Blink-app app, images were saved in the original form available through the official API calls without any alteration. Of course, power consumption is higher with an active Wi-Fi connection, but again, we noted no apparent difference between the stock camera app and the Blink-app app if the device was connected to a wireless hotspot while either app was running. Also, because we were dealing with a premarket device, we expect power consumption and battery capacity to improve in future versions.

At the time of our study, our aim was simply to determine whether, in its current state, power consumption was a potential limiting factor or was adequate for our chosen setting without having to resort to external power sources, such as additional battery packs, because these would be problematic in such settings due to external cabling and additional bulk. In medical settings, a cable running down from Glass to an external battery pack may raise concerns with respect to hygiene as well as add potential for Glass to be pulled off the user’s nose if something (eg, a fastener on the physician’s surgical gown) inadvertently pulled on this cable.

For the DSLR camera, it was not possible to determine the exact percentage of battery power used because the camera only provided an icon with a crude scale in units of 25%; however, no significant loss of battery power could be detected. This is understandable when considering the average battery capacity...
of current DSLR cameras; thus, no corresponding information is listed in Table 1. For Glass, the battery’s level of charge quickly decreased; an average 5.5% of the battery’s capacity was spent per postmortem examination (0.8% per minute or 1.3% per picture). If all went well and examiners were to use Glass in a similar manner to how it was used in our study, this would allow for approximately 18 postmortem examinations or 125 minutes of use, or 78 pictures. Compared to the DSLR camera, this would require earlier recharging, which could be a problem if there were a large number of postmortem examinations to be performed. But it is expected that a future version of Glass sold to the general public will have an improved battery life. Altogether, the effort necessary for achieving the objectives was higher when using Glass compared to the DSLR camera, and when comparing the percentage of battery charge used, the numbers currently seem to be also in favor of the DSLR camera.

The presentation of the region of interest is the most important aspect that must be covered by the photographer and the device used. For the images taken during the forensic examinations, we decided to apply an automatic white balancing algorithm as described previously to give the images taken by both devices a similar and comparable appearance and to allow the participants to more easily focus on possible differences in the presentation of the region of interest. As expected, the median of the ratings for images taken with Glass or DSLR camera showed lower variability in the median (median 4) in all item categories because of the image manipulation. The IQR showed greater spans in the Glass group (IQR 2) with respect to region of interest, color, and brightness. Based on statistical testing, only the ratings for region of interest (z = –540, P = .01) were significantly better for images taken with the DSLR camera, whereas sharpness and color showed no significant differences (Table 5). The main disadvantage concerning region of interest is the lack of a zoom function with Glass compared to the DSLR camera.

User satisfaction depends on a number of factors, including the usability of the device and the quality of the images. The interviews about user experience and acceptance of the Glass device underline the comfort of a lightweight voice- and gesture-controlled device with a head-mounted camera. Those questioned perceived the device to be a suitable tool in the situations where they had used it (ie, during autopsy and forensic examinations).

Overall, the experience using Glass was satisfactory although the quality of the images obtained left room for improvement. Our use of the custom app instead of the device’s stock camera did not appear to have an influence on image quality. While developing the app, a careful visual comparison of images taken with both apps (taken by the same person with same angle of view and similar lighting conditions because the images were taken at the same location and only a few seconds apart) did not show any obvious differences in color, sharpness, and other parameters. There were also no visual differences with respect to artifacts or depiction of fine structures. Additionally, an analysis of the exchangeable image file format (Exif) data included within the images did not show any notable differences (aside from the timestamp). Therefore, we believe that the quality of images acquired by Glass was not negatively influenced by our app. However, it is to be expected that the manufacturer will refine many of the points we noted (ie, image quality and battery capacity) before the device hits the consumer market.

Limitations
There are a number of limitations in our evaluation. First of all, because of time constraints, we were only able to use the device on a limited number of cases and with only 2 physicians. Also, for our study, the 6 raters included the 2 physicians who took the images, but because of the amount of images taken from similar perspectives with both devices by both physicians and some days having passed between image acquisition and evaluation, we do not believe this influenced the results. When asked, neither of them was able to identify who had taken a specific image because of the random manner in which the images were presented. In most cases, they were not even sure which case an image belonged to. Also, neither of the physicians had any influence on the integration of the selected images in the app we used for image presentation.

Because it was only possible to use Glass during one autopsy, we may have missed differences one might otherwise note with respect to specific types of cases that require other approaches than those commonly used in standard autopsy situations. Establishing a control group could also have improved the results. A larger number of postmortem examinations, ideally performed by additional examiners, would have reduced bias and standardized instruments for measuring usability could have been applied as well (eg, the system usability scale by Brooke [26] and Hassenzahl’s AttrakDiff2 [27]). Raters recruited from other forensic medical facilities would also have improved the data pool used for analysis.

From a technical point of view, it may be seen as problematic to compare the capabilities of a DSLR camera with a resolution of 12.6 megapixels with those of a 5-megapixel camera integrated in a mobile device. Even with recent advances in mobile technology, the quality of a small-lensed camera can never compare to what a DSLR camera has to offer. However, our aim was not a direct comparison of technical parameters but to determine whether the perceived image quality provided by Glass was adequate for the stated purpose; therefore, we do not believe this to be a limitation.

Additional Advice
There are additional aspects that will make the deployment of Glass in clinical settings complicated. These expected complications are not due to purely technical issues, such as image quality or handling, but rather concerns about data protection and privacy. Because Glass was developed primarily for the private sector, its basic functionality and the preinstalled apps make extensive use of Google’s network and servers. Therefore, the user has little control over the way data are handled, transmitted, stored, and possibly evaluated by a third party. Because Google is the main company involved, their data protection policy is applied. For the professional medical sector, it is not advisable to send any data of a patient—especially concerning medical issues—using an open and unsecured
network. At least in European countries, it is not acceptable to store and share medical data stored in “the cloud” and similar restrictions apply to other countries (eg, the US Health Insurance Portability and Accountability Act does not allow a third party to access patient data [10]). Therefore, unencrypted communication or communication over insecure networks for making video calls or doing live chats to exchange information about a patient’s case are just as unacceptable as sending pictures and emails containing personal details that help identify the patient.

Currently, when using Glass in a medical setting, a private (closed) network without any connection to servers aside from those belonging to the private infrastructure should be ensured. Additionally, just as for all other applications where medical data are concerned, state-of-the-art encryption and access policies should be employed for access to the infrastructure as well as storage and transmission of all data. For our study, we developed the previously mentioned app that allowed data exchange only within a private network (ie, between Glass and a laptop without Internet access).

There is also an additional point that must be kept in mind regarding apps running on Glass. Just as for other mobile smart devices used in health care settings, there will be additional pitfalls regarding data security and privacy once the market of third-party health apps and medical apps specifically adapted to Glass grows; for example, if manufacturers of apps do not implement appropriate measures for ensuring these aspects in their products. Depending on the jurisdiction they are used in, applications that have a diagnostic or therapeutic purpose (ie, could be rated as a medical device) must already conform to regulations (eg, the Mobile Medical Applications Guidance for Industry and Food and Drug Administration Staff [28]), thus ensuring some quality control. Nevertheless, for apps for which such regulations do not apply, it would be highly desirable if manufacturers or developers of an app were to provide users with at least sufficient and transparent information to allow them to make an informed decision about whether they want to use an app—be it on Glass or on other mobile devices—or not. The information should be provided in a clearly structured way (eg, using an app synopsis as presented by Albrecht [29]). This could also be used as a starting point for instigating a peer-review process of such applications.

Devices such as Glass can be used unobtrusively without attracting attention of persons who are unaware of the technical possibilities or dangers offered by these devices. As in all areas of medicine, the usual rules regarding a patient’s rights of privacy need to be applied, which may easily be overlooked because Glass is so easy to use and integrates well in many settings. Also, because it is currently unknown how living patients will react to the device in an examination and other common settings encountered in the medical field, empirical studies that investigate the acceptance of patients would add significant value if Glass is to be widely deployed. For example, a recent blog entry by Mat Honan [30] who used the device for a year indicated issues with acceptance from the public.

Hygiene is also an issue when using the device with patients because Glass is not a medical product and was not developed for use in a sterile environment. Therefore, it is questionable whether it is possible to disinfect it properly. Currently, the manufacturer is not giving any recommendations regarding proper disinfection of the device. By allowing hands-free operation, our Blink-app app supports the demands of hygiene; nevertheless, we used disinfecting wipes for plastic surfaces of medical devices, although this may cause issues with warranty [31].

Conclusions

In our opinion, aside from using the device for documentation purposes, there is also potential for another field of application in forensic medicine: By chance, we recognized the reaction of our medical students participating in the autopsy. They were amazed by the pictures taken by Glass that were almost instantly presented on the laptop’s screen. Because there is only room for a limited number of students to watch, even for interesting cases, using the described setup with our additional add-ons might provide an opportunity for a larger number of students to observe the procedure in a dynamic manner. There are also a number of other uses in medical education and training one can imagine (eg, cardiology and others described in [32]).

The main strength of Glass is its ergonomic and lightweight design, combined with the camera that allows taking pictures and videos directly from the user’s point of view. This feature makes the design interesting for medical education (eg, in pathology and in surgery). Independent of the local setting, students and colleagues may join a complicated autopsy or operation and can see exactly what their teachers see, thus learning from watching their actions from the ideal perspective (Figure 4). This is similar to the potential benefit also already noted—albeit for education in general—by other authors [32-34]. If worn by students, Glass could also serve to enhance existing augmented reality-based solutions for medical education, such as mARble [35], an augmented reality-based blended learning tool for use in medical education that is currently implemented for conventional smartphones and allows students to immerse themselves in an almost realistic learning scenario in cases where learning on real patients may be restricted (eg, because of ethical concerns). It remains to be seen whether the current comparatively low display resolution of Glass is sufficient to provide students with content similar to what can currently be shown using the smartphone-based solution (eg, by overlaying specific medical findings on another student’s skin). If yes, Glass would also have potential to significantly enhance augmented reality-based learning tools.
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Abstract

Background: Smartphones are increasingly receiving attention from public health scholars and practitioners as a means to assist individuals’ health management. A number of smartphone apps for smoking cessation are also available; however, little effort has been made to evaluate the content and functions of these apps employing a theoretical framework.

Objective: The present study aims to analyze and evaluate the contents of smoking cessation apps available in South Korea employing the self-determination theory (SDT) as a theoretical framework for analysis. This study analyzes the extent to which smoking cessation apps have features that satisfy the basic needs identified in the SDT, which stimulate autonomous motivation. The type of motivational goal content manifested in the apps and how the goal content was framed are also explored. By assessing the features of smoking cessation apps based on the SDT, this study aims to offer direction for improvement for these apps.

Methods: Out of 309 apps identified from the iTunes store and Google Play (excluding 27 duplications), 175 apps were randomly drawn and analyzed. The coding scheme was drafted by the authors based on the SDT and gain/loss framing theory and was further finely tuned through the process of coder training and by establishing intercoder reliability. Once the intercoder reliability was established, the coders divided up the rest of the sample and coded them independently.

Results: The analysis revealed that most apps (94.3%, 165/175) had at least one feature that tapped at least 1 of the 3 basic needs. Only 18 of 175 apps (10.3%) addressed all 3 basic needs. For goal content, money (53.7%, 94/175) showed the highest frequency, followed by health (32.0%, 56/175), time (7.4%, 13/175), and appearance (1.1%, 2/175), suggesting that extrinsic goals are more dominantly presented in smoking cessation apps. For the framing of goal content, gain framing appeared more frequently (41.7%, 73/175).

Conclusions: The results suggest that these smoking cessation apps may not sufficiently stimulate autonomous motivation; a small number of apps addressed all 3 basic needs suggested by the SDT (ie, autonomy, competence, and relatedness). The apps also tended to present extrinsic goal content (primarily in terms of money) over intrinsic ones (ie, health) by primarily adopting gain framing. Implications of these findings for public health practitioners and consumers are discussed.

(J Med Internet Res 2014;16(2):e44) doi:10.2196/jmir.3061
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Introduction

Background

New information technologies are being used to assist continuous health behavior change and the management of chronic disease [1,2]. Smartphones are receiving increasing attention as a potential information technology. Because of the portability of smartphones, which enables people access to them 24 hours a day, long-term management and reinforcement of health behaviors through a variety of communications and apps becomes possible. Based on the recognition of this potential, a variety of smartphone apps for smoking cessation have been released. The problem, however, is that apps developed by
individuals are being distributed extensively and it is hard to see if these apps were actually developed based on theoretical and scientific evidence. It is possible that apps with unverified contents have an adverse effect on the health of citizens. For example, a news report argues that many smartphone apps for depression could actually produce counterfactuals by fostering depression rather than offering a cure for it [3]. Only a few academic studies address this issue [4-6], and little effort has been made in evaluating the contents and functions of the apps employing theoretical framework.

To address this issue further, the present study aimed to analyze and evaluate the contents of smoking cessation apps. We used the self-determination theory (SDT) [7,8] as a theoretical framework for analysis. Although popular health behavior theories, such as the health belief model [9] or the theory of reasoned action [10], are limited in addressing the mechanism underlying the maintenance of changed behaviors [11], SDT offers an insight into this issue, which is critical to smoking cessation [12,13]. According to SDT, the types of motivation that drive individuals’ behaviors can vary on the degree of autonomy; if behaviors are triggered by autonomous motivation rather than controlled motivation, people are more likely to engage voluntarily in behavioral changes, which in turn are more likely to be sustained. A number of empirical studies support the effect of autonomous motivation on long-term behavior change, which lasts for a year or longer [14-17]. Therefore, smoking cessation apps with features and contents that are configured by SDT are expected to be more effective.

We analyzed the extent to which smoking cessation apps have features that satisfy the basic needs identified in SDT, which in turn stimulate autonomous motivation. The types of motivational content manifested in the apps and how the goal contents are framed were also explored. By assessing the features of smoking cessation apps based on SDT, this study offers direction for improvement for these apps.

**Self-Determination Theory**

**Overview**

According to SDT, gratification of 3 basic psychological needs—autonomy, competence, and relatedness—is essential to the development of intrinsic or autonomous motivation and the maintenance of behavioral change [7,18]. The following discussion will examine how these basic psychological needs could be applied to health behaviors, especially to smoking cessation behavior.

**Autonomy**

The need for autonomy refers to the individual’s need for regulating their behaviors based on their own values, interests, or satisfaction for a behavior itself, not by external influences [18]. SDT research has proposed that social environmental factors, such as autonomy support, play an important role in inducing autonomous motivation by satisfying one’s need for autonomy. The effects of autonomy support are evidenced in smoking-related research. According to studies by Williams et al [15,19], an autonomy-supportive communication style induced more autonomous motivation for smoking cessation than a non-autonomy-supportive one. This effect is not only for the short term, but also is likely to last for long-term smoking cessation.

Autonomy support is characterized by the following: (1) providing meaningful reasons for a behavior, (2) providing choices and alternatives for a behavior, (3) supporting individuals’ initiatives, and (4) acknowledging individuals’ perspectives (eg, negative affect regarding difficult behaviors) [20,21]. To this regard, we can expect that smoking cessation apps with such characteristics would bear greater effect on smoking cessation.

**Competence**

The need for competence refers to the individual’s need for feeling competent about themselves and improving their skills or talents [18]. SDT explains that experience of self-confidence and capabilities related to a behavioral change is necessary for autonomous motivation. The positive effect of competence has been found in studies on smoking cessation [21,22]. These studies showed that competence, along with autonomy, increases the probability of maintaining long-term smoking cessation. These findings are in-line with previous studies, which have reported that self-efficacy or perceived control plays an important role in smoking cessation [23,24].

A sense of competence would be formed and supported by skills, tools, or pertinent feedback that assist individuals to implement behavioral changes as well as to overcome obstacles that inhibit behavioral changes [25]. Therefore, smartphone apps would promote competence for smoking cessation with features such as: (1) providing informational resources concerning skills and knowledge for smoking cessation, (2) providing supporting tools for behavioral implementation, and (3) providing feedback on behaviors implemented and on the individual’s progress.

**Relatedness**

The need for relatedness concerns feelings connected to others [18]. According to SDT, relatedness is important for autonomous motivation because it promotes the internalization of extrinsic causes; individuals may voluntarily engage in behavioral change because of someone else who means a lot to them, even though the behavior by itself is not interesting. In fact, the importance of relatedness, noted as “social support,” has been evidenced in various domains of health behaviors, such as breast cancer [26], human immunodeficiency virus (HIV) [27], and exercise [28]. The positive effect of social support on smoking cessation has also been reported in several studies [29-31].

Social support is now available in cyberspace owing to advancements in information technology. For example, various forms of online communities, such as chat rooms, weblogs, or bulletin board systems, can provide social support related to health behaviors [26,32]. The up-and-coming social media is also expected to contribute to social capital formation by enabling individuals to connect with one another [33]. Smartphone apps are often developed in conjunction with social media or offer functions to access communities online. By taking advantage of these characteristics, smoking cessation apps are expected to satisfy relatedness.
In summary, autonomy, competence, and relatedness are important factors to induce intrinsic motivation for long-term behavioral changes. Smoking cessation apps addressing these basic needs are expected to have greater effects on changing smoking behavior. To this regard, this study proposes the first research question: To what extent do smoking cessation apps have features that contribute to the satisfaction of the basic needs (ie, autonomy, relatedness, and competence)?

**Goal Contents and Smoking Cessation Behavior**

According to SDT, the way individuals select and internalize goals for their own life affects the individual’s behavior and psychological well-being. SDT distinguishes intrinsic goal contents (eg, personal growth, health, affiliation) from extrinsic goal contents (eg, financial success, fame, physical attractiveness) [34]. Previous research suggested that intrinsic goals, compared to extrinsic goals, have a more positive and long-term impact on behavioral changes by activating autonomous motivation [35-37]. The advantage of intrinsic goal contents remains significant irrespective of individuals perceiving an activity as instrumental for intrinsic or extrinsic goal attainment [38]; even when individuals pursue extrinsic goals for autonomous reasons, the negative effect of extrinsic goal aspiration remains significant [18]. Regarding smoking cessation, studies have indicated that personalized feedback works better than financial incentive to increase the cessation rates and to prevent relapse [39]; the higher the extent to which one craves physical health as a goal, the greater the readiness to quit smoking or the higher the rate of maintaining a nonsmoking status compared to pursuing cessation for extrinsic reasons (eg, immediate reinforcement such as saving money) [40-42] and those who receive monetary compensation are less likely to remain nonsmokers for long compared to those without monetary compensation [43]. For this reason, Ryan and Deci [8] expressed concern about the use of controlling mechanisms, such as monetary benefits, to promote behavioral changes.

Given the relationship between goal content and long-term behavioral change, it is important to examine what type of goal content is suggested in smoking cessation apps. In smoking cessation apps, the goal content can be implied by presenting the consequences of behaviors. For example, many smoking cessation apps provide a function that calculates monetary gain or loss from smoking or not smoking cigarettes, whereas some provide a function that calculates health consequences, such as life time lost from smoking or blood concentration of carbon monoxide. The former can be viewed as presenting extrinsic goals in terms of the financial aspect, whereas the latter present intrinsic goals in terms of health. Therefore, this study proposes the second research question: To what extent is each type of goal content (ie, intrinsic vs extrinsic) presented in smoking cessation apps?

**The Gain/Loss Framing of Goal Contents and Smoking Cessation Behavior**

Goal content can be presented differently depending on the type of framing employed. Accordingly, the impact of goal content may rely not only on the kind of goal, but also on the kind of framing employed to present the goal. Gain framing emphasizes the positive outcomes, either physical or psychological benefits, which will be gained from adopting the recommendations. Loss framing obtains compliance by emphasizing the negative consequences resulting from not adopting the recommendations. Pelletier and Sharp [44] argued that both intrinsic and extrinsic goals could be presented in a gain or loss frame. For example, a message may suggest that one can gain health by engaging in a behavior (ie, gain framing of an intrinsic goal) or that one can lose money by engaging in a behavior (ie, loss framing of an extrinsic goal).

It has been proposed that gain framing works better for prevention behaviors (eg, smoking cessation) and loss framing works better for detection behaviors (eg, mammography) [45]. Although some scholars argue for the meager effect of a gain-framed message for prevention behavior [46], gain framing’s advantage over loss framing for prevention behaviors is relatively robust [47-48]. Recently accumulated evidence, including Gallagher and Updegraff’s meta-analysis [49], provide support for this argument, at least for smoking cessation [50-54].

Given the evidence for the effectiveness of smoking cessation apps adopting gain-framed information, the third research question is put forth to assess the extent to which the apps adopt gain framing over loss framing in presenting the goal content: To what extent are gain and loss framing used in presenting the goal content implied in smoking cessation apps?

**Methods**

**Sample**

In this study, smoking cessation apps are defined as apps that aim to induce behavioral changes to quit smoking. Although app markets are not strictly bounded by region, an app available in one country may not be available in other countries. Therefore, we limited our analysis to the apps available in South Korea, which the authors had access to. To draw a sample, apps in Google Play and the Apple iTunes store, the largest open markets for smartphone apps, were searched during the last week of November 2013 utilizing the keywords “smoking” and “smoking cessation,” either in Korean or in English. Although the search from the iTunes store produced a definite number of cases for each keyword, the total number was not identifiable for Google Play (ie, expressed as +100,000). Therefore, for Google Play, the initial search result was sorted by relevance and then the Web pages were reviewed until a Web page without a smoking cessation app was found. A list of apps was compiled by examining the title and the description of apps searched. That is, for both the iTunes store and Google Play, we used an additive strategy (ie, adding apps to the list while reviewing the resulting search pages for each keyword), rather than a deductive strategy (ie, deducting the irrelevant apps from the definite number apps from the initial search) to compile the list of apps.

Among the apps searched with keywords, those which were not relevant to smoking cessation were excluded. Apps were also excluded even if they had some relevance to smoking cessation in the following cases: (1) task management apps were dropped unless their primary purpose was to aid smoking cessation; (2) hypnosis apps for smoking cessation were disregarded because they attempt to exert a subconscious influence and are not appropriate to be analyzed within the frame of SDT; (3) apps...
developed for physicians to aid their medical treatment, rather than for general consumers, were also not included; (4) apps offering simulation of smoking were also not included unless they clearly stated their purpose as smoking cessation. As a result, 309 apps were included: 167 from the iTunes store and 169 from Google Play, with 27 duplications identified. To draw a sample, 175 apps were randomly drawn based on sample size guidelines [55,56]. The apps searched and downloaded from December 2012 through January 2013 were analyzed.

**Coding of Apps**

**Coding Scheme**

The draft of the coding scheme was developed based on the aforementioned conceptualization of each variable, driven by SDT and the gain/loss framing theory. Based on this draft, the authors reviewed a part of the smoking cessation apps and revised the draft, taking into account their characteristics. This version of the draft was further fine-tuned through the process of coder training and establishing intercoder reliability.

**Descriptive Characteristics**

To identify the general characteristics of the smoking cessation apps, the following items were coded: market type (Google Play, iTunes store, or available in both), price type (free vs paid), developer type (individuals or individual developer groups, nonprofit organizations, or companies), and contents type (information-centric, function-centric, or information-function balanced). The number of downloads was also included in the coding scheme; however, this data was collected for Android apps only because the iTunes store does not offer this information.

**Autonomy**

To assess autonomy, we examined whether an app had features related to the aforementioned autonomy-supportive characteristics. First, apps were examined to determine if they offered relevant information addressing reasons for stopping smoking (eg, scientific evidence on the risk of smoking). Apps were coded as "yes" on this if they offered a separate section for the information, otherwise they were coded as "no." That is, apps presenting a few sentences simply stating, “smoking is bad for health,” were coded as "no" on this. Second, apps were coded as "yes" if they offered functions allowing one’s own smoking cessation plan (eg, setting up a cessation schedule or amount of cigarettes to smoke; choosing cessation methods) to support the individual’s initiatives, the second aspect of autonomy support. These functions were also deemed as tapping the third aspect of autonomy support (ie, providing individuals choices and alternatives for smoking cessation behavior) because they allow individuals with different approaches to quit smoking using their own time frame and strategies. The last aspect of autonomy is acknowledging individuals’ perspectives or negative affects experienced from quitting smoking. This only can be assessed in the context of interpersonal communication; therefore, apps were not coded on this.

**Competence**

Competence is formed and supported by skills, tools, or pertinent feedback that assist individuals to implement behavioral changes [25]. Therefore, features related to competence were assessed in light of the absence (coded as "no") or presence (coded as "yes") of the following features in an app. First, apps were coded as "yes" if they offered information resources concerning skills and knowledge for smoking cessation; this included offering specific guidelines or tips for course of actions to quit smoking and resources to increase knowledge regarding smoking cessation (eg, FAQ, hotline, links to website, quiz or game to improve knowledge related to smoking cessation). Second, the absence or presence of tools assisting the implementation of behavioral change was assessed, which included functions to send alert or alarm messages to warn or remind, and functions to record and track one’s own quitting or smoking attempts. Finally, apps were coded as "yes" if they offered feedback functions, such as offering an analysis of one’s own quitting attempts or efforts or providing cues to progress or achievement toward smoking cessation.

**Relatedness**

Because relatedness concerns feelings connected to others, the apps were examined in terms of whether they offered functions that allowed for interacting with others or receiving social support from others. Specifically, the presence (coded as "yes") or absence (coded as "no") of the following attributes were coded: providing functions to interact with others (eg, online communities, social media), and providing functions to deliver supportive messages (eg, recording and playing messages from family members or friends).

**Goal Contents and Framing**

To analyze the goal content and the gain/loss framing implied in the smoking cessation apps, we examined the consequences of quitting smoking that manifested in the functions of smoking cessation apps based on the initial identification by the authors. Specifically, the absence (coded as "no") or presence (coded as "yes") of each of the 4 types of goal content (eg, money, appearance, health, and time) were coded because apps often presented multiple goal content simultaneously. Each type of goal content identified was further examined to see if it was presented in terms of gain or loss. For example, when a function was identified as presenting money as a goal, it was examined to determine if it concerned calculating monetary loss from smoking or gain from quitting smoking. It was possible that an app could offer both gain-framed and loss-framed functions; thus, the presence (coded as "yes") or absence (coded as "no") of each function was coded. Gain/loss framing of other goal content type was also measured in the same manner: appearance (ie, a function that shows appearance deterioration from smoking or appearance improvement from quitting smoking), health (ie, a function that shows health-related loss from smoking or health-related gain from quitting smoking, such as life expectancy or blood pressure), and time (ie, a function that calculates time wasted from smoking/saved from quitting smoking). Money and appearance are deemed extrinsic goals and health is considered an intrinsic goal [18]. In all, 7.5% (13/175) of apps suggested time wasted or saved as a consequence of smoking or quitting smoking. However, no theoretical rationale was found for the category of time; thus, we did not categorize it into either category.
Results

Intercoder Reliability

Intercoder reliability was established following the guidelines by Lombard et al [57]. Two undergraduate students fluent in both English and Korean served as coders. They became acquainted with the coding scheme through 2 training sessions. Examining the apps based on the coding scheme, the coders were asked to try every component in an app. For example, when apps required users to enter their own information, create an account, or take a test, the coders did so to fully appreciate the features of the apps. It took the coders approximately 15 minutes to code a simple app and 30-40 minutes for a more complex app. For initial intercoder reliability, the coders independently coded 30 apps that were not part of the sample. Intercoder reliability was calculated with PRAM ver 0.4.5 [58]. For some items, the reliability was less than .70; thus, some of the initial coding categories were adjusted after discussion between the researchers and the coders through another training session and the coding scheme was finalized as described previously. For final intercoder reliability, 50 apps (28.6% of the total sample) were drawn from the sample. The percent agreement was greater than .90 for all coding items. The Cohen’s kappa or Scott’s pi coefficients were >.70 for most coding items. However, the coefficients were zero for loss framing of time and 2 attributes of relatedness (ie, connected to online communities, connected to social media). The coefficient for loss framing of appearance turned out to be negative. This could happen for binary variables in which 1 of the values (1 is present or 0 is absent) is observed very rarely or not at all because these coefficients take into account the prevalence of the categories [59]. An examination of the data revealed that no case in the sample data for intercoder reliability was coded on loss framing of time and 2 attributes of relatedness. As for the loss framing of appearance, both coders agreed the cases were absent of this feature, except for 1 case. In the process of resolving the difference, it was found that 1 coder missed the feature while reviewing the app, as opposed to judging the feature differently from the other coder. Because the percent agreement for those items exceeded .90 and it was possible for more cases to be observed in the whole sample, we decided to retain these items. The disagreement between the coders was resolved through a discussion with both coders and researchers. After establishing intercoder reliability, the coders divided up the rest of the sample and coded them independently.

Descriptive Statistics of the Sample

The descriptive characteristics of the apps were examined in terms of market, price, developer, and content type (Table 1). Among 175 apps, 14 (8.0%) were found both in Google Play and the iTunes store. The rest were solely from either the iTunes store (45.7%, 80/175) or Google Play (46.3%, 81/175). Overall, free apps (55.4%, 97/175) were more frequently observed than paid apps (44.6%, 78/175). Most apps were developed by individual developers or developer groups (68.0%, 119/175). Only 9 apps (5.1%) were found to be developed by nonprofit organizations. For content type, most apps tended to be function oriented (60.0%, 105/175). Approximately one-fifth (18.9%, 33/175) of the apps were judged to balance function with information.

Table 1. Descriptive statistics of smoking cessation apps in the sample (N=175).

<table>
<thead>
<tr>
<th>Analysis categories</th>
<th>Distribution, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Market type</strong></td>
<td></td>
</tr>
<tr>
<td>Android</td>
<td>81 (46.3)</td>
</tr>
<tr>
<td>Apple</td>
<td>80 (45.7)</td>
</tr>
<tr>
<td>Android/Apple</td>
<td>14 (8.0)</td>
</tr>
<tr>
<td><strong>Price type</strong></td>
<td></td>
</tr>
<tr>
<td>Free</td>
<td>97 (55.4)</td>
</tr>
<tr>
<td>Paid</td>
<td>78 (44.6)</td>
</tr>
<tr>
<td><strong>Developer type</strong></td>
<td></td>
</tr>
<tr>
<td>Individual or developer group</td>
<td>119 (68.0)</td>
</tr>
<tr>
<td>Nonprofit organization</td>
<td>9 (5.1)</td>
</tr>
<tr>
<td>Company</td>
<td>47 (26.9)</td>
</tr>
<tr>
<td><strong>Contents type</strong></td>
<td></td>
</tr>
<tr>
<td>Information oriented</td>
<td>37 (21.1)</td>
</tr>
<tr>
<td>Function oriented</td>
<td>105 (60.0)</td>
</tr>
<tr>
<td>Information and function balanced</td>
<td>33 (18.9)</td>
</tr>
</tbody>
</table>
Features of Smoking Cessation Apps Related to Basic Needs

The first research question asked the extent to which smoking cessation apps have features related to the basic needs (ie, autonomy, relatedness, and competence). Our analysis of the coded data of the apps revealed that most apps (94.3%, 165/175) had at least one feature which tapped at least 1 of the 3 basic needs, whereas few apps (10.3%, 18/175) addressed all 3 basic needs. Calculation of the total basic need score by summing the scores on all 3 basic needs produced a mean of 2.82 (SD 1.56), indicating that smoking cessation apps have approximately 3 kinds of features tapping any of the basic needs.

At least one feature related to competence was found in most apps (86.9%, 152/175). These features included offering how-to information regarding smoking cessation (40.0%, 70/175), functions to record and track one’s own quitting or smoking attempts (34.3%, 60/175), or cues to achievement or progress (44.0%, 77/175). In regards to autonomy, approximately half (48.6%, 85/175) of the apps contained at least one feature supporting autonomy. The observed features tapping autonomy were information regarding reason for smoking cessation (33.7%, 59/175) and functions allowing one’s own smoking cessation plan (20.0%, 35/175). In contrast to competence and autonomy, a smaller proportion of the apps addressed relatedness (21.1%, 37/175). The most frequently observed feature related to relatedness was connection to social media (17.7%, 31/175), through which the users could share their own efforts to quit smoking and receive supportive messages from their acquaintances (Table 2).

Table 2. Analysis of smoking cessation app features related to basic needs (N=175).

<table>
<thead>
<tr>
<th>Basic needs and app features</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Autonomy</strong></td>
<td></td>
</tr>
<tr>
<td>Information addressing reason for smoking cessation</td>
<td>59 (33.7)</td>
</tr>
<tr>
<td>Function allowing one’s own smoking cessation plan</td>
<td>35 (20.0)</td>
</tr>
<tr>
<td>Offers at least 1 of the autonomy features above</td>
<td>85 (48.6)</td>
</tr>
<tr>
<td><strong>Competence</strong></td>
<td></td>
</tr>
<tr>
<td>How-to information and resources</td>
<td>70 (40.0)</td>
</tr>
<tr>
<td>Functions to send alert or alarm messages to warn or remind</td>
<td>18 (10.3)</td>
</tr>
<tr>
<td>Function to record and track one’s own quitting or smoking attempts</td>
<td>60 (34.3)</td>
</tr>
<tr>
<td><strong>Offers feedback</strong></td>
<td></td>
</tr>
<tr>
<td>Analysis of performance for quitting attempts or efforts</td>
<td>50 (28.6)</td>
</tr>
<tr>
<td>Cues to achievement or progress</td>
<td>77 (44.0)</td>
</tr>
<tr>
<td>Offers at least 1 of the competence features above</td>
<td>152 (86.9)</td>
</tr>
<tr>
<td><strong>Relatedness</strong></td>
<td></td>
</tr>
<tr>
<td>Function to interact with others</td>
<td></td>
</tr>
<tr>
<td>Connected to online communities</td>
<td>7 (2.4)</td>
</tr>
<tr>
<td>Connected to social media</td>
<td>31 (17.7)</td>
</tr>
<tr>
<td>Function to offer or record messages to cheer up</td>
<td>2 (1.1)</td>
</tr>
<tr>
<td>Offers at least 1 of the relatedness features above</td>
<td>37 (21.1)</td>
</tr>
</tbody>
</table>

Goal Content and Framing in Smoking Cessation Apps

The second research question attempted to address the extent to which each type of goal content (ie, intrinsic vs extrinsic) was implied in the smoking cessation apps. Among the 4 types of goal content identified in the coding scheme, money (53.7%, 94/175) showed the highest frequency, followed by health (32.0%, 56/175), time (7.4%, 13/175), and appearance (1.1%, 2/175) (Table 3). When grouping money and appearance as extrinsic goals and health as an intrinsic goal, 29.1% (51/175) of the apps were found to present both extrinsic and intrinsic goals simultaneously. The apps suggesting only extrinsic goals were 25.7% (45/175), whereas the apps suggesting only intrinsic goals were minimal (2.9%, 5/175) (Table 4). This result suggests that extrinsic goals are more dominantly presented among smoking cessation apps than intrinsic goals.

The third research question concerned the framing of goal content implied in the smoking cessation apps. Analysis of the data revealed a more frequent appearance of gain framing. That is, the apps tended to focus on monetary gain (ie, amount of money saved from not smoking a cigarette) or health benefits (eg, life time earned or blood pressure decreased from quitting smoking) rather than monetary loss (ie, amount of money wasted from smoking a cigarette) or health loss (eg, life time lost or blood pressure increased from smoking) (Table 3).
Table 3. Implied goal content and framing type in smoking cessation apps available in South Korea (N=175).

<table>
<thead>
<tr>
<th>Goal content and framing</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Money</strong></td>
<td></td>
</tr>
<tr>
<td>Gain only</td>
<td>94 (53.7)</td>
</tr>
<tr>
<td>Loss only</td>
<td>57 (32.6)</td>
</tr>
<tr>
<td>Gain and loss both</td>
<td>25 (14.3)</td>
</tr>
<tr>
<td><strong>Health</strong></td>
<td></td>
</tr>
<tr>
<td>Gain only</td>
<td>38 (21.7)</td>
</tr>
<tr>
<td>Loss only</td>
<td>14 (8.0)</td>
</tr>
<tr>
<td>Gain and loss both</td>
<td>4 (2.3)</td>
</tr>
<tr>
<td><strong>Time</strong></td>
<td></td>
</tr>
<tr>
<td>Gain only</td>
<td>8 (4.6)</td>
</tr>
<tr>
<td>Loss only</td>
<td>2 (1.1)</td>
</tr>
<tr>
<td>Gain and loss both</td>
<td>3 (1.7)</td>
</tr>
<tr>
<td><strong>Appearance</strong></td>
<td></td>
</tr>
<tr>
<td>Gain only</td>
<td>2 (1.1)</td>
</tr>
<tr>
<td>Loss only</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Gain and loss both</td>
<td>2 (1.1)</td>
</tr>
</tbody>
</table>

Table 4. Goal content (intrinsic vs extrinsic) of smoking cessation apps available in South Korea (N=175).

<table>
<thead>
<tr>
<th>Category</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intrinsic goal content (ie, health) only</td>
<td>5 (2.9)</td>
</tr>
<tr>
<td>Extrinsic goal content (ie, money and appearance) only</td>
<td>45 (25.7)</td>
</tr>
<tr>
<td>Intrinsic and extrinsic goal content both</td>
<td>51 (29.1)</td>
</tr>
<tr>
<td>Total number of cases suggesting goal content</td>
<td>101 (57.7)</td>
</tr>
</tbody>
</table>

Based on this analysis, we identified the top smoking cessation apps. First, we identified the apps that had at least one feature that tapped each of the 3 basic needs. In all, 18 apps met this criterion. These were then sorted by total SDT score, the sum of scores for each SDT attribute. Among the top-ranked apps, 4 apps developed in the public sectors are presented in Table 5 along with their unique features: Singapore’s Health Promotion Board (Figure 1), Tobacco Control Research Branch at the National Cancer Institute in the United States (Figure 2), the European Commission (Figure 3), and the Korean Ministry of Health and Welfare (Figure 4). They tended to contain common features, such as aiding one’s own quitting plan and management of it, providing tips and strategies, and allowing sharing through social media.

Table 5. Top-ranked smoking cessation apps developed in the public sector.

<table>
<thead>
<tr>
<th>Name of app</th>
<th>Rank¹</th>
<th>Market type</th>
<th>Unique features</th>
</tr>
</thead>
<tbody>
<tr>
<td>HPB I Quit [60]</td>
<td>1</td>
<td>Apple/Android</td>
<td>Developed by the Singapore Health Promotion Board. Links to QuitLine and quit centers. Introduces various methods to quit smoking.</td>
</tr>
<tr>
<td>QuitSTART [61]</td>
<td>3</td>
<td>Apple</td>
<td>Developed by Tobacco Control Research Branch at the US National Cancer Institute. Offers symbolic signs of achievement; tracking, and analysis of behaviors.</td>
</tr>
</tbody>
</table>

¹Rank score from top 10 list of apps that included paid and free apps.
²App in Korean (name of app translated into English).
**Figure 1.** Screenshot of the HPB I Quit app by the Singapore Health Promotion Board.

**Figure 2.** Screenshot of the QuitSTART app by the US Tobacco Control Research Branch at the National Cancer Institute.
Discussion

Principal Results

Health promotion through personal media, such as smartphones, is receiving increasing attention as a variety of health-related smartphone apps are being introduced in the market. However, only a few studies have evaluated the content and function of these apps by employing a theoretical framework. Therefore, the present study analyzed a representative sample of smoking cessation apps (N=175) accessible in South Korea based on the theoretical framework of SDT.

The analysis suggests that most apps contain at least 1 kind of feature related to at least 1 of the components of the basic needs proposed by SDT, primarily competence. A relatively small proportion of the apps, however, addressed all 3 basic needs (18/175, 10.3%). In particular, only a few apps supporting...
relatedness were found (37/175, 21.1%). SDT studies have shown that satisfaction of the 3 basic psychological needs is fundamental to meaningful and continuous behavioral change [7], and this is also supported by research in smoking cessation [15,21]. It might be reasonable to say that smoking cessation apps that lack 1 or more components of the basic needs may be relatively limited in producing positive effects on continuous behavioral changes compared to those satisfying all aspects of basic needs. The efficacy of the apps would depend on how individuals make use of them. Notwithstanding, it is expected that there is at least more potential that the apps with features addressing the 3 basic needs could be more efficacious.

The analysis of goal content implied in the functions of smoking cessation apps also reveals interesting findings. The most frequently observed type of goal content was money (an extrinsic goal) followed by health (an intrinsic goal). More than half of the smoking cessation apps (53.7%, 94/175) offered a function that calculated money earned or lost per cigarette. In addition, the smoking cessation apps tended to include either extrinsic goal content only or extrinsic and intrinsic goal content together. Given that extrinsic goal content is more likely to be related to controlled motivation, and controlled motivation is more likely to be induced even when both extrinsic and intrinsic goal content are suggested at the same time [64], these smoking cessation apps may be limited in activating autonomous motivation. Because behavioral changes prompted by controlled motivation are less likely to last, the efficacy of these smoking cessation apps in inducing long-term behavioral change is open to question.

For the analysis of framing of goal content, it was found that gain framing was more frequently adopted in suggesting goal content; apps tended to offer a function that calculated the financial or health gain from quitting smoking rather than money or health loss from smoking. As mentioned previously, gain framing has been found to be more effective than loss framing for prevention behaviors, such as quitting smoking [49]. Further, gain framing is more effective than loss framing in moving smokers toward the preparation stage from the contemplation stage of smoking cessation [65]. Those who download the smoking cessation apps might possibly be interested in quitting smoking or have decided to quit smoking (ie, those who are in the contemplation or preparation stage). In this sense, the fact that smoking cessation apps are adopting gain framing more than loss framing could be viewed positively.

We expect that the findings of this present study can be generalized to the United States and possibly to other countries as well. Out of the 309 apps that were the population of this study, 21 apps (6.8%) were available only in Korean, not in English. For the remaining apps that were available in English, when we searched the US Google Play and iTunes store with an anonymous helper with a US account, only a few apps (7/309, 2.3%) were not found. It seems that most of these apps are circulated globally, whereas a small portion of the apps may be available only to certain regions. If this is the case, the findings of this study might be sustained in other countries.

Implications and Limitations

The present study is significant in that it conducted a theory-driven analysis using SDT to evaluate smoking cessation apps. SDT explains how individuals internalize external forces, make autonomous decisions, and implement voluntary actions. The SDT explanation of the 3 basic needs and their roles in the motivation process lends a useful theoretical framework to analyze and evaluate smoking cessation apps because the theory informs the kind of characteristics that a smartphone app aiming for long-term behavioral change needs to have to stimulate autonomous motivation. Although this study is not a direct test on the effects of smoking cessation apps, this theory-driven analysis allows an indirect assessment of smoking cessation apps available in the market.

In addition, the present study provides several practical implications for consumers, public health experts, and practitioners. In view of SDT, our study suggests that many of the smoking cessation apps available in the market may be partially limited in inducing long-term smoking cessation. It might be useful for consumers if public health practitioners or organizations evaluate the apps and recommend high-quality smoking cessation apps. Further, providing consumers with a guide regarding how to evaluate smoking cessation apps would be helpful. In addition, public health organizations could develop apps using the evaluation criteria addressed in this study.

The findings of the present study are bounded by several limitations. First, we recognize that our analysis is limited in fully analyzing the whole aspects of an app. For example, a function that is coupled with social media could enhance not only relatedness, but also competence because it is also possible that individuals exchange tips and information for smoking cessation through social media. Also, we primarily focused on the functional features of the apps and did not examine the messages delivered in the apps. Second, some apps had functional features that were not specified on the menu, but activated when used over the longer term. Because our coders did not use the apps for the long term, these features might not have been captured. Third, our study is limited in providing descriptions of all kinds of smoking cessation apps because we excluded hypnosis apps in our analysis. Future studies that examine hypnosis apps in terms of the messages delivered would provide a complementary picture about smoking cessation apps to this study. Finally, the inferences from the findings of this study could be limited because this study is not a direct test of the effects of smoking cessation apps. Rather, it draws an indirect inference regarding their efficacy based on previous SDT studies. It should be noted that the conclusion on the effect of gain or loss framing and the effect of goal content are still open to discussion. Although a substantial number of studies support the advantage of gain-framed messages over loss-framed messages in regards to smoking cessation, researchers also acknowledge that the effect of gain or loss framing could be complex, so that multiple mediators and moderators can play into the framing effect [47-49]. Future studies should address this issue by exploring the effects of smoking cessation apps through experimental studies.
Conclusions

To sum up, the present study shows that smoking cessation apps have features that satisfy the basic needs to some extent; thus, they could be a useful tool to promote smoking cessation. However, it is also true that many of these apps provide limited features to satisfy all 3 basic needs and present extrinsic goals rather than intrinsic goals. As a result, they may serve as a limited tool in stimulating autonomous motivation for long-term smoking cessation. This finding is in-line with studies by Abroms et al.\cite{4,5} that concluded that smoking cessation apps, even popular ones, are far below the US Public Health Service’s Clinical Practice Guidelines for Treating Tobacco Use and Dependence. Although the present study is only a snapshot of smoking cessation apps presently available, this study suggests that there is still room to increase the efficacy of these apps and that a good theory, such as SDT, can guide the process. Public health practitioners would need to play a role in planning mobile health apps by informing developers of the theory.
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Abstract

Background: Smartphone-based assessment may be a useful diagnostic and monitoring tool for patients. There have been many attempts to create a smartphone diagnostic tool for clinical use in various medical fields but few have demonstrated scientific validity.

Objective: The purpose of this study was to develop a smartphone application of the International Prostate Symptom Score (IPSS) and to demonstrate its validity and reliability.

Methods: From June 2012 to May 2013, a total of 1581 male participants (≥40 years old), with or without lower urinary tract symptoms (LUTS), visited our urology clinic via the health improvement center at Soonchunhyang University Hospital (Republic of Korea) and were enrolled in this study. A randomized repeated measures crossover design was employed using a smartphone application of the IPSS and the conventional paper form of the IPSS. Paired t test under a hypothesis of non-inferior trial was conducted. For the reliability test, the intraclass correlation coefficient (ICC) was measured.

Results: The total score of the IPSS (P=.289) and each item of the IPSS (P=.157-1.000) showed no differences between the paper version and the smartphone version of the IPSS. The mild, moderate, and severe LUTS groups showed no differences between the two versions of the IPSS. A significant correlation was noted in the total group (ICC=.935, P<.001). The mild, moderate, and severe LUTS groups also showed significant correlations (ICC=.616, .549, and .548 respectively, all P<.001). There was selection bias in this study, as only participants who had smartphones could participate.

Conclusions: The validity and reliability of the smartphone application version were comparable to the conventional paper version of the IPSS. The smartphone application of the IPSS could be an effective method for measuring lower urinary tract symptoms.

(J Med Internet Res 2014;16(2):e38) doi:10.2196/jmir.3042
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Introduction

Lower urinary tract symptoms (LUTS) suggestive of benign prostatic hyperplasia (BPH) affect a majority of men and show an increasing prevalence with aging [1]. Male patients with LUTS suffer from significant impairment of their quality of life (QOL) and interference in daily living activities due to urinary dysfunction [2].

The primary treatment goal for men with clinical manifestations of BPH is to reduce or relieve LUTS. Therefore, the measurement of LUTS is a key factor in the evaluation of these patients, both in clinical practice and in research studies [2,3].

The International Prostate Symptom Score (IPSS) is the most widely used diagnostic tool in urology and is widely available, validated, and has been translated into many languages [3]. The IPSS scale correlates positively and significantly with global measures of difficulty and health complications associated with LUTS [4-6].

To date, the paper-based IPSS has been used worldwide. Although paper-based questionnaires have been the standard tools for screening or monitoring of medical conditions, this method has several problems, including data collection and entry errors [7].

Over the past 20 years, questionnaires have been developed using electronic systems, such as Web surveys on personal computers or personal digital assistants, and more recently using smartphones. There has been a meteoric rise in the use of smartphones, which has reached approximately 6 billion people worldwide [8], enabling smartphones to function as new tools for measuring the health of individuals.

Most smartphone applications have focused on education and communication for medical school students and clinicians [9]. However, several smartphone application questionnaires have been introduced in clinical use, including psychiatry and sleep disorders [10-12]. Considering the worldwide use of the IPSS in clinical fields, a smartphone application of the IPSS could be very popular, both for patients and clinicians.

The ultimate goal of smartphone-based assessment is the establishment of a home diagnostic device that enables easy screening and monitoring of a disease by scoring data and thus reducing the time to diagnosis and treatment, as well as overall costs. Most questionnaires are originally designed as paper-based questionnaires and, therefore, validation of a smartphone-based version is required due to the possibility of response bias between paper and smartphone versions [13]. The aim of this study was to examine the validity and reliability of a smartphone application version of the IPSS by quantitative analysis and to show the satisfaction rate compared with the conventional paper version of the IPSS.

Methods

Study Sample

From June 2012 to May 2013, 1581 male patients presenting with LUTS (≥ 40 years old) visited our urology clinic via the health improvement center at Soonchunhyang University Hospital (Republic of Korea) and were enrolled in this study. All patients underwent a complete history, physical examination, and urinalysis, and completed an IPSS questionnaire. Patients who had a history of cancer of any organ, neurologic diseases or disorders, uncontrolled hypertension or diabetes, psychiatric disorders, prostatic surgery, liver cirrhosis, or renal failure were excluded from this study. Participant data were recorded in a prospective database and the study was approved by the Institutional Review Board of Soonchunhyang University Hospital.

Methodology

A randomized repeated measures crossover design was employed using the smartphone application and conventional paper form of the IPSS. One investigator conducted face-to-face interviews with all study participants, using structured explanations. The Korean version of the IPSS has been verified for relevance and reliability, and is the most popular diagnostic instrument for LUTS in Korea [14]. There was a 1-week break before and after completion of the alternative versions of the IPSS in order to reduce carryover effects. Questionnaires were randomly assigned to the smartphone or paper version of the IPSS. The supervisors obtained oral informed consent from participants before the study.

Developing the Smartphone Application of the IPSS

The smartphone application was specifically developed for Android model smartphones (Android is the operating system created by Google). While actively answering the IPSS in the smartphone application, participants could go backward to correct answers before they chose “save” to go on to the next question or to finish the test. The responses on the smartphone application of the IPSS were automatically transferred to the database where only supervisors could access the information.

System Stability

For a successful study trial, the stability of the system providing the application of the IPSS should be safe and stable. To this end, the server manager closely monitored the system during the performance of this trial. Prior to this trial, we conducted a pilot test to check the stability of the smartphone application of the IPSS and the data collection server.

Main Outcome for Validity

The overall hypothesis of this study was that participants would find both the smartphone application and paper version of the IPSS feasible and acceptable to use, which means that the smartphone application of the IPSS would not be inferior to the paper version of the IPSS. Validity was defined by non-difference in the total score of the IPSS and in each item of the IPSS.

Main Outcome for Reliability

Reliability referred to the consistency of IPSS scores obtained by the same person between the paper and smartphone version. There were many statistics available to measure reliability. The reliability test was conducted by the intraclass correlation coefficient (ICC). ICC was used to measure reliability for the paper and smartphone IPSS scores and ranged from 0 (no
agreement) to 1 (perfect agreement). Reliability was defined by correlation between the two versions of the IPSS.

**Delivery Method Compliance**

In order to determine the compliance rate, the participation and preference rates were investigated by specific questions at the end of the trial: “Which method would you be willing to use to complete the assessment more easily?” and “Which method would you prefer?”

**Power Calculation**

The base of our sample size was dependent on the hypothesis that a smartphone application of the IPSS was not inferior to the conventional paper-based IPSS [15]. We used an alpha error of .05 and beta error of .2. The calculated sample size was 980. Considering a 10% decline or withdrawal rate, the minimal sample size was calculated to be 1100.

**Data Analysis**

We analyzed differences by paired t test for the two pairs of questionnaires. Reliability was assessed using ICC and a two-way random effect model, assuming a single measurement and absolute agreement. Statistical analyses were performed using SPSS version 20.0 for Windows. All statistics were two-tailed and P values <.05 were considered statistically significant.

**Preservation of Data Security**

Individual or total scores were not accessible by participants through their smartphones. After completing the paper version of the IPSS, the data collector recorded the data after checking the data transfer error and then sent the data to the statistician. After completing the smartphone application of the IPSS, the data were transferred automatically to the special server and then sent to the statistician. After completing the analysis, all information regarding the IPSS was removed by the supervisor.

**Results**

**Basic Characteristics of the Participants**

The mean age of the participants was 58.49 (SD 7.22). The mean total score of the IPSS paper version was 11.04 (SD 7.76) and the mean total IPSS score of the smartphone version was 11.03 (SD 7.77). There were 668 (42.25%, 668/1581) subjects in the mild LUTS group, 643 (40.67%, 643/1581) subjects in the moderate LUTS group, and 270 (17.08%, 270/1581) subjects in the severe LUTS group (Table 1). The refusal rate in total was 16 and there were 3 cases of missing data, so the final allocation was 1581 cases (Figure 1).

The total rates of mild, moderate, and severe LUTS groups were significantly different (P<.001). In the comparison of the rates of these groups, the mild and moderate LUTS groups were not different (P=.471), but there were significant differences (P<.001) between the mild and severe LUTS groups and the moderate and severe LUTS groups.

![Figure 1. Flow chart of study participants.](http://www.jmir.org/2014/2/e38/)
Table 1. Baseline characteristics (n=1581).

<table>
<thead>
<tr>
<th></th>
<th>n</th>
<th>Mean (SD)</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>1581</td>
<td>58.49 (7.22)</td>
<td>40-79</td>
</tr>
<tr>
<td>Paper IPSS Q1</td>
<td>1580</td>
<td>1.69 (1.61)</td>
<td>0-5</td>
</tr>
<tr>
<td>Paper IPSS Q2</td>
<td>1581</td>
<td>1.57 (1.42)</td>
<td>0-5</td>
</tr>
<tr>
<td>Paper IPSS Q3</td>
<td>1579</td>
<td>1.63 (1.54)</td>
<td>0-5</td>
</tr>
<tr>
<td>Paper IPSS Q4</td>
<td>1579</td>
<td>1.32 (1.42)</td>
<td>0-5</td>
</tr>
<tr>
<td>Paper IPSS Q5</td>
<td>1581</td>
<td>2.30 (1.66)</td>
<td>0-5</td>
</tr>
<tr>
<td>Paper IPSS Q6</td>
<td>1580</td>
<td>1.27 (1.46)</td>
<td>0-5</td>
</tr>
<tr>
<td>Paper IPSS Q7</td>
<td>1581</td>
<td>1.28 (1.15)</td>
<td>0-7</td>
</tr>
<tr>
<td>Paper Total IPSS</td>
<td>1581</td>
<td>11.04 (7.77)</td>
<td>0-35</td>
</tr>
<tr>
<td>Paper QOL</td>
<td>1546</td>
<td>2.77 (1.38)</td>
<td>0-6</td>
</tr>
<tr>
<td>Smartphone IPSS Q1</td>
<td>1580</td>
<td>1.68 (1.61)</td>
<td>0-5</td>
</tr>
<tr>
<td>Smartphone IPSS Q2</td>
<td>1581</td>
<td>1.57 (1.42)</td>
<td>0-5</td>
</tr>
<tr>
<td>Smartphone IPSS Q3</td>
<td>1579</td>
<td>1.63 (1.54)</td>
<td>0-5</td>
</tr>
<tr>
<td>Smartphone IPSS Q4</td>
<td>1579</td>
<td>1.32 (1.42)</td>
<td>0-5</td>
</tr>
<tr>
<td>Smartphone IPSS Q5</td>
<td>1581</td>
<td>2.30 (1.67)</td>
<td>0-5</td>
</tr>
<tr>
<td>Smartphone IPSS Q6</td>
<td>1580</td>
<td>1.27 (1.46)</td>
<td>0-5</td>
</tr>
<tr>
<td>Smartphone IPSS Q7</td>
<td>1581</td>
<td>1.28 (1.16)</td>
<td>0-7</td>
</tr>
<tr>
<td>Smartphone Total IPSS</td>
<td>1581</td>
<td>11.03 (7.77)</td>
<td>0-35</td>
</tr>
<tr>
<td>Smartphone QOL</td>
<td>1546</td>
<td>2.77 (1.37)</td>
<td>0-6</td>
</tr>
<tr>
<td>Mild LUTS</td>
<td>668</td>
<td>(42.25%)</td>
<td>--</td>
</tr>
<tr>
<td>Moderate LUTS</td>
<td>643</td>
<td>(40.67%)</td>
<td>--</td>
</tr>
<tr>
<td>Severe LUTS</td>
<td>270</td>
<td>(17.08%)</td>
<td>--</td>
</tr>
</tbody>
</table>

aIPSS: International Prostate Symptom Score
bQOL: quality of life
cLUTS: lower urinary tract symptoms

Validation With Paired t Test

There were no differences in the overall total scores of the IPSS (P=.289) and each item of the IPSS (P values =.157-1.000) between the paper version of the IPSS and smartphone version of the IPSS (Table 2). In the mild LUTS group, the total score of the IPSS (P=.752) and each item of the IPSS (P values =.157-1.000) showed no differences between the paper version and the smartphone version of the IPSS (Table 3). In the moderate LUTS group, the total score of the IPSS (P=.432) and each item of the IPSS (P values =.103-1.000) showed no differences between the paper version and the smartphone version of the IPSS (Table 4). In the severe LUTS group, the total score of the IPSS (P=.083) and each item of the IPSS (P values =.158-1.000) showed no differences between the paper version and the smartphone version of the IPSS (Table 5).
Table 2. Paired *t* test between paper and smartphone IPSS\(^a\).

<table>
<thead>
<tr>
<th></th>
<th>Paper, mean (SD)</th>
<th>Smartphone, mean (SD)</th>
<th><em>P</em> value</th>
</tr>
</thead>
<tbody>
<tr>
<td>IPSS Q1</td>
<td>1.69 (1.61)</td>
<td>1.68 (1.61)</td>
<td>.157</td>
</tr>
<tr>
<td>IPSS Q2</td>
<td>1.57 (1.42)</td>
<td>1.57 (1.42)</td>
<td>.166</td>
</tr>
<tr>
<td>IPSS Q3</td>
<td>1.63 (1.54)</td>
<td>1.63 (1.54)</td>
<td>.435</td>
</tr>
<tr>
<td>IPSS Q4</td>
<td>1.32 (1.42)</td>
<td>1.32 (1.42)</td>
<td>.578</td>
</tr>
<tr>
<td>IPSS Q5</td>
<td>2.30 (1.66)</td>
<td>2.30 (1.66)</td>
<td>.223</td>
</tr>
<tr>
<td>IPSS Q6</td>
<td>1.27 (1.46)</td>
<td>1.27 (1.46)</td>
<td>1.000</td>
</tr>
<tr>
<td>IPSS Q7</td>
<td>1.28 (1.15)</td>
<td>1.28 (1.16)</td>
<td>.317</td>
</tr>
<tr>
<td>Total IPSS</td>
<td>11.04 (7.77)</td>
<td>11.03 (7.77)</td>
<td>.289</td>
</tr>
<tr>
<td>IPSS QOL(^b)</td>
<td>2.77 (1.38)</td>
<td>2.77 (1.37)</td>
<td>.180</td>
</tr>
</tbody>
</table>

\(^a\)IPSS: International Prostate Symptom Score
\(^b\)QOL: quality of life

Table 3. Paired *t* test between paper and smartphone IPSS\(^a\) in mild LUTS\(^b\).

<table>
<thead>
<tr>
<th></th>
<th>Paper, mean (SD)</th>
<th>Smartphone, mean (SD)</th>
<th><em>P</em> value</th>
</tr>
</thead>
<tbody>
<tr>
<td>IPSS Q1</td>
<td>0.53 (0.71)</td>
<td>0.53 (0.71)</td>
<td>1.000</td>
</tr>
<tr>
<td>IPSS Q2</td>
<td>0.60 (0.71)</td>
<td>0.60 (0.71)</td>
<td>.706</td>
</tr>
<tr>
<td>IPSS Q3</td>
<td>0.53 (0.67)</td>
<td>0.53 (0.66)</td>
<td>.157</td>
</tr>
<tr>
<td>IPSS Q4</td>
<td>0.39 (0.62)</td>
<td>0.40 (0.62)</td>
<td>.257</td>
</tr>
<tr>
<td>IPSS Q5</td>
<td>0.99 (0.92)</td>
<td>0.99 (0.93)</td>
<td>1.000</td>
</tr>
<tr>
<td>IPSS Q6</td>
<td>0.37 (0.62)</td>
<td>0.38 (0.620</td>
<td>.706</td>
</tr>
<tr>
<td>IPSS Q7</td>
<td>0.73 (0.77)</td>
<td>0.72 (0.77)</td>
<td>.180</td>
</tr>
<tr>
<td>Total IPSS</td>
<td>4.13 (2.09)</td>
<td>4.13 (2.10)</td>
<td>.752</td>
</tr>
<tr>
<td>IPSS QOL(^c)</td>
<td>1.86 (1.10)</td>
<td>1.86 (1.10)</td>
<td>1.000</td>
</tr>
</tbody>
</table>

\(^a\)IPSS: International Prostate Symptom Score
\(^b\)LUTS: lower urinary tract symptoms
\(^c\)QOL: quality of life
Table 4. Paired t test between paper and smartphone IPSS\textsuperscript{a} in moderate LUTS\textsuperscript{b}.

<table>
<thead>
<tr>
<th></th>
<th>Paper, mean (SD)</th>
<th>Smartphone, mean (SD)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>IPSS Q1</td>
<td>1.93 (1.30)</td>
<td>1.93 (1.30)</td>
<td>.318</td>
</tr>
<tr>
<td>IPSS Q2</td>
<td>1.82 (1.14)</td>
<td>1.81 (1.14)</td>
<td>.103</td>
</tr>
<tr>
<td>IPSS Q3</td>
<td>1.87 (1.19)</td>
<td>1.87 (1.20)</td>
<td>.631</td>
</tr>
<tr>
<td>IPSS Q4</td>
<td>1.53 (1.19)</td>
<td>1.53 (1.19)</td>
<td>.655</td>
</tr>
<tr>
<td>IPSS Q5</td>
<td>2.75 (1.31)</td>
<td>2.74 (1.30)</td>
<td>.127</td>
</tr>
<tr>
<td>IPSS Q6</td>
<td>1.36 (1.15)</td>
<td>1.35 (1.15)</td>
<td>.819</td>
</tr>
<tr>
<td>IPSS Q7</td>
<td>1.34 (1.01)</td>
<td>1.34 (1.01)</td>
<td>1.000</td>
</tr>
<tr>
<td>Total IPSS</td>
<td>12.59 (3.30)</td>
<td>12.58 (3.32)</td>
<td>.432</td>
</tr>
<tr>
<td>IPSS QOL\textsuperscript{c}</td>
<td>2.99 (1.02)</td>
<td>2.99 (1.01)</td>
<td>.318</td>
</tr>
</tbody>
</table>

\textsuperscript{a}IPSS: International Prostate Symptom Score  
\textsuperscript{b}LUTS: lower urinary tract symptoms  
\textsuperscript{c}QOL: quality of life

Table 5. Paired t test between paper and smartphone IPSS\textsuperscript{a} in severe LUTS\textsuperscript{b}.

<table>
<thead>
<tr>
<th></th>
<th>Paper, mean (SD)</th>
<th>Smartphone, mean (SD)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>IPSS Q1</td>
<td>3.96 (1.12)</td>
<td>3.95 (1.15)</td>
<td>.318</td>
</tr>
<tr>
<td>IPSS Q2</td>
<td>3.38 (1.33)</td>
<td>3.38 (1.33)</td>
<td>1.000</td>
</tr>
<tr>
<td>IPSS Q3</td>
<td>3.81 (1.26)</td>
<td>3.81 (1.26)</td>
<td>1.000</td>
</tr>
<tr>
<td>IPSS Q4</td>
<td>3.09 (1.49)</td>
<td>3.09 (1.49)</td>
<td>1.000</td>
</tr>
<tr>
<td>IPSS Q5</td>
<td>4.46 (0.79)</td>
<td>4.46 (0.79)</td>
<td>.158</td>
</tr>
<tr>
<td>IPSS Q6</td>
<td>3.29 (1.51)</td>
<td>3.29 (1.52)</td>
<td>1.000</td>
</tr>
<tr>
<td>IPSS Q7</td>
<td>2.51 (1.28)</td>
<td>2.51 (1.28)</td>
<td>1.000</td>
</tr>
<tr>
<td>Total IPSS</td>
<td>24.45 (3.58)</td>
<td>24.44 (3.58)</td>
<td>.083</td>
</tr>
<tr>
<td>IPSS QOL\textsuperscript{c}</td>
<td>4.45 (0.81)</td>
<td>4.43 (0.82)</td>
<td>.318</td>
</tr>
</tbody>
</table>

\textsuperscript{a}IPSS: International Prostate Symptom Score  
\textsuperscript{b}LUTS: lower urinary tract symptoms  
\textsuperscript{c}QOL: quality of life

Reliability Test With Interclass Correlation Coefficient (ICC) Test

Reliability was assessed using the ICC and a two-way random effect model, assuming a single measurement and absolute agreement. A significant correlation was noted in the total group (ICC=.935, \( P<.001 \)). The mild, moderate, and severe LUTS groups also showed significant correlations (ICCs =.616, .549, and .548 respectively, all \( P \) values <.001) (Table 6).

Table 6. Reliability test of paper and smartphone versions of the IPSS\textsuperscript{a}.

<table>
<thead>
<tr>
<th></th>
<th>Interclass correlation coefficient</th>
<th>95% CI</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Lower</td>
<td>Upper</td>
</tr>
<tr>
<td>Total</td>
<td>.935</td>
<td>0.927</td>
<td>0.941</td>
</tr>
<tr>
<td>Mild LUTS\textsuperscript{b}</td>
<td>.616</td>
<td>0.571</td>
<td>0.659</td>
</tr>
<tr>
<td>Moderate LUTS</td>
<td>.549</td>
<td>0.492</td>
<td>0.602</td>
</tr>
<tr>
<td>Severe LUTS</td>
<td>.548</td>
<td>0.462</td>
<td>0.625</td>
</tr>
</tbody>
</table>

\textsuperscript{a}IPSS: International Prostate Symptom Score  
\textsuperscript{b}LUTS: lower urinary tract symptoms
Compliance

For compliance, we created two questions that asked, “Which method would you be willing to use to complete the assessment more easily?” and “Which method would you prefer?” In the examination of feasibility, 760 (48.07%, 760/1581) participants replied that the smartphone version was more feasible, 420 (26.56%, 420/1581) participants replied that the paper version was more feasible, and 301 (19.03%, 301/1581) participants replied that both of the versions were feasible. With regard to preference, 820 (51.86%, 820/1581) participants preferred the smartphone version, 320 participants (20.24%, 320/1581) preferred the paper version, and 356 (22.51%, 356/1581) participants showed no preference. For the two questionnaires, the results showed significant differences according to age ($P<.001$).

Discussion

Principal Findings

The objective of this study was to compare two different methods for diagnostic assessment via screening questionnaires. The overall hypothesis of this study was that a smartphone application of IPSS would show the same efficacy in real clinical use as a diagnostic questionnaire. This study was the first to show the clinical use of a smartphone questionnaire application in the field of urology (Figures 2-4).

The recent remarkable increase in the adoption of smartphones enables not only easy communication, but also the possibility of utilizing devices in diverse settings, including health care. There have been several studies using smartphone applications of paper-based questionnaires, including the Epworth Sleepiness Scale, the Berlin questionnaire, and the STOP BANG questionnaire [10]. In psychiatric disease and serious mental illness, smartphone-based questionnaires for monitoring have shown better compliance than other types of questionnaires. Ambulatory monitoring of symptoms using smartphone applications represents a feasible and valid way of assessing psychotic status for research and clinical management [11,16]. Smartphone application questionnaires have also been used in a cardiac rehabilitation population for measuring physical activity with demonstrated validity and reliability [12]. For clinical application as a medical device, a smartphone-based application has been used for actigraphy recording and audio recording in sleep disorders [10]. However, none were statistically validated by a comparison with the paper version of the questionnaire by a non-inferior trial with the hypothesis that the smartphone version of the questionnaire could be as effective as the paper version of the questionnaire. Little is known about the strengths and limitations of smartphone application questionnaires in the screening or monitoring of diseases, especially in the field of urology. Only one study has shown the validity and reliability of a smartphone application for the assessment of penile deformity in Peyronie’s disease [17]. There are several urologic applications such as “Bladder Pal”, “Prostate Pal”, “Get Bladder Fit”, and “UroApp”. Prostate Pal provides an easily accessible tool for recording intake and output, AUA score, and PSA level, but this application showed no validity.

The main issue in mobile research is ensuring the security of patient data. It is an important problem and it has been argued that it is not safe for health care clinicians to have access to patient information from a handheld device [18]. This is the main reason that we designed this Web-based application to ensure that patient information and clinical data were not saved on patients’ own smartphones, but transferred directly to the main server. Administration of the server was only performed by clinicians and, after data were transferred to the hospital server, the records were removed.

The merits of the clinical use of a smartphone application are the possibility of yielding a great number of data points, requiring less time, and more positive compliance by participants than conventional methods, including paper, telephone, and email methods. From a technical view, a smartphone application has computing power, a touch screen, third-party application development and distribution, and high-speed data transfer.

Smartphones can effectively use real-time upload and backup, which can prevent data loss [19,20]. With regard to feasibility, users believed smartphones were easier to use than a conventional paper system in a study of an Android-based application for men’s health [19,21]. In terms of time consumption, a smartphone application has merits over paper questionnaires and Web-based research [12,22,23]. Moreover, increased access and availability to smartphone communication increases the potential for large scale surveys in population-based studies.

We developed this application for the Android operating system. The two main discriminatory factors for determining the operating system were the widespread popularity and homogeneity of the smartphone hardware. We adopted the Android operating system because the number of its users is rapidly growing. With regard to homogenous hardware safety, the iPhone may be a better option.

There are regulatory barriers to the clinical application of smartphone-based medical devices, but smartphone-based questionnaires such as our application are considered Class I devices by the FDA [24,25]. Class I devices represent general devices that are not designed for use in supporting or sustaining life nor are of considerable importance in preventing impairment to human life and have the least demanding restrictions of the three FDA device classes. In recent guidelines, the FDA classified Medical Device Data System (MDDS) software as Class I, because it transfers, stores, converts, or displays medical device data without providing analysis, alarms, or active patient monitoring. This latest set of MDDS guidelines came after the European Commission decision that most applications would be classified under Class I. Our application is a simple substitute for a paper-based questionnaire and does not involve analysis of data, alarms, or active patient monitoring.
Figure 2. Screenshot of the IPSS Android smartphone application. IPSS: International Prostate Symptom Score.

Figure 3. IPSS question 1 and ending screen in the smartphone application. IPSS: International Prostate Symptom Score.
Limitations
This study has several limitations. First, there could be selection bias in this study. Some patients reported a mild negative reaction to the questionnaire method. It is possible that smartphone assessment is less suitable in certain subgroups of patients. Some groups, including older-aged people, may use this mobile technology less than others and find it to be a barrier. However, it is estimated that 80-90% of the population will have a smartphone within 10 years [26]. Considering the rapid increase in the use of smartphones, older-aged people will increasingly come to be familiar with smartphones.

There is also skepticism over the possible differences between self-reported measures and clinician-based ratings. The IPSS was originally developed as a self-reported questionnaire and self-report measures may be time and cost-saving methods. Although we demonstrated the validity of a smartphone application of the IPSS by quantitative analysis, concerns still remain regarding the quality of the analysis, including data recording, data entry, reliability, time consumption, and costs.

Our application does not contain open-ended questions, and therefore we did not examine issues of quality, except for compliance and satisfaction rates. A more streamlined graphical and colorful user interface may lead to better compliance for participants for both screening and monitoring.

We divided patients into three groups based on the severity of their symptoms as ascertained by their QOL scores: mild (0-2), moderate (3-4), and severe (5-6). This classification was arbitrary. We did not consider sociodemographic factors of patients that could impact the development of LUTS.

Nevertheless, to our knowledge, this is the first study to demonstrate the validity of a smartphone version of the IPSS by scientific methods.

Conclusions
In summary, a smartphone application of the IPSS has validity and reliability, which means that it is not inferior to the paper version of the IPSS. Further research is needed to test its efficacy in the monitoring of LUTS. Future studies are needed to demonstrate its role in consecutive monitoring and also its usefulness in cost savings and data collection.
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Abstract

Background: Workplace bullying is a prevalent problem in contemporary workplaces that has adverse effects on both the victims of bullying and organizations. With the rapid development of computer technology in recent years, there is an urgent need to prove whether item response theory–based computerized adaptive testing (CAT) can be applied to measure exposure to workplace bullying.

Objective: The purpose of this study was to evaluate the relative efficiency and measurement precision of a CAT-based test for hospital nurses compared to traditional nonadaptive testing (NAT). Under the preliminary conditions of a single domain derived from the scale, a CAT module bullying scale model with polytomously scored items is provided as an example for evaluation purposes.

Methods: A total of 300 nurses were recruited and responded to the 22-item Negative Acts Questionnaire-Revised (NAQ-R). All NAT (or CAT-selected) items were calibrated with the Rasch rating scale model and all respondents were randomly selected for a comparison of the advantages of CAT and NAT in efficiency and precision by paired t tests and the area under the receiver operating characteristic curve (AUROC).

Results: The NAQ-R is a unidimensional construct that can be applied to measure exposure to workplace bullying through CAT-based administration. Nursing measures derived from both tests (CAT and NAT) were highly correlated (r=.97) and their measurement precisions were not statistically different (P=.49) as expected. CAT required fewer items than NAT (an efficiency gain of 32%), suggesting a reduced burden for respondents. There were significant differences in work tenure between the 2 groups (bullied and nonbullied) at a cutoff point of 6 years at 1 worksite. An AUROC of 0.75 (95% CI 0.68-0.79) with logits greater than –4.2 (or >30 in summation) was defined as being highly likely bullied in a workplace.

Conclusions: With CAT-based administration of the NAQ-R for nurses, their burden was substantially reduced without compromising measurement precision.

(J Med Internet Res 2014;16(2):e50) doi:10.2196/jmir.2819
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Introduction

Background

Workplace bullying is defined as persistent exposure to interpersonal aggression and mistreatment from colleagues, superiors, or subordinates [1,2]. It is a prevalent problem in the workplace with adverse effects on both victims and organizations [3,4]. Many studies have investigated this problem by determining its frequency, identifying groups at risk in different occupational groups and sectors [5], and addressing prevalence of bullying in different countries and among different occupational groups [6]. However, none of these bullied victim evaluations have applied item response theory (IRT) [7] to assess item functioning of the workplace bullying-related questionnaire [8].

Similarly, no studies have reported results on workplace bullying using IRT-based computerized adaptive testing (CAT) to measure respondents’ bullying exposure, especially in the era of computer technology and when questionnaires have become more integrated in recent years. As of April 24, 2013, 127 articles were found on PubMed by searching the keywords “computer adaptive test” (CAT), 309 with “workplace bullying,” and 106 with “workplace bullying nurse”. It is necessary to investigate whether CAT can be applied to yield the same results as traditional nonadaptive testing (NAT) on a workplace bullying scale for nurses and, thereby, reduce their respondent burden.

Computer Assessment and Computer Adaptive Testing

From the literature, traditional paper-and-pencil or computer-based surveys (NAT) have a large respondent burden and require respondents to answer all the questions [9]. In contrast, CAT-based testing using IRT can achieve similar measurement precision levels as NAT and is approximately half the length of the test [10-13]. However, most CAT articles, except some [9,14,15], compared CAT to NAT with dichotomous items. Whether polytomously scored items on bullying can also be measured as precisely as dichotomous CAT should be further investigated.

Rasch Analysis

In classical test theory (CTT), raw scores are usually used as linear interval scale measures for additive latency to assess respondents’ underlying ability. Unfortunately, this is not correct [16,17]; therefore, subsequent statistical analyses can be problematic and incorrect in computing mean, variance, correlation coefficients, or Cronbach alpha [18,19]. In particular, CTT encounters problems when dealing with missing data.

To overcome this obstacle, the IRT-based Rasch model [20] was developed to represent the probabilistic relationship between a person measure and an item difficulty in log-odds units, or logits. A useful scale using the Rasch model should be evaluated by 3 steps (prior tests, Rasch fit statistics, and post hoc tests) suggested by Smith [21] and Tennant and Pallant [22] (details shown in Methods) to verify a single domain. In many articles, authors used Rasch modeling to develop CAT on clinical samples, but none adopted the model testing steps recommended by Smith to verify scales before implementing CAT [9,10,23-26].

Objectives

First, we used a polytomous Rasch rating scale model to examine the workplace bullying scale for CAT use. Second, we developed an Excel Visual Basic for Applications (VBA) CAT module for comparison with NAT on efficiency, precision, and inference from the data of 300 hospital nurses. Third, similar inferences made by CAT and NAT were conducted in addition to investigating significant differences in work tenure between 2 groups. Fourth, a cutoff point of the studied bullying scale was determined for discriminating persons who were bullied victims with a predicted (individual) probability.

We report the CAT advantages if the precision and inference of results made by CAT and NAT are similar. Several limitations of CAT application will be raised for consideration in future studies.

Methods

Study Participants

The study sample was randomly selected and recruited using the last 3 digits of the identification card number from nurses of a 1333-bed medical center in southern Taiwan in the summer of 2010. No incentive for participation was offered. A total of 300 nurses completed 2 effective eligibility scales (shown in the following section) using NAT. This study was approved and monitored by the Research Ethics Review Board of the Chi-Mei Medical Center.

Demographic data collected included gender, work tenure in hospitals of all types, age, marital status, and education level.

Scales Used

Exposure to Bullying

The Negative Acts Questionnaire-Revised (NAQ-R) [27] used in this study has 22 items with 5 response alternatives (1=never, 2=occasionally, 3=monthly, 4=weekly, 5=daily) to measure exposure to workplace bullying within the past 6 months. Victimization from bullying during the past 6 months was additionally measured by a single self-labeling victimization question that was used for determining the cutoff point of the studied bullying scale after bullying measures were obtained. The NAQ-R was professionally translated into Chinese by authors in Taiwan using a back-translation technique (English-Chinese-English). With permission from the author [28], we conducted Rasch analysis to test scale unidimensionality (shown in the dimensionality section), the appropriateness level of the 5-category NAQ-R [29], as well as reporting reliability (Cronbach alpha) and dimension coefficient (DC) [30] using the CTT method.

Negative Actions Caused by Bullying

Participants were asked questions about their own personal negative experience of bullying and its impact on 5 areas (physical aspects, psychological aspects, interpersonal relations at work, willingness to work, and quality of work) and they were asked to respond to personal symptoms or emotions (e.g., gastrointestinal symptoms, fatigue, loss of appetite, crying, fear, anxiety, no sense of belonging, absenteeism, intent to leave the
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job, hating work, not being able to concentrate on work, loss of patience when caring for patients, frequent occurrence of abnormalities, low self-esteem, sleep disorders, anxiety, concentration disorders, chronic fatigue, anger, depression, several somatic disorders) [31], all of which were subjective self-judgments (yes=1; no=0) and were evolved into a global scale to verify discriminant validity of the NAQ-R.

**Dimensionality**

Tennant and Pallant [22] reported that 3 steps should be applied to assess scale unidimensionality: (1) conduct prior testing using Horn’s parallel analysis [32] to make sure that a single dimension is suitable; (2) use Rasch fit statistics ranging from 0.5 to 1.5 [33,34] to determine the usefulness of the 1-dimensional scaling; and (3) run post hoc tests using the first principal components analysis (PCA) component of Rasch standardized residuals [35] close to zero to inspect the convergent validity, and then performing Smith [36] independent $t$ tests to compare estimates of the percentages (<5%, within ±1.96) and verify invariance of Rasch model (details presented in following section).

**Differential Item Functioning**

The Rasch rating scale model (used in this study) requires the item estimation to be independent of the subgroups of individuals completing the questions. In other words, item parameters should be invariant across populations [37]. Items not demonstrating invariance are commonly referred to as exhibiting differential item functioning or item bias.

The chi-square test used for detecting the item-trait interaction was computed from a comparison of the observed overall performance of each trait group on the item with its expected performance [38]. Its probability (eg, <.05) reports the statistical probability of observing the chi-square value (or worse) when the data fit the Rasch model. Thus, WINSTEPS table 3.4 was referred to detect differential item functioning items for a significantly different group of person measures [39].

**Computer Adaptive Test Procedures and Features**

We ran a VBA module in Microsoft Excel in compliance with rules and regulations of CAT (Figures 1 and 2). Cronbach alpha and Rasch person separation reliability calculated from the NAQ-R of the study were used to determine the CAT termination criterion using the standard error of measurement (SEM=SD × √reliability), whereas Rasch reliability refers to reliability in the previously mentioned SEM formula.

We also set another rule that the minimum number of questions required for completion was 10 (10/22 items on NAQ-R item length=45%) because CAT could achieve similar precision in measurement as NAT with approximately half the length [9-12]. The first question was selected randomly from the 22 items when performing the CAT. The provisional measures were estimated by a maximum log likelihood function using an iterative Newton-Raphson procedure [9,12] after 3 questions were answered without responding similarly and sequentially to either 1 or 5. The next question selected was the one with the most information obtained from the remaining unanswered questions, interacting with the provisional person measures. All responses and their respective consumption time for each nurse were recorded after CAT termination.

![Figure 1. Computer adaptive test applied to Negative Acts Questionnaire-Revised (NAQ-R) in workplace.](http://www.jmir.org/2014/2/e50/)

**CAT based Negative Acts Questionnaire-Revised scale**

<table>
<thead>
<tr>
<th>Item</th>
<th>Measure</th>
<th>response</th>
<th>Item score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Someone withl</td>
<td>2</td>
<td>1.03</td>
</tr>
<tr>
<td>2</td>
<td>Being humiliated</td>
<td>2</td>
<td>2.02</td>
</tr>
<tr>
<td>3</td>
<td>Being ordered to</td>
<td>1</td>
<td>2.99</td>
</tr>
<tr>
<td>4</td>
<td>Having key areas</td>
<td>1</td>
<td>0.97</td>
</tr>
<tr>
<td>5</td>
<td>Being ignored or</td>
<td>2</td>
<td>0.88</td>
</tr>
<tr>
<td>6</td>
<td>Having mistakes</td>
<td>2</td>
<td>0.47</td>
</tr>
<tr>
<td>7</td>
<td>Being shunted at</td>
<td>1</td>
<td>0.6</td>
</tr>
<tr>
<td>8</td>
<td>Being shouted at</td>
<td>1</td>
<td>1.06</td>
</tr>
<tr>
<td>9</td>
<td>Other</td>
<td>2</td>
<td>1.99</td>
</tr>
</tbody>
</table>

**to_excel**

**Figure 1.** Computer adaptive test applied to Negative Acts Questionnaire-Revised (NAQ-R) in workplace.
Figure 2. Bullying report produced by Negative Acts Questionnaire-Revised (NAQ-R) computer adaptive test with a maximum likelihood estimation plot.

Comparison of Efficiency and Precision

Four indexes between CAT and NAT were compared, including test length (efficiency), estimated measures (precision), time saved (in seconds) per item (efficiency), and the area under the receiver operating characteristic (AUROC) curve (precision).

Accordingly, all person measures based on NAT should be estimated in advance, assuming all 22 items were answered. The following steps were adopted: (1) using the WINSTEPS software [39] to calibrate item and threshold difficulties, and (2) performing the studied dataset of 300 people × 22 items to re-estimate both NAT (through all 22 items) and CAT (by less than 22 items) measures using the CAT Excel-VBA module.

Comparison of Groups by Making Inferences

We compared the prediction effects of CAT and NAT on the 4 indexes by regressing person measures, respectively, on (1) the global symptom score, and (2) differences in demographic characteristics (eg, age, work tenure, and marital status) and in self-judgments (victimization from bullying during the past 6 months).

Statistical Analysis

For all statistical analyses, SPSS software for Windows version 12 (SPSS, Chicago, IL, USA) was used. The CAT and NAT person measures were compared using the Pearson correlation coefficient. Test length (efficiency) and estimated measures (precision) were compared by paired t tests. Time saved per item (efficiency) in favor of CAT was computed by a margin of 25.07 seconds (SD 16.04; range 12-43). The total time saving from NAT to CAT was computed by the formula: time saved per item (25.07) multiplies both item lengths shortened by CAT (eg, 2109 items in total), and the sample size (N=300).

The AUROC (precision) was calculated by both Rasch-transformed logit scores and the single self-labeled victimization question from bullying (bullied=1; not bullied=0) to determine a cutoff point with 95% confidence intervals (CIs), sensitivity, and specificity. The criterion of alpha=.05 was considered statistically significant. Horn’s parallel analysis was performed using an online calculator [40] that is based on the literature [32,41].

Results

Overview

Two age groups (separated by a cutoff point of 30 years) were contrasted on demographic characteristics (eg, self-labeled victimization from bullying, gender, work tenure within the study hospital, work tenure in health care, marital status, and education level). As seen in Table 1, the prevalence of bullying within the study hospital was 24.0% (72/300). CAT and NAT measures were highly correlated (r=.97)
Table 1. Demographic characteristics of participants (N=300).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Age (years), n (%)</th>
<th>Total, n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>&lt;30</td>
<td>≥30</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>191 (63.7)</td>
<td>109 (36.3)</td>
</tr>
<tr>
<td>Yes</td>
<td>109 (36.3)</td>
<td>144 (63.2)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>188 (63.5)</td>
<td>108 (36.5)</td>
</tr>
<tr>
<td>Female</td>
<td>2 (0.7)</td>
<td>3 (1.0)</td>
</tr>
<tr>
<td>Work tenure in the hospital (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤3</td>
<td>50 (92.6)</td>
<td>4 (7.4)</td>
</tr>
<tr>
<td>3-6</td>
<td>47 (69.1)</td>
<td>21 (30.9)</td>
</tr>
<tr>
<td>6-9</td>
<td>11 (16.2)</td>
<td>57 (83.8)</td>
</tr>
<tr>
<td>&gt;9</td>
<td>1 (0.9)</td>
<td>109 (99.1)</td>
</tr>
<tr>
<td>Work tenure in health care (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤3</td>
<td>46 (95.8)</td>
<td>2 (4.2)</td>
</tr>
<tr>
<td>3-6</td>
<td>47 (83.9)</td>
<td>9 (16.1)</td>
</tr>
<tr>
<td>6-9</td>
<td>15 (21.7)</td>
<td>54 (78.3)</td>
</tr>
<tr>
<td>&gt;9</td>
<td>1 (0.8)</td>
<td>126 (99.2)</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>22 (16.7)</td>
<td>110 (83.3)</td>
</tr>
<tr>
<td>Unmarried</td>
<td>87 (51.8)</td>
<td>81 (48.2)</td>
</tr>
<tr>
<td>Education diploma</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Undergraduate</td>
<td>109 (37.7)</td>
<td>180 (62.3)</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>—</td>
<td>11 (100)</td>
</tr>
</tbody>
</table>

Dimensionality

The NAQ-R can be considered unidimensional given that (1) one factor was extracted by parallel analysis; (2) all infit and outfit mean squares for the 22 items were in a range of 0.5 to 1.5 (shown in Table 2); (3) item loadings from the Rasch PCA of residuals on the first contrast were closely clustered within 0.6 or near 0.6; PTME (ie, point measure regarding the Pearson correlation between the observations of an item and the item difficulties that is similar to factor loading) between 0.48 and 0.78; Rasch person separation reliability=0.90, Cronbach alpha=.98 (>0.70), DC=0.89 (>0.70), and Smith’s t test of proportions [36] reach zero outside the range ±1.96 (ie, all persons’ paired t values were within ±1.96). In addition, category structure for the NAQ-R should display the monotonically increasing threshold (-3.39, -0.55, 1.11, and 2.83 logits; Figure 3) with the Linacre’s guidelines [29] to improve the utility of the resulting measures. The absence of differential item functioning suggests good support for measurement invariance. The range of threshold difficulties for those least difficult items 1 and 8 are shown as examples in 2 columns on the right-hand side in Figure 4, indicating that item difficulties cannot sufficiently cover all the person measures with mild or nonbullied symptoms shown on the left bottom in Figure 4 using the NAQ-R scale.
Table 2. One factor extracted from the Negative Acts Questionnaire-Revised (NAQ-R) scale with mean square between 0.50 and 1.50.

<table>
<thead>
<tr>
<th>Item</th>
<th>Mean square</th>
<th>Rasch</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Work-related bullying</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19. Pressure not to claim something to which by right you are entitled</td>
<td>0.37</td>
<td>0.68</td>
</tr>
<tr>
<td>21. Being exposed to an unmanageable workload</td>
<td>0.18</td>
<td>0.67</td>
</tr>
<tr>
<td>16. Being given tasks with unreasonable deadlines</td>
<td>0.04</td>
<td>0.71</td>
</tr>
<tr>
<td>3. Being ordered to do work below your level of competence</td>
<td>-0.24</td>
<td>0.68</td>
</tr>
<tr>
<td>18. Excessive monitoring of your work</td>
<td>-0.41</td>
<td>0.77</td>
</tr>
<tr>
<td>14. Having your opinions ignored</td>
<td>-0.61</td>
<td>0.75</td>
</tr>
<tr>
<td>1. Someone withholding information which affects your performance</td>
<td>-2.21</td>
<td>0.73</td>
</tr>
<tr>
<td><strong>Person-related bullying</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. Hints or signals from others that you should quit your job</td>
<td>1.65</td>
<td>0.60</td>
</tr>
<tr>
<td>20. Being the subject of excessive teasing and sarcasm</td>
<td>1.09</td>
<td>0.69</td>
</tr>
<tr>
<td>6. Being ignored or excluded</td>
<td>0.61</td>
<td>0.68</td>
</tr>
<tr>
<td>15. Practical jokes carried out by people you don’t get along with</td>
<td>0.46</td>
<td>0.72</td>
</tr>
<tr>
<td>17. Having allegations made against you</td>
<td>0.20</td>
<td>0.73</td>
</tr>
<tr>
<td>4. Having key areas of responsibility removed or replaced with more trivial or unpleasant tasks</td>
<td>-0.09</td>
<td>0.69</td>
</tr>
<tr>
<td>7. Having insulting or offensive remarks made about your person, attitudes or your private life</td>
<td>-0.19</td>
<td>0.72</td>
</tr>
<tr>
<td>13. Persistent criticism of your errors or mistakes</td>
<td>-0.33</td>
<td>0.78</td>
</tr>
<tr>
<td>12. Being ignored or facing a hostile reaction when you approach</td>
<td>-0.57</td>
<td>0.72</td>
</tr>
<tr>
<td>11. Repeated reminders of your errors or mistakes</td>
<td>-0.68</td>
<td>0.76</td>
</tr>
<tr>
<td>2. Being humiliated or ridiculed in connection with your work</td>
<td>-0.79</td>
<td>0.72</td>
</tr>
<tr>
<td>5. Spreading of gossip and rumors about you</td>
<td>-0.90</td>
<td>0.75</td>
</tr>
<tr>
<td><strong>Physically intimidating bullying</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22. Threats of violence or physical abuse or actual abuse</td>
<td>2.56</td>
<td>0.48</td>
</tr>
<tr>
<td>9. Intimidating behaviors such as finger-pointing, invasion of personal space, shoving, blocking your way</td>
<td>1.35</td>
<td>0.61</td>
</tr>
<tr>
<td>8. Being shouted at or being the target of spontaneous anger</td>
<td>-1.50</td>
<td>0.71</td>
</tr>
<tr>
<td><strong>Minimum</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22. Threats of violence or physical abuse or actual abuse</td>
<td>2.56</td>
<td>0.48</td>
</tr>
<tr>
<td>9. Intimidating behaviors such as finger-pointing, invasion of personal space, shoving, blocking your way</td>
<td>1.35</td>
<td>0.61</td>
</tr>
<tr>
<td>8. Being shouted at or being the target of spontaneous anger</td>
<td>-1.50</td>
<td>0.71</td>
</tr>
<tr>
<td><strong>Maximum</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22. Threats of violence or physical abuse or actual abuse</td>
<td>2.56</td>
<td>0.48</td>
</tr>
<tr>
<td>9. Intimidating behaviors such as finger-pointing, invasion of personal space, shoving, blocking your way</td>
<td>1.35</td>
<td>0.61</td>
</tr>
<tr>
<td>8. Being shouted at or being the target of spontaneous anger</td>
<td>-1.50</td>
<td>0.71</td>
</tr>
</tbody>
</table>
Figure 3. Threshold step difficulties monotonically increasing for the Negative Acts Questionnaire-Revised (NAQ-R).
Comparison of Efficiency and Precision

The CAT required substantially fewer items than NAT ($P < .001$). NAT required all 300 participants to respond to all 22 items, yielding 6600 responses. In CAT, only 4491 responses were required, meaning that each nurse answered 14.97 questions on average. As compared to NAT, CAT provided an efficient gain in test length of 0.32, calculated as $1 - (\text{ratio of total responses by CAT and NAT})$, or $1 - (4491/6600)$. 

Figure 4. Variable map for person and item dispersion on Rasch logit scores.
For precision of measurement, person measures from CAT did not statistically differ from those from NAT \( (P=.14) \). The total time saving from NAT to CAT was 52,848 seconds \( (25.07 \times 7.03 \times 300) \) or 14.68 hours.

Cutoff point values were \( >-4.2 \) logits (approximately \( >30 \) in traditional summation); AUROC \( (95\% \ CI) \), sensitivity, and specificity were found to be similar between CAT and NAT.

Similar Results in Making Inferences
Rasch logit measures \( (\theta) \) of CAT and NAT can yield similar response slope parameters to predict the global scores \( (\psi) \) for negative actions. A 2-way ANOVA revealed that person measures only differed in groups of the bullied and the nonbullied as well as groups with job tenure of less than and more than 30 years (in the study hospital) (Table 3).

### Table 3. Similar inferences made by computer adaptive testing (CAT) and nonadaptive testing (NAT).

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>NAT</th>
<th>CAT</th>
<th>( F_{1,1} )</th>
<th>( P )</th>
<th>Mean square</th>
<th>( F_{1,1} )</th>
<th>( P )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>0.76</td>
<td>0.13</td>
<td>.72</td>
<td></td>
<td>1.21</td>
<td>0.21</td>
<td>.65</td>
</tr>
<tr>
<td>Victim</td>
<td>265.6</td>
<td>46.73</td>
<td>&lt;.001</td>
<td></td>
<td>326.19</td>
<td>55.14</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age ( \times ) victim</td>
<td>10.53</td>
<td>1.85</td>
<td>.18</td>
<td></td>
<td>21.87</td>
<td>3.69</td>
<td>.06</td>
</tr>
<tr>
<td>Residual</td>
<td>5.68</td>
<td></td>
<td></td>
<td></td>
<td>5.92</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bullied in logit</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>-3.09</td>
<td></td>
<td></td>
<td></td>
<td>-2.86</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td></td>
<td>-5.41</td>
<td></td>
<td></td>
<td></td>
<td>-5.42</td>
<td></td>
</tr>
<tr>
<td>Work tenure 1 (in this hospital)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tenure</td>
<td>23.59</td>
<td>4.18</td>
<td>.11</td>
<td></td>
<td>30.96</td>
<td>5.26</td>
<td>.02</td>
</tr>
<tr>
<td>Victim</td>
<td>267.53</td>
<td>47.41</td>
<td>&lt;.001</td>
<td></td>
<td>327.25</td>
<td>55.56</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Tenure ( \times ) victim</td>
<td>6.53</td>
<td>1.16</td>
<td>.28</td>
<td></td>
<td>14.99</td>
<td>2.55</td>
<td>.11</td>
</tr>
<tr>
<td>Residual</td>
<td>5.64</td>
<td></td>
<td></td>
<td></td>
<td>5.89</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tenure (years) in logit</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \leq 6 )</td>
<td>-3.68</td>
<td></td>
<td></td>
<td></td>
<td>-3.68</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( &gt;6 )</td>
<td></td>
<td>-4.46</td>
<td></td>
<td></td>
<td></td>
<td>-4.46</td>
<td></td>
</tr>
<tr>
<td>Work tenure 2 (in health care)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tenure</td>
<td>16.22</td>
<td>2.86</td>
<td>.09</td>
<td></td>
<td>22.52</td>
<td>3.81</td>
<td>.05</td>
</tr>
<tr>
<td>Victim</td>
<td>243.25</td>
<td>42.94</td>
<td>&lt;.001</td>
<td></td>
<td>307.68</td>
<td>51.96</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Tenure ( \times ) victim</td>
<td>2.75</td>
<td>0.49</td>
<td>.49</td>
<td></td>
<td>9.95</td>
<td>1.68</td>
<td>.19</td>
</tr>
<tr>
<td>Residual</td>
<td>5.67</td>
<td></td>
<td></td>
<td></td>
<td>5.92</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marry</td>
<td>0.29</td>
<td>0.05</td>
<td>.82</td>
<td></td>
<td>0.05</td>
<td>0.01</td>
<td>.93</td>
</tr>
<tr>
<td>Victim</td>
<td>259.03</td>
<td>45.31</td>
<td>&lt;.001</td>
<td></td>
<td>306.54</td>
<td>51.15</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Marry ( \times ) victim</td>
<td>0.57</td>
<td>0.10</td>
<td>.75</td>
<td></td>
<td>0.44</td>
<td>0.07</td>
<td>.79</td>
</tr>
<tr>
<td>Residual</td>
<td>5.72</td>
<td></td>
<td></td>
<td></td>
<td>5.99</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Discussion**

**Key Findings**

The results from this study indicate that the 22-item NAQ-R is considered unidimensional. The CAT is up to 32% more efficient for answering questions and achieved similar precision and inferences in measurements as did NAT. A cut point of \( >-4.2 \) logits (or \( >30 \) in summation) with AUROC 0.75 (95\% CI 0.68-0.79) was determined for future use in workplace bullying surveys. The prevalence of bullying for the study sample was 0.24.

**What This Adds to What Was Known**

Consistent with the literature [9-12], the efficiency of CAT over NAT was supported. We confirm the CAT-based NAQ-R requires significantly fewer questions to measure victimization from workplace bullying than NAT without compromising its measurement precision.
What It Implies and What Should Be Changed?

**Easy to Detect Unexpected Responses**

The CAT module can help us efficiently and precisely gather responses from nurses and it was technically applicable. Outfit mean square values of 2.0 or greater can be used to examine whether responses are distorted or abnormal. That is, much more unexpected responses deemed to occur because of possibly careless, mistaken, or awkward endorsement were found in the measurement [9,10,29] (eg, nurse A gained outfit 1.41 and gave unexpected responses on items 4 and 9 as shown in Figure 2). It is easier to detect problematic responses by using CAT than CTT. Multimedia Appendix 1 is a CAT module that can be downloaded and practiced by interested readers.

**Steps to Detect Scale Dimensionality Used for Computer Adaptive Testing**

Some studies [2,3,5,8] reported that there were 2 or 3 factors extracted from the NAQ-R because it used the eigenvalue greater than 1 (K₁) rule to extract a number of factors. A number of studies have shown that the K₁ rule is inaccurate and tends to overfactor [32,42,43]. In contrast, Zwick and Velicer’s [44] comparison concluded that parallel analysis was the most accurate evaluation method and it was correct 92% of the time (greater than 22% using K₁). That explained why the factor determined using the parallel analysis method in the present study was different from others.

We also uniquely examined it using Smith’s [21] recommended other 2 steps (Rasch analyses shown in Methods) to detect scale dimensionality. Compared to the traditional way of using either parallel analysis or Kayser’s rule to detect the number of factors, Rasch-based analysis is superior in studying the dimensionality of a given instrument (eg, infit and outfit criteria and PCA residuals). Accordingly, the CAT module can be implemented after the scale unidimensionality and item difficulties have been determined using the Smith’s 3 steps and Rasch analysis.

**Cutoff Point Recommended for Determining Bully Victims**

The AUROCs (0.74 and 0.75 for NAT and CAT, respectively) were not as high as expected (>0.80). It might be acceptable in social science when it is greater than 0.70 because the single self-labeled victimization question (bullied=1; not bullied=0) might be subjectively answered with some bias by examinees’ personal perception of bullying.

Regarding another issue that the cutoff point of –4.2 logits is too low to be confident in the lower 24% prevalence of bullying for the study sample, we can see the visualized person and item map in Figure 4. The person sample is not dispersed as normal (with mean 0 and SD 1) as we expected, so that most nurses earn low Rasch-transformed scores. It is because items on the top right-hand side are presented as difficult for nurses to respond to.

In addition, we can use individual Rasch-transformed logit scores to predict their probability of the bullied victimization using the formula: probability=\( \frac{\exp(\theta–\delta)}{1+\exp(\theta–\delta)} \), where \( \theta=\)person measure and \( \delta=\)item difficulty at cutoff point. For instance, a person with –1.5 logits in bully measurement will present his/her probability at 0.94, calculated as exp(\(-1.5–(–4.2)/\))\((1+\exp(–1.5–(–4.2)))\), where the item difficulty at cutoff point=–4.2 and the specified person measure=–1.5. The 95% confidence intervals are determined by the dispersion of the person’s measured error (ie, the value of 1.96×SE transformed to the previously mentioned probability formula).

**Strengths of This Study**

**Using Computer Adaptive Testing to Endorse the NAQ-R**

There are 2 major types of standardized assessments in clinical settings [45]: (1) a lengthy questionnaire that requires significant amounts of time and training for administration to achieve a precise assessment, and (2) a rapid, short-form one that briefly screens for the most common symptoms using cutoff points to determine degrees of impairment [46,47]. CAT has the advantages of both types: precision and efficiency. This paper used the Rasch rating scale model (instead of dichotomy or Rasch partial credit model) to design CAT and then applied it to endorse the NAQ-R. We conducted an actual CAT survey procedure (see the module in Multimedia Appendix 1) instead of CAT simulation as other published studies.

**Detecting the Appropriateness of Level of Scaling**

If the item threshold difficulties (calibrated by Rasch rating scale model) collapsed, categories should be combined to be more efficient for respondents to answer [29]. Unlike NAQ-R on which the responses “about weekly” and “about daily” were subjectively thrown together into one category [48], this study used the Rasch model for detecting the appropriateness of level of scaling [49].

**Unique Features**

Although the efficiency of a CAT has been well validated in the literature, the findings of this study do not appear to contribute any important information on the CAT approach. In this study, 2 unique features were reported to readers: (1) the 22-item polytomous NAQ-R is suited for CAT administration in practice, and (2) the module of animation CAT presented in Multimedia Appendix 1 is available for interested readers to practice, which is rare in any previously published articles.

**Limitations of the Study**

**Issues for Further Consideration in Future Research**

Several issues should be considered more thoroughly in further studies. First, few male nurses were included in the sample so that the differential item functioning for gender could not be identified by Rasch analysis. Second, there is potential sampling bias in this study. More studies are needed to assess the generalizability of the study with different samples and in different institutes using the Chinese version of NAQ-R. Third, the prevalence of bullying in this study hospital was 24%, higher than seen in studies of Japanese nurses (19%) [8], Italian employees (15.2%) [50], and general service workers in general services (from 2% to 17%) [51]. Fourth, more objective estimates of the prevalence for bullying based on the Leymann criterion [52] is worthy of carrying out in future because the
self-labeling approach in this study might produce some biases [50].

**Computer Adaptive Testing Stopping Rules Used in This Study**

The CAT stopping rules are usually determined by SEM and/or no more than a specific number of items needed for achieving both precision and fast assessment. We applied the former and set minimal items for an acceptable level of person conditional reliability in CAT results.

In Figure 2, we demonstrated a CAT example terminated at SE <0.44, calculated as \(\sqrt{1-0.80}\), where reliability is set at 0.80, instead of 0.32, calculated as \(\sqrt{1-0.90}\), where reliability is set at 0.90. If using the latter criterion of 0.32, the item length in CAT will approach the total of 22 items. One way to improve the CAT efficiency and precision is to add more easy bullying questions to the scale (see Figure 4), especially for item difficulties located around the cutoff of –4.2 logits to increase the power of diagnostic discrimination for the bullied victims. Another way is to temporarily lower the acceptable level of precision to 0.80 reliability as was done in this study.

**Lenient Criterion to Support a Good Model-Data-Fit**

According to the literature [34], the range of 0.6 and 1.4 is recommended for rating scales (Likert/survey). Item 22 has a slightly high value of infit mean square error (mean square error=1.49) which is <1.5, but a lower outfit mean square error of 0.56. The high value of infit mean square error suggests that those nurses with highly negative actions caused by bullying have a sensitive misfit to item 22, but will not be influenced by the too-low cutoff score at –4.2 logits. In contrast, the low outfit mean square error shown in Table 2 indicates that item 22 has a good model-data-fit for most general nurses. WINSTEPS’ guidelines [33] supports that a mean square error >1.5 suggests a deviation from unidimensionality in the data. The other 2 model testing steps Smith recommended also verified that the NAQ-R 22-item scale is unidimensional and suggests that it suits CAT administration.

**Applications**

**Developing an Online Computer Adaptive Testing System**

Many issues should be further explored in the future, including studies addressing the limitations noted previously and subsequently. For example, the CAT module should be extended to the Internet for easy use so that the NAQ-R can be administered in more workplaces.

**Applying the Animation Computer Adaptive Testing Module**

One of the important advantages of CAT scoring is that the item pool for the 22-item NAQ-R can be expanded to match a wide range of participants covering different kinds of bullied workers without changing the module and measurement accuracy. The CAT users may also expand the NAQ-R item pools or replace them with other kinds of workplace bullying scales. It must be noted that (1) overall (ie, on average) and step (threshold) difficulties of the questionnaire must be calibrated in advance using Rasch analysis, (2) pictures and audio files for each question shown in the CAT Excel-module should be well-prepared and put in an appropriate folder that can be shown simultaneously to correspond to questions for the animation CAT module, and (3) pictures and audio files included in the CAT need to match original meaning of the items as much as possible to avoid distorting the validity of the scale.

If readers would like to conduct Rasch partial credit model for the NAQ-R, the distinct threshold step difficulties across items should be reset in specific Excel cells in Multimedia Appendix 1.

**More Items Added to Decrease Standard Error**

We described the category structure in Figure 3 displaying the NAQ-R monotonically increasing threshold (–3.39, –0.55, 1.11, and 2.83 logits). The Rasch rating scale model indicates each item has a common threshold difficulty. Therefore, the overall difficulties (ie, delta in Table 2) for each item plus the threshold step difficulties (eg, items 1 and 8 in Figure 4) form its own range of item difficulties, and only items 5, 8, and 1 with difficulty ranges include the cutoff point at –4.2 logits. To decrease the person’s measured error (ie, SE), we suggest the NAQ-R 22-item scale should add more easy items in the future to increase individual person conditional reliability.

**Conclusion**

The CAT-based NAQ-R forming a unidimensional construct reduces respondents’ burden without compromising measurement precision and increases endorsement efficiency. The computer module developed by the authors is recommended for assessing workers with scores beyond a cut point of >–4.2 logits (or >30 in summed score), who should be treated with more concern as soon as possible at an earlier stage.
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Excel VBA CAT module offered to interested readers for own practice (bullying.zip).
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Abstract

Background: A three-dimensional virtual world (3DVW) is a computer-simulated electronic 3D virtual environment that users can explore, inhabit, communicate, and interact with via avatars, which are graphical representations of the users. Since the early 2000s, 3DVWs have emerged as a technology that has much to offer the health care sector.

Objective: The purpose of this study was to characterize different application areas of various 3DVWs in health and medical context and categorize them into meaningful categories.

Methods: This study employs a systematic literature review on the application areas of 3DVWs in health care. Our search resulted in 62 papers from five top-ranking scientific databases published from 1990 to 2013 that describe the use of 3DVWs for health care specific purposes. We noted a growth in the number of academic studies on the topic since 2006.

Results: We found a wide range of application areas for 3DVWs in health care and classified them into the following six categories: academic education, professional education, treatment, evaluation, lifestyle, and modeling. The education category, including professional and academic education, contains the largest number of papers (n=34), of which 23 are related to the academic education category and 11 to the professional education category. Nine papers are allocated to treatment category, and 8 papers have contents related to evaluation. In 4 of the papers, the authors used 3DVWs for modeling, and 3 papers targeted lifestyle purposes. The results indicate that most of the research to date has focused on education in health care. We also found that most studies were undertaken in just two countries, the United States and the United Kingdom.

Conclusions: 3D virtual worlds present several innovative ways to carry out a wide variety of health-related activities. The big picture of application areas of 3DVWs presented in this review could be of value and offer insights to both the health care community and researchers.

(J Med Internet Res 2014;16(2):e47) doi:10.2196/jmir.3097
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Introduction

Since the introduction of Web 2.0, there has been a significant improvement in the potential of Web applications. Web 2.0, as a new technology, facilitates activities such as collaboration, interaction, social networking, and participation between users [1,2]. One of the important applications of Web 2.0 is the three-dimensional virtual world (3DVW). A 3DVW is a computer-generated, simulated, networked, graphic, and multimedia environment, usually running on the Web and designed so that users can “live in” and interact via their own digital and graphical self-representations known as “avatars”
In 3DVWs, the avatars of multiple users can interact with one another through text or voice tools, either privately or publicly, inside the various regions. By using “serious gaming” formats, avatars can move through the environments and worlds and manipulate objects. They share most of the capabilities of virtual reality (VR) technologies, especially the rendering of 3D cyberspace, they are more accessible to users via Internet-connected high-speed personal computers, and as a multi-user environment, they support social networking and interactivity.

Since the generation of 3DVWs, their lands have grown significantly with millions of residents joining globally for a variety of purposes. They offer platforms for business, education, communication, and organizational developments. As a tool for innovation, 3DVWs attract not only individuals, but also organizations, universities, companies, corporations, government agencies, and private groups that take advantage of the opportunities for collaboration, education, and communication. They are the next evolution of the Internet and social media, and they merge most of the qualities of the Web, telecommunication technology, online gaming, distance learning, social networking, creative applications, and user-generated contents.

For example, according to Linden Lab (2013), over the last 10 years, 36 million accounts have been created in Second Life (a 3DVW where users can socialize, connect, and create using voice and text chat) [5] and US $3.6 billion spent on virtual possessions. The total time users have so far spent on Second Life is equivalent to almost 217,266 years. Currently, more than a million people visit Second Life every month, and approximately 400,000 new registrations are created monthly. On average, 1.2 million daily transactions are conducted for virtual possessions, 2.1 million user-created virtual possessions are for sale, and Second Life’s landmass is nearly 700 square miles [6].

For online users, 3DVWs provide opportunities to explore, create, imagine, collaborate, role play, interact, socialize, learn, and experience events in a safe and vivid manner, and they can also be linked to the real world and other Web resources and services in a variety of scenarios. They offer improved experiences to users in relation to health care information and education, skill-building, group support, and individual consultation in terms of health. Over the last decade, there has been growing interest among the medical and public health communities in using 3DVWs for treatment, education, development, and simulation. There is a vast variety of medical and health-related 3D virtual environments inside these worlds. They currently feature a number of medical and health-related projects, have been a key area of growth, and may offer opportunities for patients, physicians, providers, educators, and health care institutions to improve both the quality and efficiency of care, treatment, and education.

Several studies have been conducted on this topic. Kamel Boulos et al introduced 3DVWs and their educational potential to medical and health educators and librarians [7]. Hansen provided an overview of 3DVWs currently used in health care professional education and medicine [8]. A survey of health-related activities on Second Life has been provided by Peck and Miller [9]. The opportunities available to nursing students within a multi-user virtual environment are presented by Beard et al [10].

The health care industry has developed tremendously due to the growing implementation of health information technology infrastructures. 3DVWs, as one of these technologies, offer great opportunities to the health community, and the health care sector are currently starting to migrate to these kinds of platforms as this technology is gradually maturing and becoming more popular and affordable. Health care organizations, universities, groups, and individuals are currently using 3DVWs for a range of clinical and health-related activities and purposes. However, the benefits of 3DVWs in health and medicine are less well understood to the health care community and researchers. It is important for them to understand the impact of 3DVWs on their field so they can consider the advantages of this technology in their own research, business, or profession. The significance of this technology in health, the remarkable attention from academia, and the lack of a comprehensive systematic literature review in this field motivated us to survey recent literature and attempt to create a big picture of 3DVWs and their application in health care. This paper attempts to answer the following three research questions:

1. What fields of health care research have been targeted by applications of 3DVW technologies?
2. In each of these fields, in what contexts have 3DVW technologies been applied?
3. What are the contributions of 3DVW technologies in each of these contexts?

Methods

Summary

To study the efforts made in the application of 3DVWs in the health care sector, we performed a systematic literature review, which is a methodical approach to the identification, evaluation, and interpretation of previous studies conducted on a specific research topic [11]. Our study follows the Kitchenham [11] guidelines for performing a systematic literature review. In this section, we describe the steps in the research methodology and identify the process of inclusion and exclusion of papers, as well as data extraction and analysis during the search process.

Search and Selection Procedures

The search process for relevant literature was completed in six stages. Figure 1 indicates the stages of study selection performed in accordance with Kitchenham [11] and Ghanapanchi [12] guidelines.

In the first stage, we identified five main scientific databases in which to search for our keywords. In Stage 2, we performed a search of these five databases for 42 keywords. As of July 20, 2013, our database searches revealed 1088 primary studies. As shown in Figure 1, Stages 3 to 5 were performed twice in our search process. In the first iteration, Stage 3, we excluded 789 papers on the basis of their titles. In Stage 4, on the basis of abstracts (in some cases we had to read the full text to identify unrelated papers), 262 papers were excluded from the remaining...
299 papers. The total number of remaining relevant papers was 37; however, this number of papers was not sufficient to generate an adequate conclusion. In order to increase the comprehensiveness of our study, we needed to find more papers related to this topic. According to Kitchenham [11] guidelines, one way to achieve this goal is to investigate the references of those 37 papers. Kitchenham suggests that this process can be repeated until achieving a reasonable number of papers. Therefore, we investigated the referenced papers of these 37 papers in Stage 6. This yielded an additional 1183 papers. Some 1152 papers were discarded on the basis of their titles. Another six papers were excluded because of their abstracts, resulting in 25 remaining papers. Altogether, as of August 20, 2013, we had 2271 papers, of which 2209 were discarded as being unrelated to our topic. Finally, at the end of phase two, the total number of papers was 62, which seemed reasonable for generating an appropriate conclusion. We therefore stopped the search process at phase two. Other authors have executed similar processes [12,13]. No paper was excluded in either iteration on the basis of the full text. Table 1 represents a summary of our search and the exclusion process in each stage.

Figure 1. Stages in the study selection procedure.
Table 1. Summary of search and paper selection process.

<table>
<thead>
<tr>
<th></th>
<th>First search</th>
<th>References included</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial number of papers</td>
<td>1088</td>
<td>1183</td>
</tr>
<tr>
<td>Excluded by title</td>
<td>789</td>
<td>1152</td>
</tr>
<tr>
<td>Excluded by abstract</td>
<td>262</td>
<td>6</td>
</tr>
<tr>
<td>Final number of remaining papers</td>
<td>37</td>
<td>25</td>
</tr>
<tr>
<td>Total number of remaining papers</td>
<td>62</td>
<td></td>
</tr>
</tbody>
</table>

Resources Searched

The following scientific databases were used in the search for the keywords noted in Multimedia Appendix 1: ScienceDirect, ProQuest, IEEE Explore, ACM Digital Library, and PubMed.

Table 2 shows the primary search results for the five scientific databases for searching in “all fields”, “title”, and “title/abstract/keyword”, separately.

Table 2. Summary of initial search results for each database.

<table>
<thead>
<tr>
<th>Database</th>
<th>Searched in</th>
<th>Number of papers found</th>
</tr>
</thead>
<tbody>
<tr>
<td>Science Direct</td>
<td>Title/Abstract/Key</td>
<td>175</td>
</tr>
<tr>
<td></td>
<td>Title</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>All fields</td>
<td>13998</td>
</tr>
<tr>
<td>ProQuest</td>
<td>Everywhere except full text</td>
<td>116</td>
</tr>
<tr>
<td></td>
<td>Title</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>All fields</td>
<td>3119</td>
</tr>
<tr>
<td>PubMed</td>
<td>Title/Abstract</td>
<td>479</td>
</tr>
<tr>
<td></td>
<td>Title</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>All fields</td>
<td>760</td>
</tr>
<tr>
<td>IEEE Xplore</td>
<td>Abstract</td>
<td>261</td>
</tr>
<tr>
<td></td>
<td>Title</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>All fields</td>
<td>745</td>
</tr>
<tr>
<td>ACM Digital Library</td>
<td>Abstract</td>
<td>57</td>
</tr>
<tr>
<td></td>
<td>Title</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>All fields</td>
<td>6962</td>
</tr>
</tbody>
</table>

Search Terms

The advanced search service provided by each scientific database search engine was used to perform the search operations. According to the search patterns offered by each search engine, the title, abstract, keywords, and, in some cases, the full text of articles were sourced by means of 42 search terms. Multimedia Appendix 1 shows the search terms used in each of the scientific databases. During all search processes, a publication date filtration was carried out either in the search queries or in the advanced search options.

Inclusion and Exclusion Criteria

In order to select materials for this systematic review, some inclusion and exclusion criteria were considered. It was important for us to investigate different perspectives of applications of 3DVWs in the health care sector; therefore, we reviewed both of the design guidelines and empirical evidences for applicability in this systematic review. Accordingly, both of the empirical and technical studies have been targeted by this search. We included studies published between January 1990 and July 2013 and excluded studies in languages other than English. According to the search results, there were no relevant papers between the years 1990 and 2005.

Data Extraction

Two types of data were extracted from 62 studies in this systematic review: (1) 3DVWs and their applications in health-related activities, and (2) year of publication, country, affiliated department, and names of sources. Consistent with health care and medical purposes, 3DVWs were designed, implemented, and applied in a majority of main categories, contexts, and subcontexts of application.

Data Analysis

Our purpose in this study was to group whole papers into meaningful categories of applications in health care. To perform a data analysis, we read the title, abstract, and full text of the 62 extracted papers and tried to classify each paper in an appropriate category based on focus, main area of research, and...
context. To accomplish this, we performed three reviews. First, each paper was reviewed completely by one of the authors and an appropriate label allocated according to the application area of 3DVWs. At the end of the first stage, all of the papers were classified in different categories. To clarify the classification, the process was repeated for the second and third times by other authors. Afterwards, the results of the first, second, and third revisions were discussed in a meeting of 5 people including the authors. During the meeting, labels were revised and some of the categories were merged. Finally, we grouped all of the extracted papers into six major research categories based on the application areas of 3DVWs. Some of the papers could have been placed in either of two different categories so we had to select the more appropriate one. After this, we attempted to extract additional information from the articles, such as contexts, subcontexts, year of publication, and country of publication. Figure 2 demonstrates the data analysis process.

Figure 2. Stages in data analysis procedure.

Figure 2.

Results

Summary

Figure 3 illustrates the distribution of published papers per year. Between 1990 and 2005, there were no papers covering the application of 3DVWs in health care, primarily because 3DVWs are new technologies and the early editions of these virtual worlds were created and released in 2003. The number of published papers per year rose markedly from 1 to 13 between 2006 and 2010, decreasing to nine in 2009. There was a decline to ten papers in 2011 and eight in 2012. Our research took place in July 2013, and three papers had been published this year prior to this date.

Figure 4 shows the percentages of the extracted papers from different countries around the world. Around 60% of the total papers (37/62) were from the United States. The United Kingdom is the next source of papers in this field with 13% of publications (8/62). In third place, at 5% each (3/62), are Australia, Italy, and Canada. The remaining 12% of papers (8/62) come from Sweden, Hong Kong, Korea, Japan, Israel, and New Zealand.

Although Figure 4 does not reflect research capability, it compares papers geographically. Its main purpose is to provide insight into the amount of research done in different countries. We believe that most of the research in this field has been done in North America and may not be applicable in different health
care settings, social constructs, cultural contexts, etc. Therefore, we recommend comparative research in different geographic locations.

In order to perform a systematic review of 3DVW-related studies, we classified by field of application areas of 3DVW in health care. To provide this classification, we read all papers in our study and then attempted to assign an appropriate label to each one. In the second and third revisions, we investigated these labels and made some modifications. Finally, we found six main topics in the literature: (1) treatment, (2) modeling, (3) evaluation, (4) lifestyle, (5) academic education, and (6) professional education (see Figure 5; we grouped academic education and professional education categories using a dashed line). Academic and professional education could have been placed in a broad category of education. But to make a more accurate and detailed classification, we broke this large category to two smaller categories according to their context. The six main categories as well as their associated contexts and subcontexts are described in the following sections.

**Figure 3.** Frequency of papers per year.
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**Figure 4.** Frequency of papers from different countries.
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Figure 5. Taxonomy of application areas of 3DVWs in health care.

### Treatment

Studies in this category investigated different applications of 3DVWs for treatment and therapy purposes in health care. Nine studies in this category addressed the different use of these worlds in various health care treatment applications. In most cases, patients, nurses, physicians, or other medical staff had their own avatars in a specific environment in a VW, and patients were treated with specialized techniques. Treatment was performed in two health care contexts: psychological treatment and clinical treatment. For example, Gorini et al addressed the use of 3DVWs in online mental health applications and addiction treatment [14]. A method for implementing virtual environments to train people with schizophrenia to develop conversational skills in specific situations was reported by Ku et al [15]. Linton et al used Second Life to reduce stress, anxiety, and psychological distress [16].

Table 3 shows the various contexts and subcontexts related to studies for which 3DVWs were used for treatment purposes [14-22]. Most of the treatment programs were carried out on psychological and mental patients.

In order to provide meaningful insights into each application, Table 4 gives brief descriptions of each study. For example, a new approach based on using 3DVWs was described by Pioggia et al for the assessment and treatment of psychological stress [17]. A drug addiction treatment program using Second Life was introduced by Gustafson et al [22].

| Table 3. Health care contexts and subcontexts in the treatment category. |
|-----------------------------------------------|-----------------|
| **Context** | **Subcontext/Reference** |
| Psychology | Psychological stress [17] |
| | Quality of life of cancer patients [18] |
| | PTSD [19] |
| | Military mental health care [20] |
| | Stress reduction program [16] |
| | PTSD [21] |
| | Different addictions [14] |
| | Drug addiction [22] |
| Clinical/medical | Schizophrenia [15] |
Table 4. Brief descriptions of papers in the treatment category.

<table>
<thead>
<tr>
<th>Subcontext</th>
<th>Brief description/quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psychological stress</td>
<td>The authors describe a new approach to assessment and treatment of psychological stress based on 3DVW [17].</td>
</tr>
<tr>
<td>QoL of cancer patients</td>
<td>“This research investigated the effect of using a three-dimensional online chat environment on community development for cancer patients’ mental health” p. 490 [18].</td>
</tr>
<tr>
<td>PTSD</td>
<td>“[…a new Virtual Reality Software Suite, ARGAMAN is introduced which] is an innovative, unique solution providing an immersive virtual reality therapeutic system for treatment of PTSD (Post-Traumatic Stress Disorder) in people who witnessed or suffered terror attacks or other traumatic experiences” p. 34 [19].</td>
</tr>
<tr>
<td>Military mental health care</td>
<td>“…presents the design vision for a Clinical VR project called SimCoach that aims to create intelligent virtual human agents to serve the role of online health care guides/coaches for military Service Members, Veterans and their significant others in an effort to break down barriers to care” p. 504 [20].</td>
</tr>
<tr>
<td>Stress reduction program</td>
<td>“In this pilot study, [authors explored] the feasibility of translating a face-to-face stress reduction program into an online virtual setting and estimate the effect size of the intervention” p. 1 [16].</td>
</tr>
<tr>
<td>PTSD</td>
<td>“In this article, [authors] suggest that the use of a new technological paradigm, Interreality, may improve the clinical outcome of PSTV [Posttraumatic Stress Disorders]” p. 55 [21].</td>
</tr>
<tr>
<td>Different addictions</td>
<td>“This paper describes the development and implementation of a form of tailored immersive e-therapy called p-health whose key factor is interreality, that is, the creation of a hybrid augmented experience merging physical and virtual worlds” p. 1 [14].</td>
</tr>
<tr>
<td>Drug addiction</td>
<td>A drug addiction treatment program using Second Life [22]</td>
</tr>
<tr>
<td>Schizophrenia</td>
<td>“In this paper, [authors] report on a method of implementing virtual environments (VEs) in order to train people with schizophrenia to develop conversational skills in specific situations, which could overcome the shortcomings of or complement conventional role-playing techniques” p. 567 [15].</td>
</tr>
</tbody>
</table>

Modeling

Modeling is an activity that aims to help one understand, define, quantify, visualize, or simulate a specific part or feature in the real world in a simpler way. Four studies in our systematic review examined the application of 3DVWs for modeling purposes in health care. They applied different 3DVWs for modeling of hospitals, health care logistics, eHealth marketing, and public health. In most cases, the virtual replica of a medical environment such as a university lab, hospital, hospital ward, emergency ward, or operating room were modeled and designed inside the various virtual islands using virtual worlds. The main purpose of modeling is the simulation of real-world environments for different purposes, for example, training, assessment, and examining. Kamel Boulos et al implemented a complete hospital using Second Life for several health care purposes [23]. A virtual smart hospital with tools, instruments, virtual RFID (radio-frequency identification) check, and real-time location-aware system for tracking all items was implemented by Thompson and Hagstrom using Second Life [24]. Table 5 indicates the health contexts and subcontexts of papers using 3DVWs for modeling goals [23-26].

Table 5 gives brief descriptions for each paper from the extracted studies in this category. For instance, using 3DVWs, Jin and Lee examined the effects of the regulatory fit that consumers experience in interactive eHealth marketing on their brand satisfaction and brand trust [25]. Kamel Boulos et al used Google Maps in Second Life for public health neo-geography purposes [26].

Table 5. Health care contexts and subcontexts in the modeling category.

<table>
<thead>
<tr>
<th>Context</th>
<th>Subcontext/Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health care logistics</td>
<td>Simulation [24]</td>
</tr>
<tr>
<td>eHealth marketing</td>
<td>Brand satisfaction and brand trust [25]</td>
</tr>
<tr>
<td>Hospital</td>
<td>Simulation [23]</td>
</tr>
<tr>
<td>Public health</td>
<td>Neo-geography [26]</td>
</tr>
</tbody>
</table>
### Table 6. Brief descriptions of papers in the modeling category.

<table>
<thead>
<tr>
<th>Subcontext</th>
<th>Brief description/quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation</td>
<td>A virtual smart hospital with tools, instruments, virtual RFID check, and real-time location-aware system for tracking all items [24].</td>
</tr>
<tr>
<td>Brand satisfaction and brand trust</td>
<td>“This study examined the effects of the regulatory fit that consumers experience in interactive e-health marketing on their brand satisfaction and brand trust” p. 673 [25].</td>
</tr>
<tr>
<td>Simulation</td>
<td>“This paper provides a tour of several flagship Web 3D experiences in Second Life, including Play2Train Islands (emergency preparedness training), the US Centers for Disease Control and Prevention- CDC Island (public health), Karuna Island (AIDS support and information), Tox Town at Virtual NLM Island (US National Library of Medicine - environmental health), and Jefferson’s Occupational Therapy Center” p. 290 [23].</td>
</tr>
<tr>
<td>Neo-geometry</td>
<td>Demonstrates the use of Google maps in Second Life for public health neo-geometry [26].</td>
</tr>
</tbody>
</table>

### Evaluation

Studies in this category focus on assessment and evaluation by 3DVWs in health care. In most cases, these worlds were used for evaluation of a particular proficiency in specific groups such as nurses and supervisors, assessment of safety in specific environments, the measurement of factors in emergency services, or investigating the rate of improvement in a patient. The main health contexts for which 3DVWs have been used for evaluation are nursing, surgery, psychology, safety regulatory focus, and emergency.

For example, Patel et al used Second Life for performance assessment of 63 surgeons in clinical scenarios [27]. In 2012, 3DVWs were used by Andrade et al to evaluate the feasibility, usability, and acceptability of virtual worlds for geriatric home safety assessments [28]. Another instance of 3DVWs’ application in evaluation in health care is the work of McCallum et al. Using qualitative evaluation, they explored students’ experiences of learning decision-making skills in the Second Life clinical simulation laboratory [29]. Table 7 shows the complete details of health care context and subcontexts of published papers related to evaluation [27-34].

Brief descriptions for each paper from the extracted papers in this category are shown in Table 8. For instance, the effects on individual performance of dyadic versus individual practice in a 3DVW home safety assessment were tested by Andrade et al [32]. Schwaab et al explored the use of Second Life virtual simulation technology to administer mock oral examinations to emergency medicine residents [34].

### Table 7. Health care contexts and subcontexts in the evaluation category.

<table>
<thead>
<tr>
<th>Context</th>
<th>Subcontext/Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nursing</td>
<td>Decision-making skills [29]</td>
</tr>
<tr>
<td>Surgery</td>
<td>Different surgical scenarios [27]</td>
</tr>
<tr>
<td>Psychology</td>
<td>Mental health issues [30]</td>
</tr>
<tr>
<td>Safety</td>
<td>Elderly persons’ home safety assessment [31]</td>
</tr>
<tr>
<td></td>
<td>Geriatric home safety simulation [32]</td>
</tr>
<tr>
<td></td>
<td>Geriatric home safety [28]</td>
</tr>
<tr>
<td>Regulatory focus</td>
<td>Trustworthiness [33]</td>
</tr>
<tr>
<td>Emergency</td>
<td>Mock oral examination [34]</td>
</tr>
</tbody>
</table>
Lifestyle
In the last decade, obesity, and overweight have become a global problem. According to our studies, in order to improve people’s lifestyle, 3DVWs have been used in three different fitness programs. All three studies have used these worlds for obesity prevention and weight loss programs. For example, Johnston et al applied Second Life to implement a VW weight loss program for 54 overweight people [35]. In another study, Second Life was used by Siddiqi et al to implement an obesity prevention project [36]. See Table 9 for contexts and subcontexts of the studies using 3DVWs for lifestyle promotion [35-37]. Brief descriptions of these three papers from the extracted studies are shown in Table 10 to provide meaningful insights into each application. For instance, 3DVWs and their usefulness in obesity and diabetes therapies have been discussed by Morie and Chance [37].

Table 9. Health care contexts and subcontexts in the lifestyle category.

<table>
<thead>
<tr>
<th>Context</th>
<th>Subcontext/Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fitness</td>
<td>Obesity prevention [36]</td>
</tr>
<tr>
<td></td>
<td>Obesity and diabetes/stress [37]</td>
</tr>
<tr>
<td></td>
<td>Weight loss (behavioral change and self-efficacy) [35]</td>
</tr>
</tbody>
</table>

Table 10. Brief descriptions of papers in the lifestyle category.

<table>
<thead>
<tr>
<th>Subcontext</th>
<th>Brief description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obesity prevention</td>
<td>Implementation of an obesity prevention project using Second Life [36]</td>
</tr>
<tr>
<td>Obesity and diabetes/stress</td>
<td>How 3DVWs can be potentially powerful complements to obesity and diabetes therapies [37]</td>
</tr>
<tr>
<td>Weight loss (behavioral change and self-efficacy)</td>
<td>Efficacy of Second Life in a weight program relative to weight loss and behavioral change [35]</td>
</tr>
</tbody>
</table>

Academic Education
It is clear that 3DVWs are an emerging medium used in both traditional classrooms and distance education. In this study, we found the majority of studies applied 3DVWs for pedagogical purposes in health care. The education category consists of two main subcategories: academic education and professional education.

Academic education focuses on academic and university-related applications of 3DVWs in health care. This category is mostly related to training programs for students and staff in universities and educational communities. Papers in this category used 3DVWs in contexts such as nursing, emergency health, and public health. For instance, in 2012, Chow et al described the development and evaluation of 3DVW for learning rapid sequence intubation (RSI) by 206 nursing students [38]. Afterwards, they explored the intention of students to use the
implemented system by means of the technology acceptance model (TAM) [39,40]. Second Life has been used by the University of Michigan School of Nursing to design and implement a virtual hospital to run virtual simulations for students [41]. Veronin and colleagues’ work is another example of the use of 3DVWs in academic education. They developed an elective course at the Rangel College of Pharmacy for second-and third-year students [42]. Table 11 shows the contexts and subcontexts of the relevant papers [4,38,41-61].

Brief descriptions for each paper in the academic education category are shown in Table 12. For instance, Honey et al used Second Life for teaching postpartum hemorrhage to undergraduate nursing students and lecturers [48]. A development of virtual patient simulations for medical education using 3DVWs was performed by Danforth et al [57]. Another example of the application of 3DVWs in academic education is the work of Toth-Cohen and Gallagher [61]. They developed and evaluated a public exhibition on health and wellness at the Jefferson Occupational Therapy Education Center in Second Life.

**Table 11.** Health care contexts and subcontexts in the academic education category.

<table>
<thead>
<tr>
<th>Context</th>
<th>Subcontext/reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nursing</td>
<td>Public health services [43]</td>
</tr>
<tr>
<td></td>
<td>Graduate, undergraduate, and doctoral courses [44]</td>
</tr>
<tr>
<td></td>
<td>Patient safety simulation [41]</td>
</tr>
<tr>
<td></td>
<td>Nutrition [45]</td>
</tr>
<tr>
<td></td>
<td>Public health issues (various activities) [46]</td>
</tr>
<tr>
<td></td>
<td>Clinical simulation [47]</td>
</tr>
<tr>
<td></td>
<td>Postpartum hemorrhage simulation [48]</td>
</tr>
<tr>
<td></td>
<td>Acute-care medicine (emergency) [49]</td>
</tr>
<tr>
<td></td>
<td>Disaster scenario [50]</td>
</tr>
<tr>
<td></td>
<td>ICU first hour shift handover process [51]</td>
</tr>
<tr>
<td></td>
<td>Rapid sequence intubation (RSI) [38]</td>
</tr>
<tr>
<td>Emergency</td>
<td>Accident rescue procedure [52]</td>
</tr>
<tr>
<td></td>
<td>Trauma management [53]</td>
</tr>
<tr>
<td></td>
<td>Speed and accuracy of nurse response [54]</td>
</tr>
<tr>
<td></td>
<td>Pre-hospital CPR training [55]</td>
</tr>
<tr>
<td></td>
<td>CPR [56]</td>
</tr>
<tr>
<td></td>
<td>Managing emergencies and disasters [4]</td>
</tr>
<tr>
<td>Medical education</td>
<td>Virtual patient simulation [57]</td>
</tr>
<tr>
<td>Safety</td>
<td>Construction safety [58]</td>
</tr>
<tr>
<td>Health care higher education</td>
<td>Distance education [59]</td>
</tr>
<tr>
<td>Pharmacy</td>
<td>Drug safety [42]</td>
</tr>
<tr>
<td>Home assessment</td>
<td>Patient-centered decision-making [60]</td>
</tr>
<tr>
<td>Public health</td>
<td>Public health [61]</td>
</tr>
</tbody>
</table>
**Table 12. Brief descriptions of papers in the academic education category.**

<table>
<thead>
<tr>
<th>Subcontext</th>
<th>Brief description/quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Public health services</td>
<td>“...the authors describe how Second Life was integrated into a community nursing course” p. 74 [43].</td>
</tr>
<tr>
<td>Graduate, undergraduate, and doctoral courses</td>
<td>Second Life, as a 3DVW, found to be an environment that can provide valuable educational experiences in nursing [44].</td>
</tr>
<tr>
<td>Patient safety simulation</td>
<td>“The purpose of this article is to discuss how the University of Michigan School of Nursing designed and implemented a virtual hospital unit in Second Life to run virtual simulations” [41] p. 469.</td>
</tr>
<tr>
<td>Nutrition</td>
<td>Use of Second Life to teach interview skills [45].</td>
</tr>
<tr>
<td>Public health issues (various activities)</td>
<td>(1) Using Second Life in an online BSN program, (2) providing clinical experiences not often encountered, (3) using technology to help students feel connected to their classmates and instructors [46].</td>
</tr>
<tr>
<td>Clinical simulation</td>
<td>“… to explore Second Life as a clinical simulation platform, based on the attitudes and experiences of a sample of undergraduate nursing students” p. 883 [47].</td>
</tr>
<tr>
<td>Postpartum hemorrhage simulation</td>
<td>Use of Second Life for teaching postpartum hemorrhage to undergraduate nursing students and lecturers from New Zealand and the United States [48].</td>
</tr>
<tr>
<td>Acute-care medicine (emergency)</td>
<td>“[Authors] present three virtual world studies for team training and assessment in acute-care medicine: (1) training emergency department (ED) teams to manage individual trauma cases; (2) prehospital and in-hospital disaster preparedness training; (3) training ED and hospital staff to manage mass casualties after chemical, biological, radiological, nuclear, or explosive incidents” p. 161 [49].</td>
</tr>
<tr>
<td>Disaster scenario</td>
<td>“[Second Life] was implemented into an accelerated online nursing program” p. 152 [50].</td>
</tr>
<tr>
<td>ICU first hour shift handover process</td>
<td>“...aim was to design and develop a novel virtual world application for teaching and training Intensive Care nurses in the approach and method for shift handover, to provide an independent, but rigorous approach to teaching these important skills” p. 178 [51].</td>
</tr>
<tr>
<td>Rapid sequence intubation (RSI)</td>
<td>“…describes the development and evaluation of a virtual environment, the online 3D world Second Life (SL), for learning rapid sequence intubation (RSI)” p. 1136 [38].</td>
</tr>
<tr>
<td>Accident rescue procedure</td>
<td>“…describe experience developing virtual world-based training systems for two health care contexts. In one, procedural training was emphasised, while the other focused on teaching communication skills” p. 89 [52].</td>
</tr>
<tr>
<td>Trauma management</td>
<td>“…describes a project to develop and evaluate a computer-based simulator (the Virtual Emergency Department) for distance training in teamwork and leadership in trauma management” p. 321 [53].</td>
</tr>
<tr>
<td>Speed and accuracy of nurse response</td>
<td>“…explores immersive virtual reality as a potential educational strategy for nursing education and describes a project to develop and pioneer its use” p. 314 [54].</td>
</tr>
<tr>
<td>Pre-hospital CPR training</td>
<td>“…report on a study that investigates the relationship between repeated training of teams managing a medical emergency (CPR) in a Virtual World and performance outcome measures in a group of 12 medical students” p. 89 [55].</td>
</tr>
<tr>
<td>Cardiopulmonary resuscitation (CPR)</td>
<td>“In addition to finding a feasible way to implement CPR training, authors’ aim was to investigate how a serious game setting in a virtual world using avatars would influence medical students’ subjective experiences as well as their retention of knowledge” p. 1 [56].</td>
</tr>
<tr>
<td>Managing emergencies and disasters</td>
<td>“…explore the geo-data display potential of virtual worlds and their likely convergence with mirror worlds in the context of the future 3-D Internet or Metaverse, and reflect on the potential of such technologies and their future possibilities, eg, their use to develop emergency/public health virtual situation rooms to effectively manage emergencies and disasters in real time” p. 1 [4].</td>
</tr>
<tr>
<td>Virtual patient simulation</td>
<td>“the development of virtual patient simulations for medical education. In order to simulate real patients with greatest fidelity, the virtual patients [were] controlled by artificial intelligence” p. 3 [57].</td>
</tr>
<tr>
<td>Construction safety</td>
<td>“This paper proposes the adoption of online 3D world Second Life (SL) platform which allows students to perform role-playing, dialogic learning, and social interaction for efficient and effective construction safety and health education” p. 1 [58].</td>
</tr>
<tr>
<td>Distance education</td>
<td>Distance learning program in health care higher education using Second Life [59].</td>
</tr>
<tr>
<td>Drug safety</td>
<td>“…an elective course at the Rangel College of Pharmacy in pharmacy case studies for second- and third-year Doctor of Pharmacy students using Second Life” p. 105 [42].</td>
</tr>
<tr>
<td>Patient-centered decision-making</td>
<td>“The purpose of this research was to better understand the utility of a Web-based virtual environment as a teaching tool to represent clinical assessment and interventions in the home environment” p. 199 [60].</td>
</tr>
<tr>
<td>Public health</td>
<td>“...the development and evaluation of public exhibits on health and wellness at the Jefferson Occupational Therapy Education Center in Second Life” p. 3 [61].</td>
</tr>
</tbody>
</table>
Professional Education

The second category of education is professional education. In this category, researchers used 3DVWs for training in professional health care such as training programs for nurses, physicians, hospital staff, and so on, in health care contexts such as nursing, public health, radiotherapy, and clinical medicine. All papers in this group conducted educational programs for non-academic learners. For example, Andrade et al studied the feasibility of using 3DVW in training medical trainees to deliver bad news to patients [62]. Kamel Boulos designed a sexual health project in Second Life to provide education about sexually transmitted infections, unintended pregnancy, and improvements in sexual relationships [63,64]. Table 13 shows the professional education category of 3DVWs applied in various health care contexts and subcontexts [62-72].

Brief descriptions for each paper in the professional education category are shown in Table 14. For example, the usage of Second Life in health care education and its ability to improve patient safety were explored by Lee and Berge [69]. Watson et al presented a framework that demonstrates how 3DVWs can be applied to meet the needs of patients with diabetes [70].

Table 13. Health care contexts and subcontexts in the professional education category.

<table>
<thead>
<tr>
<th>Context</th>
<th>Subcontext/Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radiotherapy</td>
<td>Cancer care [66]</td>
</tr>
<tr>
<td>Nursing</td>
<td>Facilitate nursing journal clubs [67]</td>
</tr>
<tr>
<td>Patient-centered communication</td>
<td>Counseling patients about colorectal cancer [68]</td>
</tr>
<tr>
<td>Health care higher education</td>
<td>Patient safety [69]</td>
</tr>
<tr>
<td>Clinical medical</td>
<td>Diabetes care [70]</td>
</tr>
<tr>
<td>Laboratory</td>
<td>Animal care [72]</td>
</tr>
<tr>
<td>Public health</td>
<td>Sexual health [63,64]</td>
</tr>
</tbody>
</table>

Table 14. Brief descriptions of papers in the professional education category.

<table>
<thead>
<tr>
<th>Subcontext</th>
<th>Brief description/quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer care</td>
<td>“[authors] propose a novel Web based e-learning application design approach that uses Discrete Event System Specification (DEVS) formalism to form and model the 3D virtual hospital Web based application for radiotherapy and cancer care treatment class of applications” p. 1 [66].</td>
</tr>
<tr>
<td>Facilitate nursing journal clubs</td>
<td>“The purpose of this mixed-methods pilot study was to explore the feasibility of using Second Life to conduct research and to describe nurses’ experiences in using Second Life to facilitate nursing journal clubs” p. 146 [67].</td>
</tr>
<tr>
<td>Counseling patients about colorectal cancer</td>
<td>“…aims were to (1) explore the feasibility, acceptability, and effectiveness of a virtual-world platform for delivering MI training designed for physicians and (2) pilot test instructional designs using SL for MI training” p. 77 [68].</td>
</tr>
<tr>
<td>Delivering bad news to patients</td>
<td>8 medical trainees viewed an avatar-mediated training in Second Life as an instructional method for learning how to deliver bad news to patients [62].</td>
</tr>
<tr>
<td>Patient safety</td>
<td>“…the usage of Second Life in health care education and its ability to improve patient safety” p. 17 [69].</td>
</tr>
<tr>
<td>Diabetes care</td>
<td>“…a framework that demonstrates how applications within SL can be constructed to meet the needs of patients with diabetes, allowing them to attend group visits, learn more about lifestyle changes, and foster a sense of support and emotional well-being” p. 697 [70].</td>
</tr>
<tr>
<td>Diabetes Type 2</td>
<td>“a pilot postgraduate medical education program in the virtual world, Second Life” p. 1 [71].</td>
</tr>
<tr>
<td>Animal care</td>
<td>“The article explores the potential utility of multi-user virtual environments for advancing laboratory animal care and use through better education and training” p. 163 [72].</td>
</tr>
<tr>
<td>Sexual health</td>
<td>“…an evaluation of a sexual health project in Second Life, designed to provide education about sexually transmitted infections, prevention of unintended pregnancy and promotion of equalitarian sexual relationships” p. 279 [63].</td>
</tr>
<tr>
<td></td>
<td>“…the University of Plymouth Sexual Health SIM in Second Life…and provides some reflections on its design, as well as some details about the planned evaluation of the project” p. 1 [64].</td>
</tr>
<tr>
<td>Bio-terrorism defence event</td>
<td>Creation and evaluation of a pilot bioterrorism defence training environment using virtual reality technology [65].</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

In this study, we attempted to provide an overview of 3DVWs and their application areas in health care contexts. To this end, we found 62 different papers from five popular scientific databases. To gain a general understanding of 3DVW research, we classified these 62 research studies into six meaningful categories. Figure 6 shows the number of published studies in each category. The education category including professional and academic education contains the largest number of papers (n=34), of which 23 are related to the academic education category and 11 to the professional education category. In contrast, three papers are related to the lifestyle category, which has the least number of articles. In spite of the fact that treatment plays a crucial role in health care, only nine papers are allocated to this category. Eight papers have content related to assessment and evaluation, and in four of the papers the authors used 3DVWs as a platform for modeling various health-related environments. Of the total 62 papers, four papers included surveys and literature reviews on this subject.

3DVWs are increasing in popularity as a new medium for educational purposes, and pedagogical institutions are adopting this technology to support their teaching and learning. A wide range of well-known educational institutions around the world are using 3DVWs for various purposes, including distance education, presentations, meetings, and literature and language attainment. Since 3DVWs do not have a storyline or plot of avatars, actors, and events, the lack of a guiding narrative in these technologies provides flexibility for educators to design more complicated learning spaces for their pedagogical requirements. Not only is the technology propelling the use of 3DVWs in education and learning, but the new generation of students and learners is also demanding the use of this advanced technology in education. These are the main reasons that education, especially academic education, attracted more attention in the health care sector, compared to the other application areas.

Figure 6. Number of published papers based on the categories.

Implications for Researchers

In spite of the large number of studies on 3DVWs in health care, no systematic review has been conducted on this topic. There are several research papers that survey the range of health-related activities in virtual worlds [7-10]. For example, Kamel Boulos et al, in their hybrid review/case study, introduced 3DVWs and the educational potential of Second Life to medical/health librarians and educators. They described medical and health education examples from Second Life and compiled a companion resources page [73] with additional online material to support their study [7]. Hansen et al, in her review of existing literature, described the potential of health care learning environments in 3DVWs and provided relevant examples of 3DVWs [8]. Beard et al performed a literature survey and categorized the range of health-related activities in Second Life. They identified 68 health-related sites and examined the design attributes of the sites and assessed the utilities of Second Life for propagation of health information. They developed five categories to explain the range of online health-related activities [10]. But those literature reviews do not provide a comprehensive analysis of the topic, and their surveys were published between 2007 and 2010. There was no systematic review with a sufficient number of reviewed articles. In order to update the literature and provide a more comprehensive picture of 3DVW applications in health care, we decided to perform a systematic review examining 62 papers, a larger number than that covered by previous surveys and literature reviews. We also covered publications from January 1990 to July 2013.

The proposed taxonomy provides a big picture of the application areas of 3DVWs in health care. The most reviewed papers in this systematic review are in the academic and professional education categories—almost 54% of all papers (34/62). Despite the fact that researchers have paid more attention to education, there are gaps in this category. For example, studying the impact of 3DVWs in the education of surgeons could be an excellent starting point. Creating specific rooms and environments in virtual worlds so students can remotely access their course materials such as files, e-books, lecture captures, and
presentation slides is a second suggestion. Training students and the public in first aid with 3DVWs is another.

Living a healthy lifestyle has become a common ambition, and people are now attempting to pay more attention to their health. There are, however, few studies in the literature regarding the impact of 3DVWs on people’s health and lifestyle. Therefore, investigating the advantages and disadvantages of applying this new technology in improving healthy behaviors and extending the health culture could be a useful endeavor.

Although there are studies related to treatment in health care and medicine in the current literature, there is a lack of research on some application areas of 3DVWs in this category. For example, in the treatment and psychology context, no study addresses problems such as social isolation, care of the elderly, phobias, and so on.

Existing studies pay little attention to the application of 3DVWs in modeling. According to our systematic review, few have been conducted in this field. Therefore, the powerful ability of these tools for modeling and simulating health scenarios could be investigated in greater depth. For example, investigating the impact of simulated sophisticated hospital equipment on the skill-building of hospital staff would be worth examining. Future research could also focus on replication of earlier studies with larger sample sizes to examine the impact of 3DVWs on various health care contexts.

**Implications for Practice**

Our systematic review and the proposed taxonomy have various implications for a wide range of individuals and institutions that could use this study to recognize different areas of application of 3DVWs of benefit to their professional, business, and organizational decisions, for example, health decision-makers, universities, educational communities, hospitals, physicians and practitioners, nurses, patients, nursing homes, pharmaceutical institutes, health marketers, disaster managers, psychologists, public health providers, clinical medicine, addiction treatment institutes, etc.

Our systematic review shows that pedagogical uses are the most important applications of 3DVWs in health care. Universities, hospitals, health care organizations, training centers, educational institutions, and educators can use 3DVWs as a creative, powerful, and efficient tool for courses, lectures, and workshops. They can develop new effective ways of teaching and learning in virtual environments. Thanks to the Internet-based characteristics of these worlds, there is the possibility of distance learning; therefore, students, nurses, physicians, medical staff, and other trainees can connect to the specified worlds and attend a virtual classroom using their own computer. Teachers and trainers also have wider access to geographically remote trainees and distance learners.

Universities, colleges, hospitals, health care agencies, private groups, businesses, and corporations can use 3DVWs for discussion, seminars, presentations, meetings, and other similar activities by creating large virtual auditoriums and meeting rooms, and gathering their staff in specific environments within virtual worlds where digital materials can be created, stored, and used. These communities could also create virtual health and medical libraries to enable remote access to related e-books, documents, and other applications; 3DVWs have great potential for librarians and educators in remote locations.

We found that hospitals, universities, and medical training organizations can model laboratories, wards, and various parts of a hospital with instruments, equipment, and settings that simulate real-world activities at a very low cost for educational and pedagogical purposes. Virtual simulations in 3DVWs can be an acceptable strategy for delivering scenarios that focus on health-related skills. The critical life simulation enables educators to collaborate and solve problem-based scenarios in a team, allowing them to construct personal and technical skills actively through interaction in a virtual environment without the danger of making mistakes and risking harm to patients or themselves.

Our findings could benefit psychologists and psychological institutions with use of 3DVWs in their treatment and therapeutic measurements. These worlds could be an interesting tool for prevention and treatment of different psychological disorders. People with psychological and mental problems could benefit from using these worlds under the supervision of expert medical staff. Mental health specialists could devise specific remedial programs for patients suffering from psychological stress, anxiety, PTSD, schizophrenia, and other problems.

Addiction treatment institutes and therapeutic centres could use 3DVWs in their therapeutic programs to reduce the risk of abuse and addiction. Patients suffering from addiction disorders could receive behavioral treatments in virtual worlds that include the planning of specific ways to avoid addictive stimulus. By using therapeutic interventions in 3DVWs, addiction medicine specialists may be able to help patients learn healthier ways to find satisfaction.

Disaster managers could use 3DVWs for disaster preparedness and response training programs. By simulating similar disaster scenarios, they would be able to increase the experience, collaboration, leadership, disaster response, and decision-making skills of their personnel in various disaster scenarios.

Nursing homes and institutes with a responsibility for aged people might be able to use these worlds as an interesting tool for treatment as well as prevention of conditions such as social isolation. They could also be used to entertain people with physical disabilities and help them to cope with loneliness and social isolation.

It is clear that 3DVWs offer a wide range of features that could enhance marketing companies’ and health-related organizations’ marketing initiatives. Traditional advertising is currently replicated in VWs with digital billboard advertisements and product placement. Current and future real-life initiatives could also be replicated in these platforms as different simulations. Communities could use these platforms as a way of promoting hospitals, health care services, health system reform, and even fundraising.

Health decision-makers and policy-makers, health IT managers, health marketers, and medical business owners could use these results to find different areas of application of 3DVWs of benefit to their organizations. Furthermore, public health providers...
could focus on 3DVWs to extend public awareness and promote healthy lifestyles. For example, they could include videos, presentations, buildings, and even exercise and sport facilities in their private virtual islands to motivate users to adopt healthier behaviors in their daily life.

Patients with different kinds of social disorders and people who have problems communicating with others for different reasons could use 3DVWs to improve their social learning and interactive behaviors. A 3D virtual experience gives patients a feeling of control over their health, improving their knowledge and confidence, since they can navigate the health care system from their own home.

Physicians and practitioners can be aware of the latest virtual facilities in different 3DVWs and apply them in their therapeutic and medical treatments. They can create specific environments to meet their clinical needs as well as the needs of their patients. For example, they can communicate with their patients through these platforms to perform check-ups and issue prescriptions and necessary guidance.

3DVWs play a crucial role in the assessment and evaluation of diverse skills in health care. For example, virtual patients can be used by trainees such as nurses, surgeons, students, and other medical staff, and their performance can be assessed and benchmarked in different ways.

Limitations
The quality of these results is highly dependent on the quality of the papers that have been identified. Therefore, it is not possible to evaluate the quality of the results in this study. We cannot guarantee that we have taken all relevant applications of 3DVWs in health care into account because there are limited studies related to this topic. Any systematic review is limited to its keywords; this study is no exception. We cannot present any global conclusions about the application areas of 3DVWs in health care because only a few of the studies were conducted in countries other than the United States and the United Kingdom.

Conclusions
This study provides a comprehensive picture of 3DVW’s application in health care and updates the literature in this field. It also highlights various health contexts and subcontexts that have applied 3DVWs. The results of this systematic literature review could be beneficial for researchers interested in this topic to better understand the field and previous studies, better classify research, help them shape the future direction of research, and identify gaps in the literature. By updating work in the application areas of 3DVWs, this study also attempts to help a wide variety of individuals and organizations, such as practitioners, nurses, managers, hospitals, health care agencies, private groups, business health companies and corporations, and universities to recognize various areas of application of 3DVWs and determine directions for practice in their own areas.

To conclude, it is evident that 3D virtual worlds present several innovative ways to carry out health-related activities. In this study, we developed six main categories to explain the application areas of 3DVWs in various health care contexts: academic education, professional education, treatment, modeling, lifestyle, and evaluation. Our proposed taxonomy could be used to provide an overview of the application of 3DVWs in health care and medical research and practice that individuals, professional health communities, and academic institutions could use in their various activities.
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Abstract

Background: Health 2.0 is a benefit to society by helping patients acquire knowledge about health care by harnessing collective intelligence. However, any misleading information can directly affect patients’ choices of hospitals and drugs, and potentially exacerbate their health condition.

Objective: This study investigates the congruence between crowdsourced information and official government data in the health care domain and identifies the determinants of low congruence where it exists. In-line with infodemiology, we suggest measures to help the patients in the regions vulnerable to inaccurate health information.

Methods: We text-mined multiple online health communities in South Korea to construct the data for crowdsourced information on public health services (173,748 messages). Kendall tau and Spearman rank order correlation coefficients were used to compute the differences in 2 ranking systems of health care quality: actual government evaluations of 779 hospitals and mining results of geospecific online health communities. Then we estimated the effect of sociodemographic characteristics on the level of congruence by using an ordinary least squares regression.

Results: The regression results indicated that the standard deviation of married women’s education (P=.046), population density (P=.01), number of doctors per pediatric clinic (P=.048), and birthrate (P=.002) have a significant effect on the congruence of crowdsourced data (adjusted $R^2=.33$). Specifically, (1) the higher the birthrate in a given region, (2) the larger the variance in educational attainment, (3) the higher the population density, and (4) the greater the number of doctors per clinic, the more likely that crowdsourced information from online communities is congruent with official government data.

Conclusions: To investigate the cause of the spread of misleading health information in the online world, we adopted a unique approach by associating mining results on hospitals from geospecific online health communities with the sociodemographic characteristics of corresponding regions. We found that the congruence of crowdsourced information on health care services varied across regions and that these variations could be explained by geospecific demographic factors. This finding can be helpful to governments in reducing the potential risk of misleading online information and the accompanying safety issues.

(J Med Internet Res 2014;16(2):e29) doi:10.2196/jmir.3078
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Introduction

The advancement of information and communications technology has affected every aspect of modern society by enabling people to collectively create and exchange knowledge in pursuing their rights. In this era of Web 2.0, people can make smarter decisions with new interpretations and discoveries based on social interactions through social networking sites and online communities. With a basis in “trust your users,” Web 2.0 expedites knowledge acquisition through sharing and collaboration among Web users; that is, through harnessing collective intelligence [1]. Given this background, the questions that arise are (1) whether online users are trustworthy at all times, and (2) whether crowdsourced information benefits fields that require specialized knowledge, such as health care and medicine. In public health, it is important to investigate the accuracy of crowdsourced information within online health communities because any misleading information can directly affect patients’ choices of hospitals and drugs and can potentially exacerbate their health conditions. The social costs of inaccurate health information far exceed the financial costs incurred from poor choices of ordinary consumer products and services.

As the Web has become an important mass medium for consumers seeking health information and health care services online, researchers have focused on the advent of Health 2.0 or Medicine 2.0, which is the application of Web 2.0 technologies to health and medicine [2]. In the present era of Medicine 2.0, patients evaluate physicians and hospitals, share their health care experiences, and communicate with other patients through health-related websites [3-5].

Proliferation of these Medicine 2.0 sites (eg, PatientsLikeMe and Hello Health) benefits society by helping patients acquire knowledge on health through collaboration [3,4]. As a means of promoting health education, Medicine 2.0 has also reshaped doctor-patient relationships, making them more patient friendly [6].

To analyze such health information and communication patterns on websites and social media, considerable literature has accumulated over the years under the name of infodemiology [7,8], the science of distribution and determinants of information on the Internet aiming to inform public health and public policy.

In line with infodemiology, researchers have attempted to understand and analyze unstructured free-text information available from the Internet, such as health-related user-generated data, or crowdsourced data. For instance, Marcus et al [9] searched Internet blogs that contained mental health-related keywords to analyze young adults’ concerns regarding mental health. More recently, Zhang et al [10] conducted sentiment analysis by using free-text comments about hospitals on websites and found that crowdsourced data are moderately associated with the paper-based national inpatient survey results in England.

On the other hand, concerning low quality information on the Internet that could harm public health [11], several studies have discussed the potential risk of inaccurate online information and accompanying safety issues. Using Google search results for severe acute respiratory syndrome (SARS) as examples, Morahan [12] argued that the overall quality of online health information is a serious concern for people because virtual access to high-quality health information is counterbalanced by high access to inaccurate and even fraudulent information. A systematic review on the quality of health information has found that 70% of studies on this subject have had concerns about the quality of crowdsourced health information. In fact, even too much information affects patients, making them even more confused because they find it harder to distinguish between true and inaccurate health information [13].

Hence, this study focused on the following: (1) whether crowdsourced information built in the online world is accurate, and (2) if imprecise, what drives this information inaccuracy. Similar to our study, Tsai et al [14] investigated social networking websites on consumer health and found that more than half of user-generated health information was incomplete or erroneous. Looking at drug information on Wikipedia, a different type of information source, Clauson et al [15] also found that there are more omission errors and less completeness in Wikipedia articles than Medscape Drug Reference articles. Consistent with these studies, we show the existence of inaccurate online information. Unlike previous research, however, this study adds to the literature by demonstrating heterogeneous inaccuracy between geospecific online health communities and objective hospital ratings, and by further delving into the offline determinants of such heterogeneity. To the best of our knowledge, no previous empirical study has taken this approach.

In this study, we investigate the quality of crowdsourced health information by evaluating conformity between 2 rankings: (1) government evaluations of hospitals, and (2) rankings obtained through mining of geospecific online health communities across South Korea.

Methods

Overview

We employed 3 types of information source: (1) governmental evaluations of medical services aimed at ranking hospitals in the region, (2) rankings provided by online communities on hospitals according to the crowdsourced information of Web users, and (3) the census results by region provided by Statistics Korea to understand the influence of demographic features on the congruence between crowdsourced information and official government data in the health care domain.

Government Hospital Evaluation Information

The sampled hospitals were confined to pediatric offices because young parents more eagerly seek information both online and offline, serving as agents for their children who can seldom self-diagnose the various symptoms they are suffering. According to Plantin and Daneback [16], first-time mothers aged 30-35 years are most active in searching for health and patient information on the Internet. Compared with other medical fields, parents of young children more actively share information on pediatrics over online health communities [17].
This study was conducted in the 6 major metropolitan cities of South Korea. Specifically, we examined 30 regions in total, including 25 districts (gu) within Seoul (accounting for one-quarter of the total population of South Korea), and 5 other metropolitan cities: Gwangju, Busan, Daegu, Daejeon, and Incheon. Figure 1 shows the geographic locations of the 30 regions.

As an objective measure of the medical service quality of local pediatricians, we relied on usage rates of antibiotics. The overuse of antibiotics is a global concern because it can result in severe adverse effects for children [18,19]. In fact, improper or excessive use of antibiotics also results in antibiotic-resistance problems, which, in turn, lead to unnecessary expenditures of public health care funding [20]. Korea is no exception in this issue. Antibiotic prescribing behavior has changed after quality assessment of prescriptions were done, including those for antibiotics for treatment of acute upper respiratory tract infections in ambulatory care in 2001 and the public reporting of its results in 2006 [21]. Since 2009, to discourage the excessive use of antibiotics, the Health Insurance Review and Assessment Service of Korea (HIRA) [22] has provided information on antibiotic usage rates for all hospitals across the nation to the public. The antibiotic usage rate is represented as the total number of antibiotic prescriptions over the total number of visits. We considered this usage rate as a hospital quality index, and based on these HIRA usage rates, we rank-ordered all 779 pediatric clinics in the sampled cities.

Figure 1. Geographic regions in South Korea associated with online health communities.

Mining Online Health Communities
To investigate the crowdsourced information for public health in South Korea, particularly on the quality of pediatric clinics, we focused on user-generated content from online communities hosted by Korean Web portals. Preliminary examination showed that online communities specializing in pediatrics served as places for parents to actively discuss (through questions and answers) the quality of pediatric clinics by sharing their thoughts, ideas, and experiences (ie, crowdsourcing). Naver [23] is a leading Internet search portal in Korea with an average market share of 78% and Daum [24] ranks second with an average market share of 15.22% in 2013 [25], and together they maintain the largest online health communities for child-raising parents; therefore, we analyzed the contents of only the local online health communities hosted by Naver and Daum. Furthermore, these 2 sites maintain various online health communities by topic and by region across the nation, such as support groups for cancer patients and general parental care in each local region.

In particular, we were interested in the frequencies at which hospital names appeared in discussions on these websites. To ensure that frequently mentioned hospitals were more likely to be recognized as providing high-quality care, we only considered users’ responses to others’ requests for hospital recommendations. A certain user response could denote positive or negative attitudes based on his/her experiences. Sometimes, however, these attitudes were neutral (ie, only hospital names were mentioned without sentimental attitudes) or ambiguous (ie, positive and negative attitudes coexisted). Based on our observation of approximately 18.45% of the sample (32,065/173,748), 92.03% (29,511/32,065) were identified as being positive or neutral in attitude. In this context, we regarded the frequency of hospital names appearing in positive and neutral mentions as a measure of crowdsourced information,
representing parents’ beliefs about the quality of local hospitals. In this study, we did not consider negative mentions about hospitals in measuring crowdsourced information because their occurrence rate was less than 7.97% (2554/32,065) and including them did not affect the results of hospital evaluations. To aggregate the user-generated content that might contribute to constructing geospecific crowdsourced information on this particular topic, we selected candidate online communities on the basis of the number of members and the numbers of threads and messages. The contents of online communities can be divided into 3 levels: threads, messages, and sentences. Threads often contain several messages, whereas messages are short, often composed of only a few sentences or sentence fragments.

Figure 2 is a snapshot of the hospital recommendation contents in an online community.

Table 1 shows the statistics of the content of the selected online communities for parents on Naver and Daum. We obtained 32,422 threads and over 170,000 messages. Thus, there were an average of 5.36 pediatric hospital–related discussions per thread among all community members.

To mine discussions on pediatric hospitals from the 2 major Web portals, we developed a text-mining tool tailored to handle the difficulties inherent to the Korean language and the characteristics of local online communities for parents, as shown in Figure 3.

Figure 2. An example of an online community and the data construction process.

An example of online community

<table>
<thead>
<tr>
<th>Thread</th>
<th>Message</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seoul*</td>
<td>I’m a new mom and I have a three-month-old baby.</td>
</tr>
<tr>
<td>Dobong/Nowon/Gangbuk/Jungnang (S1/S9/S3/S13)</td>
<td>Is there any good pediatric clinic at Eunpyeong** or Seodaemun-gu**? Please recommend one to me.</td>
</tr>
<tr>
<td>Seongbuk/Dongdaemun/Jungno (S1/S11/S23)</td>
<td></td>
</tr>
<tr>
<td>Eunpyeong**/Seodaemun**/Mapo** (S2/S14/S13)</td>
<td></td>
</tr>
<tr>
<td>Jung/Yongsan (S24/S21)</td>
<td></td>
</tr>
<tr>
<td>Seongdong/Gwangjin/Gangdong (S16/S6/S2)</td>
<td></td>
</tr>
<tr>
<td>Seocho/Gangnam/Songpa (S15/S1/S15)</td>
<td></td>
</tr>
<tr>
<td>Gangseo/Yangcheon/Guro/Yeongdeungpo (S4/S3/S7/S20)</td>
<td></td>
</tr>
<tr>
<td>Geumcheon/Gwanak/Dongjak (S8/S3/S12)</td>
<td></td>
</tr>
<tr>
<td>**City</td>
<td>***Hospital names</td>
</tr>
<tr>
<td>**District</td>
<td></td>
</tr>
</tbody>
</table>

The Census data (socio-demographic data) from Statistics Korea
(Korean Statistical Information Service, KOSIS)

The hospital data from quasi-government agency
(Health Insurance Review & Assessment service, HIRA)
Table 1. Characteristics of the data extracted from selected online communities hosted by Naver and Daum Web portals.

<table>
<thead>
<tr>
<th>District</th>
<th>Threads, n</th>
<th>Messages, n</th>
<th>Messages per thread, mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seoul</td>
<td>10,832</td>
<td>54,392</td>
<td>5.02</td>
</tr>
<tr>
<td>Daegu</td>
<td>8072</td>
<td>47,419</td>
<td>5.87</td>
</tr>
<tr>
<td>Busan</td>
<td>5965</td>
<td>28,910</td>
<td>4.85</td>
</tr>
<tr>
<td>Daejeon</td>
<td>3952</td>
<td>22,475</td>
<td>5.69</td>
</tr>
<tr>
<td>Incheon</td>
<td>775</td>
<td>5184</td>
<td>6.69</td>
</tr>
<tr>
<td>Gwangju</td>
<td>2826</td>
<td>15,368</td>
<td>5.44</td>
</tr>
<tr>
<td>Total</td>
<td>32,422</td>
<td>173,748</td>
<td>5.36</td>
</tr>
</tbody>
</table>

Figure 3. Text mining for hospital name extraction.

Step 1: Focused Crawling
The previously mentioned Web portals, Naver and Daum, operate various kinds of online communities by region and subject. For example, the Naver portal has approximately 2 million communities by region. We observed that each region included at least 1 parents’ community with outstanding members, popularity, and exhibited vigorous use by the members rather than others. We selected these local online communities as our text-mining information sources. Each online community provided a search function that helped us identify Web pages with the keywords “pediatric” and “recommendation.” The Web pages from selected online communities of parents were crawled and stored in hypertext markup language (HTML) format.

Step 2: Preprocessing
We deleted HTML tags and nontextual information, such as images, JavaScript codes, and advertisements from the extracted files. For effective handling of HTML content, we used the Beautiful Soup library, designed in the Python programming language [26]. In addition, we only selected candidate messages that recommended or in some way mentioned hospitals to others.

Step 3: Dictionary-Based Hospital Name Extraction
When people mention hospitals in a social context in Korean, they can use a range of hospital names, mostly expressed through acronyms or abbreviations. To counter this problem, we built a dictionary of hospital names covering the pediatric hospitals in the 6 South Korean metropolitan cities (ie, Seoul, Daegu, Busan, Daejeon, Gwangju, and Incheon) based on the HIRA website. In the hospital name thesaurus, each hospital name had 3 similar expressions on average. This dictionary was a value (expression) mapping table that added acronyms or abbreviations of every hospital name observed in user-written sentences in the online communities. Using this dictionary, our text-mining module performed a specially designed stepwise expression normalization procedure based on textual similarity computed by edit-distance [27] between the synonyms in the dictionary and the expressions in the sentences. This was used...
to find canonical hospital names for use in raw hospital representations.

**Step 4: Sorting Hospitals**

After we extracted the canonical hospital names from messages, we calculated the hospital name frequency by district. After sorting the names by descending order, we could compare the ranked hospital information with the hospital quality rankings obtained from the HIRA, which were based on antibiotic usage rate.

We assessed the accuracy of the hospital name extraction through human tagging of a random sample of 9450 messages (5.44%) of the total messages (n=173,748). We achieved a recall (the proportion of hospital names in the original text that were extracted correctly) of 73% and precision (the proportion of hospital names extracted that were correct) of 84%. We calculated the $F_1$ score, the harmonic mean of precision and recall, as $F_1 = 2 \times (\text{precision}) \times (\text{recall}) / (\text{precision} + \text{recall}) = 77.7\%$.

Although accuracy measures of 80% to 90% are often achieved in named entity extraction in English, such high accuracy in informal texts written in Korean is rare because of various types of acronyms, numbers of misspellings, and frequently appearing incorrect spacing between words. Together with the fact that Korean is an agglutinative language, these factors act as bottlenecks with reference to performance.

**Measuring the Congruence of Crowdsourced Data**

To measure the congruence of crowdsourced data with official government data, we first compared hospital ratings based on antibiotics prescriptions with hospital rankings based on crowdsourced information from online health communities. The congruence of crowdsourced data is then determined based on the conformity of both rankings. For this, we used the following 2 indexes: Kendall tau [28] and Spearman rho rank correlation coefficients. Kendall tau is defined as Equation (1) and Spearman rho is calculated as Pearson correlation coefficient based on ranks and average ranks as Equation (2) in Figure 4.

Both Kendall tau and Spearman rho range from –1 to +1. A value of +1 means that the 2 rankings completely agree and a value of –1 means that the 2 rankings are completely contradictory. Thus, the larger the index value, the greater the correspondence between the objective hospital ranking and crowdsourced ranking, which implies that online users are developing correct crowdsourced information.

![Figure 4](http://www.jmir.org/2014/2/e29/) - Definitions of Kendall tau and Spearman rho rank correlation coefficients.

$$\tau = \frac{n_c - n_d}{\frac{1}{2}n(n-1)}$$

where $n$ represents the sample size, $n_c$ is the number of concordant pairs, and $n_d$ is the number of discordant pairs.

$$\rho = 1 - \frac{6 \sum_{i=1}^{n} d_i^2}{n(n^2-1)}$$

where $d_i$ is the difference in rankings for each object $i$, $i \in \{1, 2, ..., n\}$.

**Geospecific Sociodemographic Information**

Considering that information exchanges within online health communities occur disparately and are bounded by geographic region, we can examine the demographic information in a given region to identify the particular sociodemographics that influence the congruence of crowdsourced data (ie, the degree of correspondence between government ratings of hospitals in the region and Internet rankings). We selected 6 variables for use in the analysis: birthrate by region, mean and standard deviation of educational attainment for married women, population density, number of pediatric clinics per geographic area, and mean number of doctors per pediatric office. On the basis of previous studies that found pregnant and first-time mothers actively search for online health information, we selected birthrate as the independent variable [16,29]. Gender and education have been found to affect online health searching, specifically women and more educated individuals were found to conduct more online searches [17,30-32]. Therefore, education of married women was selected as a variable. In addition, we chose 3 other variables for availability of pediatric clinics and possible variation of assessment of doctors.

Educational attainment refers to the highest level of education that married women had completed and was categorized into no education, elementary school, middle school, high school, 2-year college, 4-year college, master’s degree, and PhD. These were then converted into values of 0, 6, 9, 12, 14, 16, 18, and 23 years of schooling, respectively, to calculate the average and standard deviations for education. For population density, we divided the population of each region by its area. Finally, for the number of doctors per pediatric clinic, we divided the total number of pediatric doctors in the region by the total number of pediatric clinics. We also used another variable, availability, to describe the availability of medical services, which was computed by dividing the total number of pediatric clinics in the region by the total population of that region. Finally, birthrate refers to the average number of children per fertile woman. Tables 2 and 3 describe the variables along with appropriate summary statistics and correlations between independent variables.

For hospitals recommended within local online communities, grouping them by year could have led to difficulties in comparing rankings because of the limited number of...
observations per local area. Therefore, we aggregated the number of recommended hospitals in a given region between 2009 and 2012 to compile the rankings. For comparison, we also calculated the average rate of antibiotic prescriptions between 2009 and 2012 to determine the objective hospital ranking.

For the population, area (km\(^2\)) of a region, and birthrate data, we computed the means for the data provided in the Korean Statistical Information Service (KOSIS) [33] for a given period and used them as sociodemographic variables. However, for educational attainment, we had access to 2010 data only, and thus used them as they were. As the number of hospitals and the number of doctors per clinic in each year were unknown, we used the information registered at the HIRA website for 2012. We present all the sources of data in Table 4.

To analyze which sociodemographic features influenced the congruence of crowdsourced data, we ran an ordinary least squares (OLS) regression on the 29 regions, with rank correlation as the dependent variable and the aforementioned 6 sociodemographic characteristics as independent variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Mean</th>
<th>SD</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Birthrate</td>
<td>Birthrate (number of births per fertile woman)</td>
<td>1.048</td>
<td>0.100</td>
<td>0.855</td>
<td>1.261</td>
</tr>
<tr>
<td>Education mean</td>
<td>Average educational attainment of married women</td>
<td>12.390</td>
<td>0.833</td>
<td>11.340</td>
<td>14.858</td>
</tr>
<tr>
<td>Education SD</td>
<td>Standard deviation of educational attainment of married women</td>
<td>3.496</td>
<td>0.183</td>
<td>3.149</td>
<td>3.788</td>
</tr>
<tr>
<td>Population density</td>
<td>Population per area (km(^2))</td>
<td>0.016</td>
<td>0.007</td>
<td>0.003</td>
<td>0.029</td>
</tr>
<tr>
<td>Doctors per clinic</td>
<td>Number of doctors per pediatric clinic</td>
<td>1.641</td>
<td>0.396</td>
<td>1.167</td>
<td>2.889</td>
</tr>
<tr>
<td>Availability</td>
<td>Number of pediatric clinics per 1000 persons</td>
<td>0.060</td>
<td>0.010</td>
<td>0.033</td>
<td>0.080</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Pearson correlation</th>
<th>Birthrate</th>
<th>Education mean</th>
<th>Education SD</th>
<th>Population density</th>
<th>Doctors per hospital</th>
<th>Availability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Birthrate</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education mean</td>
<td>–.27</td>
<td>.16</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education SD</td>
<td>.03</td>
<td>.88</td>
<td>–.34</td>
<td>.07</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Population density</td>
<td>–.58</td>
<td>.001</td>
<td>.03</td>
<td>.89</td>
<td>–.10</td>
<td>.60</td>
</tr>
<tr>
<td>Doctors per hospital</td>
<td>–.23</td>
<td>.24</td>
<td>.27</td>
<td>.15</td>
<td>.22</td>
<td>–.06</td>
</tr>
<tr>
<td>Availability</td>
<td>.11</td>
<td>.57</td>
<td>.38</td>
<td>.04</td>
<td>.09</td>
<td>.66</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Information type and source</th>
<th>Data</th>
<th>Period</th>
</tr>
</thead>
<tbody>
<tr>
<td>Official government data</td>
<td>Antibiotic prescription rate</td>
<td>2009-2012 (Average)</td>
</tr>
<tr>
<td></td>
<td># of hospitals</td>
<td>2013</td>
</tr>
<tr>
<td></td>
<td># of doctors</td>
<td>2013</td>
</tr>
<tr>
<td>Crowdsourced data from online communities</td>
<td># of recommended hospitals</td>
<td>2009-2012 (Sum)</td>
</tr>
<tr>
<td>Geospecific demographic information</td>
<td>Population</td>
<td>2009-2012 (Average)</td>
</tr>
<tr>
<td></td>
<td>Area of a region</td>
<td>2009-2012 (Average)</td>
</tr>
<tr>
<td></td>
<td>Birthrate</td>
<td>2009-2012 (Average)</td>
</tr>
<tr>
<td></td>
<td>Education</td>
<td>2010</td>
</tr>
</tbody>
</table>
Results

Rank Correlations

Table 5 shows the rank correlation coefficients by region for 29 of the 30 regions. We excluded Jongno-gu in Seoul because it had relatively few online communities.

As seen in Table 5, significant variations in Kendall tau and Spearman rho scores exist across regions, with the lowest for region S7 and highest for region S8.

Table 5. Congruence of geospecific crowdsourced health information.

<table>
<thead>
<tr>
<th>District</th>
<th>n</th>
<th>Kendall tau</th>
<th>Rank</th>
<th>Spearman rho</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>14</td>
<td>0.132</td>
<td>11</td>
<td>0.152</td>
<td>11</td>
</tr>
<tr>
<td>S2</td>
<td>21</td>
<td>0.214</td>
<td>8</td>
<td>0.292</td>
<td>9</td>
</tr>
<tr>
<td>S3</td>
<td>11</td>
<td>0.255</td>
<td>7</td>
<td>0.330</td>
<td>7</td>
</tr>
<tr>
<td>S4</td>
<td>15</td>
<td>0.038</td>
<td>18</td>
<td>0.040</td>
<td>18</td>
</tr>
<tr>
<td>S5</td>
<td>15</td>
<td>0.438</td>
<td>2</td>
<td>0.587</td>
<td>2</td>
</tr>
<tr>
<td>S6</td>
<td>17</td>
<td>0.265</td>
<td>6</td>
<td>0.415</td>
<td>6</td>
</tr>
<tr>
<td>S7</td>
<td>11</td>
<td>−0.346</td>
<td>28</td>
<td>−0.466</td>
<td>28</td>
</tr>
<tr>
<td>S8</td>
<td>5</td>
<td>0.5</td>
<td>1</td>
<td>0.667</td>
<td>1</td>
</tr>
<tr>
<td>S9</td>
<td>22</td>
<td>0.052</td>
<td>15</td>
<td>0.093</td>
<td>12</td>
</tr>
<tr>
<td>S10</td>
<td>10</td>
<td>−0.089</td>
<td>23</td>
<td>−0.109</td>
<td>22</td>
</tr>
<tr>
<td>S11</td>
<td>11</td>
<td>0.382</td>
<td>3</td>
<td>0.441</td>
<td>5</td>
</tr>
<tr>
<td>S12</td>
<td>12</td>
<td>−0.182</td>
<td>25</td>
<td>−0.232</td>
<td>24</td>
</tr>
<tr>
<td>S13</td>
<td>15</td>
<td>0.210</td>
<td>9</td>
<td>0.321</td>
<td>8</td>
</tr>
<tr>
<td>S14</td>
<td>13</td>
<td>−0.077</td>
<td>22</td>
<td>−0.135</td>
<td>23</td>
</tr>
<tr>
<td>S15</td>
<td>11</td>
<td>0.327</td>
<td>5</td>
<td>0.471</td>
<td>3</td>
</tr>
<tr>
<td>S16</td>
<td>11</td>
<td>−0.236</td>
<td>27</td>
<td>−0.340</td>
<td>27</td>
</tr>
<tr>
<td>S17</td>
<td>10</td>
<td>−0.156</td>
<td>24</td>
<td>−0.268</td>
<td>25</td>
</tr>
<tr>
<td>S18</td>
<td>26</td>
<td>0.04</td>
<td>16</td>
<td>0.055</td>
<td>17</td>
</tr>
<tr>
<td>S19</td>
<td>18</td>
<td>−0.235</td>
<td>26</td>
<td>−0.326</td>
<td>26</td>
</tr>
<tr>
<td>S20</td>
<td>15</td>
<td>0.086</td>
<td>12</td>
<td>0.080</td>
<td>13</td>
</tr>
<tr>
<td>S21</td>
<td>8</td>
<td>−0.357</td>
<td>29</td>
<td>−0.470</td>
<td>29</td>
</tr>
<tr>
<td>S22</td>
<td>16</td>
<td>0.35</td>
<td>4</td>
<td>0.458</td>
<td>4</td>
</tr>
<tr>
<td>S24</td>
<td>3</td>
<td>0.00</td>
<td>20</td>
<td>0.000</td>
<td>20</td>
</tr>
<tr>
<td>S25</td>
<td>12</td>
<td>0.061</td>
<td>13</td>
<td>0.078</td>
<td>14</td>
</tr>
<tr>
<td>Gwangju</td>
<td>57</td>
<td>0.040</td>
<td>16</td>
<td>0.060</td>
<td>16</td>
</tr>
<tr>
<td>Daegu</td>
<td>99</td>
<td>0.180</td>
<td>10</td>
<td>0.268</td>
<td>10</td>
</tr>
<tr>
<td>Daejeon</td>
<td>53</td>
<td>0.025</td>
<td>19</td>
<td>0.040</td>
<td>18</td>
</tr>
<tr>
<td>Busan</td>
<td>155</td>
<td>0.056</td>
<td>14</td>
<td>0.078</td>
<td>14</td>
</tr>
<tr>
<td>Incheon</td>
<td>93</td>
<td>−0.006</td>
<td>21</td>
<td>−0.001</td>
<td>21</td>
</tr>
</tbody>
</table>

Total 779

Ordinary Least Squares Regression Results

Table 6 shows the OLS regression results that we obtained (adjusted $R^2 = .334$). All independent variables, except availability, had negative coefficient values. Birthrate and number of doctors per clinic significantly lowered the congruence of crowdsourced data with official government data at the 1% level, whereas the standard deviation of educational attainment and population density negatively affected congruence at a significance level of 5%. However, the variables of average education attainment and number of hospitals per 1000 people were not statistically significant. In terms of each independent variable, our study showed that the higher the birthrate in a given region, the larger the standard deviation of...
educational attainment, the higher the population density, and the greater the number of doctors per clinic, the more likely that the crowdsourced data within online communities in a given region was less congruent. We observed similar findings when we used the Spearman rho rank correlation coefficient instead of Kendall tau for ranking comparisons in the OLS regression analysis (adjusted $R^2=.364$).

Table 6. Parameter estimates and standard errors.

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>Kendall tau Coefficient</th>
<th>SE</th>
<th>$P$ value</th>
<th>Standardized coefficient $^a$</th>
<th>Spearman rho Coefficient</th>
<th>SE</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Birthrate</td>
<td>-1.678</td>
<td>0.477</td>
<td>.002</td>
<td>-0.748</td>
<td>-2.302</td>
<td>0.633</td>
<td>.001</td>
</tr>
<tr>
<td>Education mean</td>
<td>-0.091</td>
<td>0.055</td>
<td>.12</td>
<td>-0.335</td>
<td>-0.117</td>
<td>0.073</td>
<td>.12</td>
</tr>
<tr>
<td>Education SD</td>
<td>-0.471</td>
<td>0.223</td>
<td>.046</td>
<td>-0.382</td>
<td>-0.636</td>
<td>0.296</td>
<td>.04</td>
</tr>
<tr>
<td>Population density</td>
<td>-16.860</td>
<td>6.244</td>
<td>.01</td>
<td>-0.532</td>
<td>-24.077</td>
<td>8.282</td>
<td>.008</td>
</tr>
<tr>
<td>Doctors per clinic</td>
<td>-0.212</td>
<td>0.101</td>
<td>.048</td>
<td>-0.373</td>
<td>-0.311</td>
<td>0.134</td>
<td>.03</td>
</tr>
<tr>
<td>Availability</td>
<td>2.611</td>
<td>4.077</td>
<td>.53</td>
<td>0.116</td>
<td>3.797</td>
<td>5.407</td>
<td>.49</td>
</tr>
<tr>
<td>Constant</td>
<td>5.051</td>
<td>1.407</td>
<td>.002</td>
<td>6.837</td>
<td>1.866</td>
<td>.001</td>
<td></td>
</tr>
</tbody>
</table>

$^a$ Standardized coefficients are the regression coefficients obtained by first standardizing all variables to have a mean of 0 and a standard deviation of 1.

We also standardized the coefficients to better compare the impact of the variables. Birthrate had the largest standardized coefficient whereas doctors per clinic had the smallest. We found that we could interpret the value of standardized coefficients (ie, a 1 SD decrease in birthrate led to a 0.75 SD increase in predicted Kendall tau, with the other variables held constant). Similarly, a 1 SD decrease in doctors per clinic yielded a 0.37 SD increase in the predicted Kendall tau. These results, presented in Table 6, can explain the variations in Kendall tau values across districts we observed in Table 5.

For illustration purposes, we compared 2 districts in Seoul: S5 (with a relatively high Kendall tau of 0.44) and S18 (with a low Kendall tau of 0.04). Large differences in demographic characteristics between S5 and S8 in birthrate (0.897 vs 1.042) and doctors per clinic (1.185 vs 1.808) explained why S5 had a higher Kendall tau value. Similarly, we could explain the difference in congruence of crowdsourced data between the local cities. For instance, a higher Kendall tau value for Daegu in comparison to that for Daejeon was associated with Daegu’s lower birth rate, standard deviation of educational attainment, and number of doctors per clinic.

A higher birthrate in a region implies that there is greater percentage of women with children under age 2 years who have relatively less experience with pediatric clinics. As a result, the proportion of women seeking and sharing information on pediatric hospitals in online communities may be greater for regions with higher birthrates compared with other regions. This can explain why the congruence of crowdsourced data is likely to be lower in a region with higher birthrates. Interestingly, our findings also showed that the average educational attainment of married women in a region was not significantly related to the level of congruence; however, this was not the case for the standard deviation of educational attainment, which had a significant negative relationship with the congruence of crowdsourced data. This difference may be because of the potential mingling of correct and misleading information in the exchange of hospital information in online communities, where users do not have any knowledge of the educational attainment of other users. It is also likely that more densely populated regions are more likely to have a greater number of people gathering pediatric hospital information through offline channels (ie, nearby friends or relatives) than through online communities. In other words, crowdsourced information is created from face-to-face interactions—an offline channel—meaning that there is no definitive build-up of online crowdsourcing in this case. Finally, the greater the number of doctors per clinic, the higher the chances of people may build up less congruent crowdsourced information on these hospitals. This can be explained by the notion that people often judge the same hospital differently according to the doctor they visit; thus, there would be a greater variations in users’ evaluations of a hospital with a large number of doctors as opposed to a smaller number.

**Discussion**

Although patients actively create and exchange health information in this era of Health 2.0, the spread of inaccurate health information can have a potentially negative effect on public health because of its direct impact on patients’ health conditions. Hence, in this study, we investigated the congruence between crowdsourced information and official government data in the health care domain and geospecific determinants of misinformation across South Korea. In particular, this is the first attempt in the literature to associate the results of data mining from geospecific online health communities with sociodemographic characteristics of regions.

We found that the quality of crowdsourced information on health care services varies across regions and that these variations can be explained by geospecific demographic factors, such as birthrate, educational attainment, population density, and the number of doctors per clinic. The findings of our study hold practical implications for health policies. From our research, we suggest that government authorities should recognize the
power of crowdsourcing and make efforts to reduce the potential risk of low quality health information and the accompanying safety issues. Crowdsourcing for health care services, unlike that for general products and services, is based on contributions from nonspecialists. Furthermore, the quality of crowdsourced information can be lower for pediatric clinics in particular because parents serve as agents for their children who can seldom self-diagnose the various symptoms they are suffering. Therefore, our findings also suggest the need for governmental efforts to counterbalance the misinformation by disseminating approval ratings of pediatric clinics via geospecific online health communities, and that this can be accomplished by prioritizing the regions with the lowest information quality levels.

This study also had some limitations. Although we collected data on major online communities with many active users by region, we did not fully evaluate all hospitals in each region. However, as we confined our focus to online communities on pediatrics with a relatively large number of users—consisting of typical mothers of young children—we can say that the hospital list by region extracted using text-mining techniques was quite reliable in practice. In addition, although the text mining showed reasonable performance in the Korean language, performance could be enhanced through anaphora resolution of hospital names. It should be noted that the context of an Internet forum is disorganized and the language used tends to follow the idiosyncratic nature of human beings rather than grammatical standards and rules. Therefore, in our future research, we plan to extend the application of the text-mining tool to sentiment analysis and the specific textual relationships between qualitative factors that influence people’s choice of hospitals. In that way, we hope we can draw more practical implications for health policies.
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Abstract

Background: Universities have begun deploying public Internet systems that allow for easy search of their experts, expertise, and intellectual networks. Deployed first in biomedical schools but now being implemented more broadly, the initial motivator of these research networking systems was to enable easier identification of collaborators and enable the development of teams for research.

Objective: The intent of the study was to provide the first description of the usage of an institutional research “social networking” system or research networking system (RNS).

Methods: Number of visits, visitor location and type, referral source, depth of visit, search terms, and click paths were derived from 2.5 years of Web analytics data. Feedback from a pop-up survey presented to users over 15 months was summarized.

Results: RNSs automatically generate and display profiles and networks of researchers. Within 2.5 years, the RNS at the University of California, San Francisco (UCSF) achieved one-seventh of the monthly visit rate of the main longstanding university website, with an increasing trend. Visitors came from diverse locations beyond the institution. Close to 75% (74.78%, 208,304/278,570) came via a public search engine and 84.0% (210 out of a sample of 250) of these queried an individual’s name that took them directly to the relevant profile page. In addition, 20.90% (214 of 1024) visits went beyond the page related to a person of interest to explore related researchers and topics through the novel and networked information provided by the tool. At the end of the period analyzed, more than 2000 visits per month traversed 5 or more links into related people and topics. One-third of visits came from returning visitors who were significantly more likely to continue to explore networked people and topics (P<.001). Responses to an online survey suggest a broad range of benefits of using the RNS in supporting the research and clinical mission.

Conclusions: Returning visitors in an ever-increasing pool of visitors to an RNS are among those that display behavior consistent with using the tool to identify new collaborators or research topics. Through direct user feedback we know that some visits do result in research-enhancing outcomes, although we cannot address the scale of impact. With the rapid pace of acquiring visitors searching for individual names, the RNS is evolving into a new kind of gateway for the university.

(J Med Internet Res 2014;16(2):e46) doi:10.2196/jmir.3137
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Introduction

New tools are enabling the search and discovery of researchers, their expertise, intellectual output, and professional networks. These Web-based applications mine a variety of data sources to automatically generate searchable profiles and expose existing networks of collaborators. In addition to large-scale commercial services [1], universities have begun to deploy such systems locally. Medical schools were early adopters, motivated by the promise of these tools in enabling the development of diverse research teams to meet the evolving emphasis of funders and the demands of translational science [2,3]. Momentum for these research “social networking” systems or research networking systems (RNSs) has continued to build; a recent pilot of a federated search of expertise counted 57 institutional participants [4,5]. Although they originated in biomedicine, the systems are now being extended to represent diverse institutional portfolios of research expertise [6,7].

RNSs deployed at medical schools can be contextualized against industry deployments of “expertise location” and “social networking” systems [8]. Like expertise location systems, RNSs enable the discovery of individuals based on their expertise using the automated generation of rich searchable profiles. Like enterprise social networking systems, RNSs allow for the search and browsing of networks of people and topics. Such systems are being deployed internally by large intellectual capital-driven companies (such as IBM [9] or Deloitte Consulting [10]) for reasons similar to those motivating the deployment of RNSs in academic settings (ie, to facilitate a better understanding of who’s doing what and to enable knowledge sharing and team building [11]). But, RNSs are different in one significant way. Because they support the academic mission and because research increasingly requires collaboration beyond institutional boundaries [12], they are deployed as primarily public systems. As a result, unlike closed enterprise systems, a public RNS exposes rich content about the people in an institution to the broadest possible audience.

With an increasing number of RNSs deployed in academic biomedicine, there is now a focus on understanding how these tools are used. In industry, studies show that such tools are used predominantly to search for people [13] including those outside known circles of colleagues [9,14]. This is in contrast to findings from studies of users of Facebook where evidence suggests that users primarily reinforce existing networks, though this has only been studied in student populations [15,16]. In the academic setting, only one study reports use of a small private RNS showing that visitors who do log on spend more time in their session than comparable benchmarks for time spent on Google sessions [17]. In addition, several studies have documented needs and requirements for such systems to enable collaboration in science [18-20]. Outside of an organizational setting, LinkedIn’s membership grew to more than 200 million members in 2013 [21], providing general testament to the perceived value of professional networking tools.

In 2010, the University of California, San Francisco (UCSF) became the first external adopter of an open source RNS called “Profiles Research Networking Software” [22]. After several years of deployment, we present a description of the usage of this publicly accessible RNS that exposes rich content about biomedical researchers at the institution to the broadest possible audience. Our objective is to provide the first description of the degree of usage of a public institutional research networking system and to identify sources of visitors, rate of engagement (visitors returning), degree of engagement (depth of visit), and outcomes as reported by users. We also wanted to assess evidence of usage of the more unique aspects of the RNS that allow users to view related people and concepts, exposing them to the connections that might induce identification of new collaborators or research themes. And finally, we were curious about how the introduction of a public social networking system might transform access to a university’s primary intellectual capital—its people.

Methods

Ethics: Human Subjects Research

The study plan was submitted to the UCSF Institutional Review Board (Human Research Protection Program) and was determined not to be human subjects research.

UCSF Profiles Research Networking System

A screenshot of the UCSF Profiles RNS is shown in Figure 1. Multiple sources of data populate the contents of individual profile pages. These sources include publication feeds from the National Library of Medicine’s PubMed, disambiguated to match author names to institutional sources of information [22]. UCSF Profiles extends the open source Profiles RNS in multiple ways, including integrating relevant commercial services such as YouTube and SlideShare.
Naming Conventions
We abbreviate the RNS “UCSF Profiles” to “Profiles”. We also use the term “profile” without capitalization to denote individual pages describing researchers. Although we describe the users and usage of an RNS, we refer to those who use the site as “visitors” to minimize confusion between our description of those who visit the site versus those who own profiles on the site and can log in to access additional owner-related functions.

Time Period of Analysis
To understand visitors to Profiles and how they evolved over time, we analyzed data from December 2009 (the beta launch of Profiles) through December 2012. We primarily present time course data for the 28 months from the public launch in September 2010 through December 2012 and summary data from the last 6 months analyzed (Months 23-28), from July 2012 through December 2012.

Population Represented in Profiles
Individuals were added mostly en masse and offered the option to opt-out of the system (7 did), or invited to opt-in if otherwise deemed appropriate (for example, faculty whose primary affiliation is with another institution but have “without-salary” appointments at UCSF). A total of 7297 profiles were created from the launch date to December 31, 2012, at which point there were 5928 active profiles. The difference represents people no longer at UCSF and the 7 who chose to opt out. Individuals added to Profiles by December 2012 included 2691 full time faculty, 356 without-salary faculty, 386 instructors, 2079 trainees (postdoctoral scholars, residents, and fellows), and 1785 other university leaders, researchers, and staff.

Web Analytics
Website usage was measured and analyzed primarily using Google Analytics, which is an industry standard Web analytics measurement framework [23], used by 51% of Fortune 500 companies [24] and 66% of the top 10,000 websites online [25]. We chose Google Analytics for its long-term support, and extensive data filtering and segmentation capabilities—reasons why it has begun to be used for other academic sites as well [26].
We used terminology consistent with that used by Google. We filtered out IP addresses associated with our internal office to remove the effect of internal testing and usage. “Visit” indicated a series of one or more interactions with the website, separated by gaps of no more than 30 minutes between subsequent interactions. “Pages/Visit” represented the number of individual Web pages accessed over the course of a visit. “Time on Site” meant the length of time between the first and last interaction during a visit (time on site is ignored for visits of only one page). “Visitor Location” indicated a visitor’s organizational and/or geographic location as inferred by performing geolocation and network ownership analysis of a user’s IP address. We divided locations into five non-overlapping categories: UCSF, San Francisco, California, US, and World.

“UCSF” included visitors who originated from an IP address associated with the UCSF internal network; 99.73% (114,944/115,258) of these visits originated from facilities in the City of San Francisco. This underestimates UCSF visitors because it excludes some UCSF sites (eg, San Francisco Veterans Administration Hospital, the San Francisco General Hospital, and the Gladstone Institutes) and those using mobile devices or working off-site without a VPN. To help us understand the degree to which we underestimated UCSF visits, we analyzed IP addresses of those who opened emails targeted specifically to UCSF employees (using the tool MailChimp). Of 615 opened emails, 344 (55.9%) were opened from campus IP addresses and 271 (44.1%) from other external IP addresses. Though it may be more common for mobile visitors to read email than access websites, this nevertheless suggests that visits from the UCSF campus network reflect only a portion of visits from all UCSF personnel, and the actual percentages could be up to 79% higher than the numbers we see coming from the campus network. In this paper, however, when we refer to UCSF visitors, we mean only those unambiguously located with the campus network.

“San Francisco” included visitors who originated from the City of San Francisco, other than those from the UCSF internal network. We expect that this included almost all of the remaining UCSF sites that were not otherwise covered by the UCSF network, though their contributions to overall visits are small. San Francisco is also the location most likely to capture traffic from patients of the UCSF Medical Center.

“California” included visitors who originated from California other than those from either San Francisco or the UCSF internal network. This too included some UCSF-related traffic, since many researchers and staff live in the greater Bay Area outside of San Francisco. “US” included visitors who originated from the United States outside of California, and “World” included visitors who originated from sites outside the United States.

Under “Referring Source”, terms included (1) “Search”, visits from search engines (eg, Google, Bing, Yahoo, UCSF.edu search engine), (2) “Website Referrals”, visits from other websites, excluding traffic via search engines, and (3) “Direct or Unknown”, visits from sources that cannot be programmatically identified (eg, user typing in “profiles.ucsf.edu” on their Web browser, clicking a browser bookmark, clicking a link in a desktop email or Twitter client, or following a link from websites that use the secure HTTPS protocol to the non-secure Profiles website). For “New and Returning Visits”, returning visits are those sessions (visits) where the visitor is recognized as having visited the site before via the presence of cookies. Because of the reliance on cookies, this is generally an underestimate of the true value.

**Categories of Visitor Actions**

We report on “Depth of Visit”, which can be measured as time on the site or as pages per visit (pages/visit). We used pages/visit since that most directly addresses the next steps visitors take after viewing a profile page. A one-page visit might mean that the visitor arrived on a profile page and then stopped using Profiles or clicked a link to some other website (such as PubMed) without returning in the next 30 minutes. Any visit that lasts for 2 or more pages occurs because a visitor clicks on one of three types of links from a profile page. These three categories of links are depicted in Figure 1. The first set of links (A) reveals related researchers or topics either through reinitiating a search (A1) or by clicking on a name, topic, or link that expands to related names or topics (A2). The second link (B) enables editing of one’s own UCSF profile. The third set of links (C) describes Profiles.

**Feedback Survey Analysis**

Between September 3, 2011 and January 31, 2013, site visitors were asked, “How has Profiles helped you?” The survey appeared on all Profiles pages to all visitors (unless the visitor chose to minimize the survey’s inline pop-up), and 475 comments were submitted. Of these, 5 comments were deleted for having no content or email address, and 1 was deleted as it came from a Profiles developer. The remaining 469 responses were binned into seven categories based on the content and submitter’s email address (if available): (1) Enables Research, (2) Provides Background Information for Clinical Care, (3) Provides Contact Information for Clinical Care, (4) Generally Positive, (5) Negative, (6) Other, and (7) Spam.

**Statistics**

We assessed whether depth of usage of Profiles (measured as pages per visit) differed based on whether a visit was a first-time or returning visit. We also assessed whether UCSF visitors differed in their behavior from other visitors. Unfortunately, Google Analytics does not provide access to raw data describing depth of visit (pages/visit) for each individual visit and as a result statistics were performed on daily averages for each category measured. Daily averages were analyzed for 6 months from July 1 through December 31, 2012, resulting in n=184 days for which average daily depth of visit was calculated for new and returning visitors. A standardization approach was used to control for varying “n” contributing to daily averages. Two-factor analysis of variance (ANOVA) with multiple comparisons was performed on the data. The 2x5 ANOVA assessed whether there was an interaction effect of visitor status (new or returning) with location (UCSF, San Francisco, California, USA, World) in explaining depth of usage of Profiles. All tests were two-sided and a statistical comparison or model was considered significant if P<.05. All analyses were performed in Stata v.12.
Results

External Visitors Contribute to Rapid Increases in Visits

Figure 2 describes the pace at which visits to Profiles increased over the 28-month period since launch (September 2010-December 2012). The figure also depicts the institutional and/or geographical location of visitors, ranging from UCSF campus to visitors coming from outside the United States. In the 28 months following launch, traffic to Profiles increased both from on-campus and off-campus sources to an average of 46,000 visits per month as measured for the last 6 months of data analyzed, from July to December 2012. Over this 6-month period, out of a total of 278,570 visits, 40,140 (14.41%) of visits came from UCSF and 238,430 (85.67%) from outside UCSF. As we note in the Methods section, the true percentage of visits from UCSF may be up to 80% higher. Out of the total 278,570 visits, those from outside UCSF can be broken down as 40,438 (14.51%) from San Francisco, 60,256 (21.63%) from California, 81,238 (29.16%) from the United States, and 56,708 (20.36%) from outside the United States. Each category excludes the prior. Visits have continued to increase rapidly; in January 2014, the site received over 85,930 visits, and the last week of January saw more than 3000 visits per weekday.

Figure 2. Location of visitors to Profiles for the 28 months since launch.

Search Trumps All Other Sources of Visits

We assessed how visitors arrived at Profiles by analyzing the referring sources of traffic. From July to December 2012 (Months 23-28), search traffic accounted for 208,304 (74.78%) of the 278,570 visits to Profiles, referrals from other websites accounted for 47,861 (17.18%), and direct or unknown sources for 21,926 (7.87%). Google dominated search traffic; 190,170 (91.29%) of the 208,304 visits from a search engine came via Google, while another 7992 (3.84%) came via the search engine on the UCSF website, which is powered by Google and uses the same underlying ranking algorithms. The remaining 10,142 (4.87%) of search-driven traffic (“Other search”) came via sources such as Bing and Yahoo. Visitors from all sources arrived on Profiles via search, but non-UCSF visitors had a greater likelihood of landing on Profiles via a search engine than UCSF visitors (80% for non-UCSF vs 63% for UCSF). The time course of visitor acquisition from search, website referrals, and direct or other sources is shown in Figure 3.
Visitors Arrive at Profiles Predominantly by Searching for People’s Names

We analyzed 250 search queries that landed on Profiles randomly selected from the set of such queries during Months 23-28. In this sample, of all searches that sent visitors to Profiles, 210 (84.0%) included a name, with half of these only including a person’s name (42.0%, 105/250). Another large set used the name along with a reference to the university (33.2%, 83/250; eg, <name> ucsf ; <name> university of california san francisco). A smaller set searched for a name along with additional information (8.8%, 22/250; eg, <name> radiation oncology). Finally, 10.0% (25/250) used the name of a paper, and the remaining 6.0% (15/250) included a mix of the name of the university (without other information), URLs, and other data.

Visitors Return in Increasing Numbers

The percentage of visits from returning visitors doubled in the first year (from 1203 of 7039 visits, or 17.09%, in the month of launch, September 2010, to 7235 of 21,924 visits, or 33.0%, in August 2011) but remained constant after that. But as visits continued to increase, this means that the number of visitors who returned to the site continued to increase as well. A higher proportion of UCSF visits included returning visitors (26,758 of 40,140, or 66.66% in Months 23-28) compared to non-UCSF visits (66,105 of 238,430, or 27.73% in Months 23-28). But returning visits continued to increase in absolute numbers for both UCSF and non-UCSF visits. Return visits are of particular interest not only because they represent a group of visitors who find the tool useful, but, as we show below, these visitors also tend to use the tool in more depth.
Table 1. Actions taken from a profile page (n=1024).\textsuperscript{a}

<table>
<thead>
<tr>
<th>Action category</th>
<th>n (% )</th>
<th>Descriptive data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leave (Exit)</td>
<td>706 (68.95)</td>
<td>Profile page is last page user looked at before leaving the website</td>
</tr>
<tr>
<td>More about that person or topic’s relationships \textsuperscript{b}</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>20 (1.95)</td>
<td>Clicks on list of all Co-Authors</td>
</tr>
<tr>
<td></td>
<td>12 (1.17)</td>
<td>Clicks on list of all Similar People</td>
</tr>
<tr>
<td></td>
<td>5 (0.49)</td>
<td>Clicks on list of all Keywords for that person</td>
</tr>
<tr>
<td>Another person \textsuperscript{b}</td>
<td>74 (7.23)</td>
<td>Clicks to another user’s profile (eg, by clicking on a Co-Author, Similar Person, etc, link)</td>
</tr>
<tr>
<td></td>
<td>24 (2.34)</td>
<td>Clicks back to list of search results, then clicks on another person</td>
</tr>
<tr>
<td>New Search\textsuperscript{b}</td>
<td>79 (7.71)</td>
<td>Runs a new search (eg, by entering text in mini search box)</td>
</tr>
<tr>
<td>Site-wide navigation</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>13 (1.27)</td>
<td>Clicks to homepage</td>
</tr>
<tr>
<td></td>
<td>6 (0.59)</td>
<td>Clicks on &quot;How Profiles Works&quot; page</td>
</tr>
<tr>
<td>Edit Profile</td>
<td>10 (0.98)</td>
<td>Clicks on edit profile link</td>
</tr>
<tr>
<td>Unknown</td>
<td>75 (7.32)</td>
<td>Unknown or unrecorded</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Analysis of user behavior on the initial landing page for 1024 visits to profile pages randomly selected from all visits during Months 23-28.

\textsuperscript{b}Paths to “networked links” that connect the initial profile page to related people or topics.

Figure 4. Distribution of visitors by depth of visit (pages/visit) during Months 23-28 from launch.
Returning Visitors Use the Site More Deeply Than First-Time Visitors

Figure 5 shows the depth of visit as average pages/visit for new and returning visitors coming from different locations. Returning visitors with an average 2.103 pages per visit went deeper than new visitors with an average 1.496 pages per visit, regardless of the location they came from ($P<.001$, standardized mean difference of 1.099). Depth of visit also depended on the location that visitors came from with UCSF visits resulting in the deepest visits ($P<.001$). Although visit numbers were lower on weekends, the depth of visit did not differ for any day of the week.

Figure 5. Depth of visit (pages/visit) for new and returning visitors. The figure describes visitors originating from different locations during Months 23-28 from launch. Error bars show 1 Standard Deviation.

Users Provide Direct Feedback Revealing Broad Utility of RNS

In September 2011, we implemented an online user feedback form that asked visitors, “How has Profiles helped you?” During the 16 months after implementation (through Jan 2013), 469 submissions were received from a total of 670,000 visits, with 0.07% of all visits converted to a submission. Overall, 284 (60.5%, 284/469) comments describing positive outcomes were submitted. We found 58 (12.4%, 58/469) described how Profiles enabled research, 91 (19.4%, 91/469) described how Profiles enabled clinical care by providing contact information, 18 (3.8%, 18/469) described how Profiles enabled clinical care by providing research-related information on clinicians, and 117 (24.9%, 117/469) were positive without specific details. In addition, 118 (25.2%, 118/469) categorized as “Other” primarily requested help with the tool, 3 (0.6%, 3/469) were spam, and 64 (13.6%, 64/469) were “Negative”. Of the “Negative” comments, 29 (45%) out of 64 left negative comments reflecting their unmet expectations of a traditional directory listing (such as organization by department or sub-specialty), while 21 (33%) simply said “no”, and the remainder noted a negative comment related to technical difficulties. We show a sample of the comments, categorized as “Enabling Research”, in Textbox 1. Visitors self-reported that they found collaborators, identified new research problems, and improved administrative processes.

Textbox 1. Examples of user feedback that described Profile’s positive impact on research. The question, “How has Profiles helped you?” was asked on a pop-up survey automatically presented to all visitors. The survey was deployed during Months 13-29, from September 2011 through January 2013. These are 13 illustrative quotes of user feedback from the 58 user comments that were categorized as “enabling research”.

I am hoping that it just helped me find a mentor...
Found speakers for grand rounds at SFGH pediatrics.
Great resource for finding potential research collaborators and for PhD dissertation committees.
It is wonderful to find the current publications. My faculty rarely tell me. I need it for our annual report and for some grant applications.
This profile allowed me to review the background and experience of an author from a journal article I was reading.
Research information about scientists for my biomedical foundation.
Discussion

Principal Findings

Research networking systems automatically generate and publically display profiles and networks of researchers. Within 2.5 years, our system, UCSF Profiles, achieved one-seventh of the monthly visit rate of the longstanding main university website, with a continually increasing trend. Visitors came from diverse locations beyond the institution. Responses to an online survey suggest a broad range of benefits supporting the research and clinical mission. Returning visitors are among those that appear to use the system to identify new collaborators or research topics. And, with the continually increasing visits arising from public searches for individual names, UCSF Profiles is evolving into a new kind of online gateway for the university.

Assessing and Improving the Usage of Research Networking Systems

Schleyer et al propose a comprehensive framework to advance the study of research networking systems [26] within which this work would fall under their “evaluation” axis. They define RNSs as systems that enable collaboration and develop a framework to test that specific hypothesis. In contrast, we take an empirical approach to understanding the role of an RNS at an academic institution and assess our customers and their online behavior just as a commercial vendor would. The profile page of a person of interest was the main entry point for visitors. For those that left the page (nearly 80%), we cannot distinguish between those who began a new task from those who continued to explore the original person of interest but had to leave the site (eg, by going to a publication in PubMed or clicking on a YouTube video of a talk). For those who continued on the site, almost all of the visitors (roughly 20%) clicked on links of people who were not the original person of interest but were displayed as related people (coauthors or similar people), or clicked on topics exposed by the tool, which in turn led to a new listing of people.

We interpret our results as showing that at least one-fifth of visits initiated the process of exploring a related researcher or topic, someone or something the visitor had not considered in their initial search. But we cannot conclude how frequently they achieved their goal. On the other hand, visits continue to increase at a rapid pace and visitors return and stay longer in increasing numbers, suggesting a positive outcome and perceived utility for a growing segment. Specific responses to our online survey provide anecdotal evidence of impact and define a framework for systematic assessment. In addition to identifying collaborators and building teams, based on the responses, the framework should assess impact on creating efficiencies in research administration, enabling broader research functions such as mentoring, and advancing the clinical mission.

Although the initial goal of Profiles was to enable collaboration by making it easier for researchers to find partners and build teams, the most striking aspect of its deployment was how rapidly visitors were drawn from both within and outside the university. In January 2013, visits to UCSF Profiles were one-seventh of the overall visits to the established UCSF campus website and, at the time of publication, visits had caught up to almost one-fifth (18%) of that traffic. We attribute several factors to this increase in visits. As Figure 3 describes, increases in visits came both from increased website referrals and from significant increases in visitors coming from search engines. Most of the increases in visits from website referrals reflect increased numbers of UCSF visitors finding Profiles through campus websites. We initiated a high-level partnership with the University Relations office and developed a coordinated strategy to promote university faculty and research. A key element was standardizing links for faculty who were being publicized so they always pointed to their UCSF Profiles page. We also realized that the directory was a significant point of entry for the university. A partnership again allowed us to embed links to profiles in the university directory. Many other interventions, including a data federation strategy where departments could use publication and other feeds from Profiles to enhance their own websites, brought goodwill and adoption across campus, but contributed only a small proportion of visits overall. This was because, as we show, visitors from search engines dominated all sources, which in turn was enabled through a comprehensive search engine optimization strategy implemented early in the deployment of Profiles. While details of search engine optimization techniques are out of scope for this paper, broadly, we encouraged links to UCSF Profiles for a variety of on- and off-campus websites, copyedited HTML page titles and page descriptions, implemented HTML people data microformats, simplified URLs to “profiles.ucsf.edu / firstname.lastname”, implemented a sitemap, and cleaned up redirects and error page HTTP codes.

In efforts to understand the rapid pace of acquiring visitors, we also found that most visits to Profiles came from visitors...
searching for a name. As visits continue to increase, Profiles continues to capture more of this type of visitor. Where might these Internet users have landed had they not found Profiles? Perhaps not the primary university website—compared to more than 70% of visits arriving via search to Profiles, only 25% of visits come via search to the university website. But, most researchers have multiple affiliated websites, some official such as departmental, laboratory, or clinical, and some not, such as news articles, and some related to other organizations such as a journal or corporation. The visits being captured by Profiles were otherwise likely to be dispersed among these various possibilities. Instead, they are now being aggregated and captured by the university RNS. And, with its search-optimized interface and increasing number of personally-curated elements, the site is also becoming the link of choice for external media. When Gurpreet Dhaliwal was profiled in the New York Times as a masterful clinical diagnostician, the newspaper linked to his profile in UCSF Profiles [27]; a variety of other media outlets have also linked to individual profiles.

**People First: A New Gateway Exposes the Strengths of the University**

An assessment of the searches that bring visitors to Profiles does not describe the universe of searches. Still, of those brought to Profiles via search engines, we found that 84% searched for individuals’ names with or without accompanying search terms including the institution’s name. But regardless of whether a visitor to Profiles is aware of the institutional affiliation of the person for whom they search, by the time they land on a profile page they are in effect being exposed to the institution. And when they continue on the site, they are introduced to the university through the unique lens of expertise and intellectual networks, not schools, departments, or administrative organization. That Internet users search for people at a university independent of their interest in the university itself makes sense even if we may not have predicted the volume of this trend. Public affairs offices have long understood this—promoting the university through news stories about individual faculty. But an RNS such as Profiles (among others [4]) is explicitly designed to promote people, their intellectual outputs, and networks at scale. Thus, an RNS presents data in a format optimized for the most ubiquitous consumer tool (search engines) delivering content optimized around consumer interests (names of individuals). As a result, the institutional RNS is evolving into a new online gateway for the university, providing a discoverable interface to the intellectual capital of the institution: its people, knowledge, and networks. With this new frame, we are reassessing the positioning of this publicly accessible enterprise system within the fabric of the university. Further integration of the RNS into the university public relations office, into the Executive Vice Chancellor and Provost’s office, and indeed into the medical center’s marketing and communications arm are relevant next steps.

**Acknowledgments**

We thank Clayton Johnston and Dan Lowenstein for providing inspiration and indispensable advice, David Arrington for facilitating the assessment of Profiles in the context of university websites, Isabel Allen for help with statistics, and Sarah Nelson for superb image production contributions. This publication was supported by NSF Award 1160906 and the National Center for Advancing Translational Sciences (NCATS), National Institutes of Health (NIH), through UCSF-CTSI Grant Number UL1 TR000004. The Profiles Research Networking Software is supported by NCATS NIH Award 1UL1 TR001102-01. Its contents are solely the responsibility of the authors and do not necessarily represent the official views of the NIH.

**Conflicts of Interest**

None declared.

**References**

7. Vivo at University of Florida. URL: http://vivo.ufl.edu/ [accessed 2013-11-13] [WebCite ID 6L6RVOhFL]


Abbreviations

ANOVA: analysis of variance
RNS: research networking system
UCSF: University of California, San Francisco

Edited by G Eysenbach; submitted 26.11.13; peer-reviewed by M Rethlefsen, P Garaizar; comments to author 16.12.13; revised version received 10.01.14; accepted 19.01.14; published 07.02.14

Please cite as:
The Use and Significance of a Research Networking System
J Med Internet Res 2014;16(2):e46
URL: http://www.jmir.org/2014/2/e46/
doi:10.2196/jmir.3137
PMID:24509520
Original Paper

Did You Hear the One About the Doctor? An Examination of Doctor Jokes Posted on Facebook

Matthew A Davis¹,², MPH; Carol Sue Haney³; William B Weeks¹, MBA, MD; Brenda E Sirovich¹,⁴,⁵, MS, MD; Denise L Anthony⁶, PhD

¹The Dartmouth Institute for Health Policy and Clinical Practice, Lebanon, NH, United States
²Institute for Quantitative Biomedical Sciences Graduate Program, Dartmouth College, Hanover, NH, United States
³Toluna, Wilton, CT, United States
⁴Outcomes Group, VA Medical Center, White River Junction, VT, United States
⁵Geisel School of Medicine at Dartmouth, Hanover, NH, United States
⁶Department of Sociology, Dartmouth College, Hanover, NH, United States

Corresponding Author:
Matthew A Davis, MPH
The Dartmouth Institute for Health Policy and Clinical Practice
35 Centerra Parkway
Lebanon, NH, 03766
United States
Phone: 1 (603) 653 0842
Fax: 1 (603) 653 0896
Email: matthew.a.davis@dartmouth.edu

Abstract

Background: Social networking sites such as Facebook have become immensely popular in recent years and present a unique opportunity for researchers to eavesdrop on the collective conversation of current societal issues.

Objective: We sought to explore doctor-related humor by examining doctor jokes posted on Facebook.

Methods: We performed a cross-sectional study of 33,326 monitored Facebook users, 263 (0.79%) of whom posted a joke that referenced doctors on their Facebook wall during a 6-month observation period (December 15, 2010 to June 16, 2011). We compared characteristics of so-called jokers to nonjokers and identified the characteristics of jokes that predicted joke success measured by having elicited at least one electronic laugh (e.g., an LOL or “laughing out loud”) as well as the total number of Facebook “likes” the joke received.

Results: Jokers told 156 unique doctor jokes and were the same age as nonjokers but had larger social networks (median Facebook friends 227 vs 132, P<.001) and were more likely to be divorced, separated, or widowed (P<.01). In 39.7% (62/156) of unique jokes, the joke was at the expense of doctors. Jokes at the expense of doctors compared to jokes not at the expense of doctors tended to be more successful in eliciting an electronic laugh (46.5% vs 37.3%), although the association was statistically insignificant. In our adjusted models, jokes that were based on current events received considerably more Facebook likes (rate ratio [RR] 2.36, 95% CI 0.97-5.74).

Conclusions: This study provides insight into the use of social networking sites for research pertaining to health and medicine, including the world of doctor-related humor.

(J Med Internet Res 2014;16(2):e41) doi:10.2196/jmir.2797
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Introduction

Laughter is the best medicine, as the saying goes. Sociologists identify humor as a social phenomenon embedded in interaction [1] that can affirm conventional views about the world [2], highlight status differences within or outside of a group [3,4], enhance social bonds [5,6], or relieve stress [7,8]. It may be the latter effect that underlies the saying about laughter as medicine, but joking about medical care or practitioners may have other
implications. Scholars have worried about the declining status and authority of physicians for the past 3 decades or more [9-11]. Although doctor jokes have been around since ancient times (eg, McDonald [12]), joking about doctors may contribute to this decline. Other evidence suggests declining career satisfaction among physicians [13,14] as a possible result of this declining status.

Although it may be difficult to know if doctors think doctor jokes are funny, we do know that generally people tell jokes with the intention of amusing others [1] and this may be accompanied by a complex range of motivations, from the expression of disagreement or dissatisfaction to an indication of endearment and friendship [15]. Freud argued that humor was a socially acceptable form of aggression in modern life, particularly when directed toward high status or powerful others [16]. Research suggests that people use and appreciate humor when the target of the joke is from a group different than their own [3,4], which may both enhance cohesion within a group [5] and relieve tension or stress [17] producing the stated “medicinal” effect of laughter. Given the relatively high status of physicians in society, it makes sense they would be the target of jokes. In addition, because Americans are generally dissatisfied with their health care system [18], joking about doctors and medicine may provide a socially acceptable way to express that dissatisfaction. Joking about medicine is also likely to be an important coping mechanism for patients facing serious illness [19].

Other evidence suggests that higher status group members or those who aspire to higher status are more likely to engage in joking behavior, particularly in status-differentiated groups [20]. In addition, there is a relationship between whether the joker himself laughs first, the number of “audience” members, and how much others laugh at the joke [21]. According to Glenn [21], in groups of 2 or larger it is not typical for the joker to laugh first (unlike in dyads).

Although we seem to know more than one might think about joking and jokers, there is relatively little research on humor in spontaneous conversation [20-22]. This is likely because of the difficulty in capturing spontaneous conversations for analysis. Today, however, a great deal of social interaction occurs online in social networking sites, such as Facebook. Currently Facebook has 874 million active users worldwide, communicating in 70 different languages [23]. Although written Facebook conversations are not the same as in-person interactions, we sought to eavesdrop on casual interactions occurring on Facebook to examine jokes about doctors. Therefore, we performed the first study of social networking site conversations pertaining to health and medicine to examine the prevalence, characteristics, and success of doctor jokes posted on Facebook.

**Methods**

**Ethics Approval**
The Committee for the Protection of Human Subjects at Dartmouth College reviewed the study protocol and granted this study an expedited Institutional Board Review.

**Sample**
To obtain information on doctor jokes posted on Facebook, we used data from the Harris Interactive Research Lifestreaming Panel. Upon agreeing to become a Lifestreaming Panel participant, these individuals gave Harris permission to record their private conversations on social networking sites such as Facebook and Twitter. Although both Facebook and Twitter could potentially be used to study jokes about doctors, we were granted access specifically to the Lifestreaming Panel’s Facebook data. Lifestreaming Panel participants are paid the sum of US $1.00 initially, and they are then eligible to participate in future surveys and activities in which they can receive other payments. Harris collects data from Lifestreaming Panel participants’ social networking sites as well as information on the participants’ characteristics. Harris can search Lifestreaming Panel participants’ Facebook walls using algorithms based on keywords. As of June 2011 (the time of our data collection), there were 33,326 adult Lifestreaming Panel participants.

On Facebook, each user creates a profile and has a personal “wall,” a place for conversing with others. For the purposes of this study, we defined a *conversation thread* as starting with a root post on a user’s wall by either the user or by the user’s “friend,” and including others’ follow-up comments. A fictional example of a conversation thread in which a doctor joke is mentioned can be found in Figure 1 (note: the authors are used to represent Facebook users to protect the identify of study participants).
Identification of Doctor Jokes

Using Harris Interactive Research Lifestreaming Panel Facebook data from December 15, 2010 to June 16, 2011, we identified 30,075 individual posts that included the term “doctor(s)” (Figure 2). Because posts were identified first by the keyword doctor(s) and then attached to full Facebook wall threads, 60 doctor jokes were made by Facebook users not part of the Lifestreaming Panel (these individuals posted on a Lifestreaming Panel participant’s Facebook wall) and were therefore excluded from our study.

To identify jokes, 2 independent coders read each post that included the term doctor(s) in search of jokes. For practical reasons, coders were asked to only identify what they considered to be canned jokes. A typical canned joke contains an introduction followed by a punch line, and can stand alone as a humorous statement, free from context [24]. Coders identified 442 posts that contained potential canned jokes. Differences in coding were reconciled by a third reviewer. Because Cohen’s kappa statistic can underestimate the interreviewer agreement when analyzing rare events, we also calculated the positive and negative agreement between reviewers [25,26]. The kappa statistic, positive, and negative agreement for initial agreement between reviewers was 0.62, 0.65, and 0.99, respectively (Figure 2).

Three study investigators then read all 442 potential jokes and excluded those that were not canned jokes or that contained multiple embedded jokes. Differences were discussed and resolved by consensus. The process resulted in the identification of 321 posted doctor jokes that represented 156 unique canned jokes (some jokes were repeated). Selected examples of the jokes identified can be found in Table 1. We included doctor jokes in our sample whether or not the joke received follow-up posts from the social network.
### Table 1. Selected examples of Facebook jokes made at the expense of doctors.\(^a\)

<table>
<thead>
<tr>
<th>Example number</th>
<th>Joke(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Medical doctors or the medical profession</strong></td>
<td></td>
</tr>
<tr>
<td>(1)</td>
<td>Doctor, you told me I have a month to live and then you sent me a bill for $1000! I can’t pay that before the end of the month! Okay, says the doctor, you have 6 months to live :)</td>
</tr>
<tr>
<td>(2)</td>
<td>Here’s a question for you: What do you call a doctor who finishes last in his medical school class? Answer: Doctor.</td>
</tr>
<tr>
<td>(3)</td>
<td>An old preacher was dying. He sent a message for his doctor and his lawyer to come. When they arrived, the preacher held out his hands and motioned for them to sit, one on each side of his bed. The preacher grasped their hands, sighed contentedly, smiled, and stared at the ceiling. For a time, no one said anything. Both the doctor and lawyer were touched and flattered that the preacher would ask them to be with him during his final moments. They were also puzzled; the preacher had never given them any indication that he particularly liked either of them. They both remembered his many long, uncomfortable sermons about greed, covetousness, and avaricious behavior that made them squirm in their seats. Finally, the doctor said, “Preacher, why did you ask us to come?” The old preacher mustered up his strength, then said weakly, “Jesus died between 2 thieves and that’s how I want to go.”</td>
</tr>
<tr>
<td>(4)</td>
<td>Frank is recovering from day surgery when a nurse asks him how he is feeling. “I’m fine but I didn’t like the 4-letter-word the doctor used in surgery,” he answered. “What did he say?” asked the nurse. “Oops!”</td>
</tr>
<tr>
<td>(5)</td>
<td>Three out of 4 doctors recommend another doctor.</td>
</tr>
<tr>
<td><strong>Health care system</strong></td>
<td></td>
</tr>
<tr>
<td>(1)</td>
<td>Two patients limp into 2 different medical clinics with the same complaint. Both have trouble walking and appear to require a hip replacement. The first patient is examined within the hour, is x-rayed the same day, and has a time booked for surgery the following week. The second calls his family doctor after waiting 3 weeks for an appointment, then waits 8 weeks to see a specialist, then gets an x-ray, which isn’t reviewed for another week, and finally has his surgery scheduled for a month from then. Why the different treatment for the 2 patients? The first is a Golden Retriever. The second is a senior citizen :)</td>
</tr>
<tr>
<td>(2)</td>
<td>A doctor says to a patient, “We’ve run every test we can think of and the results show you’re out of money.”</td>
</tr>
<tr>
<td><strong>Poking fun at doctor’s advice or the doctor-patient relationship</strong></td>
<td></td>
</tr>
<tr>
<td>(1)</td>
<td>My doctor told me to walk 5 kilometers a day. It’s been 5 days and I am 25 kilometers from home and don’t know how to get back! Haha.</td>
</tr>
<tr>
<td>(2)</td>
<td>So the doctor says, “Take your clothes off and stick your tongue out the window.” I asked him, “What will that do?” The doctor says, “I’m mad at my neighbor.”</td>
</tr>
</tbody>
</table>

\(^a\)Jokes at the expense of doctors (ie, doctors are the butt of the joke) include jokes about medical physicians or the medical profession, the health care system, and poking fun at advice from doctors or the patient-doctor relationship.

\(^b\)We corrected minor typographical errors and misspellings to improve readability and further de-identify study participants. Emoticon translations: :) smiley face; ;) smiley face with clever wink.
**Measures**

**Characteristics of Jokers**

We operationally defined a Lifestreaming Panel participant who posted a doctor joke during the 6-month time period as a joker. We compared sociodemographic characteristics for jokers to nonjokers (participants who did not post a doctor joke on their Facebook wall during the 6-month observation period) and used the total number of Facebook friends at the time of data collection as the size of the participant’s social network. Because of the skewed distribution, we report the median number of friends, as well as number of Facebook fan pages and groups to which the participants belonged.

**Characteristics of Doctor Jokes**

We categorized each joke into 1 of 2 groups: those that were made at the expense of doctors (defined as jokes in which medical doctors or the medical profession, doctors’ advice, the doctor-patient relationship, or the health care system were the butt of the joke) and those in which this was not the case. We also determined whether or not the joke was a pun (ie, dependent on multiple definitions of a word), used dirty humor (defined as including foul language, sexual content, racism, degradation of women, reference to human waste, or that were otherwise in poor taste), referred to popular media or culture (television, movies, comedians, or advertising), or related to either politics or current events.

We estimated joke effectiveness in 2 different ways. First, we determined whether the joke received at least one electronic

---

**Figure 2.** Flow diagram for study inclusion of doctor jokes.
laugh (from a person other than the joker) anywhere in the response from the social network. We operationally defined an electronic laugh as containing one of the following responses: laughing out loud (LOL), rolling on the floor laughing (ROTFL), or an interjection (eg, “baha” or “haha”). For the 11 jokes in which an electronic laugh was included with root post by the joker, it was not considered evidence for (or against) a joke’s success [21].

During the course of the 6-month data collection period, the Facebook feature known as the “like” button that allows members of a network to show enthusiasm for a particular post became popular. As a secondary measure of joke success, we collected the total number of Facebook likes for the 225 jokes in our data that appeared after Harris began collecting data on this feature.

Analyses

We used Stata version 13.0 statistical software (StataCorp LP, College Station, TX, USA) for all analyses. The chi-square test for categorical variables and the t test for continuous variables were used to compare sociodemographic characteristics of jokers to nonjokers, except for measures of Facebook activity (ie, social network size and the number of fan and group pages to which a participant belonged), which we compared by using a Mann-Whitney test. Missing values were assigned a category for the comparison of characteristics between jokers and nonjokers for categorical variables.

Because some jokes were repeated in our sample, we used generalized linear mixed-effects models that were fit to allow each joke to have a random intercept. Fixed effects in our models included the characteristics of the joke and the covariates for age, sex, and network size as a categorical variable (ie, small vs medium or large social network). To determine if specific characteristics of jokes predicted the success of a joke, we assumed a binomial distribution for our models in which the dependent variable was whether or not the joke received at least one electronic laugh (yes vs no), and a Poisson distribution for our models in which the total number of likes was the dependent variable.

Results

Characteristics of Jokers

Among the 33,326 Facebook users in the Lifestreaming Panel, 29.99% (9994/33,326) mentioned the word doctor during the 6-month observation period, but only 263 (0.79%) posted a doctor joke. Jokers varied by US region ($P$ <.001) and were more heavily represented in the Northeast (the region with the highest density of physicians per capita) [27] and the South (Table 2). Jokers differed from the typical Lifestreaming Panel participant in several ways: they were less educated (eg, 16.0% of jokers reported having graduate training or an advanced degree whereas 20.38% of nonjokers did, $P$ =.02) and they were more likely to be divorced, separated, or widowed (vs married, $P$ <.01). Jokers had larger social networks than nonjokers: jokers had a median of 227 (IQR 138-369) Facebook friends compared to 132 (IQR 56-270) among nonjokers ($P$ <.001).
Table 2. The characteristics of study participants according to joker status.

<table>
<thead>
<tr>
<th>Sociodemographic characteristics</th>
<th>Joker statusa</th>
<th>p b</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Joker (n=263)</td>
<td>Nonjoker (n=33,063)</td>
</tr>
<tr>
<td>US region, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northeast</td>
<td>55 (20.9)</td>
<td>5911 (17.88)</td>
</tr>
<tr>
<td>Midwest</td>
<td>59 (22.4)</td>
<td>8,575 (25.94)</td>
</tr>
<tr>
<td>South</td>
<td>98 (37.4)</td>
<td>11,249 (34.02)</td>
</tr>
<tr>
<td>West</td>
<td>38 (14.5)</td>
<td>6,826 (20.65)</td>
</tr>
<tr>
<td>Unknown</td>
<td>13 (4.9)</td>
<td>502 (1.52)</td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>44.9 (0.7)</td>
<td>44.76 (0.08)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>173 (65.8)</td>
<td>21,950 (66.39)</td>
</tr>
<tr>
<td>Male</td>
<td>90 (34.2)</td>
<td>11,113 (33.61)</td>
</tr>
<tr>
<td>Race/ethnicity, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>6 (2.3)</td>
<td>1281 (3.87)</td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>216 (82.1)</td>
<td>26,764 (80.95)</td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>11 (4.2)</td>
<td>1657 (5.01)</td>
</tr>
<tr>
<td>Other or multiple races</td>
<td>19 (7.2)</td>
<td>2615 (7.91)</td>
</tr>
<tr>
<td>Unknown</td>
<td>11 (4.2)</td>
<td>746 (2.26)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>118 (44.9)</td>
<td>15,268 (46.18)</td>
</tr>
<tr>
<td>Never married</td>
<td>62 (23.6)</td>
<td>8689 (26.28)</td>
</tr>
<tr>
<td>Divorced, separated, or widowed</td>
<td>56 (21.3)</td>
<td>4554 (13.77)</td>
</tr>
<tr>
<td>Unknown</td>
<td>27 (10.3)</td>
<td>4552 (13.77)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school graduate or less</td>
<td>45 (17.1)</td>
<td>4937 (14.93)</td>
</tr>
<tr>
<td>Some college or associate’s degree</td>
<td>117 (44.5)</td>
<td>13,145 (39.76)</td>
</tr>
<tr>
<td>College degree</td>
<td>56 (21.3)</td>
<td>6732 (20.36)</td>
</tr>
<tr>
<td>Graduate training or advanced degree</td>
<td>42 (16.0)</td>
<td>6739 (20.38)</td>
</tr>
<tr>
<td>Unknown</td>
<td>3 (1.1)</td>
<td>1510 (4.57)</td>
</tr>
<tr>
<td>Self-reported annual earnings (US$), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;35,000</td>
<td>96 (36.5)</td>
<td>9918 (30.00)</td>
</tr>
<tr>
<td>35,000-74,999</td>
<td>78 (29.7)</td>
<td>11,094 (33.55)</td>
</tr>
<tr>
<td>≥75,000</td>
<td>62 (23.6)</td>
<td>9096 (27.51)</td>
</tr>
<tr>
<td>Unknown</td>
<td>27 (10.3)</td>
<td>2955 (8.94)</td>
</tr>
<tr>
<td>Facebook activity, median (IQR)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Friends</td>
<td>227 (138-369)</td>
<td>132 (56-270)</td>
</tr>
<tr>
<td>Fan pages</td>
<td>128 (57-260)</td>
<td>48 (16-117)</td>
</tr>
<tr>
<td>Groups</td>
<td>20 (9-36)</td>
<td>7 (2-19)</td>
</tr>
</tbody>
</table>

aBased on data from a 6-month observation period (from December 15, 2010 to June 16, 2011). Joker: posted a doctor joke; nonjoker did not post a doctor joke.

bChi-square test used in comparison of proportions, t test used in comparison of means, and Man-Whitney test used for numbers of friends, fan pages, and groups on Facebook.
Doctor Jokes

Of the 156 unique jokes, 112 (71.8%) appeared only once in our data. Of the jokes that were repeated, 2 jokes were particularly popular and were repeated approximately 30 times.

Among the 156 unique doctor jokes, the joke was made at the expense of doctors (and/or the health care system) in approximately half (62/156, 39.7%). In addition, 25.0% (39/156) of jokes relied on dirty humor, 19.9% (31/156) were puns, 14.1% (22/156) pertained to popular culture and media, and 5.8% (9/156) related to current events and politics.

Joke Success

Approximately half of all jokes posted (133/321, 41.4%) received electronic laughter. Jokes made at the expense of doctors were more likely to receive electronic laughter although this did not reach statistical significance (46.5% vs 37.3%, P=0.09). The marginal trend (OR 1.46, 95% CI 0.94-2.29) toward a higher rate of electronic laughter in response to jokes at doctors’ expense was only slightly attenuated after adjusting for age, sex, and social network size (Table 3). The likelihood of generating an electronic laugh was not dependent on other joke characteristics in both our univariate and adjusted models.

Table 3. Univariate and adjusted odds ratios (OR) from mixed models (n=321 jokes) for the association between joke characteristics and elicitation of electronic laughter from social network.

<table>
<thead>
<tr>
<th>Joke characteristic</th>
<th>Univariate</th>
<th>Adjusteda</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR (95% CI)</td>
<td>P</td>
</tr>
<tr>
<td>At the expense of doctorsb</td>
<td>1.46 (0.94, 2.29)</td>
<td>.10</td>
</tr>
<tr>
<td>Dirty humor</td>
<td>1.22 (0.63, 2.35)</td>
<td>.56</td>
</tr>
<tr>
<td>Pun</td>
<td>0.99 (0.57, 1.74)</td>
<td>.98</td>
</tr>
<tr>
<td>Based on popular culture</td>
<td>0.82 (0.36, 1.86)</td>
<td>.64</td>
</tr>
<tr>
<td>Based on current events/politics</td>
<td>1.85 (0.52, 6.64)</td>
<td>.34</td>
</tr>
</tbody>
</table>

aAdjusted for age (continuous, years), sex, and network size (categorical, 0-171 vs 172-293 or ≥294 friends).

bJokes at the expense of doctors (ie, doctors are the butt of the joke) include jokes about medical physicians or the medical profession, the health care system, and poking fun at advice from doctors or the patient-doctor relationship.

The median number of Facebook likes for doctor jokes was 2 (IQR 0-19). Ironically, the joke with the greatest number of Facebook likes (49 total likes from a network of 253 friends) was a “doctor, priest, lawyer” joke in which lawyers were the butt of the joke.

We observed similar associations between the characteristics of jokes and receiving Facebook likes as a measure of joke success (Table 3 vs Table 4). Jokes that were at the expense of doctors received nearly 50% more likes (rate ratio [RR] 1.48, 95% CI 0.96-2.27) in our adjusted model (Table 4). However, jokes that used what we deemed dirty humor were actually less likely to receive Facebook likes, whereas jokes that were based on current events/politics received more than double the amount of Facebook likes (RR 2.36, 95% CI 0.97-5.74; P=0.06).

Table 4. Univariate and adjusted rate ratios (RR) from mixed models (n=225 jokes) for the association between joke characteristics and total Facebook likes from social network.

<table>
<thead>
<tr>
<th>Joke characteristic</th>
<th>Univariate</th>
<th>Adjusteda</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RR (95% CI)</td>
<td>P</td>
</tr>
<tr>
<td>At the expense of doctorsb</td>
<td>1.48 (0.96, 2.27)</td>
<td>.08</td>
</tr>
<tr>
<td>Dirty humor</td>
<td>0.62 (0.36, 1.08)</td>
<td>.09</td>
</tr>
<tr>
<td>Pun</td>
<td>1.13 (0.65, 1.97)</td>
<td>.65</td>
</tr>
<tr>
<td>Based on popular culture</td>
<td>0.62 (0.32, 1.18)</td>
<td>.14</td>
</tr>
<tr>
<td>Based on current events/politics</td>
<td>2.32 (0.96, 5.62)</td>
<td>.06</td>
</tr>
</tbody>
</table>

aAdjusted for age (continuous, years), sex, and network size (categorical, 0-171 vs 172-293 or ≥294 friends).

bJokes at the expense of doctors (ie, doctors are the butt of the joke) include jokes about medical physicians or the medical profession, the health care system, and poking fun at advice from doctors or the patient-doctor relationship.

Discussion

Principal Results

To our knowledge, this is the first study to use actual Facebook conversations to examine doctor-related humor. Overall, we found a low prevalence of doctor jokes on Facebook and relatively few Facebook users posting jokes about doctors (and the health care system in general). Interestingly, those who posted a doctor joke were more likely to be divorced, separated, or widowed, and to have larger social networks (ie, more friends on Facebook). Given the previous findings that people who want to improve their social status are more likely to joke, it may be that divorced, separated, or widowed Facebook users tell doctor jokes to appeal to a potential partner but, of course,
we cannot distinguish the reason from these data. Although initially it appeared that poking fun at doctors (as compared to doctor jokes that were not made at the expense of physicians) led to more successful jokes (in generating electronic laughs and the total number of Facebook likes), such findings were not statistically significant. In regards to Facebook likes, jokes based on current events and politics appeared to receive greater response from an individual’s social network, whereas dirty humor jokes received fewer likes.

We also observed that although most jokes appeared only once in our data, a few jokes were repeated many times. Based on our qualitative review of these more highly repeated jokes, they differed little from other jokes in our study. Although we are not able to determine the reason, these findings demonstrate how certain ideas can spread rapidly throughout social networks.

Comparison With Prior Work

In recent years, medicine has not been immune to the impact of social networking sites, and there is growing interest in social networking sites among physicians and biomedical researchers. Social networking sites may have important applications for studying social interaction and communication related to health and medicine [29,30]. The medical community has largely focused on discussing the ethics of doctor-patient interaction on social networking sites [31-37] and professionalism of younger practitioners’ exposure via social networking sites [38-44]. Only more recently has interest emerged in using social networking sites to employ health interventions [45,46] and to identify certain health behaviors [47-49]. To date, there have been few empirical studies in the biomedical literature that examined conversations on social networking sites in nonpatient population groups.

Although our study examined doctor jokes posted on Facebook and does not represent a comprehensive analysis of public opinion of the medical profession and health care, our analyses are among the first to examine actual social networking site conversations [50]. Primary analysis of Facebook conversations could provide researchers the ability to examine certain health behaviors and popular opinion pertaining to health and medicine. Furthermore, analysis of social media conversations on a larger scale could have important uses, such as studying US public opinion regarding national health policy, developing new methods for public health surveillance, and for sociological study to understand social support for illness in virtual settings. However, as our study demonstrates, conversations from social media sites contain a mixture of both relevant and (depending on the use) potentially irrelevant material.

Limitations

Our study has several limitations that must be acknowledged. First, considering that Lifestreaming Panel participants gave permission to have their Facebook data recorded, the potential for selection bias cannot be ruled out. Second, we used the term “doctor(s)” to identify posts pertaining to medical physicians, which may underestimate the total conversations pertaining to physicians, medical practitioners, or the medical profession. Given the casual nature of Facebook, we thought that the term doctor would be used more commonly than a more formal term such as “physician.” Finally, we identified potential jokes for analysis based on our definition of what constituted a joke in Facebook posts; others might have defined jokes differently than we did.

Conclusions

Despite the inherent limitations of our research, this study demonstrates the potential of using social networking sites for research on health and medicine. The adoption of social networking has resulted in growing interest in using outlets such as Facebook and Twitter in creative ways. In this study, we demonstrate how actual data from Facebook conversations can be used to study doctor-related humor. In addition to serving as an example, this study highlights some of the practical considerations regarding the analysis of data from social networking sites.
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Abstract

Background: The dramatic growth of Web 2.0 technologies and online social networks offers immense potential for the delivery of health behavior change campaigns. However, it is currently unclear how online social networks may best be harnessed to achieve health behavior change.

Objective: The intent of the study was to systematically review the current level of evidence regarding the effectiveness of online social network health behavior interventions.

Methods: Eight databases (Scopus, CINAHL, Medline, ProQuest, EMBASE, PsycINFO, Cochrane, Web of Science and Communication & Mass Media Complete) were searched from 2000 to present using a comprehensive search strategy. Study eligibility criteria were based on the PICOS format, where “population” included child or adult populations, including healthy and disease populations; “intervention” involved behavior change interventions targeting key modifiable health behaviors (tobacco and alcohol consumption, dietary intake, physical activity, and sedentary behavior) delivered either wholly or in part using online social networks; “comparator” was either a control group or within subject in the case of pre-post study designs; “outcomes” included health behavior change and closely related variables (such as theorized mediators of health behavior change, eg, self-efficacy); and “study design” included experimental studies reported in full-length peer-reviewed sources. Reports of intervention effectiveness were summarized and effect sizes (Cohen’s $d$ and 95% confidence intervals) were calculated wherever possible. Attrition (percentage of people who completed the study), engagement (actual usage), and fidelity (actual usage/intended usage) with the social networking component of the interventions were scrutinized.

Results: A total of 2040 studies were identified from the database searches following removal of duplicates, of which 10 met inclusion criteria. The studies involved a total of 113,988 participants (ranging from $n=10$ to $n=107,907$). Interventions included commercial online health social network websites ($n=2$), research health social network websites ($n=3$), and multi-component interventions delivered in part via pre-existing popular online social network websites (Facebook $n=4$ and Twitter $n=1$). Nine of the 10 included studies reported significant improvements in some aspect of health behavior change or outcomes related to behavior change. Effect sizes for behavior change ranged widely from $-0.05$ (95% CI 0.45-0.35) to $0.84$ (95% CI 0.49-1.19), but in general were small in magnitude and statistically non-significant. Participant attrition ranged from 0-84%. Engagement and fidelity were relatively low, with most studies achieving 5-15% fidelity (with one exception, which achieved 105% fidelity).

Conclusions: To date there is very modest evidence that interventions incorporating online social networks may be effective; however, this field of research is in its infancy. Further research is needed to determine how to maximize retention and engagement,
whether behavior change can be sustained in the longer term, and to determine how to exploit online social networks to achieve mass dissemination. Specific recommendations for future research are provided.

(J Med Internet Res 2014;16(2):e40) doi:10.2196/jmir.2952

KEYWORDS
systematic review; social network; behavior change; intervention; Internet; physical activity; weight loss

Introduction

Preventing and minimizing the impact of non-communicable diseases are some of the greatest challenges facing modern society. Key health behaviors, such as physical inactivity, smoking, obesity, poor diets, and alcohol misuse are among the most common causes of disease and premature deaths in both developed countries and, increasingly, developing countries [1-3]. For example, it has been estimated that approximately 2.6 million years of life are lost in England and Wales each year due to preventable disease burden [4]. Cost-effective, mass-reach public health interventions are needed to optimize health and well-being and minimize health care costs of lifestyle diseases.

A variety of media have been used to deliver mass-reach health campaigns, including television, radio, and billboard advertising [5]. Web-based interventions [6], and recently, online social networks [7]. Online social networks have seen enormous growth in popularity in recent years and account for approximately one-quarter of all time spent online [8,9]. At present, there are many uncertainties as to whether, and how, online social networks might be harnessed to improve health: for example, how to handle privacy issues and whether people even desire to use online social networks to engage in health behavior change. Certainly, online social networks appear to offer considerable potential for delivery of public health campaigns, for several reasons. First, they can reach very large audiences (eg, Facebook, the world’s largest social networking website, has 1.1 billion users each month) [10]. Second, messages can be delivered via existing contacts, which may be more influential than health messages delivered via traditional marketing strategies [11]. Third, unlike traditional Web-based interventions [6], online social networks typically achieve high levels of user engagement and retention [10]. Finally, social media requires users to actively engage and generate content, which may well be more influential than traditional websites and advertising that are typically more passive in nature [12].

A number of studies have recently attempted to use online social networking strategies to instigate health behavior change. However, despite the large potential for behavior change and the immense popularity of online social networks, it is unclear how effective this approach has been across a range of different population groups and health behaviors. Therefore, this study aimed to systematically review the current level of evidence regarding the effectiveness of online social network health behavior interventions to influence tobacco and alcohol consumption, dietary intake, physical activity, and sedentary behavior.

Methods

Information Sources and Search Strategy

This review was undertaken and reported according to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines [13].

A preliminary search protocol was drafted and included terms for social media, the Internet, and the relevant health behaviors for this review. The search strategy was reviewed by experts in the area of online interventions (three members of the authorship team—CV, SM, and IDB) and an academic librarian before being finalized [14]. The final search was conducted on December 12, 2012 and included eight electronic databases: Scopus, CINAHL, Medline, ProQuest, EMBASE, PsycINFO, Cochrane, Web of Science and Communication & Mass Media Complete. Each database was searched individually and the search strategy for one database, Medline, is presented in Table 1. The search was limited to the English language, humans, and the year of publication from 2000 to present, and the search terms mapped to MeSH headings wherever possible. The reference lists of included studies and relevant systematic reviews were screened to identify further eligible studies.
Table 1. The search strategy used as included in Medline.

<table>
<thead>
<tr>
<th>Search category</th>
<th>Search terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Social media</td>
<td>Social Networking/a OR social network*.mp. b OR social media.mp. OR Social Media/ OR (Facebook OR LinkedIn OR Twitter OR Badoo OR Orkut OR Qzone OR Xing OR Tencent OR Weibo OR Mixi OR Sina Weibo OR Hyves OR Skyrock OR Odnoklassniki OR Wer-kennt-wen OR V Kontakte OR Tuenti OR MySpace).mp.</td>
</tr>
<tr>
<td>2. Internet</td>
<td>online.mp. OR Internet/ OR internet.mp. OR web.mp.</td>
</tr>
<tr>
<td>3. Health behaviors</td>
<td>(cigarette.mp. OR Tobacco/ OR tobacco.mp. OR Smoking/ OR smoking.mp. OR Smoking Cessation/ OR nicotine.mp. OR Nicotine/ OR (alcohol.mp. OR Alcohol Drinking/ OR &quot;binge drink**&quot;.mp. OR &quot;alcohol drink**&quot;.mp.) OR (Motor Activity/ OR &quot;physical activity**&quot;.mp. OR &quot;motor activity**&quot;.mp. OR PA.mp. OR exercise.mp. OR Exercise/ OR exercis*.mp. OR sport*.mp. OR Sports/ OR MVP.mp. OR Sedentary Lifestyle/ OR sedentar*.mp. OR sitting.mp. OR &quot;screen time&quot;.mp. OR inactiv*.mp. Television/ OR television.mp. OR TV.mp. OR Video games/ OR &quot;video game**&quot;.mp.) OR (Diet/ OR diet*.mp. OR nutrition*.mp. OR &quot;healthy eating&quot;.mp. OR Food Habits/ OR Fruit/ OR fruit.mp. OR Vegetables/ OR vegetable*.mp. OR &quot;snack food**&quot;.mp. OR snack*.mp. OR &quot;soft drink**&quot;.mp. OR Carbonated beverages/) OR (Health Behavior/ OR &quot;health behav**&quot;.mp.)</td>
</tr>
<tr>
<td>4. Combined</td>
<td>1 AND 2 AND 3</td>
</tr>
</tbody>
</table>

/a/" denotes MeSH headings
/b/".mp" denotes keyword search

Study Selection

As per best practice for systematic reviews [15,16], eligibility of studies for inclusion in the review was determined by two independent reviewers (KF and either CM or LL), with results compared and disagreements discussed until consensus was reached. First, search results were screened based on the title and abstract and where eligibility was unclear or the abstract was unavailable the full text was obtained. The eligibility criteria were then applied to the full-text studies to determine inclusion in the review.

Eligibility Criteria

Population

Adults or children were included, regardless of health status (healthy or participants with specific health conditions or diseases).

Intervention

Studies were included that reported an online intervention delivered either wholly or in part, using an online social network to deliver a health behavior change intervention. The online social network intervention could be delivered using an existing online networking platform (eg, intervention delivered via either a “generic” pre-existing social networking website such as Facebook or Twitter, or a health-specific pre-existing social networking website, such as FatSecret) or a purpose-built intervention website incorporating social networking capabilities. In the case of purpose-built websites, studies had to explicitly describe their website as using social networking to be included. Interventions delivered via purpose-built websites which facilitated a degree of interactivity between participants (eg, a discussion board) but did not specifically describe the intervention as being or involving a “social network” were excluded.

Control or Comparator

Any comparator was acceptable (ie, a traditional control group, an alternative intervention, or a within subject pre-post design).

Outcomes

The online social media intervention had to target one of the following individual modifiable health behaviors identified by the World Health Organization as leading risk factors for global disease burden [3]: tobacco smoking, alcohol use, physical inactivity, or diet. For inclusion in the review, the study had to report data regarding the effectiveness of behavior change (eg, change in physical activity behavior [min/d]). Additionally, studies were included if they reported variables closely related to behavior change; this included potential mediators of behavior change (eg, dietary awareness or physical activity self-efficacy), or “downstream” variables (ie, variables that may have conceivably been impacted by health behavior change; eg, quality of life or body weight).

Study Design

Only experimental studies that were reported in peer-reviewed journals or as peer-reviewed full conference papers were included. Ecological studies, as well as studies employing small samples (eg, case studies), were eligible to be included in the review. Relevant systematic reviews were retained and the reference lists searched for additional relevant studies. Conference abstracts and theses were excluded.

Data Collection Process and Data Items

Data extraction was conducted using a standardized form developed specifically for this review (see Multimedia Appendix 1), based upon that used by Davies et al [6]. For each included study, pairs of reviewers independently extracted data (CV/LL, CM/KF), with disagreements resolved by checking and discussing the original study until consensus was reached. Percent agreement between reviewers for data extraction was 88%, with the main discrepancies relating to classification of target behavior in the case of weight loss studies (whether the
intervention targeted diet or weight loss or both). Extracted information included study participants (population, sample size, participation rate, attrition rate, recruitment method, setting), study design and duration of follow-up, behavior targeted, intervention description (including format, intensity, duration, and theoretical basis), and outcome measures used.

Risk of Methodological Bias

The included studies varied widely in terms of research design, making selection of an appropriate risk of bias assessment tool difficult. After extensive discussion among the research team, a tool was devised based upon the CONSORT checklist [17]. The tool comprised 25 items, with items scored as 1 or 0 if the studies satisfactorily met/didn’t meet the criteria (see Multimedia Appendix 2), with a higher score indicating lower risk of methodological bias. While intended for controlled trials, the team felt that the majority of items (20 out of 25) were applicable to other study designs and that the weaker study designs rightly should receive a lower score than studies utilizing a controlled trial design. Each study was also ranked using the 2011 Centre for Evidence Based Medicine Levels of Evidence, where Level 1 signifies systematic review of randomized trials; Level 2 randomized trial or observational study with dramatic effect; Level 3 non-randomized controlled cohort/follow-up study; Level 4 case-series, case-control studies, or historically controlled studies; and Level 5 mechanism-based reasoning [18]. Rating of studies was conducted independently by pairs of reviewers (CM/LL, CV/KF) with any differences resolved by discussion. Percent agreement between reviewers for the scoring of risk of methodological bias was 81%, with the most common points of discrepancy relating to whether the trial was registered and whether a trial protocol was accessible.

Summary Measures and Synthesis of Results

The primary outcome measure was health behavior change (for example, physical activity and dietary behaviors). Secondary outcome measures related to behavior change were also examined. These could be either “downstream” from behavior change (ie, outcomes brought about by sustained behavior change, for example, change in body weight) or “upstream” (ie, theorized mediators of behavior change, such as knowledge, attitudes, or self-efficacy).

To determine whether the interventions had a significant impact on behavior, we evaluated and coded individual outcomes. In studies without a control group, a positive outcome was recorded if there was a statistically significant change across time. In the case of controlled trials, studies were coded as having a positive outcome if statistically significant differences between groups across time were reported. In the case of controlled trials where the intervention was compared with an alternative intervention (as opposed to a no-intervention control group) and there was a significant improvement in both groups, but not between groups, this was coded as a “suggested positive” outcome. To allow for comparison across studies, effect sizes (Cohen’s d and 95% confidence intervals) were calculated according to formulas published by Lipsey and Wilson [19] (online calculators available at [20]). The magnitude of the effect sizes were classified using descriptors proposed by Thalheimer and Cook, where effect sizes ≥−0.15 and <0.15 are “negligible”, ≥0.15 and <0.40 are “small”, ≥0.40 and <0.75 are “medium”, ≥0.75 and <1.10 are “large”, ≥1.10 and <1.45 are “very large”, and ≥1.45 are “huge” [21].

Attrition, engagement, and fidelity with the social networking component of the interventions were scrutinized where sufficient data were presented to allow this. Fidelity was calculated by comparing the actual engagement with the intended dosage.

Results

Study Selection

A total of 2040 studies were identified from the database search following removal of duplicates. The flow of studies through the review is summarized in Figure 1. Ten articles reporting data regarding the effectiveness of online social networking behavior change interventions were included in the review.
Study Characteristics
A summary of the key characteristics of included studies is presented in Multimedia Appendix 3. The total number of participants across the 10 studies was 113,988. The studies typically reported high rates of female participation: on average 83.3% of participants were female. The targeted health behaviors were diet/weight loss (n=2), physical activity (n=3), or a combination of diet/weight loss and physical activity (n=5). No eligible studies targeted smoking or alcohol consumption. Five studies involved interventions delivered solely via online social networks [22-26] and the remaining studies involved interventions that used online social networks in conjunction with other intervention strategies [27-31], including standalone intervention websites, printed materials, and provision of supplemental equipment such as kitchen scales and utensils. Only three interventions were reported to be theoretically-based; of these, Social Cognitive Theory was reported in two studies [27,28], and Social Learning Theory [24] was reported in a single study. One further study used a behavior change theory during evaluation (the Theory of Planned Behavior), but not during intervention development [22]. All of the interventions facilitated or encouraged daily use. Interventions ranged in duration from 5 days to 6 months. No studies reported a long-term follow-up to determine whether outcomes were sustained beyond the intervention period.

Study Methodology
Three key study types were identified: (1) large-scale evaluations of “live” interventions, typically with >1000 participants (four studies with sample sizes ranging from 545 to 107,907) [22,24-26], (2) medium-scale, tightly-controlled randomized controlled trials, typically with approximately 100 participants (four studies with sample sizes ranging from 52 to 134) [27-29,31], and (3) small pilot studies, each with 10 participants (two studies) [23,30]. In all, five studies were randomized controlled trials (RCT) [22,27-29,31], one was a randomized cross-over study [23], and four were single group pre-post studies [24-26,30]. Of the six studies that utilized a separate control group or arm (crossover study), only one had a “true” (ie, no-intervention) control [29], with the others comparing the online social networking intervention with an alternative...
intervention (in five cases the alternative intervention was Web-based [22,23,27,28,31], and in three cases the alternative intervention involved an online social networking component [22,23,27].

Recruitment Methods and Rates

Eight of the 10 included studies recruited participants to their interventions (the other two were evaluations based upon existing users of commercial online social networks [25,26]). Of these, six described their recruitment strategies, with all of these studies reporting a variety of traditional recruitment methods, such as advertising with flyers [27,29,31], mainstream media [22,28], and mass emails [27-29,31]. Only one study [27] reported using an online social media campaign, in addition to other recruitment methods. Participation rates varied widely, ranging from 33% [22] to 89% [27]. However, it is important to note that participation rates were only reported relative to the total number of volunteers coming forward and not the total number of people exposed to recruitment materials.

Risk of Methodological Bias

Risk of methodological bias scores ranged from high (19.5 out of 25) [28], to low (0.5 out of 25) [26]; for full details, see Multimedia Appendix 2. In general, the large-scale “live” interventions scored poorly on the risk of bias assessment (range 0.5-4 out of 25, with the exception of Brindal et al [22], which scored 16.5 out of 25), the medium-scale RCTs scored highest (range 11-19.5 out of 25), and the pilot studies scored poorly (range 4-8.5 out of 25).

Most studies met the CONSORT requirements to provide a strong scientific rationale and described their interventions clearly. However, none of the studies met the stringent guidelines for quality reporting of trial results, which requires provision of effect size estimates and their precision. Only one study reported that participants were blinded to the treatment condition [22]. Attrition rates were reported by eight studies, while participation rates were reported in only five studies.

Intervention and Follow-Up Duration

Interventions ranged from 5 days [23] to 6 months in duration [28]. No studies reported follow-up of outcomes and maintenance of behavior change beyond the end of the intervention itself.

Efficacy

Four studies (three pre-post studies and one cross-over study) reported significant improvement in an outcome measure, namely weight loss (n=2) [25,26], physical activity (n=1) [23], and dietary awareness (n=1) [30]. A further four studies, all randomized controlled trials employing alternative intervention controls, reported evidence suggestive of improvement (ie, both groups improved significantly over time, though there was no significant difference between groups) [22,27,28,31]. The remaining two studies [24,29] reported mixed findings; for example, Napolitano et al’s randomized controlled trial reported significant weight loss in the Facebook Plus group relative to controls over time, but not the Facebook group relative to controls [29] (Multimedia Appendix 3).

Meta-analysis was not completed due to the relatively small number of studies included and the wide variety of interventions, comparators, and study designs employed in the studies. However, effect sizes were calculated for the six studies that provided sufficient data to do so (Figure 2). One RCT [29] employed a “true” (ie, no intervention) control; therefore, between group differences are presented. The other three RCTs providing sufficient data to calculate effect sizes used alternative interventions as their control condition [27,28,31]. Therefore, wherever possible, both between group and within group effect sizes (based on pre and post data for the intervention group only) were calculated for these studies. Despite numerous studies reporting statistically significant changes (refer to Table 2), few studies returned significant effects when the 95% confidence intervals were calculated. The magnitude of the effect sizes are summarized below.
Figure 2. Forest plot of effect sizes for behavior change, downstream, and mediator variables.

**Behaviour change**
- Physical activity
  - Cavaillo: 0.11 (-0.23-0.45)
  - Cavaillo: 0.64 (0.49-1.19)
  - Foster: 0.55 (-0.34-1.44)
  - Turner-McGrievey: -0.05 (-0.45-0.35)
- Eating behaviour
  - Turner-McGrievey: 0.23 (-0.17-0.63)

**Downstream**
- Weight change
  - Napolitano: 0.16 (-0.53-0.64)
  - Napolitano: 0.85 (0.13-1.56)
  - Turner-McGrievey: 0.00 (-0.40-0.40)
  - Valle: 0.09 (-0.40-0.57)
  - Valle: 0.28 (-0.17-0.73)
- Quality of life
  - Valle: -0.03 (-0.51-0.45)
  - Valle: 0.16 (-0.30-0.61)

**Mediators**
- Weight loss knowledge
  - Turner-McGrievey: -0.25 (-0.65-0.15)
- Dietary awareness
  - Kewata: 0.75 (-0.15-1.66)
- Social support
  - Cavaillo: -0.06 (-0.40-0.23)
  - Cavaillo: 0.27 (-0.07-0.61)
- Weight loss self-efficacy
  - Turner-McGrievey: -0.09 (-0.50-0.30)

◇ within group
◆ between groups
Table 2. Summary of intervention effects on behavior, downstream, and mediator outcome measures.\(^a\)

<table>
<thead>
<tr>
<th>Study</th>
<th>Behavior outcomes</th>
<th>Downstream outcomes</th>
<th>Mediators</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PA(^b) Energy intake</td>
<td>Eating behavior</td>
<td>Weight loss</td>
</tr>
<tr>
<td>Brindal et al [22]</td>
<td>+</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cavallo et al [31]</td>
<td>+</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Foster et al [23]</td>
<td>++</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Freyne et al [24]</td>
<td>±</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kuwata et al [30]</td>
<td>++</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ma et al [25]</td>
<td>++</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Napolitano et al [29]</td>
<td>−</td>
<td>±*</td>
<td></td>
</tr>
<tr>
<td>Sugano &amp; Yamazaki [26]</td>
<td>++</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Turner-McGrievy &amp; Tate [28]</td>
<td>(+) (+) (+) (+) (+) (+) (+) (+)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Valle et al [27]</td>
<td>+</td>
<td>+</td>
<td>±*</td>
</tr>
</tbody>
</table>

\(^a\): within-group significant improvements, in RCT with alternative intervention; ±: within-group mixed results; some significant improvements, some no change, in RCT with alternative intervention; ++: significant improvement; −: no significant change; ±*: mixed results; some subscales showed significant improvement, some showed no significant change; (+) within-group improvements but significance not reported, in RCT with alternative intervention.

\(^b\)PA: physical activity

\(^c\)QOL: quality of life

Behavior Change

Of the four studies that investigated physical activity behavior change and reported sufficient data to enable effect size calculation, the effect size in one study was classified as negligible [28], two as medium (between groups) [23,27], and one as large (between groups) [31]. A small effect size was observed for the one study measuring eating behavior [28].

Downstream Variables

Three studies measured weight change and reported sufficient data to permit effect size calculation. Effect sizes ranged from negligible [28], to small [27], to large [29] (Facebook Plus versus control). One study measured quality of life and reported negligible to small effects [27].

Mediators

A small negative effect size was calculated for the single study that measured weight loss knowledge, though it is worth noting this study employed a substantial alternative intervention control [28]. The same study showed a negligible effect for weight loss self-efficacy. A single study found a negligible to small effect for social support [31], and one study showed a large effect for dietary awareness [30].

Attrition, Engagement, and Fidelity

Attrition rates (ie, participant dropout over the course of the study) varied by study design, with the small scale pilot studies reporting the lowest attrition (0%), the mid-sized RCTs reporting low attrition (4% - 23%) [27]) and the large live trials reporting high attrition (ranging from 41% in [25] to 84% in [22]; note that attrition rates were not reported in [24] and [26]). Where possible, we examined engagement with the social networking component of the intervention in each study and compared it with the intended dosage, to provide an indication of fidelity. Results (Table 3) showed that fidelity was generally quite low. With the exception of Foster et al [23], which achieved higher usage rates than intended (105%), the other studies reporting usage rates were only 5 to 15% of that intended. All three studies that reported how engagement changed over the course of the intervention found that it gradually declined [24,27,28]. Studies that compared a social intervention with a non-social control reported that the social intervention achieved...
higher engagement [22-24] and had higher user satisfaction [22] than the non-social intervention. Weight loss was significantly associated with engagement [22,26] in the two studies that reported this subgroup analysis. Sugano and Yamazaki [26] also reported that extent of social interaction was positively associated with weight loss.

Table 3. Summary of engagement and fidelity with the interventions.

<table>
<thead>
<tr>
<th>Study</th>
<th>Intended number of uses</th>
<th>Actual usage (“engagement”)</th>
<th>% intended: actual (“fidelity”)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brindal et al [22]</td>
<td>84</td>
<td>6.0</td>
<td>7.1%</td>
</tr>
<tr>
<td>Cavallo et al [31]</td>
<td>84</td>
<td>5.1</td>
<td>6.1%</td>
</tr>
<tr>
<td>Foster et al [23]</td>
<td>21</td>
<td>22</td>
<td>104.8%</td>
</tr>
<tr>
<td>Ma et al [25]</td>
<td>133</td>
<td>6.1</td>
<td>4.6%</td>
</tr>
<tr>
<td>Turner-McGrievy &amp; Tate [28]</td>
<td>364</td>
<td>54.6</td>
<td>15.0%</td>
</tr>
<tr>
<td>Valle et al [27]</td>
<td>84</td>
<td>4.6</td>
<td>5.5%</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

This systematic review found modest evidence that online social network interventions may be effective, with 9 of the 10 included studies reporting significant improvements in some aspect of health behavior or related outcomes. However, effect sizes for behavior change were generally small.

This review identified that online social network-based interventions to date have taken one of two key approaches: (1) some have developed interventions that used popular existing online social networking websites, such as Facebook and Twitter, and (2) others have developed standalone, health-focused online social networks. Results suggest that standalone health-focused online social networks can be effective for the users they retain over a period of time; however, poor retention is an issue, with roughly 50% or more of users who sign up failing to stay in the intervention for its duration, and for those who do, engagement is generally low. It may also be argued that a drawback of health-focused online social networks is that they are likely to attract motivated individuals who were already contemplating changing their health behavior.

Using popular existing social network sites may address issues of reach, engagement, and retention. For example, Facebook reports that 61% of its total users log in daily [32]. Certainly, the studies included in this review [23,27,29,31] that used Facebook managed to retain a high proportion of participants across the study period (77-96% of users). However, they typically did not achieve high engagement (5-15%) [27,29,31], with the exception of the Foster study, which achieved 105% of intended use [23]. That engagement was typically low is concerning, given that these studies utilized extensive participant contact, prompting, and email, which are likely to have inflated engagement compared to what might be seen in a more ecologically valid setting. The intervention approach used in the Foster study [23] was considerably different to that used in the other Facebook studies [27,29,31], which might explain the different levels of engagement observed. Foster [23] recruited participants who already knew each other and created a friendly competitive environment with a tally board. In contrast, the other studies have tended to use Facebook and Twitter as a social support tool, where intervention participants (who were strangers to each other) were encouraged to share information and advice [27,29,31]. It could be argued that the approach used by Foster [23] was more in tune with how people use online social networks, given that people more commonly use Facebook to interact with people with whom they share an offline connection as well, rather than using Facebook to interact with new people [33]. Furthermore, entertainment is recognized as being a key motivator for Facebook use [34]; the friendly-competitive tone of the Foster intervention was probably consistent with this. The Foster study only ran for 21 days, considerably less than the other interventions, which each lasted 12 weeks. It seems unlikely that the very high engagement achieved by Foster et al [23] would have been sustained over a longer duration. Despite this, the high engagement achieved in those 3 weeks suggests this friendly-competitive intervention may be a promising approach.

Strengths and Limitations

Strengths of this systematic review are that it was conducted and reported according to PRISMA guidelines [13]. It utilized a rigorous and comprehensive search strategy. Study selection, data extraction, and critical appraisal were completed in duplicate by two members of the research team independently, ensuring the accuracy of the review data.

A key limitation of the review was the heterogeneity of the identified studies. Studies varied in terms of target population, intervention, and study design. Furthermore, only a relatively small number of eligible studies were identified. A large number of academic databases were searched (eight), and an academic librarian was consulted regarding which databases should be used; however, it is always possible that other databases may have uncovered additional studies. These factors limited our ability to synthesize data and reach definitive conclusions. It is also important to note that the included studies varied widely in terms of risk of bias, with some studies scoring very poorly, which reduces the trust that can be placed in their findings. Finally, the possibility of publication bias should also be acknowledged. As with all systematic reviews examining the efficacy of interventions, there is a possibility that studies with null findings have not been published [16], and that the synthesis.
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of data presented here gives an overly favorable account of effectiveness.

**Future Research**

This review offers preliminary evidence that social networking-based health interventions may be effective in changing behavior. However, this field of research is in its infancy and many questions remain unanswered. It is currently unclear whether social networking-based interventions are equally useful for all health behaviors or whether they may be more effective for some than others. The identified studies only followed participants for a relatively short period (the longest was 6 months). Given that many of the health benefits of health behavior are achieved over a long-term period, further work is needed to examine whether the short-term behavior change achieved in the included studies can be sustained over a longer period, such as 12 months and beyond [35]. It will also be important to determine whether sustained interaction with the user interface is required to sustain behavior change or whether behavior change may persist after interaction with intervention materials ceases. Delivery of interventions that use existing online social networks such as Facebook and Twitter appear to offer particular promise for sustained engagement, due to their high level of user retention and engagement, whether retention and engagement with specific aspects of these platforms (such as a specific app or Facebook group delivering a health intervention) matches this is currently unclear. Innovative approaches reflecting the way people use online social networks (with existing friends and for entertainment) are warranted. In particular, gamification (ie, the use of video gaming elements such as collecting virtual points or badges) in non-gaming situations is an emerging trend in online campaigns and offers promise for improving user experience and engagement [36].

Interestingly, to date, the interventions that have used existing popular online social networks have still used traditional methods of recruitment (eg, flyers, media advertising), and have also been highly controlled (eg, group membership has been closed in order to prevent contamination between study groups). This contrasts with the touted benefits of using online social networks for health intervention, such as the ability to recruit participants via social networks [37], and to virally disseminate interventions on a mass scale [38]. There is clearly a role for tightly controlled randomized controlled trials in order to establish efficacy of an intervention approach; however, ecological study designs, which closely mimic real conditions of social network use, are also required in order to learn how to best exploit viral properties of online social networks for mass dissemination [7]. Cross-disciplinary research pairing health behavior change experts with social marketers may help determine how to most effectively use online social networks for recruitment and mass dissemination.

**Recommendations for Future Studies**

More studies are needed that attempt to intervene in health behavior using online social networks. The following recommendations for future research may be useful for both health researchers and human-computer interaction researchers who design and implement technology-based interventions integrating social networking to facilitate health interventions:

1. Design social-networking interventions that can be delivered primarily within the social network setting. Provision of a small degree of supplementary equipment or printed resources is reasonable, but it is important to recognize that interventions incorporating multiple physical resources have limited ecological validity.
2. Examine interventions delivered via existing popular social network websites, such as Facebook, given their proven ability to attract and retain participants and potential for mass dissemination. Such interventions should be responsive to the way people use online social networks (predominantly with existing friends and for entertainment).
3. Utilize large sample sizes to ensure they are sufficiently powered to detect effects, should they exist.
4. Involve high quality research methods, such as carefully designed randomized controlled trials.
5. In addition to high-quality efficacy studies, ecologically valid studies such as pragmatic randomized trials are also required to determine interventions’ abilities to mass disseminate in a real-world setting.
6. Emphasize online recruitment strategies.
7. Involve long-term follow-up (eg, behavior change at 12 months and beyond).

**Conclusion**

In conclusion, research using online social networks to bring about health behavior change is still in its early stages of development and, while several studies show promise, much is still to be learned about optimizing these interventions to increase their efficacy. In particular, research is needed to determine how to maximize retention and engagement, whether behavior change can be sustained in the longer term, and to determine how to exploit online social networks to achieve mass dissemination.
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Abstract

Background: Insight into the quality of health care is important for any stakeholder including patients, professionals, and governments. In light of a patient-centered approach, it is essential to assess the quality of health care from a patient’s perspective, which is commonly done with surveys or focus groups. Unfortunately, these “traditional” methods have significant limitations that include social desirability bias, a time lag between experience and measurement, and difficulty reaching large groups of people. Information on social media could be of value to overcoming these limitations, since these new media are easy to use and are used by the majority of the population. Furthermore, an increasing number of people share health care experiences online or rate the quality of their health care provider on physician rating sites. The question is whether this information is relevant to determining or predicting the quality of health care.

Objective: The goal of our research was to systematically analyze the relation between information shared on social media and quality of care.

Methods: We performed a scoping review with the following goals: (1) to map the literature on the association between social media and quality of care, (2) to identify different mechanisms of this relationship, and (3) to determine a more detailed agenda for this relatively new research area. A recognized scoping review methodology was used. We developed a search strategy based on four themes: social media, patient experience, quality, and health care. Four online scientific databases were searched, articles were screened, and data extracted. Results related to the research question were described and categorized according to type of social media. Furthermore, national and international stakeholders were consulted throughout the study, to discuss and interpret results.

Results: Twenty-nine articles were included, of which 21 were concerned with health care rating sites. Several studies indicate a relationship between information on social media and quality of health care. However, some drawbacks exist, especially regarding the use of rating sites. For example, since rating is anonymous, rating values are not risk adjusted and therefore vulnerable to fraud. Also, ratings are often based on only a few reviews and are predominantly positive. Furthermore, people providing feedback on health care via social media are presumably not always representative for the patient population.

Conclusions: Social media and particularly rating sites are an interesting new source of information about quality of care from the patient’s perspective. This new source should be used to complement traditional methods, since measuring quality of care via social media has other, but not less serious, limitations. Future research should explore whether social media are suitable in...
practice for patients, health insurers, and governments to help them judge the quality performance of professionals and organizations.

**KEYWORDS**
social media; rating sites; patient experiences; patient satisfaction; quality of health care

### Introduction

Several studies have shown significant variation in the quality of care delivered by health care providers and individual professionals [1,2]. Insight into quality of care—and especially information about the differences between providers—is important as it allows stakeholders, including consumers, health insurers, and governmental organizations such as health care inspectorates, to compare care providers and choose between them [3].

Patient centeredness is an important part of quality in health care that has gained more attention since the Institute of Medicine published its report on improving health care quality in 2001 [4]. Patient values, needs, and preferences should be respected and should guide clinical decisions. Therefore, it is essential to gain insight into quality of care from a patient’s perspective. This can be achieved using traditional methods such as surveys, panels, or focus groups. Notwithstanding the potential of these strategies, they also have serious limitations [5]. First, there are several methodological challenges such as social desirability bias and selection bias [6-8]. This means that patients might give answers they think are socially accepted rather than being strictly honest (social desirability bias) or that patients who are questioned are not representative of the whole patient population (selection bias). Second, there is a time lag between the experience and the information given to the organization, insurer, patients, or health care inspectorate. Since focus groups and surveys do not allow patients to share their feedback directly after the experience, bias may occur. Third, it is difficult to reach large groups of people [9,10], and some specific groups such as ethnic minorities and people with low literacy are often not included.

Information on social media could be of value to overcome these limitations, since these new media are easy to use and are used by the majority of the population. However, people using social media are not necessarily representative of the whole population, since, for example, elderly and ethnic minorities are underrepresented in Internet use [11]. Social media are a group of Internet-based applications that build on the ideological and technological foundations of Web 2.0 and that allow the creation and exchange of user-generated content [12]. The popularity of social media can be explained by four major characteristics: they connect, create, consume, and control (online reputation) [13]. A huge and still increasing number of people use social media. For example, more than 1 billion people worldwide use Facebook, 200 million people use Twitter [14], and the number of ratings on health care rating sites has increased consistently in the past few years [15,16].

Rating sites are not a new phenomenon in our society. Many people have been using these sites to rate and find services for several years. Examples are Yelp (restaurants) and TripAdvisor (travel). In health care, rating sites allow people to share their opinion about health care providers or professionals. They are a modern way to identify what patients think and feel about health care [17]. This collection of patient experiences within health care on the Internet has been described as “crowd validation of patient experience” by Cambria et al and as a “cloud of patient experience” by Greaves et al [18,19]. Since ratings of large and complex health care services such as hospitals are hard to interpret, websites that rate individual doctors, physician-rating sites (PRSs), are a promising type of rating site. Despite resistance from the medical profession, PRSSs are growing consistently [16,19].

Since many people use social media to share their experiences with health care, social media could help create transparency in the quality of health care from the patient’s perspective. For example, Timian et al investigated the number of “likes” on the Facebook pages of 40 American hospitals [20]. They found that this number was negatively associated with 30-day mortality and positively with patient recommendations, which indicates a correlation between information on social media and quality of care. This example shows that social media can provide useful information about quality of care. Social networks such as Facebook and Google+, might provide information like comments, “likes”, or “+1”s on the page of a hospital. Patients’ experiences in health care might be shared on discussion forums or patient networks. Even microblogs, like Twitter, could function as a source of information about quality of care, although these short, unstructured messages contain minimal information [19].

The number of studies showing the information value of social media for quality of health care is growing rapidly. This has created a need for a systematic synthesis concerning the relation between social media and quality of care, its usefulness, and potential effects. Therefore, we performed a scoping review with the following goals: (1) to map the literature on the association between social media and quality of care, (2) to identify different mechanisms of this relationship, and (3) to determine a more detailed agenda for this relatively new research area.

### Methods

#### Framework

For this study, we used the framework of Arksey and O’Malley for scoping reviews, further developed by Levac et al and Daudt et al [21-23]. A scoping study is a method to quickly map the evidence of a particular field [21]. More specifically, Mays et
al defined it as follows: “to map rapidly the key concepts underpinning a research area and the main sources and types of evidence available, and can be undertaken as standalone projects in their own right, especially where an area is complex or has not been reviewed comprehensively before” [22]. It is therefore the preferred method in this study since it concerns a relatively broad issue that has not yet been clearly defined in the literature. We followed the six steps of the framework: (1) identifying the research question, (2) identifying relevant studies, (3) selecting studies, (4) charting the data, (5) collating, summarizing, and reporting the results, and (6) stakeholder consultation. The sixth step was followed throughout the study, as suggested by Daudt et al [23]. Since the research area studied in this review concerned only observational studies and is relatively new, a formal quality assessment of the included studies was not performed. However, we identified the different study designs and reported them as part of the results. The six steps of the framework will be discussed below.

**Step 1: Identifying the Research Question**

This scoping review focused on the association between information from patients on social media and quality of care. The research question was “What is the association between information from patients, clients, and their relatives on various types of social media and the quality of health care?” We defined information from patients, clients, and relatives on social media as any information about health care providers, health care professionals, or about the health care system in general, shared via online social media such as rating sites (rating of health care providers or professionals), (micro)blogs, social network sites, and forums. The working definition formulated by the Institute of Medicine was used to define quality of care [4]. They propose a broad definition in which good quality health care is determined by six aims: health care should be safe, effective, patient-centered, timely, efficient, and equitable.

**Step 2: Identifying Relevant Studies**

To identify relevant studies, we used a two-step search strategy. First, we conducted a preliminary search in PubMed to identify key articles. This step was important since this research topic is new, and little was known about relevant keywords and MeSH (Medical Subject Headings) terms. The search strategy was developed by 2 authors with expertise in performing systematic reviews (LV and RK) and further improved by an author with expertise in social media for health care (TB). The search resulted in 17 key articles. The second step consisted of reshaping the search strategy. It was peer-reviewed by an information specialist employed at the medical library of our university hospital. A standardized list of criteria for assessing searches in the academic literature was used [24]. The final search strategy was built on four themes: social media, patient experience, quality, and health care. For every theme, thesaurus terms and text words in title and abstract were used. The themes were combined as follows: “social media” AND (“patient experience” OR “quality”) AND “health care”. Multimedia Appendix 1 shows the search strategies for the final search.

We searched four electronic databases for relevant articles: PubMed, Embase, CINAHL, and Web of Science. Since we aimed to give a broad overview of existing literature, we did not restrict the number of articles by setting limits for date of publication, type of article, or language. Additionally, we screened reference lists of included articles for relevant studies and invited several experts working in this field to share relevant articles.

**Step 3: Selecting Studies**

Articles were independently reviewed and scored by 2 authors (RK, LV) using title and abstract. Disagreements were discussed until consensus was reached. Finally, full texts were reviewed to determine if the articles were eligible for inclusion in the review.

For inclusion, articles should concern information from patients, clients, or their relatives on social media and the relation to quality of health care. Articles were excluded when no abstract or full text was available. A few examples of excluded articles were articles about quality improvement using a social media application (not about relation to quality of health care), articles addressing Web-based surveys about quality of health care (not about social media), and articles concerning the use of social media by medical professionals (not about information from patients, clients, or their relatives).

**Step 4: Charting the Data**

A data extraction form was developed by the different authors together, to ensure the approach was consistent with the research question and purpose of the scoping review. Key elements that were extracted from the articles were journal, type of study, country, type of social media application, objective(s), conclusions, and a subjective assessment of the attitude of the authors towards the relation between social media and quality of health care (“positive”, “positive with reservations”, or “negative”). To ensure that all relevant data were extracted according to the research question, all articles were assessed, and data were extracted independently by 2 researchers (LV, TB).

**Step 5: Collating, Summarizing, and Reporting the Results**

As proposed by Levac et al [21], we identified three distinct steps in this phase. First, we analyzed the data from the included articles and reported general characteristics. Second, the results related to the research question were described. Thus, information about the association between information on social media and quality of health care was summarized. These results were categorized by type of social media application described in the different articles. Third, the results were discussed and implications for further research, practice, and policy were described.

**Step 6: Stakeholder Consultation**

Professionals from the Health Care Inspectorate (the Netherlands), the Care Quality Commission (England), and several Dutch inspectorates outside of the health care sector were consulted during the process. Examples of inspectorates in other sectors were the Dutch Tax Administration.
(Belastingdienst) and the Dutch Inspectorate of Education (Onderwijsinspectie). Preliminary results from this review were shared, and suggestions and advice were used to improve this scoping review.

Results

General Information

Our preliminary PubMed search resulted in 610 hits. Of these, 17 articles were labeled as key articles [3,15,19,20,25-37]. Our final search in PubMed, EMBASE, CINAHL, and Web of Science resulted in 392, 488, 55, and 73 articles respectively, totaling 1008 studies. After removing duplicates, 770 studies remained. After screening on title and abstract and reading full texts, 26 articles were included for this review. Another 3 articles were added after screening reference lists of included articles and inviting experts in the field to share relevant articles [3,15,19,20,25-49]. Figure 1 gives an overview of the study selection process.

A description of the included papers is provided in Table 1. The studies included in this review were mainly performed in the United States (n=10) or the United Kingdom (n=7). The other studies were conducted in Germany, the Netherlands, Taiwan, and Peru. Some studies did not explicitly state in which country/countries they were performed. Most articles focused on health care rating sites (n=21). Three studies concentrated on Facebook in particular, where other studies addressed social media in general. Of the 29 articles, 15 described original research. The others articles were six opinion papers, two reviews, two editorials, a news item, an essay, and two pieces of correspondence. Regarding the attitude of the authors towards the relation between social media and quality of health care, 7 authors were positive, 20 were positive but with reservations, and 2 were negative. In general, the articles could be divided according to social media application, which resulted in three groups: rating sites, Facebook, and social media in general.

Figure 1. Study selection process.
Association Between Types of Social Media and Quality of Care

**Rating Sites**

Most identified studies (21/29) concerned the association between ratings on rating sites and quality of care. Table 2 shows the correlations that have or have not been shown in various original studies. Greaves et al demonstrated a correlation between Web-based patient ratings of hospitals (on NHS Choices) and conventional surveys of patient experiences. Furthermore they showed a relationship between these ratings and objective measures of quality, including readmission rates, mortality, and infection rates. They investigated the same associations with ratings of family physician practices on NHS choices. These ratings are moderately associated with measures of patient experience and weakly with clinical quality [28-30]. A study into the rating of physicians on the RateMDs website suggests that these ratings correlate positively with physician
quality, measured by board certification, education, and malpractice claims. The ratings were based on a small number of reviews, and most rating variation reflected evaluations of punctuality and staff. The authors concluded that further research is needed into the correlation between ratings and clinical outcomes [15]. Segal et al found that while the total number of reviews correlated with surgeon volume (as a proxy for surgeon quality), the actual rating value did not [34]. Bardach et al describe a correlation between hospital scores on Yelp (a commercial rating website) and a more traditional measure of patient experience, the Hospital Consumer Assessment of Healthcare Providers and Systems (HCAHPS) scores. Furthermore, they found correlations between Yelp scores and mortality and readmission rates. According to the authors, their data suggests that consumers posting ratings on Yelp may observe aspects of care related to important patient outcomes [40].

Next to these original studies, three other studies argue that information from rating sites reflects quality of care. Hammond (2008), broadcaster and general practitioner, thinks the safety is in numbers: “If you can’t find 200 patients who approve of what you’re doing, you’re in the wrong job!” [45]. Bacon, physician and shareholder of the rating site, iWantGreatCare, argues that rating sites provide valid, detailed, and timely feedback that is needed to efficiently measure quality and satisfaction. Therefore, professionally responsible rating sites will increase standards of care but only for those organizations and doctors that think the experience of the patient is as important as excellent clinical outcome [39]. Finally, Trigg, researcher in the field of health care and social care, focuses on the use of PRSs by patients. She states that the increasing use of these sites suggests that patients seek new ways to give feedback on care providers. Understanding the reasons for use of PRSs can give insight into how the information can be used for quality improvement [3].

In contrast with the studies mentioned above, various studies suggest that patient ratings are not, or not yet, useful enough to give insight into the quality of care for the following reasons.

Table 2. Correlations between information from social media and measures of qualitya.

<table>
<thead>
<tr>
<th>Article</th>
<th>Info from social media</th>
<th>Measure of quality</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Patient experiences</td>
</tr>
<tr>
<td>Bardach, 2012 [40]</td>
<td>Hospital rating</td>
<td>+</td>
</tr>
<tr>
<td>Greaves, 2012 [28,29]</td>
<td>Hospital rating</td>
<td>+</td>
</tr>
<tr>
<td>Segal, 2012 [34]</td>
<td>No. of reviews</td>
<td>+</td>
</tr>
<tr>
<td>Timian, 2013 [20]</td>
<td>No. of “likes”</td>
<td>+</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Readmission rates (different measures used)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mortality (different measures used)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+/-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Board certification</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Education</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Malpractice claims</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Infection rates</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Clinical quality indicators</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Surgeon volume</td>
</tr>
</tbody>
</table>

This table presents the correlations/associations as stated by the authors in the various papers (+: there is correlation, +/-: correlation is weak or not found for all aspects, -: there is no correlation).

Partial Quality Measurement

Reimann et al performed a study to investigate the extent to which English- and German-language PRSs represented different dimensions of patient experience and satisfaction, determined by a systematic review. They identified 13 dimensions in three categories: characteristics of encounter between doctor and patient (eg, trust), organizational aspects (eg, accessibility), and overarching assessment categories (eg, general satisfaction). They found that none of the 21 investigated PRSs represented all 13 dimensions. However, the three most visited German sites represented between 8 and 11 dimensions. The three most trafficked English-language PRSs represented between 5 and 6 dimensions. Specifically the dimensions communication skills and information/advice were missing [33].

Influence of Patient Characteristics on Ratings

Emmert et al state that patient satisfaction and outcome measures on PRSs are not risk-adjusted [27], although research has shown that patient satisfaction results are influenced by age, education, and health status [6]. Also, Galizzi et al found that subjects who give feedback on doctor-racing websites are unlikely to be representative of the overall patient pool. This indicates that it
is important to look at user characteristics when interpreting results from doctor-rating sites [44].

Positive Sentiment of Ratings
Four original studies analyzed the content of reviews on rating sites. Black et al analyzed 16,703 reviews on 6101 providers in the United States. They found that online ratings were largely positive [41]. This was also found by Lagu et al for physician ratings. The study also identified narratives that appeared to be written by physicians themselves [32]. Kadry et al performed an analysis of 4999 online physician ratings. They concluded that most patients give physicians a favorable rating [31]. Finally, Lopez et al analyzed 712 reviews of primary care physicians. The majority of these reviews was positive [46].

Factors Other Than Quality of Care on Ratings
Adams et al performed an analysis of four share-your-experience websites in three countries, supplemented by interviews with stakeholders from the Netherlands (website developers, hospitals, insurers, and members of the Dutch Health Inspectorate). Their results show that the sharing of experiences by patients is not automatic but encouraged by website creators who have their own purpose with these posts [26]. Lopez et al conclude that “patient reviews are affected by more aspects of care than the patient-physician interaction only. Accessibility, convenience and staff also play a role” [46].

Low Number of Reviews
A study looking at the ratings of 500 randomly selected urologists on 10 rating websites showed an average of 2.4 ratings per doctor. According to Tanne et al, this indicates that these sites need more reviews to make them more reliable [36].

Ratings and the Potential Harm to a Physician’s Reputation
Strech et al addressed the ethical discussion around the basic concept of PRSs. They conclude that the potential harms for physicians that can result from PRSs (financial and psychological) need to be contained without limiting the potential benefits for patients with respect to health, health literacy, and equity [35]. McCartney, a general practitioner, goes one step further. She argues against the use of rating sites in health care because “it is a non-evidence-based intervention with potentially damaging strings attached”. For example, some medical work, like child-protection and psychiatry, has the constant potential for conflict. Also, factors like socioeconomic status might influence satisfaction with general practice services [47]. Emmert et al performed a systematic review of the literature about physician rating sites. They conclude that rating sites are gaining more attention in research and mention several shortcomings of these sites from literature. Examples include the fact that it is often not possible to relate anonymous feedback to specific incidents, making it unlikely that care providers can learn from the comments. Also, anonymous ratings makes it easy to abuse these sites, which might lead to defamation of professionals or misinformation to patients [43].

Facebook
Three articles focused in particular on the social network site Facebook. A study by Timian et al, involving 40 hospitals in the United States, found that the number of “Likes” on the Facebook page of the hospitals had a negative association with the 30-day mortality rate and a positive association with patient recommendation [20]. Tello et al commented on this article by stating that measuring quality of care with Facebook likes in Peru is confronted with several barriers. For example, people on Facebook are hardly representative of the patient population since only a small proportion of Peruvians, and mostly younger people, use Facebook [49]. Next to this, Abdul describes how Facebook enabled collaboration between stakeholders in emergency-medicine policy in Taiwan. An active discussion on a Facebook group about overcrowded emergency rooms was followed by the Minister of Health’s involvement, which eventually led to health care reforms in the country [38].

Social Media in General
Five articles focused on social media in general, without handling one type in particular. Adams et al performed a literature and Web review on the reliability of online health information in light of the increasingly popular Web 2.0. They state that issues about reliability, like disclosure of authorship and privacy, should not easily be dismissed. Therefore, caution is required when newly popular Web applications are used for health purposes [25]. Thielst discusses the use of social media in health care. She argues that social media platforms are a cheap way for health care organizations to hear the voice of patients and get feedback on their care [37]. Furthermore, an editorial by Denecke et al reports that information from medical social media could provide a new source of information. For example, patient stories on discussion forums could enable earlier detection of adverse drug effects [42]. Rozenblum et al also emphasize the growing importance of patients’ experience acquired from social media. They think that this information will complement traditional patient surveys and will help identify poor care and outstanding care [48]. Finally, Greaves et al describe the possibility of using the “cloud of patient experience” on the Internet for detection of poor quality care. They provide advantages and disadvantages of different sources of information (eg, rating sites, patient forums, social networks) and name several technical and logistic limitations for using and processing information about quality of care from social media. The authors suggest the comparison between conventional measures of patient experience with information from the online cloud of patient experiences (after collection and processing) in future research [19].

Discussion
Principal Findings
This review showed that, although literature about the topic is limited, several studies indicate a relation between information on social media and quality of health care. Interestingly, most of these studies concern rating sites. An association was found for ratings of whole organizations as well as for individual physicians, although different measures for quality of care were used. These findings show that social media, and especially rating sites, could be a fast and efficient way to gather information about quality of care. However, several disadvantages of using social media also exist. In this discussion, we will put our findings in perspective.
This scoping review identified studies in which subjective ratings were not only correlated to subjective measures of quality but also to objective measures. Patient rating of a certain hospital is likely to correlate with patient recommendation. Since patients are not likely to have insight into hospital mortality or infection rates, the associations shown by for example Timian et al [20] and Greaves et al [29] are remarkable. The fact that these patient ratings correlate to (aspects of) quality of health care might make expensive, traditional measures of patient experiences unnecessary in the future. However, associations in the included studies were shown only at one point in time. Research is also needed into the predictive value of ratings over time [19]. This feature is especially of interest for supervisory bodies such as health care inspectorates. Therefore, it is important to perform studies with a longitudinal design. When looking at different purposes for gathering information about quality of health care, social media might be useful as a predictor for low quality health care, which has already been shown by Google flu trends. This sophisticated tool from Google analyzes health care-related search queries from people worldwide in their search engine. Because there is a close relationship between the number of people searching for influenza-related topics and those who have influenza symptoms, this tool can predict flu outbreaks much faster than conventional surveillance [50]. Furthermore, new techniques are being developed to analyze unstructured data about the quality of health care on the Internet. Greaves et al showed that sentiment analysis of patients’ comments about their health care is possible and reasonably accurate [51].

In contrast with these findings, the articles included in this study also identified several drawbacks concerning rating sites. These include the fact that rating is often anonymous and as a result, rating values are not risk-adjusted and are vulnerable to fraud. A health care professional can, for example, rate him/herself or colleagues. Also, ratings are often based on only a few reviews and are predominantly positive. Furthermore, people providing feedback on health care via social media are presumably not always representative of the patient population. Further, reviews from patients are influenced by other factors than quality of care. Not only the patient-physician relation is rated but issues like accessibility play a role too. Therefore, several authors suggest that information from social media should be used with caution. Also, several examples exist in the Netherlands where information on new media is biased. A popular Dutch opinion website has influenced several polls by encouraging people to vote for a certain answer [52]. We are also aware of a case where media attention around a poorly performing hospital elicited more positive reviews shared by people who wanted to stand up for this hospital. This shows that groups of people can purposely influence information on social media. Another important issue is that there are many organizational differences between rating sites that can influence the content presented. Examples are the presence or absence of editors that check ratings before they appear on the site and the possibility for doctors to share their views on comments [53]. Also, it should be realized that rating sites can be owned by stakeholders that may have conflicts or interests. Sometimes these sites are organized by the government, such as NHS Choices, and sometimes these sites can be privately owned or owned by patient federations such as ZorgkaartNederland in the Netherlands.

Limitations
Our study has some limitations. It is possible that publication bias has affected our results since studies without significant results are often not published. However, we found many articles that also discussed the negative aspects of using social media to gain insight into quality of health care. This suggests that influence of publication bias was minimal. Furthermore, our study was restricted to literature from online databases. Future studies might consider inclusion of grey literature.

Conclusion
Social media and rating sites in particular are an interesting new source of information about quality of care. However, this new source should, at least for now, be used to complement traditional methods, since measuring quality of care via social media has other, but not less serious, limitations [28]. Future research should focus on comparing objective traditional measures of quality with subjective information from social media, which has also been suggested by other authors [17,54]. This will provide more evidence on the association between the two approaches. Furthermore, this scoping review provides a basis for a more systematic review of the literature, which can give a more definite answer about how information from social media can be used to assess quality of health care.
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Abstract

Background: Use of Web 2.0 and social media technologies has become a new area of research among health professionals. Much of this work has focused on the use of technologies for health self-management and the ways technologies support communication between care providers and consumers. This paper addresses a new use of technology in providing a platform for health professionals to support professional development, increase knowledge utilization, and promote formal/informal professional communication. Specifically, we report on factors necessary to attract and sustain health professionals’ use of a network designed to increase nurses’ interest in and use of health services research and to support knowledge utilization activities in British Columbia, Canada.

Objective: “InspireNet”, a virtual professional network for health professionals, is a living laboratory permitting documentation of when and how professionals take up Web 2.0 and social media. Ongoing evaluation documents our experiences in establishing, operating, and evaluating this network.

Methods: Overall evaluation methods included (1) tracking website use, (2) conducting two member surveys, and (3) soliciting member feedback through focus groups and interviews with those who participated in electronic communities of practice (eCoPs) and other stakeholders. These data have been used to learn about the types of support that seem relevant to network growth.

Results: Network growth exceeded all expectations. Members engaged with varying aspects of the network’s virtual technologies, such as teams of professionals sharing a common interest, research teams conducting their work, and instructional webinars open to network members. Members used wikis, blogs, and discussion groups to support professional work, as well as a members’ database with contact information and areas of interest. The database is accessed approximately 10 times per day. InspireNet public blog posts are accessed roughly 500 times each. At the time of writing, 21 research teams conduct their work virtually using the InspireNet platform; 10 topic-based Action Teams meet to address issues of mutual concern. Nursing and other health professionals, even those who rated themselves as computer literate, required significant mentoring and support in their efforts to adopt their practice to a virtual environment. There was a steep learning curve for professionals to learn to work in a virtual environment and to benefit from the available technologies.
Conclusions: Virtual professional networks can be positioned to make a significant contribution to ongoing professional practice and to creating environments supportive of information sharing, mentoring, and learning across geographical boundaries. Nonetheless, creation of a Web 2.0 and social media platform is not sufficient, in and of itself, to attract or sustain a vibrant community of professionals interested in improving their practice. Essential support includes instruction in the use of Web-based activities and time management, a biweekly e-Newsletter, regular communication from leaders, and an annual face-to-face conference.
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**Introduction**

**InspireNet**
In 2009, "InspireNet" (Innovative Nursing Services and Practice Informed by Research and Evaluation Network) was launched with the purpose of increasing nurses’ capacity for and interest in health services research in British Columbia (BC), Canada. Funded as part of the BC Nursing Research Initiative through the Michael Smith Foundation for Health Research, the network team accepted a mission to serve nurses and other health professionals in diverse and geographically dispersed settings. Operating a network virtually, with the ability to connect people both synchronously and asynchronously, was the only viable option to reach, engage, and support nurse clinicians, managers, educators, researchers, and students, given the nature of their lives and work. InspireNet was, to the planning team’s knowledge, the first health care professionals’ network in BC that attempted to conduct its work almost exclusively through Web 2.0, social media, and Web conferencing technologies, and likely one of the first of its kind in Canada. For the purpose of this paper, Web 2.0 is used in a broad sense to represent interactive forms of connectivity that permit many-to-many communications in both synchronous and asynchronous timeframes.

In 2012, preliminary findings documenting the network’s growth and the experience of one of our topic-based Action Teams were presented [1]. In this current paper, we present evaluative data gathered over a three-year period on network growth, the parts of the network that support frequent use of the network platform, the establishment of password-protected electronic communities of practice, or eCoPs, (some of which are “open” to all network members and others that are “closed” and available only to specific members of working teams), and a summary of data obtained from our surveys and interviews, indicating the reasons individuals joined and participate in the network.

**Review of the Literature**
There is a rapidly developing body of literature on the use of Web 2.0 and social media in health. A Medline search indicates the number of publications have more than doubled over the past five years with more than 3500 related publications. Many of the papers discuss how electronic tools assist individuals to support their health and health conditions. Another group of papers focuses on the use of social media to enhance communication between health care providers and patients, and among health care providers. A gap was identified as a small but emerging area of research at the intersection of social media, Web 2.0, and health professional practice; there were 93 papers published, 67 of them within the last 5 years [1]. This research area focuses on how health care professionals use electronic tools to connect with and learn from one another and seeks to understand the impact of these professional virtual connections. Researchers have reported that social media can be an effective tool to establish mentoring relationships [2], serve as a teaching tool for continuing professional education [3,4], provide a means to share professional ideas [5,6], and serve as a way for professional organizations to reach out to members/potential members to broaden their scope [7]. In 2009, writers for the Medical Library Association News commented that “...never before have there existed so many opportunities to ‘meet’ other professionals...Social networking enables meetings and collaborations on a level that has never existed before…” [8]. A recent study conducted in the Netherlands indicates that nearly 60% of health care providers use social media professionally and that their motives for using it include increasing their knowledge, efficiencies, and communication with both patients and colleagues [9]. InspireNet’s use of Web 2.0 and social media adopted these ideas and extended the idea of professional networking through development of a formal virtual network, inviting nurses and other health care professionals to join and work collaboratively on issues or topics of personal interest. Further, the network espoused the view that eCoPs could provide a means for productive work to take place. InspireNet was developed as a network of electronic communities of practice connected to each other through a virtual platform with a common vision of supporting and using health services research.

Communities of practice, or CoPs, were initially described by authors influenced by social learning theory. Wenger identifies that learning takes place within social relationships and is not simply based on knowledge development [10]. In a CoP, people who share an interest in a topic, have a common concern, or wish to solve a problem, collaborate and share ideas and experiences, expanding their knowledge and expertise. A CoP takes time to develop, yet sustains itself as an entity working toward a common goal. There are “life-cycle” phases of CoPs describing a progression from being an informal group to an actively engaged community: (1) potential—an informal group, (2) coalescing—establishing a group identity, (3) maturing—actively working together to a shared goal, (4) stewardship—sustaining momentum, and (5) transformation—having accomplished a goal, the members then identify a new goal or disband [11]. eCoPs are communities making use of electronic, or virtual, platforms. Experiences of
those using eCoPs demonstrate that factors such as voluntary involvement, distributed leadership, shared identity, transparency, accessibility, and being problem-focused contribute to their success [12]. Further, in a recent article published in this journal, the author commented that building and sustaining effective eCoPs requires an “enabler” and “strategic community management” [13].

One aspect of CoPs that has been described is the division of members into “core” and “peripheral” categories. These terms were first used by Lave and Wenger when they described those who were entering learning communities as “new learners”, standing in the background [14]. Over time, those peripheral members become more involved, becoming “core” members. As CoPs entered the Web-based world, authors noted that eCoPs seem to experience a similar dynamic. In eCoPs especially, the term “peripheral members”, or “lurkers”, emerged as referring simply to those who “look in” to the eCoP but are not active. At least one group of authors cautions against the use of this derogatory term, as “lurkers” may be not only passively benefitting from the eCoP activities, they may also become quite active or even core members when the work on the topic of interest speaks directly to them [15]. In Web-based eCoPs, peripheral members may be a majority of members, yet their motivations for membership, their commitment to the eCoP, and the benefits they accrue are difficult to measure.

Background on InspireNet

Overview

InspireNet was designed to make full use of Web technologies with the goals to (1) support the professional development of nurses and other professionals in the area of health services research, (2) support the development of research teams, and (3) enhance knowledge translation within health care systems. There is no monetary cost for membership in the network and membership is completely voluntary. InspireNet accepted the notion from the beginning that there would be core and peripheral members and also that members might experience periods of greater or lesser participation, depending on multiple factors such as time constraints and the topic of discussion. InspireNet’s virtual platform is comprised of several components: a Web 2.0 website, Web conferencing, and social media. Each is described below.

The Website

The InspireNet website [16] was designed to be interactive and engaging, providing a platform for members to contribute to website content without advanced skills or specialized training. Figure 1 provides a screen capture of the site’s homepage. Figure 2 illustrates the website map. See Multimedia Appendix 1 for website details.

Figure 1. InspireNet home page.
**Web Conferencing**

Supported by Cisco WebEx, Web conferencing provides InspireNet members the ability to connect in real time via their own computers, eliminating the need for travel and its associated burden. Action Teams use WebEx to facilitate for their team members free learning activities (webinars), discussions exploring potential research projects, and project development meetings. Closed Teams use WebEx in project development meetings, in conjunction with the website, for document-sharing and asynchronous discussion via forums within their eCoP. Web conferencing provides the ability for all teams to access guest speakers and consultants for lectures and discussions with team members. InspireNet teams have interacted with guests from across Canada and from Australia, Europe, and the United States. Action Teams’ webinars are recorded and archived for viewing by team members. At the time of writing, 79 webinars had been held with approximately 4000 views; InspireNet’s experience indicates that most views occur asynchronously via recordings, at members’ leisure.

**Social Media**

InspireNet leverages the power of social media to link relevant content with members, to grow membership, and to raise awareness about nursing health services research through an active Twitter feed (@InspireNetBC), a Facebook page (InspireNet), and a YouTube channel (InspireNetBC). Members are encouraged to include their LinkedIn account as a link in their database profile to advance connections using that platform.

**Distributed Leadership as a Working Model**

InspireNet does not rely on technology alone to support its members. A distributed leadership model was developed to promote and sustain member collaboration (see Figure 3). The distributed leadership model is innovative and has been a key part of the success of InspireNet. This model describes that having professionals work together creates collaborative advantages helpful to all [17]. The management team consists of three individuals—two co-leaders, one from clinical practice and one from academia, and a professional network manager. The network manager is retained at 0.8 full-time equivalent (FTE); the network co-leaders provide in-kind support to the...
network through their respective organizations that have agreed to serve as the network’s host institutions. With the exception of technical and scheduling support work carried out by the manager and a 0.2 FTE administrative support, all contributions to the network are voluntary. Coordinating teams’ members are professionals who volunteer to support the infrastructure and the work of the network. As is the nature of content on the World Wide Web generally and consistent with the theory on CoPs, InspireNet teams regulate themselves and contribute out of a desire to make a difference in their work and to support a common goal. Figure 3 provides an illustration of the relationship between the teams, where the Coordinating Teams support the work of Action and Closed Teams and the general membership.

Figure 3. Network framework.

Methods

Evaluation Framework
The network evaluation framework includes methods of retrieving data to document network activities, to understand the benefits and challenges of establishing a virtual professional network, and to learn what factors are valued and needed to support network growth. The range of evaluative methods for documenting and tracking members’ perceptions and usage of InspireNet are described in detail below.

Network Growth
Monthly metrics are tabulated and reported as a dashboard and uploaded to the website for public access, demonstrating network growth generally, as well as in Action and Closed Teams, and milestone achievements.

Network Use
Google Analytics is used by the network manager for the dashboard, reporting on webpage hits; periodically, more in-depth analysis is done to examine trends in website traffic in order to inform future website content decisions and to learn more about members’ use of the website. Additionally, Drupal provides metrics on the number of reads on each webpage for “on-the-fly” updates; these metrics are publicly available to any website visitor.

Member Surveys
Network members have been surveyed twice. Online surveys addressed members’ satisfaction measured against achievements toward the network’s goals. Surveys were administered after 17 months of operation (Spring 2011) and after 30 months of operation (Spring 2012). Data were analyzed through descriptive statistics.

Interviews
Interviews were conducted with Action Team leaders and members between 22 and 24 months of network operation (September to December 2011). Participants were selected via purposive sampling from those who indicated interest in participating in an interview. A protocol was developed to question interviewees about their involvement in InspireNet/Action Teams and their perceptions of the network’s activities and successes in reaching its goals. Interviews were 30-60 minutes, conducted by a graduate student via computer using Audacity (open source audio recording software), and transcribed verbatim. A coding scheme based on the framework of the InspireNet goals was developed by the evaluation team and NVivo (qualitative data analysis software) was used to code
the 23 transcripts. Coding was done by four evaluation team members and a reliability check was conducted to ensure consistency across the transcripts. Once coded, the content was analyzed and summarized into themes based on ongoing discussions and feedback between evaluation team members.

**Stakeholder Feedback**

At 33 months (July 2012), Action Team leaders were asked to submit brief narrative reports on their team’s activities, successes, challenges, and future plans. In total, 8 out of 10 Action Teams submitted reports, reflecting the team leaders’ perceptions and opinions; these data provided rich depictions for InspireNet leaders to better understand the internal factors for success within a team. At 36 months (October 2012), a workshop was held to engage key stakeholders in discussions about InspireNet’s successes and challenges as they related to network financial sustainability. The workshop included 15 members in person and 4 members participating via WebEx for a total of 19 participants working in small discussion groups. The consequent report is available at [18].

**Table 1.** InspireNet membership growth.

<table>
<thead>
<tr>
<th></th>
<th>12 months, Oct 2010</th>
<th>24 months, Oct 2011</th>
<th>36 months, Oct 2012</th>
<th>47 months, Sep 2013</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of members</td>
<td>449</td>
<td>1484</td>
<td>2412</td>
<td>3020</td>
</tr>
<tr>
<td>% increase</td>
<td>-</td>
<td>231%</td>
<td>63%</td>
<td>25%</td>
</tr>
</tbody>
</table>

**Figure 4.** Action Team membership in relation to overall membership.

**Network Manager/Staff Reports**

Annual reports to the funder and to the network’s Advisory Council provide a record of activities, member requests, challenges, and the management team’s responses to nurture and sustain the network. These reports provide a “behind-the-scenes” account of network activity and provide data on the work completed to support network functions.

**Results**

**Report of Evaluative Data**

**Network Growth**

InspireNet’s growth continues to increase. At 47 months in the network’s life, there are over 3000 members involved to varying degrees with network activities (see Table 1). There are a total of 1442 members participating in Action Teams (see Figure 4). In total, 65.00% (1963/3020) of members work in clinical practice, 25.00% (755/3020) work or study in post-secondary educational institutions, and 10.00% (302/3020) work in smaller organizations and NGOs.

**Website Use**

Since its launch in May 2010 until September 2013, the website had received more than 76,000 hits with over 370,000 page views by more than 35,000 unique visitors, with an average of 5 pages at over 6 minutes per visit. Highest traffic times occurred immediately following the distribution of InspireNet’s biweekly eNews, a digest of all newly curated and hyperlinked website content. The most heavily accessed areas of the website were the teams’ eCoPs, followed by InspireNet’s “About Us” page, followed by the database. Interestingly, the database had been accessed on average 10 times per day. Of the publically accessible pages, the blogs posts had each been read on average more than 500 times.

Visitors resided primarily in Canada (87.00%, 30,450/35,000) and the United States (5.00%, 1750/35,000). Visitors from other countries resided in the United Kingdom, India, Australia, Philippines, and New Zealand.
Topic-based Action Team eCoPs increased their traffic steadily over time. Since their launch, the number of hits has increased markedly (see Table 2).

Table 2. Cumulative hits for Action Teams’ eCoPs.

<table>
<thead>
<tr>
<th>Action Team</th>
<th>12 months, 2010</th>
<th>24 months, 2011</th>
<th>36 months, 2012</th>
<th>47 months, 2013</th>
</tr>
</thead>
<tbody>
<tr>
<td>eHealth, eTechnologies and Informatics</td>
<td>159</td>
<td>1060</td>
<td>2033</td>
<td>2848</td>
</tr>
<tr>
<td>First Nations Health</td>
<td>n/a</td>
<td>16</td>
<td>218</td>
<td>402</td>
</tr>
<tr>
<td>Healthy Workplace Climates</td>
<td>90</td>
<td>890</td>
<td>2992</td>
<td>4547</td>
</tr>
<tr>
<td>Initiative for a Palliative Approach in Nursing: Evidence &amp; Leadership</td>
<td>n/a</td>
<td>n/a</td>
<td>1214</td>
<td>2017</td>
</tr>
<tr>
<td>Interdisciplinary Public Health Club</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>60</td>
</tr>
<tr>
<td>Nurse Educators’ Scholarship</td>
<td>206</td>
<td>1839</td>
<td>3687</td>
<td>5047</td>
</tr>
<tr>
<td>Nursing Education and Research Rounds</td>
<td>24</td>
<td>1526</td>
<td>3689</td>
<td>5026</td>
</tr>
<tr>
<td>Optimal Utilization of Advanced Practice Nursing Roles</td>
<td>262</td>
<td>1485</td>
<td>2041</td>
<td>2100</td>
</tr>
<tr>
<td>Practice-based Research Challenge</td>
<td>n/a</td>
<td>93</td>
<td>286</td>
<td>343</td>
</tr>
<tr>
<td>Students</td>
<td>n/a</td>
<td>n/a</td>
<td>79</td>
<td>337</td>
</tr>
<tr>
<td>Transition of New Grads</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>531</td>
</tr>
<tr>
<td>Total Action Teams’ eCoP Hits</td>
<td>741</td>
<td>6909</td>
<td>16,225</td>
<td>23,244</td>
</tr>
</tbody>
</table>

*a: not applicable where metrics are for a period that is prior to the launch of the team.

Survey Data

Survey #1

The respondent demographics mirrored those of the overall membership: 63.0% (443/703) of the overall membership and 56.0% (70/125) of the respondents worked in clinical practice settings; 29.9% (210/703) of the overall membership and 22.4% (28/125) of the respondents worked in post-secondary educational institutions; and the rest worked in government, NGOs, or other settings. No respondents identified themselves as novice computer users and a majority (69.6%, 87/125) rated themselves as average or proficient computer users. In total, 94.4% (118/125) reported that use of the Internet was useful or very useful to support their work activities, 64.5% (60/93) of the practitioners and managers noted that they had become more interested in embedding nursing health services research evidence in policy and practice as a result of their involvement in InspireNet, and 33.3% (14/42) of practitioners reported that they had changed their practice as a result of learning via the network. Furthermore, 35.7% (15/42) joined one or more of the topic-based Action Teams. Specifically related to network growth, 50.4% (63/125) of respondents reported becoming aware of the network through word of mouth communications and more than 50% (52.0%, 65/125) cited opportunities to network, learn, and collaborate as reasons for becoming a member. Also, 40.8% (51/125) indicated that they were learning new knowledge and skills, primarily related to research through their network membership and 43.2% (54/125) reported that they had or were currently working on research proposals with people they had met through InspireNet. The survey report is available at [19].

Survey #2

The demographic characteristics of the network and the survey respondents remained similar to those in the first survey: 61.0% (128/210) of the survey respondents worked in the health sector, 23.8% (50/210) in post-secondary educational institutions, and the rest in government, NGOs, or other areas. Geographic representation was likewise similar to the first survey response. Most respondents had been network members for one year or more. At this point, 85.2% (179/210) responded that they believed the network added value to provincial research capacity, 81.0% (170/210) responded that InspireNet provided good access to information, and 71.9% (151/210) responded that the network was promoting research in the province. In addition, 18.1% (38/210) of the respondents indicated that they had articles or research papers either published or in the process of development with individuals they had met through the network. Similar to responses from the first survey, a majority (73.8%, 155/210) of the respondents indicated that they had learned about the network through word-of-mouth communications. At this time, survey respondents began commenting on their need for discretionary time to work in a virtual environment and the skills they needed to learn to work virtually. Respondents’ written comments described a distinct learning curve with virtual working, particularly use of Web 2.0 interactive technologies. While the majority embraced this learning, some found it challenging. There was a general sense that participants considered virtual working to be the way of the future. The survey report is available at [20]. See Table 3 for a summary of survey activities.

http://www.jmir.org/2014/2/e49/
Member Interviews

In total, 23 members, some of whom were Action Team leaders, were interviewed. The majority of those interviewed were active in InspireNet, being members of 2 or more Action Teams. Interview data provided findings about the network’s virtual platform, helping managers to better understand what was of perceived value. Interviews revealed that members benefited from the network in multiple ways, in terms of building research capacity, connecting and communicating with other professionals, and supporting their practice.

The theme of communicating with others to support one’s work and learning was prominent throughout the interviews, as illustrated by the following quotes:

I have learned a tremendous amount through InspireNet in the area [of] building capacity for health services research, knowledge translation, using an eCoP, and website to support the activities of a research team.

[The Action Team] brings everyone to my doorstep. The resources, partnerships, and community of nurse-researchers brought together by InspireNet are incredibly helpful to me in my role supporting nursing research.

We need to talk to one another regularly and share resources and talk about how we overcame particular problems with [our] role and just checking in with each other. So [the eCoP has] been an absolutely vital communication link.

Stakeholder Feedback

Action Team leaders identified the value of webinars to provide educational opportunities, while noting the need for dedicating time to take on facilitation of their teams in their volunteer roles. Stakeholder workshop participants expressed their perceived value in InspireNet’s full suite of activities, recommending expanding the scope of the network to beyond the discipline of nursing and exploring ongoing funding options. Last, some stakeholders raised concerns about the usability of the network for users who were not accustomed to working virtually.

Manager/Staff Data

The network management team, in preparing annual reports, evaluated their focus of activities, their requests from the membership, and the problems encountered for each of the three years reported here. The following describes salient areas of growth and learning that emerged from this internal review.

In the first year of the network, the network manager spent considerable time in an educator role to teach members how to work virtually. These health care professionals, while experienced users of computers, did not have experience working in a virtual community, so that lessons, mentoring, and practice with webinars, becoming part of a virtual team, entering into synchronous and asynchronous discussions, and accessing wikis and blogs were necessary. The Action Team leaders needed additional education on leading Web-based discussions, recording them, and teaching others the typical protocols for Web-based conferencing and collaborating.

Further, during the first year, there were issues related to network access and use of public/private websites. One prominent issue was that of firewalls that some new members encountered with their work computers that prohibited access. Another was the need for all members to be educated on copyright protection relating to protected materials they were eager to share with others. Both of these issues were addressed, the first through conversations and actions at institutional levels and the second with a focused educational outreach on copyright legislation in our jurisdiction and directions to help members learn how to access copyrighted articles through the existing provincial health care library system.

During the second year, other issues arose. Some members provided feedback that the website was difficult to navigate. The management team arranged for a faculty member leading a group of students in a University of Victoria School of Health Information Science course to complete a usability evaluation of the website so that improvements could be made. Other issues in the second year were a result of network growth; the need for instruction on working in a virtual environment continued.

In its third year, the network developed Closed Team eCoPs for established research teams to conduct their work. These team leaders and members required orientation to the network tools and, in some cases, training to adapt them to their own work.

InspireNet has held an annual conference for each of its three years. The conferences have been attended by over 450 people and have provided a venue for continuing education, face-to-face networking, and for members to present their own research to each other. Conference evaluations reported that participants found value in this networking time and appreciated the opportunities to learn from one another. Overwhelmingly, participants reported a high level of satisfaction with these events.

Cumulative Results

Scrutiny of network growth patterns shows us that the network draws new members at the time of the annual conference, that hits on the website coincide with the publication of the biweekly eNewsletter, and that a majority of members entered into the

Table 3. Survey data collection.

<table>
<thead>
<tr>
<th>Survey</th>
<th>Time</th>
<th>Length</th>
<th>No. of reminders</th>
<th>No. of members</th>
<th>No. of respondents</th>
<th>Response rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Spring 2011</td>
<td>4 weeks</td>
<td>3</td>
<td>703</td>
<td>125</td>
<td>17.78%</td>
</tr>
<tr>
<td>2</td>
<td>Spring 2012</td>
<td>6 weeks</td>
<td>6</td>
<td>2038</td>
<td>210</td>
<td>10.30%</td>
</tr>
</tbody>
</table>

http://www.jmir.org/2014/2/e49/
network community after attending or retrieving a recording of a network Action Team webinar. Figure 5 indicates network growth in relation to other network activities, including website traffic, which may be an indicator of active membership.

**Figure 5.** Timeline of growth and activities, June 2013.

### Discussion

#### Principal Findings

**Challenges in Evaluating a Virtual Network**

For a network requiring active member participation and largely volunteer leadership, InspireNet has struggled to interpret the low rate of response to its annual evaluation surveys. While conclusions cannot be drawn about the ratio of core members versus peripheral members, network leaders question whether the ratio of core members to peripheral members described in other Web-based groups may be reflected in InspireNet, exhibited by a 10% to 18% response rate to surveys. It cannot be surmised that those who choose not to respond to surveys failed to respond because they are not actively engaged in the network (peripheral), are not getting something out of their network membership, or for some other reason. Further research in the area of active versus peripheral membership in Web 2.0 networks is needed.

**Factors for Success in a Virtual Network**

InspireNet has connected people across professional roles, academic settings, and geographical boundaries. These connections have fostered the formation of research partnerships and other collaborative work across the province; the technology used by InspireNet has enabled the creation of a network of eCoPs and has been critical to the achievement of the network’s goals. Experience of those using eCoPs documents that factors such as voluntary involvement, distributed leadership, shared identity, transparency, accessibility, and being problem-focused have contributed to their success [12]. Further, a recent case study of a professional network for dental care providers describes very similar challenges as those faced by InspireNet [21]. These authors identified the need for a regular schedule of activities in the eCoP, and the need for IT and user support. In addition, these authors acknowledge that while there are obvious benefits of having researcher-practitioner membership in professional eCoPs, there are challenges in terms of making activities relevant to both groups at once. The InspireNet experience is very consistent with these reports and, further, InspireNet has learned that active participation of a network management and staff team serving in a facilitator role is imperative for growth of the network and for welcoming and teaching new network members.

#### Conclusions and Recommendations

InspireNet’s evaluation activities are ongoing, including a social network analysis exercise to better understand how the network operates. Network leaders are encouraged by the strength of
membership numbers, which came as a surprise as the network has evolved, and by the outcomes that have been achieved in the first three years of the network. One factor that has proved essential to network growth is the presence of an active, responsive, and supportive network manager and the development of individuals in volunteer leadership roles who meet members’ needs to learn how to work in a virtual environment and also serve to welcome each new member. Evaluative data indicates that InspireNet grew because of word-of-mouth communications, that members join to connect with others, and that they increase their contact with the network immediately after network outreach activities. We conclude that InspireNet is meeting members’ needs for professional development, social interaction, and support, consistent with what is known about eCoPs and social learning. Because this is a network primarily of nurses, it would be of interest to explore whether this desire for professional social networking is a characteristic of the nursing population and whether or not this characteristic extends to other health care professionals. Further research on this topic is recommended.

Another lesson is the emerging role of “community manager”, which is evolving in the field of social media [13]. This role is unique, requiring leaders to facilitate and encourage online participation of community members. Recognizing that a majority of members entered Action Teams through webinars facilitated by team leaders, and remained active because of facilitated discussions on topics of interest, it is believed that having individuals step into this role as network Action Team leaders is a necessary part of both attracting and sustaining members. Last, InspireNet’s experience indicates that development of network tools alone is not sufficient for the growth and success of a professional network. A network team that communicates regularly with members as well as providing education, support, and evaluation of network activities is necessary to grow and support a network.
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Abstract

Background: One of the essential services provided by the US local health departments is informing and educating constituents about health. Communication with constituents about public health issues and health risks is among the standards required of local health departments for accreditation. Past research found that only 61% of local health departments met standards for informing and educating constituents, suggesting a considerable gap between current practices and best practice.

Objective: Social media platforms, such as Twitter, may aid local health departments in informing and educating their constituents by reaching large numbers of people with real-time messages at relatively low cost. Little is known about the followers of local health departments on Twitter. The aim of this study was to examine characteristics of local health department Twitter followers and the relationship between local health department characteristics and follower characteristics.

Methods: In 2013, we collected (using NodeXL) and analyzed a sample of 4779 Twitter followers from 59 randomly selected local health departments in the United States with Twitter accounts. We coded each Twitter follower for type (individual, organization), location, health focus, and industry (eg, media, government). Local health department characteristics were adopted from the 2010 National Association of City and County Health Officials Profile Study data.

Results: Local health department Twitter accounts were followed by more organizations than individual users. Organizations tended to be health-focused, located outside the state from the local health department being followed, and from the education, government, and non-profit sectors. Individuals were likely to be local and not health-focused. Having a public information officer on staff, serving a larger population, and “tweeting” more frequently were associated with having a higher percentage of local followers.

Conclusions: Social media has the potential to reach a wide and diverse audience. Understanding audience characteristics can help public health organizations use this new tool more effectively by tailoring tweet content and dissemination strategies for their audience.

(J Med Internet Res 2014;16(2):e31) doi:10.2196/jmir.2972
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**Introduction**

In the United States, local health departments are governmental agencies providing essential public health services in cities, counties, metropolitan areas, districts, and tribal areas [1]. One of the services provided by local health departments throughout the United States is informing and educating constituents about health [2]. Communication with constituents about public health issues and health risks is also among the recently developed standards required of local health departments for accreditation [3]. Past research found that only 61% of local health departments met standards for informing and educating constituents [4], suggesting a considerable gap between current practices and best practice. In addition, the most recent data from the national professional organization representing local health departments, the National Association of County and City Health Officials (NACCHO), shows nearly half of local health departments (45.5%) received budget cuts in 2010 [5], indicating a growing need for local health departments to implement low-cost strategies when providing essential services in difficult economic times.

Approximately 80% of US adult Internet users have searched for health information online, making the Internet second only to health care providers as a source for health information [6]. Social media, such as Twitter, Facebook, and YouTube, have emerged as extremely popular online platforms for health information seeking and information sharing [6-9]. Social media platforms are increasingly used by health care providers [7,9-11] and public health practitioners [12-21] to find and share health information, conduct surveillance, and manage large-scale emergency situations. Twitter is a popular free-to-use social media application for microblogging, or sending and receiving brief, direct, one-to-many messages or “tweets” [12,22]. Twitter accounts can be followed by other Twitter users, allowing individuals or organizations to receive information and share or retweet these messages to others in their network. Retweeting is forwarding a tweet sent by another user, usually adding “RT” to the text to show the tweet is not original. As of 2013, approximately 18% of US adults reported using Twitter [23]. Twitter use among US adults is associated with younger age and is higher among black non-Hispanic Internet users. However, Twitter use is independent of gender, educational attainment, and income [24,25], suggesting it may provide an important new channel for disseminating public health messages to groups, such as lower socioeconomic status, households that have traditionally been more difficult to reach with health information.

Understanding the audience intentionally receiving health information is key to successful health communication [26-29]. We know the general characteristics of Twitter users overall; however, little is known about the composition of social media audiences for specific types of Twitter users, such as local health departments [24,30,31]. To aid in developing the evidence base for local health department social media use, a promising low-cost strategy for educating and informing constituents about health, we examined: (1) the general characteristics of local health department Twitter followers, such as whether they are individuals or organizations; (2) the relationship between health department characteristics, such as size and staffing, and Twitter follower characteristics; and (3) the relationship between local health department Twitter use, such as tweet frequency and Twitter follower characteristics.

**Methods**

**Overview**

As of July 30, 2012, we identified 217 local health departments nationwide using Twitter (identification process described elsewhere [32]) out of more than 2500 local health departments in the United States. At a minimum, Twitter users choose a username when opening an account. They may also enter a photo, their full name, location, description, and affiliated website link, although this information is not required for an account. In 2013, we used NodeXL [33], an open-source network data collection tool, to collect the Twitter followers for each of the 217 local health departments using Twitter. All 146,013 followers were consolidated into a single data file comprised of more than 98,000 unique Twitter users. To better understand the composition of this large group of followers, we constructed a representative stratified random sample of approximately 5000 Twitter users for in-depth coding. To ensure local health departments with fewer followers were represented in the dataset, we first selected a random sample of 59 of the 217 local health departments. We then compared the local health departments in the sample to those not in the sample to determine whether the sampled health departments were representative of the population of local health departments using Twitter. The comparison included 3 characteristics associated with Twitter adoption and Twitter followership for a local health department: jurisdiction population, spending per capita, and public information officer staffing [32]. We found no significant differences between those selected and those not selected for jurisdiction population size ($t_{199}=0.60; P=.55$), spending per capita ($t_{166}=1.34; P=.18$), and employment of a public information officer ($\chi^2_{1}=0.4; P=.51$). We took a random sample of 100 followers from each of the 59 local health departments. In all, 21 of 59 (36%) local health departments had fewer than 100 followers, so these local health departments contributed all of their followers to the sample for coding, resulting in a sample of 4779 Twitter followers from 59 local health departments.

**Coding**
Textbox 1. Coding scheme for Twitter followers (N=4779) from 59 local health departments nationwide.

Location: Where is the Twitter follower located?
- In-state where local health department is located
- Out-of-state (in United States)
- Outside United States
- Unable to determine (in United States)
- Unable to determine

Type: Based on the username and description, does the follower account appear to be for an...
- Individual
- Organization/business
- Unable to determine

Industry: Which of the following industries best describes the follower based on description or linked website?
- Spam
- Unable to determine
- Health-focused
  - Private user
  - Educational institution
  - US government
  - Local
  - State
  - National
  - Campaign/program
  - Not-for-profit (nongovernmental)
  - Local
  - State
  - National
  - International
  - Campaign/program
  - For profit
  - Hospital or hospital system
  - Private physician or physician offices
  - Drug company or representative
  - Managed care
  - Patient advocate
  - Medical device maker, seller
  - Fitness center/gym/personal training
  - Diet/nutrition (e.g., Weight Watchers, Jenny Craig)
  - Assisted living
  - Media
  - TV
  - Newspaper/magazine (print media)
  - Radio
  - Social media or website (not affiliated with TV, radio, newspaper)
Project team members reviewed the Twitter follower information to develop a coding scheme with 3 broad categories: location, type, and industry. Location was an indicator of whether the Twitter follower was in the same state with the local health department, out-of-state (in the United States), outside the United States, unable to tell but within the United States, and unable to determine. Type of follower included 3 categories: individual, organization/business, and unable to determine. To discern individual followers, we looked for information written in the first person using “I” or “my” or other descriptors or wording indicating the user was an individual. Organizational accounts, on the other hand, often included a statement of organizational purpose. Industry was divided into 4 subgroups: health-related, non-health-related, spam, and unable to determine. Classification of an account as spam occurred when the account did not appear to be a legitimate person or business. For example, one spam account was following 2002 others, had 67 followers, and had never tweeted. Another spam-classified account had no user description, 49 followers, and had tweeted over 1000 times with nearly all the tweets being retweeted from another user, suggesting automated retweeting by a spambot, or a program that is designed to send out spam. Within industry were several specific types of organizations. If the industry was not easy to glean from the Twitter profile (eg, “St. Mary’s is a nonprofit hospital”), we searched the user’s website and often found the type on the About Us page. Consistent with previous research [34], industry was classified for both organizations and individual users whose Twitter profiles indicated they were representing an organization. Textbox 1 includes a summary of the coding scheme.

To test the reliability of the coding scheme, 4 coders coded data from the same 100 Twitter followers (2.09%) randomly selected from the overall sample of 4779. Krippendorff’s alpha for nominal data was computed for each of the 3 broad coding categories (type, location, industry). For follower type, alpha was .70 (95% CI .63-.77), for follower location alpha was .88 (95% CI .84-.91), and for industry alpha was .68 (95% CI .64-.72). Given these acceptable reliability scores, the full dataset was divided and coded independently by the 4 coders.

Analyses

For the first aim of the study, understanding the general characteristics of local health department Twitter followers, frequencies and percentages were used to examine the distribution of follower types. Chi-square tests were used to determine whether certain types of followers were more or less likely than expected given the overall distribution of followers. For example, were individual users more or less likely than...
expected to be local? Standardized residuals were calculated for significant chi-square test results; standardized residuals greater than 1.96 indicated significantly more followers than expected fell into a given category, whereas standardized residuals less than –1.96 indicated significantly fewer followers than expected fell into a category. Followers classified as “unable to determine” were omitted from analyses.

The second and third aims were to understand the relationship between local health department characteristics, Twitter use, and characteristics of their Twitter followers. For these aims, follower data was aggregated by local health department to compare the proportions of follower types in local health departments varying by (1) Twitter use (number of followers, number of tweets) and (2) resources (population size, staffing, funding per capita). Twitter usage was obtained through NodeXL in April 2013. Local health department resource information was obtained from the NACCHO 2010 Profile Study.

Because local health departments provide services to their local constituents, it is important to know what is associated with reaching local individuals. Local health departments with a public information officer may have more, and more organized, information-sharing efforts in the local community given this specialized staffing. Larger jurisdiction population and a higher number of tweets are associated with more followers [32], but it is not known whether these factors also influence the proportion of local followers. To examine what is associated with reaching local individuals, we hypothesized that:

1. Local health departments with a public information officer have a higher proportion of local followers and individual followers than local health departments without a public information officer.
2. The more Twitter followers and tweets a local health department has, the higher the percentages of local and individual Twitter followers there will be.
3. The larger the jurisdiction population, the higher the percentages of local Twitter followers and individual Twitter followers there will be.

Other ways for local health departments to reach and inform local constituents could be through local media and local government. Journalists have adopted social media as sources of information, with more than 30% of print journalists deeming social media as important or very important as of 2009 [35]. Local media following local health departments on Twitter may facilitate secondary dissemination by covering tweeted topics in local newspapers or on local radio or television broadcasts. Media advocacy is one strategy that may work to influence policy [36]; local government following local health departments on Twitter could use tweeted information to support local policy development, passage, or enforcement. To understand more about connections with local media and government, we hypothesized:

1. Local health departments with a public information officer have a higher proportion of local media followers (TV, radio, and newspaper) and local government followers than local health departments without a public information officer.
2. The larger the jurisdiction population, the higher the percentages of local media (TV, radio, and newspaper) followers and local government followers there will be.

Hypotheses 1, 3, 4, and 5 aid in addressing aim 2 (understanding the relationship between local health department characteristics and Twitter use), whereas hypothesis 2 aids in addressing aim 3 (understanding the relationship between local health department characteristics and characteristics of their Twitter followers).

Results

Summary

The 59 local health departments in the sample had between 9700 and 3 million constituents in their local jurisdictions according to the 2010 NACCHO Profile Study. In all, 29 (49%) of the departments reported having a public information officer, whereas 23 (39%) reported not having one (7/59, 12% were missing data on this staffing). The median number of Twitter followers was 218 (range 7-11,827; mean 770.1, SD 1688.0); the median number of sent tweets per health department since adopting Twitter was 324 (range 0-5849; mean 667.9, SD 1083.1). Health departments in the sample joined Twitter between June 2008 and January 2012; more than half (34/59, 58%) joined in 2009.

Twitter Follower Characteristics

Overall, we found that local health departments had more Twitter followers that were organizations (2591/4434, 58.43%) than individuals (1843/4434, 41.57%). Of the 1843 individuals, 1267 (68.75%) were private personal accounts (private users not affiliated with a specific organization or business). The 1267 private individuals comprised 29.07% of the follower industry classifications for the 4359 classified by industry (Table 1). The most common type of organizational Twitter follower was from the for-profit sector (n=1053), comprising 24.16% of the 4359 followers classified by industry. More than half of followers classified as health-focused (2592/4340, 59.72%) did not include a health focus in their account information and 2149 of 3878 location-classified followers (55.42%) were in the same state as the health department they were following. A summary of the type, industry, and location of local health department Twitter followers is shown in Table 1. Users classified as “unable to determine” during coding were not included in analyses or shown in Table 1. Overall, those classified as unable to determine comprised 7.22% of the type category (345/4779), 8.79% of the industry category (420/4779), 9.19% of the health-focus category (439/4779), and 18.85% of the location category (901/4779).

Omitting the private user category because it only applied to individuals, follower industry was significantly associated with follower type ($χ^2=112.6, P<.001$). Standardized residuals indicated that there were more organizations and fewer individuals than expected in the nonprofit category (Table 1). The opposite was true for the media category with significantly more individuals than expected and fewer organizations than expected. In addition, fewer individuals than expected fell into the other category for industry. Examples of the descriptions
entered by users for several common categories of local health department Twitter followers are shown in Table 2.

Considering all cases (including private users), industry was associated with health focus ($\chi^2 = 783.3$, $P < .001$). The proportion of health-focused followers was higher than expected for education, government, nonprofit, and other. The proportion of health-focused followers was lower than expected in the private user, for-profit, and media categories. There was a significant association between type and health focus ($\chi^2 = 308.3$, $P < .001$) with more organizations and fewer individuals being health-focused than expected. Type and location were also significantly associated ($\chi^2 = 47.0$, $P < .001$), with more organizations than expected being outside the state from the local health department and more individuals than expected being within the same state as the local health department.

Table 1. Characteristics of local health department Twitter followers.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>All</th>
<th>Individuals</th>
<th>Organizations</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>%</td>
<td>n</td>
<td>%</td>
</tr>
<tr>
<td><strong>Type</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Individual</td>
<td>1843</td>
<td>41.57</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Organization</td>
<td>2591</td>
<td>58.43</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Industry</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private user</td>
<td>1267</td>
<td>29.07</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Education</td>
<td>160</td>
<td>3.67</td>
<td>24</td>
<td>5.03</td>
</tr>
<tr>
<td>Government</td>
<td>497</td>
<td>11.40</td>
<td>71</td>
<td>14.88</td>
</tr>
<tr>
<td>Nonprofit</td>
<td>556</td>
<td>12.76</td>
<td>31</td>
<td>6.50b</td>
</tr>
<tr>
<td>For-profit</td>
<td>1053</td>
<td>24.16</td>
<td>174</td>
<td>36.48</td>
</tr>
<tr>
<td>Media</td>
<td>599</td>
<td>13.74</td>
<td>160</td>
<td>33.54c</td>
</tr>
<tr>
<td>Other</td>
<td>192</td>
<td>4.40</td>
<td>16</td>
<td>3.35b</td>
</tr>
<tr>
<td>Spam</td>
<td>35</td>
<td>0.80</td>
<td>1</td>
<td>0.21</td>
</tr>
<tr>
<td><strong>Health focus</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1748</td>
<td>40.28</td>
<td>419</td>
<td>24.11b</td>
</tr>
<tr>
<td>No</td>
<td>2592</td>
<td>59.72</td>
<td>1319</td>
<td>75.89c</td>
</tr>
<tr>
<td><strong>Location</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In-state</td>
<td>2149</td>
<td>55.42</td>
<td>840</td>
<td>61.27c</td>
</tr>
<tr>
<td>Out-of-state</td>
<td>1195</td>
<td>30.81</td>
<td>363</td>
<td>26.48b</td>
</tr>
<tr>
<td>In US state unknown</td>
<td>337</td>
<td>8.69</td>
<td>41</td>
<td>2.99b</td>
</tr>
<tr>
<td>Outside US</td>
<td>197</td>
<td>5.08</td>
<td>127</td>
<td>9.26</td>
</tr>
</tbody>
</table>

*a* Private person was omitted for the purposes of bivariate analysis.

*b* More followers than expected fell into this category (standardized residuals >1.96).

*c* Fewer followers than expected fell into this category (standardized residuals <–1.96).
We found a weak, positive, and statistically significant positive correlation between the number of followers and individual Twitter followers (mean 38.9%, range 21.7%-66.7%) compared to those without a public information officer (mean 44.1%, range 28.6%-55.9%). There was a strong difference in the proportion of followers that were individuals among local health departments with a public information officer. A \( t \) test demonstrated no significant association between the number of tweets a health department had sent and the proportion of its followers classified as individuals \((r=.32, P=.02);\) however, there was no significant association between number of tweets and the proportion of in-state followers.

We hypothesized that, the larger the jurisdiction population, the higher the percentages of local Twitter followers and individual Twitter followers. A correlation coefficient indicated a positive and significant, although weak, association between jurisdiction population and percent of followers who were local \((r=0.33, P=.01).\) However, population size had no significant association with proportion of followers who were individuals.

### Local Health Department Characteristics

On average, more than half of a local health department’s Twitter followers were from within the state (5%, range 10%-91%). Consistent with the overall composition of the follower sample, 70% (41/59) of local health departments were followed by a higher proportion of organizations than individuals (range 22%-83% organizational followers). An even greater number of departments had a majority of non–health-focused followers (compared to health) with 44 of 59 (75%) departments having more than 50% non–health-focused followers (range 17%-86%). The average percentage of in-state media followers (TV, newspaper, radio) was 6% (SD 5.8) with a range from 0 to 25%. The average percentage of in-state government followers was 7% (SD 8.1) with a range from 0 to 43%.

### Local and Individual Followers

We hypothesized that the local health departments with a public information officer have a higher proportion of local followers and individual followers than local health departments without a public information officer. A \( t \) test indicated that local health departments with a public information officer did have a significantly higher percentage of local followers \((t_{50}=2.3, P=.03)\) than local health departments without a public information officer. Local health departments with a public information officer had an average of 63.9% (range 15.1%-90.8%) in-state followers compared to 49.3% (range 9.5%-90.9%) for those without a public information specialist. However, another \( t \) test \((t_{55}=1.71; P=.10)\) found no significant difference in the proportion of followers that were individuals among local health departments with a public information officer (mean 44.1%, range 28.6%-55.9%) compared to those without a public information officer (mean 38.9%, range 21.7%-66.7%).

We hypothesized that, the more Twitter followers and tweets a local health department had, the higher the percentages of local and individual Twitter followers there was. There was a strong positive correlation between the number of followers and the number of tweets for a local health department \((r=0.74, P=0.049)\), so we tested only the relationship between number of tweets and follower characteristics. We chose number of tweets because it is a characteristic the local health department can modify as part of a social media strategy, unlike the number of followers. We found a weak, positive, and statistically significant association between the number of tweets a health department had sent and the proportion of its followers classified as individuals \((r=0.32, P=.02);\) however, there was no significant association between number of tweets and the proportion of in-state followers.

### Discussion

#### Principal Findings

The results of our research reveal that local health departments on Twitter in the United States are followed by more organizations than individuals. Many of the organizations are health-focused, out-of-state, and from the education, government, and nonprofit sectors, suggesting that there may be a communication network comprised of organizations with a health-related mission developing on Twitter. Individual followers of local health departments, on the other hand, tended to be locally based and largely did not have a health focus, indicating that, at least where individuals are concerned, local health departments may not be just tweeting to members of the public who are already health-focused (ie, the choir).

<table>
<thead>
<tr>
<th>Follower type</th>
<th>Health focus</th>
<th>Twitter user description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Private person</td>
<td>No</td>
<td>I love music and travel. Watching movies and sunsets. I like to play World of Warcraft.</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>Huggable Health Educator</td>
</tr>
<tr>
<td>Nonprofit organizations</td>
<td>No</td>
<td>IBA is a nonprofit agency dedicated to empowering individuals and families through education, economic development, technology and the arts.</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>Advocating for the health and dignity of Denver’s injection drug users in accordance with #harmreduction principles. Syringe exchange and Naloxone Save Lives!</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>Journalist covering medical/health &amp; fitness and writing features for the Tyler Morning Telegraph.</td>
</tr>
</tbody>
</table>
Evidence of a network of public health organizations developing on Twitter is consistent with at least 2 recent studies [37,38]. The first study demonstrated that many of the local health departments on Twitter follow the same set of government agencies, media, nonprofit organizations, professional associations, educational institutions, and for-profit organizations, many of which are health-focused [38]. Several organizations were followed by 100 or more local health departments, including 4 Centers for Disease Control accounts (@CDCemergency, @CDCflu, @CDC_eHealth, @CDCgov), 2 other government agencies (@FDArecalls, @HHSgov), and 2 professional organizations (@PublicHealth, @NACCHOalerts). The second study identified a 1516 Twitter follower relationship among 182 local health departments on Twitter. Contrary to the current study, however, the follower connections among these 182 local health departments were more likely to be between organizations in the same state than to be across states [37].

Consistent with other studies [12,32], more tweeting by local health departments was associated with having more followers and, in this case, with having more individual followers (as opposed to organizational). A recent analysis of local health department tweet content indicated that local health departments are largely tweeting about healthy behaviors, most likely with the purpose of reaching individual constituents [20]. Having more individual followers appears consistent with sending these individually focused tweets. However, because more than half the Twitter audience is comprised of organizations, and growing evidence around interorganizational connections for public health on Twitter, the tweet content study [20] suggests a possible disconnect with individually focused tweets reaching a Twitter audience comprised of organizations.

Although tweeting more often and serving larger populations has been associated with having more followers overall for local health departments [39], we found these characteristics were not associated with having more local followers in general or more local media and local government followers specifically. Past research has also demonstrated that employment of a public information officer in a local health department is associated with adopting social media earlier, having more followers [39], and tweeting about specific public health topics [40]. Although local followership was significantly higher for health departments employing a public information officer in this study, having a public information officer was not associated with having more local media or government followers. Given the emerging evidence about social media activity in local health departments employing public information specialists, additional research is needed into the social media strategies of these specialized staff members and other characteristics of their health departments that might influence social media activity.

Our findings may be useful for local health departments in at least two ways. First, we identified the characteristics (eg, jurisdiction population size, employing a public information officer) and practices (eg, tweet frequency) associated with local health department Twitter follower characteristics. This information could inform strategic planning for local health departments using or considering using Twitter. For example, if a goal of a local health department is to reach greater numbers of individuals rather than organizations, their Twitter strategy could include a regular daily or weekly tweeting schedule.

Second, understanding who the Twitter followers are could help local health departments better target tweets to diverse audiences. For example, local media and policymakers may be important followers for a local health department. Standard strategies (eg, tweeting more, developing an easy-to-find user profile [41]) for increasing the number of followers may bring in more media and policymakers. However, additional research into how media and policymakers on Twitter select specific information sources may help to identify strategies for local health departments in increasing the presence of these followers. As another example, out-of-state organizations are less likely to be interested in tweets focused at the individual, as well as locally focused or locally relevant tweets about health and health-related events. However, these followers may be interested in learning about innovative or successful local health department programs and best practices. Local health departments wishing to connect and engage more with this existing audience might program their Twitter accounts as dissemination platforms to reach these organizations with relevant information about successful strategies and programs.

Some local health departments are already focused on reaching specific individual and organizational audiences. For example, the Chicago Department of Public Health has begun conducting campaigns using social media as a dissemination channel and making explicit efforts to interact with local individuals through Twitter activities, such as Twitter live chats. One of these events took place in early 2013, when Dr Julie Morita of the Chicago Department of Public Health answered questions from Chicagoans in a Twitter live chat about flu (using hashtag #FluChicago) just as local news coverage of flu was increasing. Through their official Twitter account (@ChiPublicHealth), she answered questions ranging from the Chicago mayor asking about prevention when in close contact with many people (Figure 1) to constituents asking about the severity of the flu season, the safety and location of flu shots, and how long to wait before returning to work after having the flu. Although @ChiPublicHealth chose to use their Twitter feed to combat an emerging local public health problem, a recent study found examining diabetes rates and tweeting about diabetes found no association between local rates and local health department tweeting [40], suggesting that opportunities exist to increase Twitter use to address locally relevant health issues.

Other health departments have adopted Twitter with the purpose of sharing information with public health organizations. For example, local health departments across Utah made a statewide effort to adopt and use social media. A local health department practitioner at Bear River Health (@BearRiverHealth) in Utah described this strategy as follows, “Not only does it allow us an opportunity to share information, it allows us to communicate in a new way with the communities that we serve together as a state. For example, when we launch an immunization campaign we now have the ability to share the same message seamlessly across our entire state through Twitter and Facebook. We share one another’s posts, comment on status, and generally connect” (Jill Parker, personal communication, November 2012). This coordinated effort and active use of Twitter has resulted in Utah
communities such as the jurisdiction of Bear River Health with a 2010 population of 163,836 to reach more than 3200 followers, more than 5 times the average number of followers for a local health department [32]. Given these innovative and varied uses of Twitter by local health departments and the composition of follower types for local health departments, future studies may wish to focus on whether and how local health departments are choosing their social media strategies and which strategies are effective at influencing follower behavior for different types of followers.

Figure 1. Chicago mayor Rahm Emanuel participating in the #FluChicago 2013 Twitter chat about flu prevention with @ChiPublicHealth during flu season (Photo from Chicago Mayor’s Office, @ChicagosMayor [43]).

Limitations and Conclusions

Limitations to this study include cross-sectional data, reliance on self-reported information, and a lack of information on follower engagement. For example, because many Twitter users do not include geographically specific information about their location in the user profile, the coding of local was limited to identifying whether a follower was in the same state as the local health department. Likewise, a Twitter user may have had a health focus, but did not include health-related language in their profile and was coded as nonhealth. In addition, without additional information about Twitter follower engagement, such as mentions and retweets, it is impossible to know the extent to which the followers were actively engaged with the health departments through their Twitter accounts [42]. Despite its limitations, this study provides an important first look at the characteristics of Twitter users connected to local health departments.
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Abstract

Background: Decrease of dual-task (DT) ability is known to be one of the risk factors for falls. We developed a new game concept, Dual-Task Tai Chi (DTTC), using Microsoft’s motion-capture device Kinect, and demonstrated that the DTTC test can quantitatively evaluate various functions that are known risk factors for falling in elderly adults. Moreover, DT training has been attracting attention as a way to improve balance and DT ability. However, only a few studies have reported that it improves cognitive performance.

Objective: The purpose of this study was to demonstrate whether or not a 12-week program of DTTC training would effectively improve cognitive functions.

Methods: This study examined cognitive functions in community-dwelling older adults before and after 12 weeks of DTTC training (training group [TG]) or standardized training (control group [CG]). Primary end points were based on the difference in cognitive functions between the TG and the CG. Cognitive functions were evaluated using the trail-making test (part A and part B) and verbal fluency test.

Results: A total of 41 elderly individuals (TG: n=26, CG: n=15) participated in this study and their cognitive functions were assessed before and after DTTC training. Significant differences were observed between the two groups with significant group × time interactions for the executive cognitive function measure, the delta-trail-making test (part B−part A; $F_{1,36}=4.94$, $P=.03$; TG: pre mean 48.8 [SD 43.9], post mean 42.2 [SD 29.0]; CG: pre mean 49.5 [SD 51.8], post mean 64.9 [SD 54.7]).

Conclusions: The results suggest that DTTC training is effective for improving executive cognitive functions.

Trial Registration: Japan Medical Association Clinical Trial Registration Number: JMA-IIA00092; https://dbcentre3.jmaacct.med.or.jp/jmaacct/App/JMActRS06/JMActRS06.aspx?seqno=2682 (Archived by WebCite at http://www.webcitation.org/6NRtOkZFh).

(J Med Internet Res 2014;16(2):e61) doi:10.2196/jmir.3108
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Introduction

Cognitive impairment among elderly individuals is a serious issue in many countries. Many investigators have developed different cognitive function training methods as countermeasures to prevent cognitive impairment and have reported their effects [1]. Other investigators also have reported the effects of physical exercise training on cognitive functions among elderly individuals [2,3]. Additionally, Hillman et al and Silsupado have indicated that executive cognitive functions, which are related to the control of goal-oriented actions and adaptive behaviors, are strongly impaired by aging and respond positively to exercise training [4,5].

Recently, dual-task (DT) ability, or the performance of simultaneous motor and cognitive tasks, has been receiving considerable attention [6]. DT training is now recognized as a fall prevention tool that enhances physical functions among elderly people [7].

With a focus on DT, we developed a new concept called the Dual-Task Tai Chi (DTTC) test [8]. This system was developed using Kinect (Microsoft, Redmond, WA, USA), a motion-capture device, and demonstrated that the DTTC test quantitatively evaluates compound functions, including DT, balance, and cognitive abilities in elderly people [9]. In unpublished data, we found that DTTC training was useful not only to assess but also to improve balance and mobility among elderly people [10].

Several investigators have reported the effects of DT training on balance, mobility, walking, and DT ability [11,12]. However, only a few have reported that DT training improves cognitive performance. We reported that Trail-Walking Exercise, which is similar to Trail-Making Test (TMT) under DT condition, improved executive cognitive functions [13]. According to this, we expected that DTTC training would improve cognitive functions as well, especially executive functions. Therefore, the purpose of this study was to reveal that training with the DTTC device affects cognitive performance in elderly individuals.

Methods

Participants

Community-dwelling elderly subjects (n=48) participated in this study. The subjects were recruited through an advertisement in the local press. The following selection criteria were used: age ≥65 years, community dwelling, independent ambulation, willingness to participate in the measurement of physical fitness, and minimal hearing and vision impairment. Exclusion criteria were as follows: inability to complete the tasks because of reduced cognitive functions, evaluated by Rapid Dementia Screening Test [14] scored 8 or greater; severe cardiac, pulmonary, or musculoskeletal disorders; pathologies associated with increased risk of falls, such as Parkinson’s disease or stroke; osteoporosis; and psychotropic drug use. We obtained written informed consent from each participant. This study was approved (protocol approval E- 880) by the Ethical Review Board of Kyoto University Graduate School of Medicine, Kyoto, Japan.

Device

The DTTC test [8-10] requires users to solve a number placement problem (Sudoku) by controlling a stick figure with the movement of their entire body. The user’s full-body motion is captured using Kinect and is translated into movements for the stick figure on a screen. The cognitive task is to fill in 3 boxes chosen at random from a 4 × 4 grid with digits ranging from 1 to 4. The user selects a digit using his or her right hand and left foot and points to a box with his or her left hand. In addition, the user must move his or her right hand to the left hand to fill the indicated box with the selected digit. As such, full-body motion, similar to Tai Chi Chuan movements, is required. We recorded the time taken to fill in all 3 boxes, as our evaluation index.

To begin with, the user stands 3 m in front of the Kinect sensor with his or her right foot in front of the sensor (Figure 1). The following instructions were provided:

1. Reach a digit you need to use with your right hand to fill a blank you want to answer.
2. Step 50 cm laterally, with your left leg, to grip the digit in your right hand.
3. Select the blank you want to answer with your left hand, and move your right hand to your left one.

http://www.jmir.org/2014/2/e61/
Intervention
All subjects participated in group training sessions lasting 75-80 minutes once a week for 12 weeks. The participants were divided into two training groups according to their participation in the exercise class: (1) the control group (CG), 75-minute standardized training, and (2) the training group (TG), 5-minute DTTC training, in addition to the standardized training [10].

The exercise classes were individualized for each group and were supervised by physical therapists. Each exercise class used a standardized format that included 15 minutes of moderate-intensity aerobic exercise, 15 minutes of progressive strength training, 10 minutes of flexibility and balance exercises, and 10 minutes of cool-down activities, followed by exercises known to improve muscle strength and balance [15,16]. In addition, the class included a 25-minute rhythmic stepping exercise involving cognitive ability, which is an exercise intended to improve DT ability [11], before cool-down.

The participants in the TG were additionally asked to solve DTTC problems and mirror-reversed DTTC problems, alternately, as many times possible in 5 minutes.

Outcome Measures
All participants underwent evaluation upon entry into the study (pre-intervention) and at the end of the study (post-intervention), using the results of 2 cognitive performance tests.

Cognitive functions were evaluated using the trail-making test (TMT) [17] and verbal fluency test (VFT) [18-20]. The TMT is a well-established psychomotor test originally developed as part of the Army Individual Test Battery. The TMT has been widely used in clinical evaluations to assess deficits in executive cognitive functions. The test consists of 2 parts: part A is a visual-scanning task and part B is a measure of cognitive flexibility. For this analysis, we used a different score defined as delta-TMT, calculated as the difference between the times for each part (part B-part A). The delta-TMT score is used to control for the effect of motor speed on TMT performance and is considered a more accurate measure of executive functions than performance on part B alone [20,21].

The VFT has a letter fluency component and a category fluency component. Participants were asked to think of as many animal names as possible in 1 minute (category fluency). Verbal fluency is an evaluation of expressive language ability and executive functions. The score was the number of successful words (except for some proper nouns).

Statistical Analysis
We compared baseline characteristics between the participants in each group to examine the comparability between the 2 groups using Student’s t test or the chi-square test. Repeated-measures, mixed-linear, two-way ANCOVA (analysis of covariance) was used to analyze the effect of exercise on outcome measurements.
while adjusting for each cognitive performance, at pre-intervention, as a covariate.

Data were entered and analyzed using the Statistical Package for the Social Sciences (Windows version 20.0, SPSS Inc., Chicago, IL, USA). For all analyses, \( P < .05 \) was considered statistically significant.

**Results**

**Study Population**

A total of 41 of the 48 selected subjects (85.4%) completed the study protocols and returned for their exit interviews and final testing (TG: n=26, CG: n=15). The participants’ baseline data did not differ significantly between the two groups. Thus, the groups were comparable and well matched with regard to their baseline characteristics.

**Adherence to the Study Protocols**

During the 12-week intervention phase, 10 exercise sessions were scheduled and all took place. Excluding the 4 participants who dropped out, the TG subjects had an overall attendance rate of 82% and the CG subjects had an overall attendance rate of 81% over the 12 weeks. No health problems, including cardiovascular or musculoskeletal complications, occurred during training sessions or testing. Moreover, almost all participants seemed to have enjoyed the DTTC training. They shared many positive opinions after each session and seemed to look forward to playing DTTC once a week.

**Evaluation Outcomes**

Pre- and post-intervention group statistics and group × time interactions are shown in Table 1. There was a significant difference between the groups regarding the changes (intervention to baseline) in delta-TMT. There were no significant differences among the other measures.

<table>
<thead>
<tr>
<th>Measures</th>
<th>Pre-intervention, mean (SD)</th>
<th>Post-intervention, mean (SD)</th>
<th>Group × Time</th>
<th>Degrees of freedom</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>VFT (^a)</td>
<td>TG 11.96 (3.55)</td>
<td>12.04 (3.26)</td>
<td>0.09</td>
<td>1.38</td>
<td>.76</td>
</tr>
<tr>
<td></td>
<td>CG 11.38 (4.21)</td>
<td>11.38 (4.07)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TMT-A (^d)</td>
<td>TG 71.6 (23.8)</td>
<td>68.4 (19.9)</td>
<td>0.51</td>
<td>1.38</td>
<td>.48</td>
</tr>
<tr>
<td></td>
<td>CG 82.2 (27.1)</td>
<td>70.0 (15.5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TMT-B</td>
<td>TG 120.3 (55.1)</td>
<td>110.4 (39.2)</td>
<td>2.73</td>
<td>1.38</td>
<td>.11</td>
</tr>
<tr>
<td></td>
<td>CG 131.8 (62.6)</td>
<td>134.9 (61.1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ΔTMT</td>
<td>TG 48.8 (43.9)</td>
<td>42.2 (29.0)</td>
<td>4.94</td>
<td>1.36</td>
<td>.03</td>
</tr>
<tr>
<td></td>
<td>CG 49.5 (51.8)</td>
<td>64.9 (54.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) VFT: verbal fluency test  
\(^b\) TG: training group  
\(^c\) CG: control group  
\(^d\) TMT: trail-making test

**Discussion**

**Principal Findings**

The delta-TMT score was significantly improved after DTTC training. The results suggested that DTTC training was effective in improving executive cognitive functions. In our unpublished data, DTTC training was useful for improving balance ability and mobility among elderly people [10]. Thus, DTTC training has the capability of improving both physical and cognitive functions. Executive cognitive functions are closely related to DT performance and are good predictors of falling [20]. Thus, an improvement in executive functions, by DTTC training, has a positive impact on DT ability and the prevention of falling.

Conversely, the TMT-A and -B scores were not significantly improved. In the TMT-A, both groups improved similarly. On the other hand, in the TMT-B, only the TG had a tendency to improve the score, while CG showed little change. That is why the score of delta-TMT in CG increased and in TG decreased. The TMT-A and -B are used to assess visual scanning, cognitive flexibility, and executive functions [17]. The delta-TMT score is considered a more accurate measurement of executive functions [21,22]. That is, the results reflect specific improvement in executive cognitive functions. The reason is that DTTC training involves executive tasks that are the control of goal-oriented actions and adaptive behaviors. Additionally, VFT was also not significantly improved after DTTC training. It includes recalling tasks as their main elements; however,
DTTC training does not involve recalling the task. This is considered the reason why the result of VFT was not significantly changed.

Previous studies reported that other “exergames,” based on Nintendo Wii Fit (Nintendo, Kyoto, Japan) or other devices, improved balance and leg muscle functions [23,24]. However, in these cases, the user needs control devices to capture motions and longer and more frequent exercise is required, compared with DTTC training, to obtain physical effects. DTTC overcomes these weaknesses and can offer comparable cognitive and physical benefits to users. Other previous studies have shown that a home-based dance device, using videogame technology, also improved the physical and cognitive parameters of fall risk in elderly people [25]. These home-based training tools are expected to increase the improvement of various functions and lead to fall prevention; our DTTC device is similar to these tools.

Limitations
There are several limitations to this study. First, the intervention effects in this study were not due solely to the DTTC training. That means the rhythmic stepping exercise involving cognitive ability in both groups also improves cognitive ability. Second, participants in both groups may have had higher motivation and interest in health issues and fall risk minimization than the general elderly population. An investigation into the effects of DTTC training on functions in frail, elderly adults is necessary, in the future.

Conclusions
In this study, the ANCOVA results of delta-TMT reveal that group × time interactions were statistically significant. They suggest that DTTC training is effective at improving executive cognitive functions in particular.
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Abstract

Background: Since its launch in 2003, the Dutch Lung Cancer Information Center’s (DLIC) website has become increasingly popular. The most popular page of the website is the section “Ask the Physician”, where visitors can ask an online lung specialist questions anonymously and receive an answer quickly. Most questions were not only asked by lung cancer patients but also by their informal caregivers. Most questions concerned specific information about lung cancer.

Objective: Our goal was to explore the reasons why lung cancer patients and caregivers search the Internet for information and ask online lung specialists questions on the DLIC’s interactive page, “Ask the Physician”, rather than consulting with their own specialist.

Methods: This research consisted of a qualitative study with semistructured telephone interviews about medical information-seeking behavior (eg, information needs, reasons for querying online specialists). The sample comprised 5 lung cancer patients and 20 caregivers who posed a question on the interactive page of the DLIC website.

Results: Respondents used the Internet and the DLIC website to look for lung cancer–related information (general/specific to their personal situation) and to cope with cancer. They tried to achieve a better understanding of the information given by their own specialist and wanted to be prepared for the treatment trajectory and disease course. This mode of information supply helped them cope and gave them emotional support. The interactive webpage was also used as a second opinion. The absence of face-to-face contact made respondents feel freer to ask for any kind of information. By being able to pose a question instantly and receiving a relatively quick reply from the online specialist to urgent questions, respondents felt an easing of their anxiety as they did not have to wait until the next consultation with their own specialist.

Conclusions: The DLIC website with its interactive page is a valuable complementary mode of information supply and supportive care for lung cancer patients and caregivers.

(J Med Internet Res 2014;16(2):e37) doi:10.2196/jmir.2842
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Introduction

Lung cancer is the second most common type of cancer and the most common cause of cancer deaths in both men and women in Europe and the United States [1,2]. The Netherlands counted approximately 14,000 lung cancer patients in 2002. This number increased to more than 21,000 in 2011 [3]. In 2003, the Dutch Lung Cancer Information Center (DLIC) was established. Its purpose was to give simple, accessible, and evidence-based information on lung cancer through its website [4], as well as support, and to unite lung cancer patients and their caregivers [5]. The unique quality of the DLIC is that it was set up at the national level and broadly supported by both health care professionals and patient groups. Following its creation, a special section was added to its website—an interactive webpage, called “Ask the physician”, where visitors could anonymously ask an online lung specialist questions and receive an answer within 48 hours [6]. It was after some scepticism from the lung specialists involved in the website’s management and content that this new section was launched [6].

Since its launch, the DLIC website has become increasingly popular and has reached a steady number of 25,000 unique visitors per month [5-7]. Surprisingly, the most popular page of the website is the “Ask the Physician” page. Our study group has previously investigated who was visiting the interactive webpage and what the information visitors were looking for [6,8]. Seventy-four percent of the questions (n=1893) were not only asked by lung cancer patients (13%) but also in large numbers by their informal caregivers (61%, eg, family, friends, and loved ones). Most questions (43%) concerned specific and general information about lung cancer. Furthermore, verification of information given by patients’ own specialists was sought, for example, the overall survival rate of lung cancer or specific therapeutic advice.

This impressive number of caregivers visiting the DLIC website, next to lung cancer patients, and their use of the online experts piqued our interest. Literature shows that a cancer diagnosis is an immediate reason for an increase in Internet use by patients and their families to obtain medical information, next to unmet information needs [9-13]. Looking for information seems to be an important and frequent task for caregivers, next to other activities, such as patient care, supporting and facilitating medical consultations, and aiding in information recall [14-16]. Also, physicians have limited consultation time and are not statutorily obliged to address or inform caregivers as they are patients, although such an approach is recommended [17,18]. Furthermore, consultations addressing multiple persons require high communication skills and are thus difficult. It is therefore plausible to think that unmet information needs underlie the above mentioned Internet use. However, if we look at the total picture, many elements and motives for these Internet searches remain unclear to us, especially with regard to caregivers of lung cancer patients in particular and the patients themselves. Why are there so many caregivers of lung cancer patients looking for information and consulting the DLIC online lung specialists? Why do they address the online specialists instead of the patient’s own specialist? Are there differences between caregivers and patients with regard to their motives when seeking information and their needs?

In comparison to other groups of patients, lung cancer patients and their caregivers are more vulnerable because the patients are facing a much shortened life expectancy. They need more special attention from health care providers. As the quality of life, psychological adjustment to the disease, risk of appraisal, anxiety, and depression of cancer patients and their caregivers are affected by barriers and failures in information supply and communication from health care providers [19-21], it is crucial that this vulnerable group receive information meeting their needs, especially because these needs differ throughout the cancer trajectory [22].

Adequate information supply is considered to be a part of good medical care and support. To provide appropriate care to lung cancer patients and their caregivers, it is important to explore their information-seeking behavior in order to gain more insight into their needs and indications for better communication modes and a tailored information supply.

Therefore, we conducted a qualitative interview study with telephone interviews to explore the reasons why caregivers and lung cancer patients search the Internet for information and ask the DLIC online lung specialists additional questions about lung cancer, next to face-to-face consultations with their own treating specialists.

Methods

Design

We conducted a qualitative, exploratory study consisting of semistructured telephone interviews with visitors to the DLIC website who asked the online lung specialist a question on the “Ask the Physician” webpage. This study was approved by the local medical ethics committee of the VU University Medical Center, Amsterdam.

Procedures and Participants

Recruitment took place between August 2005 and April 2006. All consecutive visitors who asked the online lung specialists a question on the interactive page of the DLIC website were invited to participate in our study. After submission of a question, an online (digital) confirmation window would pop up with Dutch text, containing an invitation for participation in our study and an explanation about its purpose and the telephone interviews to be held. If visitors wished to participate, they were asked to complete an online form with their name, phone number, and home and email address in order to be contacted. After completion of the form, visitors could click on the button “send”. If they did not wish to participate, they could just close the pop-up window.

Within 3 weeks, visitors who had given their online consent for study participation were contacted by email or phone by CL (a communications expert and expert interviewer with no prior relationship to the study respondents). CL gave them additional information and checked whether participants were fluent Dutch speakers. When CL contacted the volunteers by phone and oral participation consent was given, they were either interviewed
immediately, or a later appointment was made. If CL contacted them by email, written participation consent was given and an appointment was made for a future telephone interview.

Of the 84 persons who had agreed to participation online, 43 individuals could not be reached, 4 asked to postpone the interview but never contacted CL again, and 7 refused participation after initially having been interested (4 were due to the patient’s death/current poor condition, and 3 gave no reason). Ultimately, 30 participants were interviewed on their motives for looking for information on the Internet and asking questions on the DLIC “Ask the physician” webpage. Of the 30 participants, 5 were patients with a lung tumor, 20 were caregivers of lung cancer patients, and 5 did not have cancer (one lung patient and 4 individuals who feared that they had lung cancer).

Since we were interested only in cancer patients with a lung tumor and their caregivers, we analyzed only the 25 respondents with cancer. The ratio of patients and caregivers (5:20) is not balanced but is in accordance with the population of visitors of the interactive webpage, as we have reported in other papers [6,8]. One patient had small cell lung cancer (SCLC), three had non-small cell lung cancer (NSCLC), and one probably had breast cancer with lung metastases. The patients had a median age of 52 years (range 44–62). The majority of caregivers were women, most of them daughters and partners, with a median age of 39 years (range 21–58) (see Table 1 for more details on participants).

Table 1. Study population characteristics and Internet use (n=25).

<table>
<thead>
<tr>
<th>Gender M/F</th>
<th>Age, years</th>
<th>Diagnosis patient</th>
<th>Previous Internet use</th>
<th>Education</th>
<th>Caregiver type</th>
<th>Current therapy</th>
</tr>
</thead>
<tbody>
<tr>
<td>P=1</td>
<td>F</td>
<td>44</td>
<td>Metastasized BC</td>
<td>No</td>
<td>HE</td>
<td>Palliative therapy</td>
</tr>
<tr>
<td>P2</td>
<td>M</td>
<td>62</td>
<td>NSCLC I/II</td>
<td>Yes</td>
<td>HE</td>
<td>Adjuvant chemo</td>
</tr>
<tr>
<td>P3</td>
<td>F</td>
<td>50</td>
<td>SCLC ED</td>
<td>Yes</td>
<td>LE</td>
<td>Palliative chemo</td>
</tr>
<tr>
<td>P4</td>
<td>M</td>
<td>52</td>
<td>NSCLC SU</td>
<td>Yes</td>
<td>LE</td>
<td>Palliative chemo</td>
</tr>
<tr>
<td>P5</td>
<td>F</td>
<td>52</td>
<td>NSCLC I/II</td>
<td>Yes</td>
<td>HE</td>
<td>Adjuvant chemo</td>
</tr>
<tr>
<td>CG⁷</td>
<td>F</td>
<td>57</td>
<td>NSCLC IV</td>
<td>Yes</td>
<td>HE</td>
<td>Palliative therapy</td>
</tr>
<tr>
<td>CG2</td>
<td>F</td>
<td>36</td>
<td>NSCLC IV</td>
<td>Yes</td>
<td>LE</td>
<td>Daughter</td>
</tr>
<tr>
<td>CG3</td>
<td>F</td>
<td>45</td>
<td>NSCLC IV</td>
<td>Yes</td>
<td>HE</td>
<td>Daughter</td>
</tr>
<tr>
<td>CG4</td>
<td>F</td>
<td>52</td>
<td>NSCLC I/II</td>
<td>Yes</td>
<td>HE</td>
<td>Daughter</td>
</tr>
<tr>
<td>CG5</td>
<td>F</td>
<td>39</td>
<td>Mesothelioma</td>
<td>Yes</td>
<td>HE</td>
<td>Daughter</td>
</tr>
<tr>
<td>CG6</td>
<td>F</td>
<td>39</td>
<td>SCLC LD</td>
<td>No</td>
<td>HE</td>
<td>Daughter</td>
</tr>
<tr>
<td>CG7</td>
<td>F</td>
<td>33</td>
<td>LC SU</td>
<td>Yes</td>
<td>LE</td>
<td>Daughter</td>
</tr>
<tr>
<td>CG8</td>
<td>F</td>
<td>51</td>
<td>NSCLC IV</td>
<td>Yes</td>
<td>LE</td>
<td>Daughter</td>
</tr>
<tr>
<td>CG9</td>
<td>F</td>
<td>32</td>
<td>LC SU</td>
<td>Yes</td>
<td>LE</td>
<td>Daughter</td>
</tr>
<tr>
<td>CG10</td>
<td>F</td>
<td>26</td>
<td>LC SU</td>
<td>Yes</td>
<td>HE</td>
<td>Deceased</td>
</tr>
<tr>
<td>CG11</td>
<td>M</td>
<td>22</td>
<td>Mesothelioma</td>
<td>Yes</td>
<td>LE</td>
<td>Nephew</td>
</tr>
<tr>
<td>CG12</td>
<td>F</td>
<td>42</td>
<td>LC IV</td>
<td>N/A</td>
<td>LE</td>
<td>Daughter</td>
</tr>
<tr>
<td>CG13</td>
<td>M</td>
<td>58</td>
<td>LC IV</td>
<td>Yes</td>
<td>LE</td>
<td>Daughter</td>
</tr>
<tr>
<td>CG14</td>
<td>F</td>
<td>38</td>
<td>LC IV</td>
<td>Yes</td>
<td>LE</td>
<td>Daughter</td>
</tr>
<tr>
<td>CG15</td>
<td>F</td>
<td>21</td>
<td>NSCLC I/II</td>
<td>Yes</td>
<td>HE</td>
<td>Daughter</td>
</tr>
<tr>
<td>CG16</td>
<td>M</td>
<td>28</td>
<td>SCLC SU</td>
<td>Yes</td>
<td>HE</td>
<td>Son</td>
</tr>
<tr>
<td>CG17</td>
<td>M</td>
<td>36</td>
<td>LC IV</td>
<td>Yes</td>
<td>HE</td>
<td>Partner</td>
</tr>
<tr>
<td>CG18</td>
<td>M</td>
<td>35</td>
<td>LC IV</td>
<td>N/A</td>
<td>HE</td>
<td>Son</td>
</tr>
<tr>
<td>CG19</td>
<td>F</td>
<td>41</td>
<td>Mesothelioma</td>
<td>Yes</td>
<td>HE</td>
<td>Daughter</td>
</tr>
<tr>
<td>CG20</td>
<td>F</td>
<td>44</td>
<td>LC SU/metastases BC</td>
<td>Yes</td>
<td>LE</td>
<td>Daughter</td>
</tr>
</tbody>
</table>

a=patient, CG=caregiver.
b=BC=breast cancer, NSCLC=non–small cell lung cancer, IV=stage IV, SCLC=small cell lung cancer, ED=extensive disease, SU=stage unknown, I/II=stage I or II, LD=limited disease, LC=lung cancer type unknown.

c=HE=high education (university, academy, college level), LE=low education (primary school, high school, intermediate vocational training).
Interviews

A topic list was made to prepare the interviews. Main topics were Internet use, information needs and supply, reasons to use the Internet, reasons to query the online lung specialists on the DLIC website, and reasons not to. The topic list was completed with personal information about demographics and disease. Sample questions asked during the interviews are listed in Textbox 1.

The semistructured telephone interviews were conducted by CL. Participants were encouraged to talk freely until all topics were discussed. The duration range of an interview was 20-90 minutes. All interviews were written down verbatim with pen and paper, put into orthographic transcripts, and then subsequently typed into MS Word documents directly after interview termination (these MS Word documents will be referred to as “interview transcripts”). During transcription into MS Word documents, CL would already start to classify interview passages according to their content and the questions listed in Textbox 1 (topic list based). Apart from the interview transcripts, sometimes CL wrote notes with her impressions on the respondents’ ideas during the interviews, which she attached as a memo to the interview transcripts. Occasionally she also copied interesting quotes from her email correspondence with the participants as field notes into the interview transcripts.

Textbox 1. Sample interview questions.

<table>
<thead>
<tr>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>When did you start looking for information on the Internet?</td>
</tr>
<tr>
<td>Why did you look for information on the Internet?</td>
</tr>
<tr>
<td>What role does the Internet play in information supply?</td>
</tr>
<tr>
<td>What role does the caregiver play in information supply?</td>
</tr>
<tr>
<td>Why did you ask a question on the interactive page of the DLIC website?</td>
</tr>
<tr>
<td>What did you ask? What did you want to know?</td>
</tr>
<tr>
<td>Was the answer to your question satisfactory? Was it useful? Why?</td>
</tr>
<tr>
<td>At which moment during the lung cancer procedure did you have the greatest information needs?</td>
</tr>
<tr>
<td>Why did you not ask the (patient’s) treating physician your question?</td>
</tr>
<tr>
<td>Is it different to ask a question through the Internet/by email? Why? How so?</td>
</tr>
<tr>
<td>What is your opinion about the possibility of asking an online physician questions on a website?</td>
</tr>
<tr>
<td>What is your opinion about the possibility of asking your treating physician questions by email?</td>
</tr>
<tr>
<td>What is your opinion about the possibility of asking a nurse questions by email?</td>
</tr>
<tr>
<td>Would you like to communicate with the (patient’s) treating physician by email?</td>
</tr>
<tr>
<td>What would be the value of such communication?</td>
</tr>
</tbody>
</table>

Analysis

Researchers RMS and MJW used a thematic approach in the analysis of the transcripts (n=25) [23]. After familiarization with the data by reading it repeatedly and carefully, we made a summary of each interview and started initial coding of the transcripts. To facilitate coding, organizing, collecting, and selecting data from the interview transcripts, we used MaxQDA version 10 [24]. After numerous meetings focusing on understanding the collected data and correct interpretation, we determined potential themes first and then sorted and collated the (initial) codes according to them. Hence, we looked at the participant’s Internet use first, to further determine when they started to surf the Internet and to assess their information needs. After this, we focused on identifying and classifying the reasons why participants surfed the Internet and posed questions to online lung specialists instead of their own specialist. Grouping this information, we made an initial thematic map (available on request).

After review of the potential themes for coherence, we refined these themes, identified new themes, and recoded some data extracts. This refinement led to the identification of similarities and discrepancies between participants with regards to the sought-after information. The newly identified themes were found to be the beneficial effects of looking for information for participants, the presence of tension between patients and caregivers provoked by the Internet search, and perspectives about the use of email with the patient’s specialist. After recoding the data extracts according to the refined and new themes, we reviewed the entire dataset again and discussed the generated main themes conscientiously and critically for coherence, consistency, robustness, and representativeness [23,25] in order to develop a final thematic map (available on request).

Results

Starting to Surf the Internet

All respondents, except for 1 patient and 3 caregivers, reported using the Internet on a regular basis. They had access to Internet at home and used it for daily activities such as checking their email, banking, or looking for different types of information. They reported that the lung cancer diagnosis specifically urged them to seek information and ask the online lung experts lung cancer–related questions. Their diagnosis had a great impact on their lives, as they were facing lung cancer, its (future) treatment...
trajectory, and ultimately the shortened life expectancy of the patient. Therefore, they felt the need for additional information to learn how to deal with the situation by any means.

Both patients and caregivers also mentioned that they surfed the Internet again at specific moments later during the lung cancer treatment trajectory, such as during chemotherapy, at the appearance of new symptoms or disease progression, or when having to make a choice between two treatment options. These moments also meant a change in their current vulnerable balance, which pushed them to search for information again.

I have been told a lot at the hospital, but everything goes so fast, you hear a lot of terms, and you just do not know anything [...] First, I looked at the tumor types and how everything would go during surgery. After that, I looked again when it was recommended for me to have chemotherapy. [P2]

Patients and caregivers mentioned that their need to seek information often arose once they had time to rest and think about what they had been told, often at a time when their questions could not directly be answered by the treating specialist anymore: “Once you have come home, you have forgotten half of what you have been told, which is exactly the moment you would want to ask something.” [CG8, partner]

What Are Respondents Looking For and Why?

Respondents reported searching for lung cancer–related information in general but also information specific to their personal situation. An illustration of the information search of caregiver Sylvia (fictitious name), describing what she was looking for and why, is given in Textbox 2.

Apart from feeling the need to gather general information in order to be better informed and have a better understanding of the disease, respondents wanted to be prepared for future consultations, future course of disease, and treatment trajectory. They also felt the need for specific information regarding practical matters or emotional support directly related to their individual condition in order to help face current or short-term situations. Examples are practical matters during the treatment trajectory and finding emotional support through contact with fellow sufferers (see Table 2). Ultimately, all respondents expressed that the main goal of their information search was to find support as they were dealing with lung cancer. Textbox 3 also gives an illustration of patient Mary’s (fictitious name) information search and her search motives.

Textbox 2. Caregiver Sylvia.

Sylvia (fictitious name) is the 36-year-old daughter of a lower educated male patient of 72 years old. At time of the interview, Sylvia’s father had died a week earlier. He had been diagnosed with metastasized lung cancer 7 weeks prior.

I started looking [for information] 2 weeks after the definitive diagnosis of lung cancer with brain metastases had been made. I searched the Internet because I wanted to know the prognosis and what different types of lung cancer there were. Once I started, I kept on going. I also wrote something on the forum of the DLIC website and I got some reactions; it was very nice. It may sound strange, but it is nice to know that there are many people who are dealing with the same thing. At the hospital they don’t have much time for you. You can see them thinking “Yes, you have cancer; I have explained everything, now get on with it”. Then you come home and the questions arise [...] and you think “I want to ask the question now”. But if you call the doctor, you get the secretary who says “the doctor is not here, he is with a patient. When do you have an appointment? Next week? You can ask your questions then”. But this way a question that feels urgent to you remains unanswered. This is one of the reasons why I turned to the Internet and by stumbling across the DLIC website, [...] I found everything I was looking for. This website is incredible. I can stay on the site for hours [...] When I came back to the treating physician after the diagnosis, I asked him “what kind of lung cancer is it, small cell, non–small cell? What are the advantages and disadvantages of giving therapy?” You should have seen his face wondering how I knew all of that. Actually, I have only ever asked the online expert one question: “if someone has metastasized cancer, why is not it possible to operate on the lungs and brain and just remove the cancer from both sites?” I received a satisfactory answer. Although it was just as I thought, it was still nice to get confirmation. And you never know, perhaps the Internet expert will say there are still possibilities or new therapies. Even if it is not the case, it is still nice to have been able to ask. I think it is excellent to be able to ask a question of the DLIC online expert and to get an answer so quickly because it has prevented several sleepless nights.

Textbox 3. Patient Mary.

Mary (fictitious name) was a 44-year-old highly educated, married patient. She was diagnosed with breast cancer metastasized to the lungs. After a period of stable regression, she was receiving palliative therapy at time of the interview. She was very pleased with Internet as mode of information supply and the DLIC interactive webpage, but she emphasized that she did not want eHealth to become a substitute for visual contact with treating specialists in the future.

After the diagnosis, I hit rock bottom. A neighbor, who is a nurse, brought me a lot of pamphlets. This helped me back on top and gave me the feeling that I should do something. At that point [1 month after the diagnosis], I started to study the folders and the Internet. I wanted to come to grips with the situation and also get the feeling that I had a rough plan for my treatment. The Internet has played an important role in terms of information supply. I am a member of a private mailing group where we exchange a lot of information. One of the group members made me aware of the DLIC website and that questions were being answered there. Early on, I would see my doctor first and after that I...
would go online looking for the things he had suggested, verifying whether there were no other possibilities. But there came a point when I felt I needed to take charge of the situation instead of just following him passively. I wanted to get ahead of the game, so now I started looking for information before every new hospital appointment, so that I could come well prepared. I researched every possible thing: what I had, what I would get, what possible alternative or experimental therapies there were, things about pain control for later during the process, you name it. I have accepted the disease and I see myself as a kind of research project. I think it is good to be well informed. It gives you the feeling that you have control over your disease and your treatment.

Table 2. Needs of respondents.

<table>
<thead>
<tr>
<th>Information needs</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General information needs</strong></td>
<td></td>
</tr>
<tr>
<td>Background information on lung cancer</td>
<td>Epidemiology, lung cancer types</td>
</tr>
<tr>
<td>Diagnosis</td>
<td></td>
</tr>
<tr>
<td>Therapy</td>
<td>Regular, experimental, alternative</td>
</tr>
<tr>
<td>Diagnostics</td>
<td>Investigations types and explanation about it</td>
</tr>
<tr>
<td>Disease course/end of life/prognosis</td>
<td>Life expectancy, (overall) survival per stage, what to expect at the end of life, suffocation</td>
</tr>
<tr>
<td>Information sources/literature</td>
<td>DLIC website, websites specialized on experimental therapy</td>
</tr>
<tr>
<td><strong>Individual information needs</strong></td>
<td></td>
</tr>
<tr>
<td>Managing personal situation</td>
<td>Help with a choice: postoperative chemotherapy, radiotherapy or not</td>
</tr>
<tr>
<td>Managing personal health or mental condition</td>
<td>Explanation and/or treatment of symptoms or side effects (eg, own neurological problems or insensibility after surgery), preparation for coming treatment (eg, what is going to happen during surgery), analgesia, what can this symptom be?</td>
</tr>
<tr>
<td>Managing emotions</td>
<td>Search for hope, confirmation, reassurance, emotional support, compassion, consolation, contact with fellow sufferers/ comparable experiences, expert’s verification/2nd opinion, moments of panics and uncertainty</td>
</tr>
<tr>
<td>Managing daily life</td>
<td>Lifestyle advices, hospital bills, food supplements, hospice</td>
</tr>
<tr>
<td>Managing practical aspects of treatment trajectory</td>
<td>Eg, explanation of medical terms/terminology like stable disease or “adenocarcinoma”, meaning of laboratory/imaging results specific to patient, organizing euthanasia</td>
</tr>
</tbody>
</table>

**Differences Between Patients and Caregivers**

Although patients and caregivers reported searching for general information as well as information specific to the individual condition, their searches differed with regard to quantity and content (see Textboxes 2 and 3). Patients searched for a minimal amount of general background information and focused specifically on their individual current condition. They aimed to get more information about symptoms and therapy, together with practical information for the coming disease course and consultations. Not all of the patients seemed to want to gather information about the last moments of life, although they were perfectly aware of their shortened life expectancy. Patients especially said they were searching (among other things) for hope by contacting fellow sufferers and/or looking for a confirmation of the accuracy of their diagnosis and chosen management. This made them feel supported (see Textbox 3).

On the contrary, caregivers expressed the need to collect a lot of general information of any kind (see Textbox 2). An element they mentioned with regard to the available information on the Internet was the difficulty of understanding or interpreting online information correctly, as they were lacking a doctor’s knowledge and felt overwhelmed by the vast amount of information given. Caregivers also wanted to be informed more frequently about the patients’ end of life and prognosis in particular. Furthermore, they reported looking for information specific to their personal situation in order to feel supported. Like the patients, caregivers said that their quest for (emotional) support consisted of (among others) searching for hope and reassurance/confirmation of medical information, contact with other fellow sufferers (by direct contact or by reading their stories) and with the online expert (see Table 2).

**Why Not Ask Their Own Treating Specialist?**

Numerous reasons were mentioned for using the Internet and asking the online expert questions in particular, rather than addressing their own treating specialist. Respondents said they did not want to ask their own specialist. They mentioned being ashamed about discussing personal matters or indecencies within the context of a consultation. They also did not wish to disturb or burden their own specialist because he or she was (supposed to be) very busy. Especially caregivers were convinced of being a burden to the specialist as they were “only a caregiver anyway”.

There are a lot of things that I wouldn't discuss with the lung specialist. For example, a big part of his lung has been removed and when we caress each other, he has no feeling in that part of his skin. He does not
feel my touch. He says that it feels alien, as though it’s not part of his own body. Then we asked ourselves “will it remain that way?” But you do not ask the lung specialist those kind of things when he is looking at the chest X-ray very seriously. [CG4, partner]

And you do not bother the specialist by calling him at the hospital, because surely he has better things to do. [P3]

Respondents had the feeling of not being able to ask a question or request information. They experienced barriers in their contact with their own specialist because they felt he or she had no time during and between consultations. They experienced the specialist not being open to questions: “the communication at the hospital was dramatically bad” and “We have a kind of reticence to ask our treating specialist questions. They do not like it when you ask a question.” [CG6, child]

Following the suggestion of the DLIC, I brought a list of questions for my specialist. You could see him thinking “Not another one with a list…” Specialists are always in a hurry. They do not even have time for a proper discussion with you. I have seen 4 different pulmonologists, and when you walk into the consultation room, they would all still be reading your medical record at the same time. [P2]

Patients as well as caregivers appreciated the convenience of using the Internet and the DLIC website because of its 24-hour accessibility and its anonymity. This made them feel freer to ask the online lung experts for any kind of information and helped them express their feelings better. They felt less anxiety as they were able to pose a question instantly, receive a reply from the online specialist to urgent questions within a short space of time, and not have to wait until the next consultation with their treating specialist. This was especially the case for caregivers as, for example, one of them said that the patient had a follow-up appointment every 3 months but that she could surf the Internet every day. Furthermore, respondents appreciated the expertise and open-minded, kind, and empathic attitude of the online lung experts.

I think it’s fantastic. It is anonymous and it’s great to ask your questions to someone who’s competent in the field [...] I was looking for someone independent [...] Although he [the online expert] is an outsider, he knows what he is talking about. [P2]

I think it is very good to be able to ask a physician questions online. It’s a smaller step to take than calling or talking to your treating specialist. [CG9, child]

His style (of the online expert) is really nice, not disapproving. He is very kind and always says something like “I wish you good luck” or “I hope it will be all right”. [CG1]

Reasons Not to Use the Internet

Patients and caregivers mentioned that sometimes they postponed or stopped their Internet search, for instance, because the information they encountered was too much. Not searching helped them to stay positive. Other respondents felt that they had collected enough information after a period of time and therefore deliberately quit the information search, knowing they were avoiding confrontation with the disease sometimes.

No, at the beginning, I did not look for information. The disease, it was not about me, it was as if it was about someone else [...] I must say that I am not on the Internet very often anymore, because a lot of people die there. It is too much for me [...] and makes me feel depressed. You need to feel there is still a light at the end of the tunnel. [P3]

I went looking for information after my husband passed away, not during his illness though. It does not make you feel happy and I wanted to stay positive, so it does not help if you read these unpleasant things on the Internet. [CG3, partner]

I think I should not read too much about lung cancer anymore. Now that the disease has gone, it’s time to move on. I have got the feeling that I have just recovered from a heavy illness myself and that at long last I am finally fit enough to get up and go again. Yes, perhaps I am avoiding thinking about all that is lost. [P2]

Tensions

Both patients and caregivers also talked about the occurrence of tension when meeting their own information needs by searching the Internet. Specifically caregivers realized that their needs were not always the same as the patients’ and experienced difficulties in dealing with the information they had collected. They felt torn by the dilemma of disclosing sensitive information or hiding it from the patients, as they wanted to protect them from (unwelcome) confrontations. For example, one caregiver said that he did not share the death of someone from his mailing group as he thought that this would be too much to handle for the patient.

There are things that I do not tell him, because I do not want to worry him [...] It is difficult because sometimes, when we are at the doctor’s, I would like to know things, such as the life expectancy, but I am reluctant to ask, because I do not want my father to hear it. [CG12]

Well…Actually I have kept information from him when he was very unwell and we did not know yet whether he could be operated. At the time, my son and I looked for the 5-year survival rate and decided we should not tell him. Once he was home again after the operation, he was looking at a very old medical encyclopedia that we never use. Then he said “Do you know what the 5 years survival of lung cancer is?” I said I did and in reply he asked me why I had never told him. He was upset at first, but he understood. [CG4, partner]

Email Contact With Their Own Treating Specialist or an Oncology Nurse

All patients were very positive when being explicitly asked about their opinion on the opportunity to have email contact
with their own specialist for questions. Caregivers, however, had more reservations as they felt embarrassed contacting the treating specialist (as being only caregivers) and were afraid that the specialists might be overwhelmed by emails.

Respondents also reacted positively about having email contact with an oncology nurse in order to obtain medical information and ask questions, on the condition that she or he had to specialize in lung cancer. One caregiver mentioned the very useful assistance of an oncology nurse as a constant and accessible contact point for support and information during the whole treatment trajectory.

Discussion

Principal Findings

The present study adds knowledge to the information-seeking behavior of lung cancer patients and their caregivers during the lung cancer treatment trajectory and their reasons for doing so. Strikingly, the majority of respondents were caregivers. Our findings show the coping strategies of caregivers and patients towards managing lung cancer. They searched the Internet and asked online DLIC lung experts questions because they wanted lung cancer-related information and help in coping with the disease practically and emotionally. This happened repeatedly during the whole treatment trajectory. This search helped the respondents to deal with lung cancer in a better way. It permitted them to gain a better understanding, be prepared (for the treatment trajectory and the disease course), feel free to search and ask for information, express feelings, be relieved of anxiety, feel emotionally supported, and regain control. This confirms that information is essential and beneficial for coping with cancer for both patients and caregivers and that caregivers are actively involved in information search and supply [14,26]. Furthermore, the information needs of caregivers differed from those of patients.

Lung cancer patients and their caregivers searched the Internet in order to deal with lung cancer and their personal situation. The perspective of the coping theory can be applied to explain the respondents' behavior [27]. When events occur in a subject's life, the subject is prompted to activate internal processes necessary to accommodate that event (eg, behavioral, cognitive, and affective mechanisms, including coping). It is known that anxiety, anger, fear, helplessness, and depressive feelings are frequently experienced after a cancer diagnosis [28]. The study respondents experienced such distress at diagnosis and other key points of the treatment trajectory that provoked a change in their lives, therefore posing a threat, challenge, or harm to them personally. Subsequently they tried to manage this distress by means of coping, through searching the Internet and turning to online lung experts for lung cancer-related information.

Information is essential for coping with cancer, and new media (eg, the Internet, online cancer communities, mailing groups, etc) are crucial today for the dissemination of information [14,26]. Hence, our respondents are used to searching new media for information. Still, the choice of the Internet and online experts versus the patient's treating specialist remains intriguing. Caregivers particularly had a greater tendency to search the Internet. This may be related to the serious nature of lung cancer, as the gravity of a disease urges people to seek additional information [14]. Also, when facing a life-threatening disease, cancer patients and family members often want confirmation of information, despite good communication with health care providers and adequate information supply [29,30]. Furthermore, Ong et al [31] and other investigators [32-35] found that patients and caregivers are often unsatisfied with the communication or the information given to them in medical settings. These issues were also observed in present study results. Apart from this, the practical advantages of the Internet and the availability and attitude of the online experts moved the respondents toward this medium.

Respondents were not only looking for general lung cancer-related information but also information specific to their own situation. Soothill et al [36,37] reported the need for "universal" and "personal" information among cancer patients and caregivers, helping them to cope with cancer, such as managing daily life or emotions. Searching for these two types of information was beneficial for the study respondents. Although similarities in the information search of patients and caregivers were observed, important differences were noticed too. Caregivers were inclined to look more extensively (in terms of quantity) for information than patients, and the content of the information found differed too. This trend was recognizable from the literature. Caregivers, of lung cancer patients in particular, show high participation rates in online cancer communities [14]. Compared to patients, they also have a higher tendency to look for information than providing it to other caregivers and patients, and they are more inclined to participate in emotional support exchange [6,8,14]. Moreover, lung cancer patients and caregivers have different information needs [38]; caregivers tend to have more unmet needs and concerns than patients [36,37]. This could originate from the caregivers' perception of themselves as being helpless observers, their lesser involvement with health care providers, or the patients' underreporting of concerns and unmet needs [39]. It also seems that information seeking is a typical activity for caregivers, as lung cancer patients are often too ill to do it themselves [14]. Interestingly, most caregivers among our respondents were (young) women. Women typically participate more in mail groups and supportive communication than men and seem to search or care more about information (provision) than men [14,40,41].

Thus, it is important to recognize the caregivers' needs as well as those of patient, since caregivers play a critical role in sustaining the cancer patient, and their ability to nurture and support the patient may be compromised in case of unmet needs [42,43]. This may have serious implications for both the patients' and caregivers' psychological state and coping. Further investigations on this topic are therefore needed.

As seen in our results, trying to meet one's own information needs can also be accompanied by difficulties and/or tensions. Confrontation with threatening or negative disease information can be of great impact on the well-being of patients and caregivers [11,44]. This may subsequently lead to the total abortion of the information search, the avoidance of confrontation with the “sensitive” information in particular, or
concealing it from loved ones or patients, with all its possible consequences on the psychological state of those involved. This dilemma between wanting to meet information needs and protecting oneself or another have often been described in literature as the origin of conflicts and communication problems between caregivers and patients [45-47]. A balance between these two elements must therefore be achieved to maintain psychological well-being. Solutions to reach such a balance may not only be ceasing the information search temporarily, but also consulting reliable and clearly categorized sources of information and discussing the tension with the concerned persons or with someone who might be of help. The possibility of obtaining or discussing information directly with the treating physician or a specialized oncology nurse should be considered.

**Study Limitations**

Since we performed a cross-sectional study with an interview at one single point during the lung cancer treatment trajectory, it is possible that we have missed information on the respondents’ needs, as we did not follow them over time. Nonetheless, respondents described different moments during lung cancer treatment. The quality of a person’s information needs is constant over time even though the quantity of the needed information may show a slight decrease [48,49]. It is therefore reasonable to assume that our results paint a reliable picture of the information needs and other reasons why respondents surfed the Internet.

Another limitation is the fact that all interviews were held by phone and were not audio recorded. Also, CI started to classify interview passages shortly after their transcription. This may have led to bias and to information loss during the simultaneous transcription of the interviews. However, since CL is an expert interviewer used to collecting information in this particular manner, it seems less probable that data were lost. Furthermore, the classification of interview passages took place according to the questions CL asked during the interviews (see Textbox 1), reducing bias.

Because data collection took place a few years ago, changes in habits of Internet users and DLIC website visitors may have occurred over time, next to changes in website availabilities. The relevance of our findings may also be questionable. However, we know that Internet health searches have become much more commonplace [50]. Additionally, internal reports of the DLIC website have shown that the number of visitors each month and the visitors’ identity remained the same over time [7]. The interactive webpage still remains a very popular page of the website, and the number of questions is still increasing. Questions concerning general information on lung cancer as well as information on personal matters are still being asked. The website availabilities have not really changed, and its homepage shows only a few additions since its launch (eg, animation, links to new blogs, and a visitor’s poll). We can therefore assume that the reported findings are still relevant and representative for the population we investigated.

A final question to address is whether our study sample is representative of the investigated population, as ultimately a sample of 25 respondents was interviewed despite the far larger number of persons interested. Persons who never surf the Internet were also anticipatorily excluded. The respondents’ distribution is, however, in accordance with the population visiting the DLIC website [6,8]. Moreover, patients and caregivers who never surf the Internet were not the target of this present study. Additionally, we showed in previous studies that many website visitors only read the webpage “Ask the physician” without asking questions. This group of visitors may be represented by the group of respondents who were interested in participating but were never interviewed. Another argument for the respondents’ representativeness is the reaching of saturation of data and themes after multiple readings of the interviews.

**Practical Implications**

Our study results have numerous practical implications for the care of patients and their caregivers during the lung cancer treatment trajectory. Caregivers represented the majority of respondents looking for information and indicated they needed help coping with lung cancer. However, they often felt unable to address the patient’s treating specialist. Since the well-being of patients and caregivers are connected, special emphasis must be given to the often neglected experience and needs of caregivers [51,52]. In practice, this might simply be solved by addressing caregivers’ needs during consultations. In case of difficulties, lack of time, or objections from the treating specialists, workshops directed towards communicating with multiple persons and managing consultation time might help. Moreover, appointments additional to regular consultations are possible, as well as the implementation of support groups and information events focusing on the patient-caregiver unit. Extensive research on these possible interventions should be done prior to any implementation. The experiences, needs, and the role of caregivers during lung cancer treatment require further investigation.

Both patients and caregivers searched the Internet and the DLIC website broadly for additional information on lung cancer. It can therefore be concluded that there is a demand for such a service, although it was not considered a potential replacement for live consultations with the treating specialists. The positive effects on the respondents’ coping and their level of satisfaction, however, show that use of such services is favorable. They should therefore be promoted as additional information supply sources and be part of good medical care. To prevent the use of unreliable information sources, treating specialists might refer patients and caregivers to reliable and objective websites (with online experts). James et al have already reported evidence supporting this approach as being (surprisingly) a wish of both patients and caregivers [53].

Next to referral to a specialized oncology nurse for additional information and support, the development of direct personal email contact with the nurse or with the treating specialist may also be considered, for those reluctant to use the Internet and consult online experts. There are, of course, barriers and advantages to such communication modes [54]. Barriers might be the lack of Internet access and peer pressure, as well as the absence of training or ability to use email and concerns about junk mail, privacy, and security [54]. Advantages are numerous, such as speed, efficiency, and productivity [54], and, as
illustrated in our study results, satisfaction and relief of anxiety among patients and caregivers. The specialists’ and nurses’ perceptions and the feasibility of direct email contact should nevertheless first be investigated before future implementation.

Conclusions
Lung cancer patients and especially their caregivers use the Internet and the interactive webpage of the DLIC website because they want additional information on top of what they have received from their treating specialists. The information search also helps them to cope with lung cancer. The Internet and the DLIC’s interactive page are therefore valuable complementary modes of information supply. Because the DLIC online expert is not able to answer patient-specific questions, using email contact between patients/caregivers and treating specialists or specialized oncology nurses might be considered in case of urgent questions, next to referring them to reliable sources of information.
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Abstract

Background: A wide variety of information sources on medicines is available for pregnant women. When using multiple information sources, there is the risk that information will vary or even conflict.

Objective: The objective of this multinational study was to analyze the extent to which pregnant women use multiple information sources and the consequences of conflicting information, and to investigate which maternal sociodemographic, lifestyle, and medical factors were associated with these objectives.

Methods: An anonymous Internet-based questionnaire was made accessible during a period of 2 months, on 1 to 4 Internet websites used by pregnant women in 5 regions (Eastern Europe, Western Europe, Northern Europe, Americas, Australia). A total of 7092 responses were obtained (n=5090 pregnant women; n=2002 women with a child younger than 25 weeks). Descriptive statistics and logistic regression analysis were used.

Results: Of the respondents who stated that they needed information, 16.16% (655/4054) used one information source and 83.69% (3393/4054) used multiple information sources. Of respondents who used more than one information source, 22.62% (759/3355) stated that the information was conflicted. According to multivariate logistic regression analysis, factors significantly associated with experiencing conflict in medicine information included being a mother (OR 1.32, 95% CI 1.11-1.58), having university (OR 1.33, 95% CI 1.09-1.63) or other education (OR 1.49, 95% CI 1.09-2.03), residing in Eastern Europe (OR 1.52, 95% CI 1.22-1.89) or Australia (OR 2.28, 95% CI 1.42-3.67), use of 3 (OR 1.29, 95% CI 1.04-1.60) or >4 information sources (OR 1.82, 95% CI 1.49-2.23), and having ≥2 chronic diseases (OR 1.49, 95% CI 1.18-1.89). Because of conflicting information, 43.61% (331/759) decided not to use medication during pregnancy, 30.30% (230/759) sought a new information source, 32.67% (248/759) chose to rely on one source and ignore the conflicting one, 25.03% (190/759) became anxious, and 2.64% (20/759) did nothing. Factors significantly associated with not using medication as a consequence of conflicting information were being pregnant (OR 1.75, 95% CI 1.28-2.41) or experiencing 3-4 health disorders (OR 1.99, 95% CI 1.10-3.58). Women with no chronic diseases were more likely not to take medicines than women with ≥2 chronic diseases (OR 2.22, 95% CI 1.47-3.45). Factors significantly associated with becoming anxious were >4 information sources (OR 2.67, 95% CI 1.70-4.18) and residing in Eastern Europe (OR 0.57, 95% CI 0.36-0.90).

Conclusions: Almost all the pregnant women used multiple information sources when seeking information on taking medicines during pregnancy and one-fifth obtained conflicting information, leading to anxiety and the decision not to use the medication. Regional, educational, and chronic disease characteristics were associated with experiencing conflicting information and influenced...
the decision not to use medication or increased anxiety. Accurate and uniform teratology information should be made more available to the public.

(J Med Internet Res 2014;16(2):e60) doi:10.2196/jmir.2939
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Introduction

Use of both prescription medicines and over-the-counter medicines during pregnancy is common [1-3]. Pregnant women tend to be cautious about using medication and tend to have unrealistic perceptions of drug-related teratogenic risks [4,5]. This may result in nonadherence to therapy or even to the unjustified termination of a pregnancy [6,7]. Relatively few studies focus on adherence to drug therapy during pregnancy [8]. Those that do have shown that the overall adherence rate during pregnancy is approximately 40% [9-11]. Adherence to chronic medication seems higher than to short-term medication or symptomatic treatment [10], but the opposite has also been reported in treatment of asthma [12] and depression [13]. Poor adherence among pregnant women is typically seen as reduction of the dose, total discontinuation of medication [9,14,15], or forgetting to take the medication [16,17]. Conflicting information from different sources may add to the uncertainty about whether or not to use medication [5,13].

Pregnant women use health care professionals, most commonly physicians, but also pharmacists and nurses, as primary information sources [5,18-20]. The Internet is also a widely used information source [5,18,19]. A recent multinational study showed that 70% of the responding pregnant women who indicated a need for information used the Internet as an information source, varying from 44% in Canada to 90% in Russia [19]. Other information sources include patient information leaflets, family and friends, drug information centers, books, and magazines.

This indicates the existence of a wide variety of formal and informal information sources, which pregnant women may consult simultaneously. In fact, Henry and Crowther [20] reported in their review that 4 information sources are used on average, with one-quarter of respondents consulting more than 5 sources (range 0-11 information sources among different studies). With an increasing number of information sources, there is also an increased risk that information will vary or even conflict. In a Norwegian study of pregnant women who used several information sources, 25% reported the presence of conflicting information between sources [5]. Thus, it may be hypothesized that conflicting information increases the possibility that a medicine will not be used during pregnancy even if it is safe and important to the pregnant woman and the unborn child.

This multinational survey aims to identify the extent to which pregnant women use multiple information sources and the consequences of the presence of conflicting information. Furthermore, it aims to investigate which maternal sociodemographic, lifestyle, and medical factors are associated with these objectives.

Methods

Study Design

This study forms part of a multinational Internet-based survey on medication use in pregnancy, which investigates medicine use, health disorders, and chronic diseases during pregnancy; perceptions of risks and attitudes toward using medicines; and needs for information [11]. The survey was conducted in 5 regions: Eastern Europe (Croatia, Poland, Russia, Serbia, Slovenia), Western Europe (Austria, France, Italy, the Netherlands, Switzerland, United Kingdom), Northern Europe (Finland, Iceland, Norway, Sweden), Americas (Canada, United States, South America), and Australia.

An anonymous self-completed Internet-based questionnaire [21] was posted on 1 to 4 Internet websites used by pregnant women in different countries. Originally developed at the University of Oslo [5], the questionnaire was translated into the respective languages of the participating countries. The questionnaire was piloted in 4 countries (pilot responses are not included in the study). Only minor modifications were made. During the pilot, the usability and technical functionality of the electronic questionnaire were also tested. Adaptive questioning was used to reduce the number and complexity of the questions. The questionnaire included various topics concerning medicine use and health during pregnancy, as well as attitudes toward using medicines in general and during pregnancy. In this study, data were used that had been gathered based on responses to questions concerning the need for information and reported information sources.

The questionnaire was accessible during a period of 2 months in each country, from October 1, 2011 to February 29, 2012. Pregnant women and women with a child younger than 25 weeks old were eligible to participate in this study. Respondents were advised to answer questions related to their current or latest pregnancy. The participants were also asked to read the study description, along with the study objectives and other relevant information, before being given access to the online questionnaire. Reading the study description and confirming a wish to participate were considered the equivalent of giving informed consent. Thereafter, the woman was given access to the online questionnaire. No personal identifiable information was collected. Ethical approval was sought and granted from the Norwegian Regional Ethics Committee.

In each country, the study population was compared to the birthing population using national population-based statistics to evaluate external validity [19]. Overall, the mean
age of the study populations in each country was close to the mean age of the target populations. Respondents were somewhat better educated than average women, and the percentage of primiparity was higher among respondents than among most national populations. Of the respondents, 57.16% (4054/7092) reported a need for information on medicines during their pregnancy [19]. The most commonly used information sources were health care professionals (physicians: 73.14%, 2965/4054; pharmacy personnel: 46.18%, 1872/4054; midwives or nurses: 32.51%, 1318/4054) and the Internet (59.50%, 2412/4054). A detailed description of information needs and the information sources used is given elsewhere [19].

**Main Outcome Measures**

A list of commonly used sources was given to explore the number and type of information sources used. Respondents were also given the opportunity to mention additional sources. The basis for this list was taken from a previous study by the authors [5] and adjusted in relation to the information sources available in the participating countries. These were further categorized into formal information sources (including physicians, pharmacists, midwives, nurses, drug handbooks, information leaflets, and drug information centers) and informal information sources (including Internet, family and friends, magazines, media, books, and herbal shop personnel). Drug information centers refer to medicine information services (also known drug information call centers) where people can call or otherwise contact health care professionals and inquire about medicines.

The need for information was assessed with the question, “Did you need information on medicines during the course of your pregnancy?” Respondents who indicated a need for information (n=4054) were further asked if the information they had found from various sources was uniform. The respondents could choose from 4 responses: (1) yes, completely similar; (2) yes, on the whole (only the wording or level of detail was somewhat different); (3) no, part of the information was different; and (4) no, the information was completely contradictory. These answers were further classified into the categories “yes” (2 former categories) and “no” (2 latter categories).

If the respondent’s answers fell into any of the “no” categories, she was further asked about her subsequent actions with the question: “If there were discrepancies among the sources, what did this mean to you? (You may tick more than one answer).” The 5 possible responses were: (1) nothing, (2) I became anxious, (3) I decided not to use the medication, (4) I sought a new information source, and (5) I chose to rely on one source only, and to ignore the conflicting one.

**Background Variables**

The following background variables were used: the status of the women (pregnant or had given birth at the time of the study), age, parity, marital status, educational level, region of residence, number of chronic diseases, experienced health disorders, and number of information sources used.

**Statistical Analysis**

We used SPSS version 20 (IBM Corp, Armonk, NY, USA) for statistical analyses. Cross-tabulation and Pearson’s chi-square test were used as univariate analysis when analyzing categorical variables. A P value of <.05 was considered to be statistically significant. For multivariate analysis, logistic regression analysis including odds ratios (OR) and 95% confidence intervals (95% CIs) were used when measuring the association of maternal sociodemographics and lifestyle characteristics with the experience of conflicting information and with the consequences of the presence of conflicting information during pregnancy. The stepwise method (forward conditional) was used to select the variables in the final model. Multivariate analyses were conducted for the consequences “did not use medication” and “became anxious.” The Hosmer and Lemeshow test [22] was used to assess goodness-of-fit of the final multivariate models and the models were found robust (P values >.05).

**Results**

**Summary**

A total of 9615 women in various countries accessed the online open survey. Of these women, 9483 (98.63%) agreed to participate and filled in the questionnaire. Of the related responses, 7092 of 9483 (74.79%) were eligible for this study, including 5090 (53.67%) responses from pregnant women and 2002 (21.11%) from women with a child younger than 25 weeks.

**Information Sources on Medicines**

On average, the respondents used 3 different information sources on medicines (range 0-8). Of these, 16.16% (655/4054) used 1 source, 27.95% (1133/4054) used 2 sources, 26.66% (1081/4054) used 3 sources, and 29.08% (1179/4054) used 4 or more different information sources (Figure 1). A physician was used as the sole information source by 53.74% (352/655) of the women who used 1 information source, followed by the Internet (20.46%, 134/655) and a pharmacist (8.70%, 57/655) (Figure 1). Physicians (77.01%, 3613/3393), the Internet (67.14%, 2278/3393), and pharmacists (53.49%, 1815/3393) also featured most often among the combinations of various information sources. Other sources included nurses or midwives; patient information leaflets; drug information centers; family or friends; books, magazines, or media; and herbal shops.

Of the women needing information, 94.44% (3829/4054) used formal information sources (including physicians, pharmacists, midwives, nurses, drug handbooks, patient information leaflets, and drug information centers) and 67.04% (2718/4054) used informal information sources (including the Internet, family and friends, magazines, media, books, and herbal shop personnel). The Internet was used by 59.50% (2412/4054) of women needing information. Both formal and informal information sources were used by 61.64% (2499/4054).
Figure 1. Need for information on medicine use including actions and consequences ensuing from conflicting information. Phys: physicians; phar: pharmacists; nurs: nurses or midwives; leaf: patient information leaflets; dic: drug information centers; int: Internet; fam: family or friends.

Conflicting Information From Different Sources

Of the respondents who used more than 1 information source, 22.62% (759/3355) indicated that information was conflicting. The proportion of women receiving conflicting information increased along with the number of sources. This varied from 2 information sources, of which 17.39% (197/1133) consisted of conflicting information, to 4 or more information sources, of which 27.99% (330/1179) contained conflicting information (Figure 1).

The experience of conflicting information was greatest among the mothers who had university education or other education (Table 1). Furthermore, high numbers of information sources and high numbers of chronic diseases were associated with the experienced information conflicts. There were also regional differences: women from Eastern Europe and Australia reporting experiencing conflicting information more often than women in other regions.
Table 1. Univariate and multivariate analysis of factors associated with conflict of information (n=3355).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Information type, n (%)</th>
<th>Contradictory information</th>
<th>Univariate logistic regression OR (95% CI)</th>
<th>P</th>
<th>Multivariate logistic regression OR (95% CI)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Status of the woman</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pregnant</td>
<td>2379 (78.9)</td>
<td>501 (21.1)</td>
<td>1.00</td>
<td>.001</td>
<td>1.32 (1.11-1.58)</td>
<td>.002</td>
</tr>
<tr>
<td>Mother</td>
<td>976 (73.6)</td>
<td>258 (26.4)</td>
<td>1.35 (1.13-1.60)</td>
<td>.002</td>
<td>1.32 (1.11-1.58)</td>
<td>.002</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤24</td>
<td>615 (80.7)</td>
<td>119 (19.3)</td>
<td>0.77 (0.62-0.97)</td>
<td>.08</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>25-34</td>
<td>2173 (76.3)</td>
<td>514 (23.7)</td>
<td>1.00</td>
<td>.08</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>≥35</td>
<td>531 (77.6)</td>
<td>119 (22.4)</td>
<td>0.93 (0.74-1.17)</td>
<td>.08</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Parity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primiparous</td>
<td>1928 (78.2)</td>
<td>421 (21.8)</td>
<td>1.00</td>
<td>.21</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>≥1 previous children</td>
<td>1427 (76.3)</td>
<td>338 (23.7)</td>
<td>1.11 (0.94-1.31)</td>
<td>.21</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married or cohabitant</td>
<td>3149 (77.6)</td>
<td>704 (22.4)</td>
<td>1.00</td>
<td>.15</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>206 (73.3)</td>
<td>55 (26.7)</td>
<td>1.27 (0.92-1.74)</td>
<td>.15</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Education level</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary school</td>
<td>153 (81.0)</td>
<td>29 (19.0)</td>
<td>1.03 (0.66-1.59)</td>
<td>.003</td>
<td>1.02 (0.65-1.62)</td>
<td>.02</td>
</tr>
<tr>
<td>High/secondary school</td>
<td>884 (81.4)</td>
<td>164 (18.6)</td>
<td>1.00</td>
<td>.003</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>University</td>
<td>1990 (75.7)</td>
<td>483 (24.3)</td>
<td>1.41 (1.15-1.72)</td>
<td>.003</td>
<td>1.33 (1.09-1.63)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Other Education</td>
<td>328 (74.7)</td>
<td>83 (25.3)</td>
<td>1.49 (1.10-2.01)</td>
<td>.003</td>
<td>1.49 (1.09-2.03)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Region of residence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Western Europe</td>
<td>1030 (81.4)</td>
<td>192 (18.6)</td>
<td>1.00</td>
<td>.003</td>
<td>1.00</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Eastern Europe</td>
<td>919 (73.6)</td>
<td>243 (26.4)</td>
<td>1.57 (1.27-1.95)</td>
<td>.003</td>
<td>1.52 (1.22-1.89)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Northern Europe</td>
<td>1046 (78.1)</td>
<td>229 (21.9)</td>
<td>1.22 (0.99-1.52)</td>
<td>.003</td>
<td>1.15 (0.92-1.44)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Americas</td>
<td>274 (77.0)</td>
<td>63 (23.0)</td>
<td>1.30 (0.94-1.80)</td>
<td>.003</td>
<td>1.28 (0.92-1.77)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Australia</td>
<td>86 (62.8)</td>
<td>32 (37.2)</td>
<td>2.59 (1.63-4.11)</td>
<td>.003</td>
<td>2.28 (1.42-3.67)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Experienced health disorders</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-2</td>
<td>310 (79.4)</td>
<td>64 (20.6)</td>
<td>1.00</td>
<td>.63</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>3-4</td>
<td>1003 (76.8)</td>
<td>233 (23.2)</td>
<td>0.90 (0.67-1.20)</td>
<td>.63</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>≥5</td>
<td>2028 (77.5)</td>
<td>456 (22.5)</td>
<td>1.04 (0.87-1.25)</td>
<td>.63</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Number of chronic diseases</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>2294 (79.2)</td>
<td>478 (20.8)</td>
<td>1.00</td>
<td>&lt;.001</td>
<td>1.00</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>1</td>
<td>592 (75.3)</td>
<td>146 (24.7)</td>
<td>1.24 (1.01-1.54)</td>
<td>&lt;.001</td>
<td>1.20 (0.96-1.49)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>≥2</td>
<td>469 (71.2)</td>
<td>135 (28.8)</td>
<td>1.54 (1.23-1.92)</td>
<td>&lt;.001</td>
<td>1.49 (1.18-1.89)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Multiple information sources</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 sources</td>
<td>1112 (82.3)</td>
<td>197 (17.7)</td>
<td>1.00</td>
<td>&lt;.001</td>
<td>1.00</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>3 sources</td>
<td>1071 (78.3)</td>
<td>232 (21.7)</td>
<td>1.28 (1.04-1.59)</td>
<td>&lt;.001</td>
<td>1.29 (1.04-1.60)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>≥4 sources</td>
<td>1172 (71.8)</td>
<td>330 (28.2)</td>
<td>1.82 (1.49-2.22)</td>
<td>&lt;.001</td>
<td>1.82 (1.49-2.23)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
Responses to Conflicting Information on Medicines

Almost half (43.6%, 332/759) of women decided not to use medication because of conflicting information; 30.3% (230/759) sought a new information source; 32.7% (248/759) chose to rely on one source and ignore the conflicting one; 25.0% (190/759) became anxious; and 2.6% (20/759) did nothing (Table 2).

According to the multivariate analysis, pregnant women (47.9%, 240/501) more often than mothers (35.3%, 91/258) reported not using medication as a consequence of conflicting information when adjusted for other variables (OR 1.75, 95% CI 1.28-2.41). This was also the case for women who had experienced 3-4 health disorders (50.2%, 117/233) compared to women with experience of 0-2 health disorders (35.9%, 23/64; OR 1.99, 95% CI 1.10-3.58). Moreover, women with no chronic diseases (48.6%, 228/478) were more likely to state that they did not use medicines than women with 2 or more chronic diseases (28.9%, 39/135; OR 2.22, 95% CI 1.47-3.45). No other significant associations were found.

Multivariate analysis also showed that women who used 4 or more information sources (34.2%, 113/330) reported becoming anxious as a consequence of conflicting information more often than women who used 2 information sources (17.2%, 34/197; OR 2.67, 95% CI 1.70-4.18) after adjustment for other variables. Furthermore, women from Eastern Europe (19.7%, 48/243) were less likely to report becoming anxious than women from Western Europe (28.1%, 54/192; OR 0.57, 95% CI 0.36-0.90). Again, no other significant associations were found.
Table 2. Consequences of discrepancies between different information sources by background variables (n=759).

<table>
<thead>
<tr>
<th>Variable</th>
<th>n</th>
<th>Did not use medication</th>
<th>Became anxious</th>
<th>Sought a new information source</th>
<th>Relied on one source and ignored conflicting one, or did nothing</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Status of the woman</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pregnant</td>
<td>501</td>
<td>240 (47.9)</td>
<td>118 (23.6)</td>
<td>135 (26.9)</td>
<td>161 (32.1)</td>
</tr>
<tr>
<td>Mother</td>
<td>258</td>
<td>91 (35.3)</td>
<td>72 (27.9)</td>
<td>95 (36.8)</td>
<td>87 (33.7)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤24</td>
<td>119</td>
<td>63 (52.9)</td>
<td>28 (23.5)</td>
<td>36 (30.3)</td>
<td>30 (25.2)</td>
</tr>
<tr>
<td>25-34</td>
<td>514</td>
<td>217 (42.2)</td>
<td>132 (25.7)</td>
<td>163 (31.7)</td>
<td>173 (33.7)</td>
</tr>
<tr>
<td>≥35</td>
<td>119</td>
<td>49 (41.2)</td>
<td>27 (22.7)</td>
<td>31 (26.0)</td>
<td>41 (34.5)</td>
</tr>
<tr>
<td><strong>Parity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primiparous</td>
<td>421</td>
<td>185 (43.9)</td>
<td>105 (24.9)</td>
<td>129 (30.6)</td>
<td>135 (32.1)</td>
</tr>
<tr>
<td>≥1 previous children</td>
<td>338</td>
<td>146 (43.2)</td>
<td>85 (25.1)</td>
<td>101 (29.9)</td>
<td>113 (33.4)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married or cohabitant</td>
<td>704</td>
<td>308 (43.7)</td>
<td>170 (24.1)</td>
<td>215 (30.6)</td>
<td>232 (32.9)</td>
</tr>
<tr>
<td>Other</td>
<td>55</td>
<td>23 (41.8)</td>
<td>20 (36.4)</td>
<td>15 (27.3)</td>
<td>16 (29.1)</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary school</td>
<td>29</td>
<td>11 (37.9)</td>
<td>5 (17.2)</td>
<td>7 (24.1)</td>
<td>14 (48.3)</td>
</tr>
<tr>
<td>High/secondary school</td>
<td>164</td>
<td>81 (49.4)</td>
<td>46 (28.0)</td>
<td>27 (16.5)</td>
<td>54 (32.9)</td>
</tr>
<tr>
<td>University</td>
<td>483</td>
<td>206 (42.6)</td>
<td>110 (22.8)</td>
<td>168 (34.8)</td>
<td>157 (32.5)</td>
</tr>
<tr>
<td>Other education</td>
<td>83</td>
<td>33 (39.7)</td>
<td>29 (34.9)</td>
<td>28 (33.7)</td>
<td>21 (25.3)</td>
</tr>
<tr>
<td><strong>Region of residence</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Western Europe</td>
<td>192</td>
<td>84 (43.7)</td>
<td>54 (28.1)</td>
<td>43 (22.4)</td>
<td>61 (31.8)</td>
</tr>
<tr>
<td>Eastern Europe</td>
<td>243</td>
<td>118 (48.6)</td>
<td>48 (19.7)</td>
<td>87 (35.8)</td>
<td>67 (27.6)</td>
</tr>
<tr>
<td>Northern Europe</td>
<td>229</td>
<td>95 (41.5)</td>
<td>58 (25.3)</td>
<td>65 (28.4)</td>
<td>91 (39.7)</td>
</tr>
<tr>
<td>Americas</td>
<td>63</td>
<td>25 (39.7)</td>
<td>21 (33.3)</td>
<td>21 (33.3)</td>
<td>19 (30.2)</td>
</tr>
<tr>
<td>Australia</td>
<td>32</td>
<td>9 (28.1)</td>
<td>9 (28.1)</td>
<td>14 (43.7)</td>
<td>10 (31.2)</td>
</tr>
<tr>
<td><strong>Experienced health disorders</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-2</td>
<td>64</td>
<td>23 (35.9)</td>
<td>11 (17.2)</td>
<td>20 (31.2)</td>
<td>19 (29.7)</td>
</tr>
<tr>
<td>3-4</td>
<td>233</td>
<td>117 (50.2)</td>
<td>50 (21.4)</td>
<td>20 (8.6)</td>
<td>75 (32.2)</td>
</tr>
<tr>
<td>≥5</td>
<td>456</td>
<td>189 (41.4)</td>
<td>128 (28.1)</td>
<td>137 (30.0)</td>
<td>153 (33.6)</td>
</tr>
<tr>
<td><strong>Number of chronic diseases</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>478</td>
<td>228 (47.7)</td>
<td>114 (23.8)</td>
<td>122 (25.5)</td>
<td>147 (30.7)</td>
</tr>
<tr>
<td>1</td>
<td>146</td>
<td>64 (43.8)</td>
<td>36 (24.6)</td>
<td>56 (38.3)</td>
<td>44 (30.1)</td>
</tr>
<tr>
<td>≥2</td>
<td>135</td>
<td>39 (28.9)</td>
<td>40 (29.6)</td>
<td>52 (38.5)</td>
<td>57 (42.2)</td>
</tr>
<tr>
<td><strong>Multiple information sources</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>197</td>
<td>81 (41.1)</td>
<td>34 (17.2)</td>
<td>41 (20.8)</td>
<td>76 (38.6)</td>
</tr>
<tr>
<td>3</td>
<td>232</td>
<td>106 (45.7)</td>
<td>43 (18.5)</td>
<td>55 (23.7)</td>
<td>84 (36.2)</td>
</tr>
<tr>
<td>≥4</td>
<td>330</td>
<td>144 (43.6)</td>
<td>113 (34.2)</td>
<td>134 (40.6)</td>
<td>88 (26.7)</td>
</tr>
</tbody>
</table>

aRespondents could choose more than 1 answer.
Discussion

Principal Findings
According to this study, most (83.69%, 3393/4054) pregnant women reported used multiple information sources when seeking information on medicine use during pregnancy. Of these, approximately one-fifth (18.7%, 759/4054) reported that information received from multiple sources was conflicting. Experiencing conflicting information was associated with being a mother (compared to being pregnant), having university or other education, having chronic diseases, and using multiple information sources. Furthermore, regional differences were found. As a consequence, substantial numbers of women who received conflicting information decided not to use their medication. Increased anxiety was also common. These results confirm earlier results recorded in studies of adherence problems [8,12-15].

According to our results and the results of previous studies, pregnant women actively seek information on medicines and health from various information sources [5,18-20]. To our knowledge, our study is the first to reveal the extent and wide variety of combinations of information sources used by pregnant women from 5 regions of the world involved in this study. However, in each case, we do not know which source came first, in which order the information was sought, or the actual content of the information received. There is evidence of a lack of consistency between information on drug safety during pregnancy based on different information sources [23-25]. For example, according to the study by Frost Widnes and Schjott [24], the Norwegian Compendium on Product Monographs gives advice which is more restrictive than that given by drug information centers. Furthermore, patient information leaflets have been shown to include varying information concerning medicine use during pregnancy when different brand names of the same active substance are compared [23]. Thus, it is not surprising that we found that the number of information sources was associated with the experience of conflict in medical information.

Importantly, pregnant women may find safe lists for medications that can be taken during pregnancy from the Internet that have no basis in evidence [25]. This suggests a clear risk of unnecessary use of medicines, misunderstandings, and groundless anxiety that could be avoided by the deployment of relevant, uniform, and accurate information. It has been argued that teratology information services (TIS) are effective in teratology information knowledge transfer by using evidence-based information expressed in lay language [26-28]. These TIS exist all over North America, in Australia, and many European countries.

The Internet is commonly used as a supplementary information source, before or after contacting a health care professional [29-31]. Women not only seek factual knowledge from the Internet, but also look for emotional support and encouragement, especially from other women in the same life situation [29,32]. Women determine which websites they can trust based on methods that include repetition of the same facts on various sites [29-31]. This leads to confusion about what information to trust when it proves to be inconsistent among different sites. Despite this, most women do not consult health care professionals about the health information they have retrieved [30,31]. Every health care professional, including physicians, nurses, midwives, and pharmacists, should be active in asking pregnant women whether or not they have sought information on the Internet and about where and what kind of information they have found and if the information found has raised any questions. In addition, the basic education of all health care professionals should include information on reliable online information sources, targeted to medicine users as well as professionals, and about how such information sources should be discussed with the medicine user.

Limitations
This study has several limitations that should be considered when interpreting the results. Because the questionnaire was only available through the Internet, we are unable to calculate a conventional response rate. This made a comparison with the birthing population of each of the participating countries necessary to determine representativeness. However, such comparisons could not be made for South American countries because birthing population reports were not available. Furthermore, based on previous epidemiological studies using Web-based recruitment methods, a reasonable level of validity can be expected [33-35]. It should also be noted that we do not know precisely which websites the respondents used and because of the cross-sectional study design, neither do we know which information source was consulted first (eg, whether the Internet was used as the first point of enquiry or whether the women searched it for a second opinion after visiting a health care professional). Furthermore, education was categorized in the questionnaire including a possibility to choose “other education.” This is why we do not know what kind of education this includes.

The study population is fairly representative of the target populations of each participating country [19]. However, respondents were somewhat better educated and the study population had more primiparous women than the target population. Better-educated women tend to seek information and use multiple information sources [36,37], which may result in overestimating the need for information and use of multiple sources. It might also be assumed that women with medical problems or using medicines during pregnancy were more likely than others to respond to the survey.

Conclusions
Almost all the pregnant women who needed information used multiple information sources when seeking information on medicines during pregnancy. One-fifth of the respondents had obtained conflicting information on medicine use during pregnancy. Being a mother, having university education, the number of chronic diseases, and number of information sources consulted was associated with the experience of conflicting information. Furthermore, region of residence in Eastern Europe or Australia was also associated with this experience.

Conflicting information often lead to anxiety and the decision not to use medication; pregnant women with 3-4 experienced
health disorders but no chronic diseases reported not using medication as a consequence of conflicting information more often than others. Action needs to be taken to make accurate and uniform teratology information more available to the public, as such ensuring that basic education of health care professionals includes medicine use during pregnancy. It is also important to increase the availability of reliable information (eg, TIS websites). Health care professionals should actively ask pregnant women about the information they have found from various sources and discuss this information with them.
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Abstract

Background: Passage of the Patient Protection and Affordable Care Act (ACA) increased the roles hospitals and health systems play in care delivery and led to a wave of consolidation of medical groups and hospitals. As such, the traditional patient interaction with an independent medical provider is becoming far less common, replaced by frequent interactions with integrated medical groups and health systems. It is thus increasingly important for these organizations to have an effective social media presence. Moreover, in the age of the informed consumer, patients desire a readily accessible, electronic interface to initiate contact, making a well-designed website and social media strategy critical features of the modern health care organization.

Objective: The purpose of this study was to assess the Web presence of hospitals and their health systems on five dimensions: accessibility, content, marketing, technology, and usability. In addition, an overall ranking was calculated to identify the top 100 hospital and health system websites.

Methods: A total of 2407 unique Web domains covering 2785 hospital facilities or their parent organizations were identified and matched against the 2009 American Hospital Association (AHA) Annual Survey. This is a four-fold improvement in prior research and represents what the authors believe to be a census assessment of the online presence of US hospitals and their health systems. Each of the five dimensions was investigated with an automated content analysis using a suite of tools. Scores on the dimensions are reported on a range from 0 to 10, with a higher score on any given dimension representing better comparative performance. Rankings on each dimension and an average ranking are provided for the top 100 hospitals.

Results: The mean score on the usability dimension, meant to rate overall website quality, was 5.16 (SD 1.43), with the highest score of 8 shared by only 5 hospitals. Mean scores on other dimensions were between 4.43 (SD 2.19) and 6.49 (SD 0.96). Based on these scores, rank order calculations for the top 100 websites are presented. Additionally, a link to raw data, including AHA ID, is provided to enable researchers and practitioners the ability to further explore relationships to other dynamics in health care.

Conclusions: This census assessment of US hospitals and their health systems provides a clear indication of the state of the sector. While stakeholder engagement is core to most discussions of the role that hospitals must play in relation to communities, management of an online presence has not been recognized as a core competency fundamental to care delivery. Yet, social media management and network engagement are skills that exist at the confluence of marketing and technical prowess. This paper presents performance guidelines evaluated against best-demonstrated practice or independent standards to facilitate improvement of the sector’s use of websites and social media.
KEYWORDS
social media; hospitals; information services; communication; access; consumer health information

Introduction

More than 80% of adults reported using Internet resources to support health care decisions in 2011 [1,2]. Thus, in many instances, a hospital’s home page is the first point of contact for consumers [3,4]. As a result, the website for a hospital or health system has become an important communication channel for marketing to current and potential customers, as well as to visitors accompanying a patient [5-7]. Customers’ evaluations of a hospital’s website, and by extension their perceptions of the facility itself, will be based in part on comparisons to their experiences using other consumer websites such as Amazon and eBay [8,9]. If a hospital’s website does not conform to or exceed a customer’s expectations based on their previous experiences, negative inferences about facility quality will influence the decision-making process [10].

Reliance on search engines has resulted in individuals taking varied routes to their website destinations. Weaver et al [11] found that people seeking illness-related information behave differently than those seeking wellness information. Based on these trends, many hospital or health system websites have begun to include tools and information for patients and visitors that make navigating complex health encounters more user-friendly and that create a positive organizational image [12]. In so doing, hospitals are increasingly seeking to take on the role of trusted adviser, a role that is closely aligned with the accountable care organization (ACO) model in which health care providers work to empower patients to improve population health [7,13,14].

The competitive advantage gained from building an effective Web presence has led researchers to establish accessibility, content, marketing, and technical standards that define best demonstrated practices in website design [15-17]. In addition, the Health Information Technology Institute has issued standards for health care websites, including credibility, content, disclosure, links, design, interactivity, and caveats [18]. As a result, an exploration of US hospital and affiliated health system websites against the design standards used in other commercial endeavors is warranted to establish the state of the field.

The purpose of this article is to identify the degree to which hospitals and their health system websites comply with Internet-industry standards for commercial usability [19]. Using an automated Web crawler, we evaluated four dimensions—accessibility, content, marketing, and technology—using weighted multi-item scales. In addition, we used a weighted composite overall score to measure each website’s quality across all four dimensions. The authors believe this analysis to be a census assessment for the online presence of hospitals and their health systems in the United States.

For hospital and health system decision makers, these analyses provide quantifiably objective, and immediately actionable, recommendations for enhancing the quality of their organization’s website. Compared to other health information technology (HIT) upgrades that are being made to meet meaningful use goals set by the federal government, the capital investments required to create a state-of-the-art website are relatively modest and immediately visible. Additionally, as outlined above, having an effective website can create a competitive advantage when attracting consumers.

There is a dearth of evaluation studies on hospital websites. A number of factors play into this issue. Much of the research on the role of the Web in health include issues of accuracy, understandability, provenance, and timeliness. Williams et al [20] discuss a typology offered by Trochim on the purpose of websites and note that while the organizations don’t keep their purposes neatly within the lines, they can still be assessed on the raison d’être—their reason for being and the services they aspire to provide. As such, there have been some efforts to study the content of health sites on a more specific basis—by judging the quality of the information as opposed to the technical merits of the system that is used for conveying that material. The American Public Health Association (APHA) offers a comprehensive statement on these issues [21].

First, while numerous studies exist focused on health information, hospitals are generally not seen as a portal for that purpose. This can be seen in the samples from which many of the health assessments are drawn—generally sites like WebMD, which seek to provide health information [20]—as opposed to local hospitals. While some facilities are large enough to have a national draw, and therefore serve the former purpose (eg, the Mayo Clinic, the Cleveland Clinic), most hospitals do not seek to provide health information, per se. Rather, they seek to provide information on services provided at the facility. As a result, hospitals serve a different role in the community, which generally is the delivery of health care services. This relationship is transforming as a result of the move to the ACO model in the United States, where hospitals are taking a greater responsibility for the care of the panels of patients they serve.

Ivory [22] notes that website evaluation is a moving target, suggesting that early assessments of evaluation focused on technical assessments of speed, while those have shifted over time. While some scholars have noted that human participation is fundamental to evaluating the usability of Web content, to ignore the value of automated assessment is to ignore the variability of experience provided to the end user by virtue of a site’s failure to adhere to standards. Chiang and Starren [23] detail an assessment of consumer health website accessibility by users with sensory and physical disabilities, noting that W3C compliance is a minimum standard for ensuring accessibility, and adherence to that standard protocol should be framed as foundational and a precursor to more detailed assessment.
Methods

Overview

The names, cities, and states for every “non-government, not-for-profit (NFP)” or “investor-owned, for-profit” general medical or surgical hospital listed in the AHA 2009 Annual Survey in the United States (N=3523) were used in both Google and Bing to identify the first three returns for the search engines. These links were inspected to identify whether a hospital matching the facility of interest could be identified. In cases where a matching facility could not be found, an additional manual search was conducted in Google to attempt to locate the facility. Web site domains were included if and only if they could be attributed to the facility or a parent organization that was also a health services delivery organization. For instance, several critical access hospitals were excluded because they maintained a Web presence under a county government’s Web domain. Website testing took place during the month of May 2013.

It should be noted that some organizations may have been a member of a health system, but also maintained their own domain. For instance, Northeast Arkansas Baptist Health System (neabaptist.com) is a hospital associated with Baptist Health System (baptistonline.org). In cases where a facility had its own domain, we assessed that domain separate and apart from the network or health system of which it was a part. The website of each organization was secured using a custom-built Web crawler. The Web crawler begins at the top-level Web page for the domain of each facility or system (eg, for the Kaiser Permanente domain, the Web crawler starts at the home page, kaiserpermanente.org), and drills down into successive subpages to build a topographical map of the links within a site. The analytic engine then samples 500 of these subpages and evaluates them based on a battery of assessment items, discussed at length in subsequent sections. A few websites were not assessed by the Web crawler due to technical problems, including timeout due to slow webpages or Web servers, server-side page redirections, or missing or unavailable host names. Only pages residing within the identified facility domain were tested.

To create summarized scores of website performance, the analytic engine scored content along five dimensions: (1) accessibility, (2) content, (3) marketing, (4) technology, and (5) usability. The scores on each dimension are reported on a range from 0 to 10, with a higher score on any given scale representing better comparative performance. The five dimensions detailed in the following sections provide broad assessments of aspects of website quality based on a set of underlying individual metrics. While it is important to note that some specific metrics contribute to more than one of the summarized scales, the scores themselves provide a basis for comparing two or more sites. The definitions of the specific items measured and how they are weighted in the summarized scores are presented in Multimedia Appendix 1.

Accessibility Dimension

Accessibility is a critical factor for reaching as many users as possible, but at-risk groups may not be familiar with access features that require higher levels of computer literacy, such as hovering over highlighted phrases to see additional information. Given the service domain in health care, the issue of accessibility is all the more important, and much discussion has been held on issues of access to services [24,25]. The accessibility score is an assessment of a website’s ease of use for individuals with lower computer literacy levels, including those with physical disabilities that limit their use of a mouse or non-standard browser (such as mobile phones or tablet devices). A number of accessibility evaluation tools are offered by the World Wide Web Consortium (W3C) to explore these issues.

Content Dimension

The content dimension is an assessment of a website’s overall content quality without taking into consideration the technical limitations of the site. Content quality is considered high if the text is grammatically correct, relevant, and updated regularly. The quality of the site’s imagery (ie, photos and graphics) and metadata (ie, information about the data content in specific locations) is also assessed. Elements contributing to the content scale include individual tests of spelling, the degree to which the site adds new material, and the calculated reading age of the text on the pages. In particular, the Flesch-Kincaid readability metrics used in other health-related website studies are included as part of the content analysis [24,25]. The major measures that contribute to the content scale are freshness and the amount of content. The freshness measure is calculated by reading the dates that appear on a website’s pages. Up-to-date content is a positive indicator to consumers that the organization is engaged in state-of-the-art activities. For example, monthly updates to the CEO’s message may be understood to imply that a facility is customer-focused, while out-of-date content may foster a perception that public impressions are less important to the organization. Therefore, routinely adding and changing content to remain current and explicitly documenting the dates that Web pages are updated should be standard practice.

Marketing Dimension

The marketing dimension is an assessment of how readily and reliably information is accessed using search engines, including the appropriateness of content to hyperlinks, the rank and popularity of the website, and other technical aspects related to search engine optimization (SEO). SEO is an important aspect of the marketing scale. As content within a page becomes more accessible to search engines, the organization’s profile in online searches becomes higher. Contributing individual tests include search engine results, search placement, and the use of content keywords that search engines rely on to prioritize websites. Performing these tasks effectively helps health systems maintain a consistent corporate image [26].

Technology Dimension

The technology dimension is an assessment of how well a website is designed, built, and maintained. Technical issues affect the user’s experience and therefore can have a direct impact on the overall utility of the website for making decisions. Elements contributing to the technology index’s scores include website download speed, site structure, code quality, and the use of cascading style sheets to organize content. The technology
scale focuses purely on the performance aspects of a website without respect to its content. The major contributor to the score is the speed measure.

**Usability Dimension**

The usability score is a cross-sectional composite of a number of metrics used in other scales; therefore, it is a composite of metrics, not a composite of the other four scales. This dimension attempts to answer the question of how good a particular website is. Having this at-a-glance metric that rates the overall quality of a website as a single number enables comparisons across a number of critical areas of site presentation. The analytic engine also provides clear information about how each individual organization performs and, by extension, offers clues as to how improvements in these scores might be made.

**Average Ranking Across Dimensions**

Rank order calculations for each of the five dimensions were averaged to create a single average rank. The average rank score was then calculated across all website domains in order to rank hospitals from 1 to 2407.

**Results**

This search produced websites associated with 2407 unique domain names. Of those Web domains, 378 were attached to multiple AHA identifiers, indicating that they were part of larger organizations (ie, members in a system). In these cases, the system’s domain was tested once rather than isolating a single facility from its parent organization. In total, 2785 facilities were scored. Organizational characteristics of these facilities are presented in Table 1.

Histograms representing the distribution of observations in each of the summarized scores are presented in Figures 1-5. Across all Figures, we find the scores to have a single mode with skewed distributions. The greatest variance can be seen in Figure 4, Technology. The mean scores for each dimension are presented in Table 2. Looking at the usability scale, the mean score was 5.16 (SD 1.43), with a maximum score of 8 achieved by only five organizations. Mean scores on the other scales ranged between 4.43 (SD 2.19) for technology and 6.49 (SD 0.96) for content.

The top 100 websites on each dimension are presented in Multimedia Appendix 2 with their respective rankings. The last column is an average rank score calculation across the five scales. For instance, jaxhealth.com scored 15th in Accessibility, 61st in Content, 52nd in Marketing, 14th in Technology, and 6th in Usability—resulting in an average score of 29.6, and making it the 1st best site overall. These rank order calculations, along with summary scores across dimensions, are presented for all 2407 websites in Multimedia Appendix 3. Included in these raw data is the AHA ID for each website domain.

<table>
<thead>
<tr>
<th>Hospital characteristics</th>
<th>Matched</th>
<th>Not-matched</th>
<th>Total US AHA(^b) hospitals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Count of AHA IDs</td>
<td>2785.00</td>
<td>738.00</td>
<td>3523.00</td>
</tr>
<tr>
<td>Number of births</td>
<td>899.73</td>
<td>1035.24</td>
<td>928.12</td>
</tr>
<tr>
<td>Adjusted patient days</td>
<td>79,030.26</td>
<td>82,914.00</td>
<td>79,843.82</td>
</tr>
<tr>
<td>Transfer-adjusted admissions</td>
<td>15,299.73</td>
<td>16,595.29</td>
<td>15,571.13</td>
</tr>
<tr>
<td>Total expenditures</td>
<td>152,355,799.64</td>
<td>160,273,331.85</td>
<td>154,014,368.69</td>
</tr>
<tr>
<td>FTE employees</td>
<td>1011.65</td>
<td>1088.71</td>
<td>1027.80</td>
</tr>
<tr>
<td>Number of surgical operations</td>
<td>6387.38</td>
<td>7297.25</td>
<td>6577.98</td>
</tr>
<tr>
<td>Total visits</td>
<td>146,552.48</td>
<td>149,520.98</td>
<td>147,174.32</td>
</tr>
<tr>
<td>Number of beds</td>
<td>181.04</td>
<td>191.52</td>
<td>183.24</td>
</tr>
<tr>
<td>Average daily census</td>
<td>116.40</td>
<td>125.38</td>
<td>118.28</td>
</tr>
</tbody>
</table>

\(a\)AHA: American Hospital Association.

\(b\)Not-Matched Hospitals were excluded from the study because they did not have an identifiable Web domain attached to their name.

**Table 2.** Summary statistics for scales (n=2407).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean (SD)</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accessibility</td>
<td>5.08 (2.22)</td>
<td>0.0</td>
<td>9.0</td>
</tr>
<tr>
<td>Content</td>
<td>6.49 (0.96)</td>
<td>0.0</td>
<td>8.6</td>
</tr>
<tr>
<td>Marketing</td>
<td>5.03 (1.33)</td>
<td>0.8</td>
<td>8.5</td>
</tr>
<tr>
<td>Technology</td>
<td>4.43 (2.19)</td>
<td>0.0</td>
<td>8.7</td>
</tr>
<tr>
<td>Usability</td>
<td>5.16 (1.43)</td>
<td>0.0</td>
<td>8.0</td>
</tr>
</tbody>
</table>
Figure 1. Distribution of scores: Accessibility.

Figure 2. Distribution of scores: Content.
Figure 3. Distribution of scores: Marketing.

Figure 4. Distribution of scores: Technology.
Discussion

Principal Results and Implications

Those with an interest in evidence-based management know that one limitation is the presence of data upon which to make management decisions. While a website might have engaging photos and an interesting design, the proper functioning of a website requires far more work “under the hood” than most consider [27]. Layer upon that the importance of a broader social media strategy, and it can be easy to see how a facility might judge their online presence by the attractiveness of the pages. However, health care bears a special burden. With populations that are seeking care when they are least able to deal with externalities, a well-designed site that adheres to national standards and demonstrated best practices is important for issues related to care access [28,29]. Further, the absence of a comprehensive assessment across the entire sector could pose a significant detriment to care, given assumptions that may be made about accessibility and other factors. A thorough assessment requires the auditing of websites beyond the first pages. The present project, systematically assessing the website quality of 2785 hospitals, is a four-fold improvement over prior research and represents what the authors believe to be a census assessment for the online presence of US hospitals and their health systems.

The low mean score we found on the usability scale (5.16 on a 10-point scale, SD 1.43), a measure of general website quality, indicates that organizations’ websites, on average, have significant potential for improvement. In order to make a complete and effective assessment of a health care organization’s website, it is necessary to have the site evaluated using a Web crawling and analytic engine similar to the one employed in the present study. Nevertheless, there are many contributing scale components that organizational leaders can assess by a simple visual inspection of their website (eg, see the 2012 paper by Ford et al [30] for a more comprehensive discussion of this issue). Multimedia Appendix 1 presents a list of scale components with accompanying definitions and the percentage weight of each component within the five scales. These component definitions provide guidance for leaders to identify “low-hanging fruit” to improve their website scores. For example, one could easily search for and repair “Broken Links” (links to Web addresses that do not exist or return an error). Additionally, there is a “Spelling” component that assesses whether the words on a page are spelled correctly, and a “Twitter” component that determines if the website is linked to a Twitter account and how often tweets are posted.

While we did not test for the relationship between organizational type and website performance, a cursory review of the top 100 websites reveals that large facilities performed well. Consumers in urban areas typically go to a local facility for routine care or common procedures, but customers in rural areas may bypass their local facilities. In particular, consumers may travel for specialty care that is inaccessible locally, shopping for a facility and turning to the Internet for information [31,32]. Another explanation for large organizations’ success is that the complex and high-risk nature of cancer and childhood illnesses makes...
selecting an organization with high-quality ratings and a reputation for innovation particularly important [33,34]. This may contribute to the impetus for specialty facilities to develop high-performing websites for their marketing purposes.

For policymakers, the present analyses of health systems’ websites may provide an indication of whether or not a health system is striving to become an ACO. Given the scope of organizational change required to become an ACO, it stands to reason that a health system’s website would document and reflect such efforts in order to take advantage of that effort in the market. As a result, website quality may be a simple and reliable leading indicator of efforts to make this critical organizational transition. Prior research has found these dimensions of website quality to be linked to important aspects of patient care, including patient safety metrics [35], thus confirming the potential importance of our findings.

Limitations

The authors note several limitations to this study. Facilities associated with an education top domain (.edu) were purposely excluded from the analysis. The decision to exclude the .edu-based hospitals was a difficult one. While these hospitals represent a significant type of player in hospital health care delivery, they also often contain an academic side that would skew assessment. It was therefore impossible to create decision rules to exclude pages that were not directly tied to patient care or the hospital. As a result, inclusion of .edu-based content might result in academic departments unrelated to care influencing measures. It should also be noted that in some instances, hospitals create a facility domain that is separate and apart from the academic center. In these cases, where the domain is .org or .com, we assessed that content, but excluded .edu content if it was linked on any page. Therefore, a facility might have their clinic included, but the information about their doctors residing on the academic side might be excluded. The study authors intend to assess this subgroup in future analyses.

A similar dynamic occurred, at times, with select websites purchased outside of the .com and .org domains. For instance, facilities have also registered on the “.info” and “.us” domains. In these cases, the authors attempted to determine if the identified site was owned by the facility. These were judgment calls on the part of the research team, potentially resulting in counting errors, which would manifest in the descriptive statistics.

Another limitation of the research is related to the emerging nature of health care facilities. With the contraction and centralization of health care, there are fewer independent hospitals. Increasingly hospitals are joining networks and systems of care. These dynamics are becoming more pronounced in the wake of ACO development efforts. As a result, we can increasingly expect that access to regional information will be moved further down into Web pages as these systems centralize their marketing and information dissemination functions.

Additionally, it should be noted that many facilities keep their content in a secure environment for users of their health systems. As a result, the assessment might incorrectly assess their Web presence. The assessment only reaches what is not secured based on links accessible from the home pages. This would simulate the information available to either non-members or members using only publically available information.

Finally, the authors recognize a concern around size and scope and the potential to misrepresent a single score as sufficient explanation of information given the diverse nature of facilities. In some cases, a website for a facility can be 6 pages. In another case, the system’s website is over 10,000 pages and centrally managed. To then say that a domain is scored at 5.4 overall for both does not, in fact, mean they are equivalent. There are tradeoffs that any single measure must make. As a result, we have chosen to publish not only the overall score, but also the other tailored scores. The result is a greater nuance, but moves away from that single measure.

Comparison With Prior Work

In 2011, the websites of 636 US hospitals and health systems were tested using a similar methodology, with an overall mean score of 6.37 [30]. While we acknowledge that this prior work displayed higher scores, the addition of so many new facilities makes comparisons to prior evaluations problematic. The present study assessed 2407 domains that covered 2785 facilities. This is a four-fold improvement in prior research and represents what the authors believe to be a census assessment for the online presence of US hospitals and their health systems. We expect smaller facilities to have lower scores, on average. Put another way, we expect a lowering of scores, in comparison to scores calculated from prior research, as a result of greater inclusivity in our current assessment. Future iterations of this study will permit greater comparability across years.

Conclusions

The current analysis presents a significant update to the systematic assessment of hospital social media presence. Given the movement toward having health systems serve as ACOs that can empower consumers [14,30], the number of poorly performing facilities across all the calculated scores is concerning in the near term. The social media and Web presence of many of these organizations represents the first contact health care consumers make with the organization. If such contact fails to make a positive impression on the consumer, alternatives may be explored. In saturated markets where several organizations’ services are interchangeable, a strong and well-designed Web and social media presence can be the difference between patients taking the first step into a facility or doing everything they can to avoid it. Health organizations should strive to standardize the quality of information presented on their websites [36], but they should also take care to deal with issues of accessibility, standards compliance, and search engine optimization.
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Abstract

Background: Men who have been treated for prostate cancer in Australia can consult their general practitioner (GP) for advice about symptoms or side effects at any time following treatment. However, there is no evidence that such men are consistently advised by GPs and patients experience substantial unmet need for reassurance and advice.

Objective: The intent of the study was to evaluate a brief, email-based educational program for GPs to manage standardized patients presenting with symptoms or side effects months or years after prostate cancer treatment.

Methods: GPs viewed six pairs of video vignettes of actor-patients depicting men who had been treated for prostate cancer. The actor-patients presented problems that were attributable to the treatment of cancer. In Phase 1, GPs indicated their diagnosis and stated if they would prescribe, refer, or order tests based on that diagnosis. These responses were compared to the management decisions for those vignettes as recommended by a team of experts in prostate cancer. After Phase 1, all the GPs were invited to participate in an email-based education program (Spaced Education) focused on prostate cancer. Participants received feedback and could compare their progress and their performance with other participants in the study. In Phase 2, all GPs, regardless of whether they had completed the program, were invited to view another set of six video vignettes with men presenting similar problems to Phase 1. They again offered a diagnosis and stated if they would prescribe, refer, or order tests based on that diagnosis.

Results: In total, 64 general practitioners participated in the project, 57 GPs participated in Phase 1, and 45 in Phase 2. The Phase 1 education program was completed by 38 of the 57 (59%) participants. There were no significant differences in demographics between those who completed the program and those who did not. Factors determining whether management of cases was consistent with expert opinion were number of sessions worked per week (OR 0.78, 95% CI 0.67-0.90), site of clinical practice (remote practice, OR 2.25, 95% CI 1.01-5.03), number of patients seen per week (150 patients or more per week, OR 10.66, 95% CI 3.40-33.48), and type of case viewed. Completion of the Spaced Education did impact whether patient management was consistent with expert opinion (not completed, OR 0.88, 95% CI 0.5-1.56).

Conclusions: The management of standardized patients by GPs was particularly unlikely to be consistent with expert opinion in the management of impotence and bony metastasis. There was no evidence from this standardized patient study that Spaced Education had an impact on the management of patients in this context. However, the program was not completed by all participants. Practitioners with a greater clinical load were more likely to manage cases as per expert opinion.

(J Med Internet Res 2014;16(2):e63) doi:10.2196/jmir.3003
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Introduction

Prostate cancer has been the most commonly diagnosed cancer in Australian men since 1989 [1]. One in nine men in Australia will develop prostate cancer in their lifetime [2]. Most men with prostate cancer survive more than 5 years and die of unrelated causes [3]. The treatment of prostate cancer may include surgery, radiotherapy, chemotherapy, hormone treatment, or watchful waiting. Treatment depends on prognosis, stage of disease, treatment options, and side effects as well as the patient and his partner’s preferences [4].

In the months and years following treatment, men may experience a number of troublesome side effects, or in the case of advanced disease, symptoms and signs related to metastatic disease. These include impotence, urinary incontinence, proctitis, depression, fatigue, and malignant bone pain [5]. Post-treatment follow-up is provided in the tertiary settings in some instances; however, this follow-up may only be for a short period of time after which patients are encouraged to see their general practitioner (GP) about any ongoing problems. Previous studies have demonstrated that men consult a GP routinely in the months and years after treatment for prostate cancer [6]. Prostate cancer patients are more likely to contact their GP for urinary problems and erectile dysfunction (ED) than for other symptoms [6]. GP presentation for fatigue is also more common in prostate cancer patients [6]. However, there is no evidence that such patients are appropriately advised by general practitioners, and patients experience substantial unmet need for reassurance and advice [7]. In order to address the needs of patients treated for prostate cancer, the general practitioner needs to be knowledgeable about the recommended treatment for side effects of radiation therapy and the signs and symptoms that merit urgent referral for further specialist treatment. There is some evidence that general practitioners require further education on the specific needs of men living with prostate cancer and especially those who have received radiation therapy [8,9].

Methods

Participants

Following approval from the Curtin Human Research Ethics Committee (HR 08/2011), participants were recruited from a network of 150 GPs across Australia. GPs were emailed invitations and the initial form emails were supplemented with follow-up personal invitations to some of the 150 invitees who did not initially respond. Participants were remunerated with AUD $300 for their contribution.

Materials

Twelve video vignettes were developed, one pair for each potential side effect related to treatment for prostate cancer or the features of metastasis (see Multimedia Appendices 1 and 2 for exemplars). Each vignette depicted a patient with clear indications for specific management, including referral, prescription, reassurance, and/or investigation. The vignettes were developed by three GPs, a radiation oncologist, a medical oncologist, and a urologist. The expert panel also suggested the management of each case with details of prescription, referral for specialist treatment, and laboratory investigation (Multimedia Appendix 3). The vignettes were then prepared as a short video monologue by an actor-patient (Figure 1). The video included an off-camera commentary by an actor-doctor describing relevant signs to be found on clinical examination. Participation in the study was via the Internet. Participants were asked 4 questions after watching each video vignette: (1) “What is your diagnosis?”, (2) “Would you prescribe something? If so, what?”, (3) “Would you refer the patient? If so, to whom?”, and (4) “Would you order tests? If so, which tests?”

Figure 1. Screenshot of video vignette.
Development of Spaced Education (Spaced Ed) Program

The program involves clinicians answering small numbers of case-based multiple choice questions that are emailed to them over a number of days. Participants receive one question at a time. Responses can be submitted in one of two ways either by selecting from a choice of potential answers or by entering a 140 character free-text reply. The questions are repeated using an evidence-based adaptive algorithm that personalizes the spacing and content of a course to the demonstrated knowledge level of each learner. Learners receive succinct feedback after answering each case and can see how they are progressing through a program and compare their performance with peers. A program is completed when a participant answers all questions correctly twice consecutively. Feedback to the participants included references to the literature where the participants could read more about the subject if they wished. Completing a Spaced Education (Ed) program requires a few minutes every other day to answer the questions. Through the use of this technology, large numbers of geographically distributed practitioners can be reached relatively easily. Spaced Ed has previously been found in many studies to have an impact on knowledge and clinician behavior. A large randomized study investigating the impact of Spaced Ed on inappropriate PSA (prostate-specific antigen) screening by primary care clinicians in the Veterans Affairs Network in the United States found Spaced Ed significantly reduced inappropriate screening and this effect persisted for 2 years after the course [10]. A further randomized study in the United States found Spaced Ed impacted significantly on self-reported global clinical behaviors among primary care clinicians [11]. Spaced Ed is based on the spacing effect—the psychological finding that educational encounters that are spaced and repeated over time result in improved retention and more efficient learning compared to an educational event held at a single point in time [12,13].

The case studies and answers to the questions for the Spaced Ed program deployed in this study were developed by the same multidisciplinary team of clinicians involved in devising the video vignettes. The focus of the case studies matched the materials presented in the video vignettes as described above.

The project was completed in three stages: (1) Phase 1 - participants were invited to view the first set of 6 videos and to describe their management of the standardized patient depicted, (2) Spaced Education - all participants were invited to take part in the Spaced Ed program for 8 weeks, and (3) Phase 2 - all participating GPs were invited to view the second set of six videos and to describe their management of the standardized patient depicted.

Statistical Analysis

We estimated that approximately 50% of the participants would complete the Spaced Ed program in the specified 8 weeks. The proportion of those who managed cases as per the expert recommendations were expected to be greater in the Spaced Ed group (0.60 vs 0.30). For this reason, a sample of 42 participants per group was deemed sufficient in this exploratory study to estimate the effect size of the Spaced Ed program within 95% confidence intervals ranging from 0.34% [14]. Fisher’s exact tests were used to determine group differences in the proportion of cases diagnosed and managed correctly. Binary logistic regression was used to determine group differences in the correct management of cases by the participants. The full regression model included: the 2 participant groups; age; gender; country of graduation; years after graduation; years of GP experience; status as established GP or GP registrar (trainee); fellowship status with the Royal Australian College of General Practitioners (FRACGP); the remoteness of their primary practice; the number of GPs at their primary practice; status as a principal within their primary practice; patients seen per week; patient care hours per week; and whether they conduct non-English consultations. Regression models were constructed using both backwards elimination and forward selection. Variables with a P value less than .05 were retained in the final model and reported, with the exception of the variable of the intervention group, which remained in the model regardless of its significance level. Stata version 12.1 (StataCorp LP, College Station, TX, USA) was used to perform the analysis. Logistic regression models were adjusted for the lack of independence between individual participants by estimating the clustered standard errors to account for intra-group correlation (“vce” option in Stata).

Results

In total, 64 general practitioners consented to participate in the project, 57 GPs completed Phase 1, 45 completed Phase 2, and 38 of 57 (59%) participants completed the Spaced Education program. There were no significant differences in demographics between those who completed the Spaced Ed program and those who did not (Table 1). There were significant differences in the correct diagnosis of individual cases between the study’s two phases (Table 2). There were some statistically significant differences in the management of cases in Phase 1 compared to Phase 2 (Table 3). In Phase 2, there was no difference in the diagnosis of cases regardless of whether the participant had completed Spaced Ed or not (Table 4). Similarly, there was no difference in the management of cases, whether the participant had completed the Spaced Ed or not (Table 5).

Regression analysis was carried out to determine whether the GPs managed the case as recommended by experts with reference to three explanatory variables: (1) GP demographics, (2) Spaced Education, and (3) Cases. These variables explained 25% of the differences observed ($R^2 = .25$) (Table 6). The number of sessions in general practice was strongly correlated with the number of patients seen per week (Pearson’s correlation coefficient of .74, P<.001). However, the number of sessions in practice were inversely correlated with correct case management. It is possible that some of the practitioners who were seeing a greater number of patients had received specialist training in prostate cancer; however, we could not test this hypothesis from these data. Male GPs did more clinical sessions (median 8, IQR 6) than females (median 6, IQR 6); however, gender did not have a significant influence in the regression analysis.
Table 1. Participant demographic information.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total sample (n=64)</th>
<th>Spaced Ed, completed (n=38)</th>
<th>Spaced Ed, not completed (n=26)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Participant demographics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td>43.5 (11.3)</td>
<td>41.8 (10.7)</td>
<td>46.1 (11.9)</td>
<td>.14</td>
</tr>
<tr>
<td>Years after graduation</td>
<td>19.8 (11.5)</td>
<td>-</td>
<td>-</td>
<td>.11</td>
</tr>
<tr>
<td>Years of GP experience</td>
<td>15.0 (11.8)</td>
<td>13.2 (11.2)</td>
<td>17.5 (12.5)</td>
<td>.16</td>
</tr>
<tr>
<td>Number of other GPs at same clinic</td>
<td>7.4 (4.2)</td>
<td>6.6 (3.5)</td>
<td>8.5 (4.9)</td>
<td>.07</td>
</tr>
<tr>
<td>GP sessions worked/week</td>
<td>6.8 (2.8)</td>
<td>7.1 (2.7)</td>
<td>6.4 (3.0)</td>
<td>.36</td>
</tr>
<tr>
<td>Male</td>
<td>34 (53.1%)</td>
<td>18 (47.4%)</td>
<td>16 (61.5%)</td>
<td>.31</td>
</tr>
<tr>
<td>Graduated in Australia</td>
<td>48 (75.0%)</td>
<td>27 (71.1%)</td>
<td>21 (80.8%)</td>
<td>.56</td>
</tr>
<tr>
<td>Registrars</td>
<td>14 (21.9%)</td>
<td>7 (18.4%)</td>
<td>7 (26.9%)</td>
<td>.54</td>
</tr>
<tr>
<td>FRACGPb</td>
<td>34 (53.1%)</td>
<td>21 (55.3%)</td>
<td>13 (50.0%)</td>
<td>.80</td>
</tr>
<tr>
<td><strong>Primary practice demographics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accredited</td>
<td>63 (98.4%)</td>
<td>38 (100.0%)</td>
<td>25 (96.2%)</td>
<td>.41</td>
</tr>
<tr>
<td>Location</td>
<td>.35&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ACT (Australian Capital Territory)</td>
<td>1 (1.6%)</td>
<td>1 (2.6%)</td>
<td>0 (0.0%)</td>
<td></td>
</tr>
<tr>
<td>NSW (New South Wales)</td>
<td>10 (15.6%)</td>
<td>8 (21.1%)</td>
<td>2 (7.7%)</td>
<td></td>
</tr>
<tr>
<td>QLD (Queensland)</td>
<td>5 (7.8%)</td>
<td>3 (7.9%)</td>
<td>2 (7.7%)</td>
<td></td>
</tr>
<tr>
<td>SA (South Australia)</td>
<td>5 (7.8%)</td>
<td>3 (7.9%)</td>
<td>2 (7.7%)</td>
<td></td>
</tr>
<tr>
<td>TAS (Tasmania)</td>
<td>1 (1.6%)</td>
<td>0 (0.0%)</td>
<td>1 (3.9%)</td>
<td></td>
</tr>
<tr>
<td>VIC (Victoria)</td>
<td>14 (21.9%)</td>
<td>10 (26.3%)</td>
<td>4 (15.4%)</td>
<td></td>
</tr>
<tr>
<td>WA (Western Australia)</td>
<td>26 (43.8%)</td>
<td>13 (34.2%)</td>
<td>15 (57.7%)</td>
<td></td>
</tr>
<tr>
<td><strong>Clinic remoteness</strong></td>
<td>.93</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Major city</td>
<td>44 (68.8%)</td>
<td>26 (68.4%)</td>
<td>18 (69.2%)</td>
<td></td>
</tr>
<tr>
<td>Inner regional</td>
<td>9 (14.1%)</td>
<td>6 (15.8%)</td>
<td>3 (11.5%)</td>
<td></td>
</tr>
<tr>
<td>Outer regional/remote</td>
<td>11 (17.2%)</td>
<td>6 (15.8%)</td>
<td>5 (19.2%)</td>
<td></td>
</tr>
<tr>
<td><strong>GP position</strong></td>
<td>.13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Principal</td>
<td>15 (23.4%)</td>
<td>6 (15.8%)</td>
<td>9 (34.6%)</td>
<td></td>
</tr>
<tr>
<td>Non-Principal</td>
<td>39 (60.9%)</td>
<td>27 (71.1%)</td>
<td>12 (46.1%)</td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>10 (15.6%)</td>
<td>5 (13.2%)</td>
<td>5 (19.2%)</td>
<td></td>
</tr>
<tr>
<td><strong>Patient consultations</strong></td>
<td>.80</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Patient consultations per week</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;100</td>
<td>32 (50.0%)</td>
<td>18 (47.4%)</td>
<td>14 (53.9%)</td>
<td></td>
</tr>
<tr>
<td>100-149</td>
<td>18 (28.2%)</td>
<td>12 (31.6%)</td>
<td>6 (23.1%)</td>
<td></td>
</tr>
<tr>
<td>≥150</td>
<td>14 (21.9%)</td>
<td>8 (21.1%)</td>
<td>6 (23.1%)</td>
<td></td>
</tr>
<tr>
<td><strong>Patient consultation hours per week</strong></td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;11</td>
<td>7 (10.9%)</td>
<td>4 (10.5%)</td>
<td>3 (11.5%)</td>
<td></td>
</tr>
<tr>
<td>11-20</td>
<td>11 (17.2%)</td>
<td>7 (18.4%)</td>
<td>4 (15.4%)</td>
<td></td>
</tr>
<tr>
<td>21-40</td>
<td>35 (54.7%)</td>
<td>21 (55.3%)</td>
<td>14 (53.9%)</td>
<td></td>
</tr>
<tr>
<td>≥41</td>
<td>11 (17.2%)</td>
<td>6 (15.8%)</td>
<td>5 (19.2%)</td>
<td></td>
</tr>
<tr>
<td><strong>Non-English consultations</strong></td>
<td>.53</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Characteristics</td>
<td>Total sample (n=64)</td>
<td>Spaced Ed, completed (n=38)</td>
<td>Spaced Ed, not completed (n=26)</td>
<td>P value</td>
</tr>
<tr>
<td>-----------------</td>
<td>--------------------</td>
<td>-----------------------------</td>
<td>-------------------------------</td>
<td>---------</td>
</tr>
<tr>
<td></td>
<td>mean (SD) or n (%)</td>
<td>mean (SD) or n (%)</td>
<td>mean (SD) or n (%)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>52 (81.3%)</td>
<td>32 (84.2%)</td>
<td>20 (76.9%)</td>
<td></td>
</tr>
<tr>
<td>&lt;25%</td>
<td>12 (18.8%)</td>
<td>6 (15.8%)</td>
<td>6 (23.1%)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a_P\) values were derived from Fisher’s exact test.

\(^b\)FRACGP: Fellowship Royal Australian College of General Practitioners

### Table 2. Correct diagnosis of cases per phase of study.

<table>
<thead>
<tr>
<th>Diagnosis</th>
<th>Phase 1, correct (n=57), n (%)</th>
<th>Phase 2, correct (n=45), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Case 1</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Radiation proctitis</td>
<td>42 (73.7%)</td>
<td>45 (100.0%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Case 2</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSA bounce after radiation therapy</td>
<td>21 (36.8%)</td>
<td>26 (57.8%)</td>
<td>.04</td>
</tr>
<tr>
<td><strong>Case 3</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spinal metastasis</td>
<td>50 (89.3%)</td>
<td>40 (88.9%)</td>
<td>.86</td>
</tr>
<tr>
<td><strong>Case 4</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urethral stricture after radiotherapy</td>
<td>24 (43.6%)</td>
<td>38 (84.4%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Case 5</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Psychological cause</td>
<td>26 (47.3%)</td>
<td>23 (51.1%)</td>
<td>.58</td>
</tr>
<tr>
<td>Adverse effect of medication</td>
<td>10 (18.2%)</td>
<td>19 (42.2%)</td>
<td>.006</td>
</tr>
<tr>
<td><strong>Case 6</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Biological depression</td>
<td>39 (70.9%)</td>
<td>10 (22.2%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Psychosocial factors</td>
<td>53 (96.4%)</td>
<td>45 (100.0%)</td>
<td>.07(^a)</td>
</tr>
</tbody>
</table>
Table 3. Correct management of cases by phase of study.

<table>
<thead>
<tr>
<th>Management</th>
<th>Phase 1, correct (n=57), n (%)</th>
<th>Phase 2, correct (n=45), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1 (Proctitis)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Refer to specialist</td>
<td>15 (26.3%)</td>
<td>19 (42.2%)</td>
<td>.09</td>
</tr>
<tr>
<td>Rule out bowel infection</td>
<td>17 (29.8%)</td>
<td>21 (46.7%)</td>
<td>.08</td>
</tr>
<tr>
<td>Refer for colonoscopy</td>
<td>30 (52.6%)</td>
<td>20 (44.4%)</td>
<td>.41</td>
</tr>
<tr>
<td>Prescribe medication</td>
<td>1 (1.8%)</td>
<td>16 (35.6%)</td>
<td>&lt;.001(^a)</td>
</tr>
<tr>
<td>Case 2 (Anxiety)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No specific treatment</td>
<td>20 (35.1%)</td>
<td>17 (37.8%)</td>
<td>.77</td>
</tr>
<tr>
<td>Reassure</td>
<td>4 (7.0%)</td>
<td>1 (2.2%)</td>
<td>.26(^a)</td>
</tr>
<tr>
<td>Case 3 (Recurrence)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Refer to radiation oncologist</td>
<td>15 (26.8%)</td>
<td>17 (37.8%)</td>
<td>.22</td>
</tr>
<tr>
<td>Seek specialist advice on investigations</td>
<td>36 (64.3%)</td>
<td>25 (55.6%)</td>
<td>.44</td>
</tr>
<tr>
<td>Order plain x-rays</td>
<td>42 (75.0%)</td>
<td>32 (71.1%)</td>
<td>.77</td>
</tr>
<tr>
<td>Case 4 (Stricture)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Refer to urologist</td>
<td>19 (34.6%)</td>
<td>21 (46.7%)</td>
<td>.17</td>
</tr>
<tr>
<td>Refer to physiotherapist</td>
<td>0 (0.0%)</td>
<td>1 (2.2%)</td>
<td>.25(^a)</td>
</tr>
<tr>
<td>Micturating cysto-urethrogram</td>
<td>27 (49.1%)</td>
<td>26 (57.8%)</td>
<td>.29</td>
</tr>
<tr>
<td>Renal ultrasound scan</td>
<td>24 (43.6%)</td>
<td>15 (33.3%)</td>
<td>.36</td>
</tr>
<tr>
<td>Case 5 (Impotence)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Check cholesterol</td>
<td>13 (23.6%)</td>
<td>24 (53.3%)</td>
<td>.001</td>
</tr>
<tr>
<td>Check blood glucose</td>
<td>14 (25.5%)</td>
<td>21 (46.7%)</td>
<td>.02</td>
</tr>
<tr>
<td>Check hormone levels</td>
<td>12 (21.8%)</td>
<td>22 (48.9%)</td>
<td>.006</td>
</tr>
<tr>
<td>Case 6 (Depression)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prescribe antidepressant</td>
<td>39 (73.6%)</td>
<td>40 (88.9%)</td>
<td>.01</td>
</tr>
</tbody>
</table>

\(^a\)P values derived from Fisher’s exact test.
<table>
<thead>
<tr>
<th>Case 1</th>
<th>SE completed, n=37</th>
<th>SE not completed, n=8</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radiation Proctitis</td>
<td>100.0</td>
<td>100.0</td>
<td>-</td>
</tr>
<tr>
<td>Case 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSA Bounce after radiation therapy</td>
<td>22</td>
<td>4</td>
<td>.70</td>
</tr>
<tr>
<td>Case 3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spinal metastasis</td>
<td>33</td>
<td>7</td>
<td>1.00</td>
</tr>
<tr>
<td>Case 4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urethral stricture after radiotherapy</td>
<td>32</td>
<td>6</td>
<td>.59</td>
</tr>
<tr>
<td>Case 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Psychological cause</td>
<td>19</td>
<td>4</td>
<td>1.00</td>
</tr>
<tr>
<td>Adverse effect of medication</td>
<td>15</td>
<td>4</td>
<td>.70</td>
</tr>
<tr>
<td>Case 6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Biological depression</td>
<td>10</td>
<td>0</td>
<td>.17</td>
</tr>
<tr>
<td>Psychosocial factors</td>
<td>37</td>
<td>8</td>
<td>-</td>
</tr>
</tbody>
</table>

<sup>a</sup>All P values in this table were derived from Fisher’s exact test.
**Table 5.** Correct management of cases as per completion of Spaced Ed (SE) in Phase 2 (n=45).

<table>
<thead>
<tr>
<th>Case</th>
<th>SE completed, n=37</th>
<th>SE not completed, n=8</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Managed as recom-</td>
<td>Not managed as</td>
<td></td>
</tr>
<tr>
<td></td>
<td>mended</td>
<td>recommended</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Managed as recom-</td>
<td>Not managed as</td>
<td></td>
</tr>
<tr>
<td></td>
<td>mended</td>
<td>recommended</td>
<td></td>
</tr>
<tr>
<td><strong>Case 1 (Radiation)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Refer to specialist</td>
<td>17</td>
<td>20</td>
<td>.43</td>
</tr>
<tr>
<td>Rule out bowel infection</td>
<td>18</td>
<td>19</td>
<td>.71</td>
</tr>
<tr>
<td>Refer for colonoscopy</td>
<td>16</td>
<td>21</td>
<td>1.0</td>
</tr>
<tr>
<td>Prescribe medication</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>Case 2 (PSA Bounce)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No specific treatment</td>
<td>13</td>
<td>24</td>
<td>.45</td>
</tr>
<tr>
<td>Reassure</td>
<td>1</td>
<td>36</td>
<td>1.0</td>
</tr>
<tr>
<td><strong>Case 3 (Recurrence)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Refer to radiation oncologist</td>
<td>16</td>
<td>21</td>
<td>.13</td>
</tr>
<tr>
<td>Seek specialist advice on investigations</td>
<td>23</td>
<td>14</td>
<td>.11</td>
</tr>
<tr>
<td>Order plain x-rays</td>
<td>26</td>
<td>11</td>
<td>1.0</td>
</tr>
<tr>
<td><strong>Case 4 (Stricture)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Refer to urologist</td>
<td>18</td>
<td>19</td>
<td>.71</td>
</tr>
<tr>
<td>Refer to physiotherapist</td>
<td>1</td>
<td>36</td>
<td>1.0</td>
</tr>
<tr>
<td>Micturating cysto-urethrogram</td>
<td>23</td>
<td>14</td>
<td>.25</td>
</tr>
<tr>
<td>Ultrasound scan</td>
<td>14</td>
<td>23</td>
<td>.24</td>
</tr>
<tr>
<td><strong>Case 5 (Impotence)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Check cholesterol</td>
<td>21</td>
<td>16</td>
<td>.44</td>
</tr>
<tr>
<td>Check blood glucose</td>
<td>17</td>
<td>20</td>
<td>1.0</td>
</tr>
<tr>
<td>Check hormone levels</td>
<td>19</td>
<td>18</td>
<td>.7</td>
</tr>
<tr>
<td><strong>Case 6 (Depression)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prescribe antidepressant</td>
<td>32</td>
<td>5</td>
<td>.27</td>
</tr>
</tbody>
</table>

<sup>a</sup> All P values derived from Fisher’s exact test other than cases where cells contained 5 or more participants where Pearson’s chi-square test was used.
### Table 6. Regression analysis.

<table>
<thead>
<tr>
<th>Variable</th>
<th>OR</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sessions worked per week</td>
<td>0.78</td>
<td>0.67-0.90</td>
<td>.001</td>
</tr>
<tr>
<td>GP registrar</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>4.66</td>
<td>2.23-9.71</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Clinical remoteness</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Major cities</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inner regional</td>
<td>0.38</td>
<td>0.21-0.70</td>
<td>.002</td>
</tr>
<tr>
<td>Outer regional/remote</td>
<td>2.25</td>
<td>1.01-5.03</td>
<td>.048</td>
</tr>
<tr>
<td>Patients seen per week</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;100</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100-149</td>
<td>4.53</td>
<td>1.91-10.72</td>
<td>.001</td>
</tr>
<tr>
<td>≥150</td>
<td>10.66</td>
<td>3.40-33.48</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Spaced Education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completed</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not completed</td>
<td>0.88</td>
<td>0.50-1.56</td>
<td>.66</td>
</tr>
<tr>
<td>Cases</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Proctitis</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. PSA bounce</td>
<td>5.36</td>
<td>1.79-16.09</td>
<td>.003</td>
</tr>
<tr>
<td>3. Bony metastasis</td>
<td>1.27</td>
<td>0.42-3.82</td>
<td>.67</td>
</tr>
<tr>
<td>4. Urethral stricture</td>
<td>39.75</td>
<td>10.42-151.57</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>5. Impotence</td>
<td>0.67</td>
<td>0.24-1.88</td>
<td>.44</td>
</tr>
<tr>
<td>6. Depression</td>
<td>2.92</td>
<td>1.05-8.15</td>
<td>.04</td>
</tr>
</tbody>
</table>

### Discussion

#### Principal Findings

Bowel, urinary or sexual dysfunction, depression, and anxiety are common presentations in primary care (1). In this study, patients with such problems were presented in the context of treatment for prostate cancer. Our data indicate that there were limited numbers of participants who correctly diagnosed the symptoms presented or suggested a management plan that was consistent with expert opinion. In Phase 1, the differences were marked for most cases (Tables 2 and 3). Such deviations from expert opinion have been reported previously [15,16]. From the regression analysis, we were able to conclude that compared to radiation proctitis, PSA bounce, urethral stricture, and depression were more likely to be managed as per the experts. However, erectile dysfunction was less likely to be managed as per expert opinion, especially in Phase 1. Erectile dysfunction is the most common side effect of treatment for early prostate cancer. It has far-reaching effects upon men’s lives [17]. Although some treatment effects such as radiation proctitis are relatively uncommon, ED is a common symptom that is likely to be presented to general practitioners in many clinical contexts [18].

Overall, the differences in management between the participants and the expert panel were less marked in Phase 2 of the study, and it is possible that in the intervening 8 weeks participants may have sought information on how to manage the adverse effects of prostate cancer treatment. The only exception was the diagnosis of biological depression, which seemed to deviate more from expert opinion in Phase 2. This was unexpected and it may have reflected a reticence to diagnose significant depression in that vignette and or it may be that the actor did not display the features of a significant depression in a way that persuaded more practitioners to come to that diagnosis.

The observation that rural practitioners were more attuned to expert management is consistent with the survey of Australian GPs, where rural GPs were more willing to be involved in providing supportive care to cancer patients than colleagues in metropolitan areas [19]. With respect to the main focus of our study, those who completed the Spaced Ed intervention were not more likely to concur with the expert panel. This is in contrast to other previous reported studies [10,11]. The reason for this is unclear, but may relate to the nature of the conditions being considered or the context in which this intervention was delivered. A primary care consultation is known to be complex, with a focus on the physical, social, and psychological components of any symptom or problem presented. This may not lend itself to an intervention that promotes the application of simple rules [20]. Regression analysis suggests that more influential variables impacting on the outcomes were some of the demographic characteristics of the participants; specifically,
a greater clinical load. This was not unexpected for patients treated for prostate cancer because many of these problems are likely to present infrequently, and few doctors will have encountered them previously unless consulting a large number of men.

A number of approaches have been reported in the literature to promote consistent and reliable management of chronic conditions in primary care [21,22]. A few of these have focused specifically on the knowledge of general practitioners [23]. Data from our study suggests that focusing on knowledge alone may not be sufficient. A recent literature review reported that two other factors are also likely to be important in the context of a cancer diagnosis, namely, attitudes and beliefs [24,25]. These issues were not evaluated in this study. For example, we were unable to report the participants’ attitude to the management of patients following treatment and whether they felt this role extended to investigating and treating conditions that may have resulted from specialist treatment [9]. The review of attitudes to this issue among Australian GPs suggests that there is a diversity of opinions on the matter [19]. Nor could we confirm that all participants had access to a radiation oncologist in their clinical practice and/or would have had the option to refer a patient with bony metastasis or radiation proctitis to such an expert. The available evidence suggests that this is not a safe assumption and that management plans would be impacted by the clinicians’ experience in their local context [26]. Finally, we could not identify any practitioners who had any specialist training in prostate cancer. However, all participants were working as general practitioners when they participated in this study and it is reasonable to assume that there were a negligible number with specialist training in a specific cancer.

With respect to the format of education offered here, even though more than half the sample completed the Spaced Ed program, it was disappointing that more did not do so. We did not observe any significant differences in the demographic characteristics of those who completed the Spaced Ed program and those who did not. The program was based on email communication and relied on doctors checking emails on a regular basis. There is limited evidence from the Australian literature that general practitioners routinely deploy digital technology [27]. Second, there was no evidence that participants were satisfied that the answers provided to the emailed scenarios were consistent with what they considered best practice. Informal feedback suggested that the program was unpopular even among those who persevered with it. For example, some participants pointed out that they disagreed with the answers offered by the experts.

Conclusions
In this standardized patient study, Spaced Ed did not promote management plans that were consistent with expert opinion. While there was a marked improvement in the management of cases in Phase 2 of this study, this may be because participants were stimulated to seek information elsewhere on the management of such cases. Greater clinical load had a more significant and positive impact on the management of patients than the Spaced Ed. Further development of the Spaced Ed may be required before it can be tested again in the context of prostate cancer follow-up in general practice. Perhaps greater involvement of the target group of practitioners in setting the answers in Spaced Ed may be helpful. Alternatively, it is also possible that while Spaced Ed as a short, targeted educational program facilitated by information technology is attractive, it is unlikely to succeed.
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Abstract

Background: Patients regularly travel to the West for advanced medical care, but now the trend is also shifting in the opposite direction. Many people from Western countries now seek care outside of their country. This phenomenon has been labeled medical tourism or health travel. Information regarding health travelers’ actual outcomes, experiences, and perceptions is lacking or insufficient. However, advanced Internet technology and apps provide information on medical tourism and are a vehicle for patients to share their experiences. Turkey has a large number of internationally accredited hospitals, is a top tourism destination, and is positioning itself to attract international patients.

Objective: The objective of this research was to identify the important individual characteristics of health travelers, outline the push and pull factors for seeking health care in Turkey, identify satisfaction with the outcomes and the results of these individuals’ treatments, and note positive and negative factors influencing their perceptions and overall experiences about patients’ health travel.

Methods: This research uses qualitative data from Internet narratives of medical tourists to Turkey. Ethical considerations of using Internet narratives were reviewed. Narratives for analysis were obtained by using the Google search engine and using multiple search terms to obtain publicly posted blogs and discussion board postings of health travelers via purposeful sampling. Narratives were included if they were written in English, described travel to Turkey for health care, and were publicly accessible. Exclusion criteria included narratives that were on medical tourism facilitator or provider promotional websites, not in English, and did not describe an experience of a medical tourist. Medical tourists’ written words were analyzed in an iterative analytic process using narrative analysis theory principles. Three stages of coding (open, axial, and selective) were conducted to identify characteristics and themes using qualitative analysis software.

Results: The narrative posts of 36 individuals undergoing 47 procedures who traveled to Turkey for medical care between 2007 and 2012 were analyzed. The narratives came from 13 countries, not including the narratives for which patient origin could not be determined. Travelers were predominantly from Europe (16/36, 44%) and North America (10/36, 28%). Factors driving travelers away from their home country (push factors) were cost and lack of treatment options or insufficient insurance coverage in their home country. Leading factors attracting patients to destination (pull factors) were lower costs, physician’s expertise and responsiveness, and familiarity or interest in Turkey. Health travelers to Turkey were generally satisfied with the outcomes of their procedures and care provided by their physicians, many noting intent to return. Communication challenges, food, transportation, and gaps in customer service emerged as key areas for improvement.
Conclusions: This analysis provides an understanding of the insights of medical tourists through the words of actual health travelers. This nonintrusive methodology provides candid insights of common themes of health travelers and may be applied to study other patient experiences. The findings of this research expand the body of knowledge in medical tourism and serves as a platform for further qualitative and quantitative research on health travelers’ experiences.
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**Introduction**

**Background**

Historically, patients have received health care in the country of their residence, but more recently, medical-related travel to other countries has substantially transformed this traditional mode of health care [1]. Although travel to receive medical care in another country is bidirectional, many developing countries are promoting their health care services to attract foreign patients [1-4]. This phenomenon has been accelerated by increasing globalization, improved bilateral trade [5,6], patients’ unmet health care needs, and increasing cost of services within the United States [7,8]. Travel for health care today has many forms. Although cosmetic procedures are popular, health travelers also seek open-heart surgery, hip or knee replacement [9-11], wellness treatments [12], and procedures yet to be approved in their home country [13]. Many estimates indicate medical tourism, also known as health travel [14], has significant economic potential worldwide [10,15], and many countries are positioning themselves to be providers of care and service for international patients [11,16-20].

The theoretical explanation of health travel may benefit from theories explaining human migration, although the former is different from migration in that migration involves somewhat permanent geographic relocation. Consistent with the push-pull theory of migration [21], moving from one country to another is typically influenced by factors that push individuals away from their country of origin, driving people to leave home, and factors that pull or attract people to a new country [22]. In their scoping review of the health tourists’ experiences, Crooks et al [23] noted that both push and pull factors contributed to patient decision making when considering traveling for care.

**Purpose of the Study**

Information on patient’s experiences of their care is a foundational aspect of health care quality [24]. Although surveys and interviews provide insights into care provided, over the past several years patients have begun to share their experiences on the Internet in the form of blogs, discussion posts, and tweets resulting in large amounts of data which may augment formal survey approaches [25]. To date, there are few studies in the medical tourism literature that evaluate health travelers’ experiences with care in another country [23]. Focusing on the narrative experiences of health travelers also provides feedback into the emotions associated with seeking care in an unfamiliar environment [26]. Limited accurate national data on the number, type, and impact of individuals who travel for health care have led to potentially inflated claims of industry growth [27] and made it difficult to address policy and public health needs of health travelers [28]. The majority of the published studies have focused on scoping reviews of the existing literature and identify research gaps [4,5,11,29,30]. Lack of detailed information on the common experiences of health travelers may result in inaccurate assumptions and misleading conclusions regarding their experiences and outcomes.

After an evaluation of the literature on health travel, Turkey was selected for this study because it has a large number (n=47) of internationally accredited health care providers [31] and is the world’s sixth top tourism destination by arrivals [32]. Turkey boasts a geographic location attractive to European, Middle Eastern, African, and Asian health travelers [33], and is implementing multiple initiatives to make health and wellness care in Turkey attractive to international patients [34-36]. Although reports of the volume of health travelers vary, between 2008 and 2011 the number more than doubled according to the Directorate General of Health Services Department of Health Tourism, making the quality of health care in Turkey increasingly important on a global scale [34,37].

This qualitative narrative study explores the online narratives from health travelers to Turkey and describes the themes of their experiences. Qualitative research studies can capture an in-depth understanding of an issue [38]. Narrative research “begins with the experiences as expressed in lived and told stories of individuals” [38]. Although Internet and online documentation are relatively new phenomena, narrative analysis of online content has been conducted in several disciplines, including health care and travel [39-43].

It is expected that findings from this research will assist in decision making for patients considering health travel in the future, assist countries with their marketing and positioning to health travelers, and serve as a resource for hospitals wanting to recruit and retain staff to serve a global patient base. In addition, this research may strengthen health administration education by providing insights into the phenomenon of health travel.

**Research Questions**

The overarching question answered in this research is “What can we learn about health travelers to Turkey through analysis of their online narratives?” Additional subquestions included:

1. What are the important characteristics of health travelers who write online narratives about their experiences in Turkey?
2. What are the leading factors associated with the health travelers’ country of origin that pushed them to seek health care in another country?

3. What are the leading factors associated with the destination country, Turkey, which pulled these health travelers to seek health care?

4. What can be derived from the narratives regarding travelers’ satisfaction with the outcome and the result of their treatment they received in Turkey?

5. What are some positive and negative factors influencing health travelers’ perceptions and overall experiences about their health travel to Turkey?

Methods

Search Strategy

Publicly available narratives were considered for this research after the ethical considerations of using online narratives were reviewed [44-49]. After receiving approval from the Central Michigan University Institutional Review Board, the narratives for analysis were obtained by using the Google search engine. Multiple search terms were used to obtain as many publicly posted narratives of health travelers to Turkey via purposeful sampling [50] during October 2012. The search utilized a range of terms, including health travel, medical tourism, surgery, and wellness travel. Clinical procedures used in the search were determined based on reviewing sites that promote health travel as well as findings from literature review and terms noted in selected posts, such as “I had surgery in Turkey.”

The search was further refined by using Google’s advanced search process in which the search terms were limited to discussions and blogs. Each result from the first 10 pages of these searches was reviewed to meet the criteria of: (1) a narrative written in English because all researchers were fluent in this language, (2) a first-person narrative written by an individual who underwent treatment and/or their significant other/partner on the trip, (3) included a description of the type of procedure, (4) a narrative that included a personal actual experience of health travel to Turkey, and (5) a narrative that was publicly available and did not require a password or discussion board membership to read. The authors reviewed all narratives to ensure promotional narratives found on health travel facilitator, promoter, or health care provider sites were excluded to avoid potential bias [28]. All narratives selected noted the name of the procedure performed and mentioned that this procedure was performed in Turkey.

Search Results

The initial Internet searches using 229 search terms resulted in 294,125,697 entries including those in languages other than English. Figure 1 denotes the narrative search process findings. Using the inclusion and exclusion criteria and taking a flexible approach to defining a narrative, both stories of the entire experience as well as those that were shorter in length highlighting a specific part of the health travel experience were included [41]. Narratives consisted of some discussion board posts of a few paragraphs on a single day to blogs that consisted of posts spanning several months with multiple entries. Only posts and blogs related to the topic of the author’s health travel were included in the research.

After extensive searching, an initial 40 narratives were found that met the criteria. After a secondary review by the authors, 4 narratives were eliminated because further review indicated they may have been written by expatriates living in Turkey. A total of 36 narratives were deemed usable for the research, consisting of 23 message board or forum postings and 13 blogs.

Coding Process

Posters’ written words were analyzed in an iterative analytic process by using narrative analysis theory principles to create primary (parent) and secondary (child) themes. The unit of reference was a sentence [51,52]. Initial open coding was conducted on all pages of the 36 final posts to identify common themes and create initial codes for the data [50]. Each narrative was carefully reviewed to identify themes, with a focus on the initial research question and subquestions. In addition, the content of each sentence was directly examined to identify positive and negative opinions [52]. A total of 41 initial themes were identified and memos were written to keep track of ideas and observations. Two researchers, the coauthors of this paper, individually reviewed 5 cases and compared their agreements/disagreements on the major themes to assure level of intercoder reliability. Percent agreement on the 41 themes was 95.

Axial coding, or a second review of the data, was then completed and the 36 individual narratives were entered into NVivo version 10 [53] where the initial codes and key concepts identified in the open coding were distilled and clustering of the initial themes occurred [50]. Relationships with the various initial themes were created and characteristics of each case, where available, were noted.

A final round of selective coding [50] was completed by scanning all the data and codes, reviewing all themes and creating major themes (parent) and subthemes (child), and reorganizing the themes. During this review, linkages between some themes and the elimination of other initial themes by consolidation of themes were completed. Narratives from the posters representing each major theme were selected and personal details were removed from the quotes.
Results

Health Travelers’ Characteristics

The subjects (ie, posters used in the analysis) were identified by country of origin as shown in Table 1.

As shown in Table 2, the posters traveled to Turkey for a myriad of procedures. The 36 posters went for a total of 47 procedures. Dental work was the most frequent secondary procedure mentioned by the posters.

Demographic information, such as gender and age, is provided in Table 3 as well as some information on the facility or locale of the treatment. Of those who noted the place of their treatment, Anadolu Medical Center was mentioned most frequently. Most posters (17/36, 47%) noted that they had their procedure completed in Istanbul, 7 (7/36, 19%) went to Izmir, and 2 (2/36, 6%) traveled to Ankara. In all, 9 posters (9/36, 25%) mentioned a medical tourism facilitator organization by name and 3 (3/36, 8%) posters noted that they used the same facilitator.
Table 1. Health travelers’ country of origin (N=36).

<table>
<thead>
<tr>
<th>Country</th>
<th>Number of travelers</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>North America (n=10, 28%)</strong></td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>8</td>
</tr>
<tr>
<td>Canada</td>
<td>2</td>
</tr>
<tr>
<td><strong>Europe (n=16, 44%)</strong></td>
<td></td>
</tr>
<tr>
<td>United Kingdom</td>
<td>9</td>
</tr>
<tr>
<td>Netherlands</td>
<td>2</td>
</tr>
<tr>
<td>Finland</td>
<td>1</td>
</tr>
<tr>
<td>Germany</td>
<td>1</td>
</tr>
<tr>
<td>Ireland</td>
<td>1</td>
</tr>
<tr>
<td>Macedonia</td>
<td>1</td>
</tr>
<tr>
<td>Romania</td>
<td>1</td>
</tr>
<tr>
<td><strong>Middle East (n=2, 6%)</strong></td>
<td></td>
</tr>
<tr>
<td>Dubai</td>
<td>1</td>
</tr>
<tr>
<td>Israel</td>
<td>1</td>
</tr>
<tr>
<td>Kenya (n=1, 3%)</td>
<td>1</td>
</tr>
<tr>
<td>Korea (n=1, 3%)</td>
<td>1</td>
</tr>
<tr>
<td><strong>Undetermined (n=6, 16%)</strong></td>
<td>6</td>
</tr>
</tbody>
</table>

Table 2. Health travelers’ primary and additional procedures performed in Turkey.

<table>
<thead>
<tr>
<th>Procedure type</th>
<th>Procedure, n (%)</th>
<th>Primary procedurea (n=36)</th>
<th>Additional procedure (n=11)</th>
<th>Total (n=47)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hair transplant</td>
<td>12 (26)</td>
<td></td>
<td></td>
<td>12 (26)</td>
</tr>
<tr>
<td>Dental</td>
<td>2 (4)</td>
<td>3 (6)</td>
<td>5 (11)</td>
<td></td>
</tr>
<tr>
<td>Abdominoplasty</td>
<td>3 (6)</td>
<td>1 (2)</td>
<td>4 (9)</td>
<td></td>
</tr>
<tr>
<td>Breast enlargement</td>
<td>3 (6)</td>
<td>1 (2)</td>
<td>4 (9)</td>
<td></td>
</tr>
<tr>
<td>Lasik</td>
<td>4 (9)</td>
<td></td>
<td>4 (9)</td>
<td></td>
</tr>
<tr>
<td>In vitro fertilization</td>
<td>2 (4)</td>
<td></td>
<td>2 (4)</td>
<td></td>
</tr>
<tr>
<td>Liposuction</td>
<td>2 (4)</td>
<td></td>
<td>2 (4)</td>
<td></td>
</tr>
<tr>
<td>Nerve surgery</td>
<td>2 (4)</td>
<td></td>
<td>2 (4)</td>
<td></td>
</tr>
<tr>
<td>Rhinoplasty</td>
<td>2 (4)</td>
<td></td>
<td>2 (4)</td>
<td></td>
</tr>
<tr>
<td>Back surgery</td>
<td>1 (2)</td>
<td></td>
<td>1 (2)</td>
<td></td>
</tr>
<tr>
<td>Bariatric</td>
<td>1 (2)</td>
<td></td>
<td>1 (2)</td>
<td></td>
</tr>
<tr>
<td>Botox and fillers</td>
<td>1 (2)</td>
<td></td>
<td>1 (2)</td>
<td></td>
</tr>
<tr>
<td>Cancer treatment</td>
<td>1 (2)</td>
<td></td>
<td>1 (2)</td>
<td></td>
</tr>
<tr>
<td>Cyst removal</td>
<td>1 (2)</td>
<td></td>
<td>1 (2)</td>
<td></td>
</tr>
<tr>
<td>Face lift</td>
<td>1 (2)</td>
<td></td>
<td>1 (2)</td>
<td></td>
</tr>
<tr>
<td>Heart surgery</td>
<td>1 (2)</td>
<td></td>
<td>1 (2)</td>
<td></td>
</tr>
<tr>
<td>Labioplasty</td>
<td>1 (2)</td>
<td></td>
<td>1 (2)</td>
<td></td>
</tr>
<tr>
<td>Physical exam</td>
<td>1 (2)</td>
<td></td>
<td>1 (2)</td>
<td></td>
</tr>
<tr>
<td>Stem cell transplant</td>
<td>1 (2)</td>
<td></td>
<td>1 (2)</td>
<td></td>
</tr>
</tbody>
</table>

aPrimary procedure is the procedure posters noted first in their narrative.
### Table 3. Health travelers’ date of initial narrative, demographics, location of treatment, date of treatment, facilitator facility, and accompanying person.

<table>
<thead>
<tr>
<th>Author</th>
<th>First post</th>
<th>Gender</th>
<th>Age</th>
<th>City</th>
<th>Date of treatment</th>
<th>Facilitator</th>
<th>Facility</th>
<th>Accompanying person</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>7/22/10</td>
<td>M</td>
<td>30s</td>
<td>Izmir</td>
<td>5/1/10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#2</td>
<td>2/1/09</td>
<td></td>
<td></td>
<td>Istanbul</td>
<td></td>
<td>Blue Med travel</td>
<td></td>
<td></td>
</tr>
<tr>
<td>#3</td>
<td>4/1/12</td>
<td>M</td>
<td></td>
<td>Istanbul</td>
<td></td>
<td></td>
<td>Este of Turkey</td>
<td></td>
</tr>
<tr>
<td>#4</td>
<td>6/3/12</td>
<td>F</td>
<td></td>
<td>Izmir</td>
<td>6/1/12</td>
<td></td>
<td>Kent</td>
<td></td>
</tr>
<tr>
<td>#5</td>
<td>8/12/12</td>
<td>F</td>
<td>60s</td>
<td>Istanbul</td>
<td>10/12/12</td>
<td>Comfort Zone</td>
<td></td>
<td></td>
</tr>
<tr>
<td>#6</td>
<td>2/16/09</td>
<td>F</td>
<td></td>
<td>Istanbul</td>
<td></td>
<td></td>
<td></td>
<td>Spouse</td>
</tr>
<tr>
<td>#7</td>
<td>2/26/11</td>
<td>F</td>
<td>30s</td>
<td>Istanbul</td>
<td>3/12/11</td>
<td>World Med assist</td>
<td>Anadolu Hospital</td>
<td>Partner</td>
</tr>
<tr>
<td>#8</td>
<td>2/14/07</td>
<td>F</td>
<td></td>
<td>Izmir</td>
<td></td>
<td>Revitalize in Turkey</td>
<td></td>
<td></td>
</tr>
<tr>
<td>#9</td>
<td>9/13/12</td>
<td>F</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Dunya Eye</td>
<td>Other referenced</td>
</tr>
<tr>
<td>#10</td>
<td>3/14/10</td>
<td>M</td>
<td></td>
<td>Ankara</td>
<td>2/22/10</td>
<td></td>
<td>Dr. Keser Clinic</td>
<td></td>
</tr>
<tr>
<td>#11</td>
<td>4/1/12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Este of Turkey</td>
<td></td>
</tr>
<tr>
<td>#12</td>
<td>6/7/11</td>
<td>M</td>
<td>50s</td>
<td>Istanbul</td>
<td>5/25/11</td>
<td></td>
<td>Transmed</td>
<td></td>
</tr>
<tr>
<td>#13</td>
<td>4/9/09</td>
<td>M</td>
<td>50s</td>
<td>Istanbul</td>
<td>5/1/09</td>
<td>World Med assist</td>
<td>Anadolu Hospital</td>
<td></td>
</tr>
<tr>
<td>#14</td>
<td>2/26/12</td>
<td>F</td>
<td>30s</td>
<td>Istanbul</td>
<td>5/1/12</td>
<td>IVF vacation center</td>
<td>Anadolu Hospital</td>
<td>Spouse</td>
</tr>
<tr>
<td>#15</td>
<td>5/22/11</td>
<td>F</td>
<td></td>
<td>Altinkum</td>
<td></td>
<td></td>
<td></td>
<td>Spouse</td>
</tr>
<tr>
<td>#16</td>
<td>N/A</td>
<td>M</td>
<td>30s</td>
<td></td>
<td></td>
<td></td>
<td>Hairana</td>
<td></td>
</tr>
<tr>
<td>#17</td>
<td>1/12/12</td>
<td>F</td>
<td></td>
<td>Izmir</td>
<td>12/12/11</td>
<td>Revitalize in Turkey</td>
<td></td>
<td></td>
</tr>
<tr>
<td>#18</td>
<td>1/14/09</td>
<td></td>
<td></td>
<td></td>
<td>1/2/09</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#19</td>
<td>6/14/12</td>
<td>M</td>
<td>20s</td>
<td>Istanbul</td>
<td>9/1/11</td>
<td></td>
<td>Transmed</td>
<td></td>
</tr>
<tr>
<td>#20</td>
<td>10/17/12</td>
<td>M</td>
<td>30s</td>
<td>Istanbul</td>
<td>1/1/12</td>
<td></td>
<td>New Age Clinic</td>
<td></td>
</tr>
<tr>
<td>#21</td>
<td>5/7/08</td>
<td>M</td>
<td>20s</td>
<td></td>
<td>5/8/08</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#22</td>
<td>10/9/07</td>
<td>M</td>
<td></td>
<td>Istanbul</td>
<td>8/9/07</td>
<td></td>
<td>Transmed</td>
<td></td>
</tr>
<tr>
<td>#23</td>
<td>8/30/12</td>
<td>M</td>
<td>20s</td>
<td>Ankara</td>
<td>8/1/12</td>
<td></td>
<td>Dr. Keser Clinic</td>
<td></td>
</tr>
<tr>
<td>#24</td>
<td>12/22/09</td>
<td>F</td>
<td></td>
<td>Istanbul</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#25</td>
<td>7/4/12</td>
<td>F</td>
<td>40s</td>
<td></td>
<td>10/3/12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#26</td>
<td>4/8/11</td>
<td>M</td>
<td>40s</td>
<td>Izmir</td>
<td>5/19/11</td>
<td></td>
<td></td>
<td>Other family member</td>
</tr>
<tr>
<td>#27</td>
<td>9/24/12</td>
<td>F</td>
<td></td>
<td></td>
<td>5/1/12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#28</td>
<td>5/25/12</td>
<td>M</td>
<td>30s</td>
<td>Istanbul</td>
<td>5/12/12</td>
<td></td>
<td>Acibadem Hospital</td>
<td></td>
</tr>
<tr>
<td>#29</td>
<td>2/27/09</td>
<td>M</td>
<td>40s</td>
<td>Istanbul</td>
<td>4/1/09</td>
<td>World Med assist</td>
<td>Anadolu Hospital</td>
<td>Spouse</td>
</tr>
<tr>
<td>#30</td>
<td>5/12/12</td>
<td>M</td>
<td>30s</td>
<td>Istanbul</td>
<td></td>
<td></td>
<td>Hedz International</td>
<td></td>
</tr>
<tr>
<td>#31</td>
<td>1/29/12</td>
<td>F</td>
<td>60s</td>
<td>Istanbul</td>
<td>1/25/12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#32</td>
<td>5/3/12</td>
<td>F</td>
<td></td>
<td></td>
<td>9/1/11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#33</td>
<td>9/10/12</td>
<td>F</td>
<td>30s</td>
<td>Istanbul</td>
<td>10/12/12</td>
<td></td>
<td>Memorial Hospital</td>
<td>Spouse</td>
</tr>
<tr>
<td>#34</td>
<td>4/12/11</td>
<td></td>
<td></td>
<td>Izmir</td>
<td>6/19/12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#35</td>
<td>4/28/12</td>
<td>F</td>
<td>40s</td>
<td>Izmir</td>
<td>4/10/12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#36</td>
<td>2/2/12</td>
<td>F</td>
<td></td>
<td>Istanbul</td>
<td></td>
<td></td>
<td>Blue Med</td>
<td></td>
</tr>
</tbody>
</table>
Decision Analysis

Push Factors

The subjects of this study noted a variety of reasons, also known as push factors, for their decision to seek care outside of their home country. As noted in Table 4, push factors included lack of available treatment in their home country and financial reasons based on price or lack of insurance.

Table 4. Push and pull factors for patients who traveled to Turkey for medical procedures.

<table>
<thead>
<tr>
<th>Factors</th>
<th>Discussion</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Push Factors</strong></td>
<td></td>
</tr>
<tr>
<td>Lack of treatment options in country of origin (3/36, 8%)</td>
<td>Several posters sought out treatment that was not available in their home country. These procedures included Cyber Knife treatment, stem cell transplants, and pudendal nerve surgery. These posters wrote about their disappointment with their inability to procure care in their own country.</td>
</tr>
<tr>
<td>Cost (22/36, 61%)</td>
<td>Posters note the price of procedures in their home country as rationale for seeking care in another country. Although only a few noted actual cost comparisons that included figures, many shared that they investigated costs abroad and noted that not only was the price of the procedure less than at home, many organizations offered packages which were all-inclusive and provided transportation, meals, and accommodations.</td>
</tr>
<tr>
<td>Lack of or insufficient insurance coverage (5/36, 14%)</td>
<td>The 3 US posters who went to Turkey for noncosmetic procedures, all noted that their surgeries were not covered by their insurance and, in one case, the patient did not have insurance. Two of these individuals had procedures which they noted were “experimental” in the United States, the other had heart surgery, but would have had to pay out of pocket because he lacked medical insurance coverage. One of the posters who traveled from the Netherlands for eye surgery noted that her insurance would only cover part of the cost of the procedure.</td>
</tr>
<tr>
<td><strong>Pull factors</strong></td>
<td></td>
</tr>
<tr>
<td>Comparative value (24/36, 67%)</td>
<td>Posters shared their approach to learning more about Turkey and their procedures and generally noted that their ability to compare overall value of care (as defined by Porter and Teisberg [54]) available through alternatives options assisted with their decision making. The research performed by the posters was often detailed and time consuming. Many posters shared the options they investigated during their research process. The ability to connect with others who traveled to Turkey for information and support was also a component of some posters pretravel research.</td>
</tr>
<tr>
<td>Physician expertise and responsiveness (21/36, 58%)</td>
<td>Many posters mentioned the qualifications of the physicians as a factor that attracted them to care in Turkey. Some noted the background of the physician. One poster noted that it was the physician qualifications above costs that attracted them to Turkey. Other posters noted the communication or responsiveness of the physicians directly that attracted them to health travel to Turkey.</td>
</tr>
<tr>
<td>Familiarity or interest in Turkey (5/36, 14%)</td>
<td>Some of the posters noted that they had lived in Turkey, worked in Turkey, or been on vacation or honeymooned in Turkey and others noted an interest in exploring Turkey. Two of the posters noted they were of Turkish descent.</td>
</tr>
<tr>
<td>Availability of a health travel facilitator (13/36, 36%)</td>
<td>Some of the posters reached out to health travel facilitators as part of their process. Posters who mentioned using a health travel facilitator, someone typically on the ground in Turkey who serves in a sales consultative role, noted that the facilitators were responsive to their initial and online requests for information and assisted in the process of arranging treatments, transferring medical records, travel, and accommodations. Many of the facilitators were mentioned by name by the posters and several mentioned how quickly the facilitators responded to requests for information.</td>
</tr>
<tr>
<td>Price (23/36, 64%)</td>
<td>Many of the posters noted that they were attracted to Turkey for health travel because of the perceived reasonable cost of travel, visa entry, and price of treatment. The all-inclusive packages mentioned by the posters often included transportation, mobile phone support, meals, and accommodations in addition to the cost of the medical treatment.</td>
</tr>
</tbody>
</table>

Pull Factors

Table 4 also outlines a number of factors that influenced the posters’ decisions to seek health care in Turkey. Many of the posters noted researching their options, primarily on the Internet, and then either initiated contact with a provider/physician in Turkey directly or utilized a health travel facilitator for assistance. Price and a familiarity with Turkey were also factors that attracted posters to Turkey.

Satisfaction With Outcomes and Results of Treatment

Most posters (27/36, 75%) noted that they were satisfied with the outcome of their medical care in Turkey. Two hair transplant posters wrote negative reviews on a discussion board. One poster noted she was awaiting improvement in her nerve after surgery and the blogger who had end-stage cancer treatment died several months after treatment in Turkey.

Some posters (6/36, 17%) mentioned the impact that the procedure had on their lives. One of the posters who had been unable to stand up straight before his surgery wrote about the experience of being able to look up after his 12-hour surgery in Izmir:

On Sunday 22 May...my doctor asked if I was up to waking up from my bed and take a walk. What? Was he serious? I agreed and with the help of the nurses,
I woke up from my bed with all the tubes hanging out. Boy did it feel weird taking my first steps. Felt like my back was in a vice. Walked to the windows and after so many years I was able to look up. You can’t believe the feeling that I started to cry; yes, at my age but hell yes I cried with joy and victory.

Very specific clinical outcome data including medical reports were noted as methods posters used to share the outcomes of their procedures. Several posters (7/36, 19%) offered to avail themselves via their personal email to anyone who needed additional information on their treatment and outcomes: “It has been 10 months since my last surgery and I have already had satisfying results that I would like to share with my fellow men who have been suffering from the same problem and hopefully I can be helpful as much as I can.”

Several posters (4/36 11%) who were satisfied with their outcomes also mentioned an intent to return for additional procedures: “We will be going back there later this year as my husband still needs some work carried out to finish off his implants.” Some of the posters who were less than satisfied with the outcome of their treatment also noted a desire to return in their posts as well. One couple who blogged about their failed in vitro fertilization attempts remained positive about their experiences in Turkey despite the negative outcome. Others were very direct in sharing their dissatisfaction and one even labeled their post “My disastrous journey with [facility]:”

This surgery with [facility] has made my life a living hell. I am not depressed but emotionally devastated.

One poster who wrote about being satisfied with her results did mention an infection after her procedure, but she noted that she blamed herself for not strictly following her postoperative instructions. The wife of a poster made the final entry on his blog announcing his death several months after end-stage cancer treatment.

Perceptions and Overall Experiences

Positive Factors

Overview

The narratives included feedback on physicians, the facilitators, and the staff who cared for them or their loved one. Posters also wrote about the value they perceived, their perceptions of Turkey and the facilities where they received their care, and some gave details about their follow-up care.

Impression of Turkey

Most posters (10/11, 91%) who wrote about Turkey used favorable terms in their overall impressions. A couple posters compared Istanbul to other cities or their own country. Posters also noted their impressions of the people they met while in Turkey: “Turkish people are really friendly and were always willing to help out.”

Approximately half of the posters (6/11, 55%) who wrote about Turkey mentioned taking or making the time to see the sights. For some of the posters, it was before their procedure: “...woke up early and went for a tour of the old city, [Topkapi] Museum, blue mosque, and basically walked about.” For others, their sightseeing occurred after their procedures: “After the medical dressing and cleaning, I wore my hat and went for Istanbul city tour.”

Perceptions of Physicians

Overwhelmingly, the authors mentioned their physicians in their postings (21/36, 58%) and of those who did, most of this feedback was positive (19/21, 91%). Most postings included the physicians by name (19/36, 53%) and many (14/36, 39%) mentioned the expertise of the physician:

Dr [name] was very friendly while informing me about the operation.

I deeply felt his self-confidence during the consultation.

He seems to do a lot of conferences, which is a good thing, I think, and has contributed to at least 2 of the papers being presented at this conference. He’s keeping totally up to date on the progress in stem cell research, actively participates in cutting-edge research, and quite obviously uses his knowledge to treat his patients.

Many posters (13/36, 36%) were also appreciative of the care and professionalism provided to them by their physicians.

Follow-Up

Several (5/36, 14%) posters mentioned the follow-up from their providers in Turkey:

I can reach the doctor with my questions by phone. I have also emailed them and got a reply within the same day.

The posters noted that they received follow-up via email and one poster mentioned their physician’s availability via Skype:

We have stayed in contact with Dr [name] at [facility] in [town] Turkey—email and Skype are wonderful ways to maintain communications, and it has been a real treat to actually see him and his office assistant and [name], our international rep from the medical center.

Impression of Facilities

Many (7/36, 19%) posters noted the cleanliness of the facilities and some (3/36, 8%) commented on the surroundings and up-to-date equipment:

The hospital is bright and modern and clean.

The private hospital where I got the operation was very pleasing with its full nursing facilities and advanced medical care units.

Value

Many of the posters (23/36, 64%) noted that they felt that they “got their money worth” and were pleased with the value of the investment they made in their procedure(s): “Anyone needing hair transplants should think of Istanbul as the place; people and service are fine and at €1 a hair, it’s incredible value.” One couple seeking fertility treatment returned for a second round after the first in vitro fertilization in Turkey was unsuccessful.
Facilitators

Health travel facilitators were often mentioned by name (7/36, 19%) and evaluated by some for their assistance and responsiveness during the posters time in Turkey. These individuals greeted the posters at the airport and provided support during the stay and also facilitated site seeing etc: “When I arrived at the airport in Turkey, Dr [name]’s English translator and the German translator were waiting for me.”

Some (4/36, 11%) posters noted that the facilitators provided a direct contact number and 2 posters noted that they also received a phone subscriber identity module (SIM) card or telephone to aid in communication. “They took care of the check-in and also gave me a prepaid SIM card in case I had to contact them for any reason.”

Negative Factors

Overview

Two posters (2/12, 17%) were not satisfied with their hair growth after transplants. Several posters (7/36, 19%) noted some areas of dissatisfaction with their experience in Turkey and identified opportunities for improvements. Overwhelmingly, these negative posts focused on issues with communication and the lack of ability to speak to their caregivers in English. Food, transportation, and responsiveness were also mentioned as opportunities for improvement and several gaps in service were noted by posters who documented these details of their experiences: “I contacted [the provider] but my query was ignored—I did not get any feedback.”

Communication

Although many posters (8/36, 22%) described lengthy communications with their physician or the physician’s ability to speak to them in English, many posters (7/36, 19%) noted the challenges of communicating with the staff and support team members:

Language was a problem as we are from an English-speaking country, but did get along with a lot of hand language.

Whilst Dr [name] speaks English, most of the nursing staff did not, so I got by with sign language and a few words.

Several posters (4/36, 11%) noted an inability to communicate with the staff, such as nurses, and struggled to make their needs known when dealing with clinical needs: “Today’s challenge: How does one communicate, ‘I’m constipated’ with folks who don’t understand English?”

Challenges with others, such as taxi drivers, were also noted:

As we climbed in the taxi to take us home, I told the driver the name of our hotel. He said “okay,” and we were off. About halfway there he took a wrong turn (I don’t know many streets, in Istanbul, but I knew this one). A minute later; he pulled up to the wrong hotel. We said, “uhhh, this isn’t it.” He took us to one with a similar name. After that he gave us a pretty big lecture in Turkish about always getting a hotel card when we leave.

Food

Many of the posters who wrote about food (3/5, 60%) mentioned their challenges with having the types of food they were used to having at home: “Fruit has been not available since I got here, so bought a large bunch of grapes on my way back to the apartment.”

Those who wrote about the food served to them during their hospitalizations shared their feedback on items they were served during their stay: “Afterwards, I did manage to sleep until around 6:30 am when they brought me my breakfast—a light salad with some goat’s cheese and olives (yuck) and a cup of black tea.”

One poster who raved about her care and outcome noted the only issues she had with her stay:

Only complaint is the food SUCKED. I was only given soup for 2 days and consistency was like baby food. I had the lady helping me get some instant soup at the supermarket, much better!!

Transportation

Many of the posters who wrote about their experiences noted their perception of the local traffic (3/10, 33%) “The drive to the hospital was a little intense, in Turkey they are not good with following the traffic laws, so everyone seems to do what they want, a little scary.” Traffic was a barrier to one poster who was considering seeing more of the sights in Istanbul: “Traffic in Turkey is like nothing we have ever experienced, instead of trying to find a taxi and having a stressful drive to the sights, and not being sure what is and isn’t open on Sunday, staying in seemed to be the logical choice.” Two of the posters from the United States noted the multiple flights they took to get to Turkey and the challenges of traveling this distance.

Impressions of the People

Although most comments about the staff and general population were positive (5/7, 71%), some (2/7, 29%) employee behaviors observed by the posters were less than positive:

Monday morning, I was looking out the window as folks were coming in to work. Lots of cigarette smokers here and it’s not uncommon to see them outside the entrances to the hospital. It didn’t take me long, though, to figure out this guy was smoking more than a cigarette. One toke over the line, sweet Jesus...

Other negative touch points with individuals involved in the treatment were also noted:

My dealings were mostly with another rep, [name], who is obviously very busy juggling many patient/doctor schedules at any one time. However, maybe it was just me, but I felt my interactions with her were sometimes a little “edgy” and I was not always happy when what I considered were legitimate doubts or concerns were met with what appeared to be impatience and touchiness. Maybe it’s a cultural thing, but it wasn’t what I am used to by way of customer care, and I didn’t find it very reassuring at all.
Responsiveness
For the most part, posters who mentioned communicating with the facilities or providers were satisfied with their responses (6/9, 67%). However, one person who was dissatisfied with the outcome of his hair transplant noted that he repeatedly tried to get a response from the provider, but needed several attempts before he got a satisfactory response. Another poster noted that he attempted to reach an organization to arrange a health physical but did not receive a reply: “I contacted [facility] first but they neglected to return my call.”

Unexpected Service Gaps
Several posters (4/36, 11%) noted omissions in service or occurrences of incidents they did not expect. One patient arrived at the clinic expecting to be treated by a specific physician, only to be assigned an alternative physician:

> When I arrived to the clinic on the day of my surgery, I learned that Dr [Name] cannot perform FUE [follicular unit extraction] surgeries and even more she was out of the country...and instead it will be done by a different surgeon, Dr [name].

One of the posters shared that she incurred unanticipated costs associated with her treatment:

> We dealt with some frustrations regarding procuring medications once she was released as an in-patient. Unlike US hospitals, which often have pharmacies where patients can buy their drugs, in Turkey, it’s illegal for hospital pharmacies to “sell” drugs to those who are not inpatients. So we ended up going to the “outside” pharmacy for her meds for this week and found ourselves unexpectedly paying a lot of money for a very expensive drug that we thought was going to be covered in the pretransplant costs that have already been paid for.

One poster and her partner’s summary of their final hours in Turkey revealed her challenges as she tried to get to her flight:

> We waited at the entrance to the airport for about a half hour while our driver went to get a wheelchair for [name]. He came back empty handed, which meant we needed to load all the luggage on one cart, and push it through security before we could get to a check-in counter.

Three of the posters mentioned that they were frustrated with having only a single English-speaking television channel and one mentioned being unable to play her US DVDs in the DVD player. A poster who stayed for an extended hospitalization noted an inability to do her laundry on-site and having to send items out for cleaning.

Other Negative Factors
One of the posters went into great detail about her frustrations with getting mail sent to her in Turkey. She notes the post office demanding payment to secure a package:

> The Turkish mail system doesn’t have a great reputation, so our own postal system loses control once it leaves the US.

In addition, one poster noted that when out and about in the outskirts of Istanbul, the poster noted their thoughts on air pollution and suggested to readers to avoid going outside:

> Not great air quality here because of the factories so close by so going out walking too much isn’t a great idea.

The partner of the patient who stayed over 2 months in Turkey noted that after a few days her blog was censored and she had to email her posts to a friend to post from the United States:

> This blog has been censored by the Turkish government so, being situated in Turkey, I can’t access it. So I’m going to try an end run by writing and then forwarding to someone in the US who can upload postings.

Discussion
Principal Findings
This analysis of online narratives provides significant insights into experiences of health travelers to Turkey. This study provides information from 36 individuals who posted their characteristics, the factors that drove them to leave their home counties for care, and what attracted them to seek care in Turkey. Details from the posters on the outcomes of their procedures and their satisfaction with their experiences in Turkey provide an understanding of both positive and negative factors influencing their perception of health travel to Turkey. Overall, these insights also provide individuals exploring options for health care abroad with information about others’ experiences as health travelers and may aid in the decision process of those seeking care in another country. Marketers of health travel may benefit from our analysis as they develop strategies to address the influence that the insights and opinions of current health travelers have on individuals considering future travel for care. As consumers of health care seek information on treatment options and outcomes, online outcome data and reviews may also influence their decisions of care choices.

This purposeful sample of 36 individual posters of narratives mirrors the size of samples analyzed by other researchers [42,49]. After careful reading and rereading of the narratives, we felt confident that the sample contained posts by actual health travelers who went abroad to Turkey for care and those entries by medical tourism promotional sites or health care providers were eliminated. Many of these narratives provided rich insights into the rationale for traveling to Turkey for care as well as detailed feedback regarding their thoughts and perceptions before, during, and after treatment. As noted by Seale et al [55], the narratives in the study provided a great amount of detail about the experience, including technical and intimate details and observations.

Posters of all ages traveled from many countries across the globe seeking care in Turkey for procedures that were unavailable or unaffordable in their home country, or not covered by insurance. This finding aligned with other studies on the drivers of patients looking for health care abroad [23,56,57]. Although wait time for procedures is noted as a push factor for some individuals
seeking care abroad \cite{4,10,17,58}, none of the posters wrote that they were waiting for care in their home country.

Posters who traveled for care unavailable in their home countries had common frustrations with their current health care options, or lack thereof, and highlighted their desperation and the challenges faced by individuals seeking a solution for their illness or pain. Posters were often involved in lengthy research processes used to explore options for care with the Internet serving as the primary source of information and knowledge sharing.

Most of the authors of the narratives in this study were pulled to travel to Turkey for care that was less expensive than the treatment in their home country. Posters who traveled to Turkey for more affordable health care options also noted performing research before making the decision to travel outside their home country for care. Posters wrote about finding the best value through research on the Internet via reading other’s narratives and communicating with providers or health travel facilitators. As noted by Crooks et al \cite{23}, positive stories of success via online postings or word-of-mouth may serve as a motivator for individuals considering health travel. These posters’ research included information about the facility and investigating the physician’s qualifications and previous outcomes. Many of these posters mentioned the value of the treatment they received.

Over one-fifth of the posters (8/36, 22%) mentioned traveling with a spouse or family member and in some cases the spouse or family member also contributed to the narrative. These accompanying persons typically posted when the primary poster was undergoing a procedure and, in one blogger’s case, after he died. Although accompanying care persons may require additional attention, resources, and have exposure to the stress of travel and caregiving, they are often key stakeholders in a health traveler’s support team \cite{59}. Having these individuals included in the postings gave insights into the perspectives of the person who was the patient, but also their support person’s view on the experience.

These 36 narratives were written primarily from the perspective of individuals who traveled for health rather than by those interested in combining a vacation with medical care. Although travel and the ability to see the sights in Turkey was noted by some of the posters, many did not mention taking a vacation or traveling to tourist location(s) and focused their posts on the clinical and medical procedures rather than an overseas holiday.

Accreditation organizations, such as Joint Commission International, were only mentioned by 3 of the posters in parts of their narratives related to their decision-making process to choose Turkey for care. Although frequently promoted on health travel websites \cite{28}, as the number of accredited organizations focused on health travel increase, international accreditation may not be a long-term source of competitive advantage for providers seeking to care for health travelers. As accreditation becomes an expectation, creation of high levels of brand trust via marketing and loyalty through positive word-of-mouth are likely to become the key drivers of a health travel provider’s success \cite{60,61}. In addition, although several posters mentioned their long flights to Turkey, proximity was only mentioned by one poster as a pull factor.

Most posters provided details on their procedures, outcomes, the care they received, the facilities, and their impression of Turkey, and these aspects were often imbedded into their narratives. The physicians and medical tourism facilitators were most often mentioned by the health travelers and frequently by name. Several posters noted that the accessibility of their physicians by email or phone after they returned home was important. Posters who used a health travel facilitator commented on the responsiveness and accessibility of the facilitator both before and during their visits to Turkey. These findings may be useful for future health travelers.

Few completely negative narratives were found during the extensive search for blogs and discussion board postings (3/40, 8%). Two posters noted their dissatisfaction with the outcome of their hair transplants and used their narratives as a vehicle to communicate their disappointment and frustrations. In contrast to the physicians, the nursing staff were rarely mentioned by name and many posters shared their frustrations with being unable to communicate with the individuals directly responsible for their day-to-day care. The inability to make basic needs known to the staff, such as requests for water and help with elimination, has both patient safety and satisfaction implications that need to be addressed.

Opportunities also exist to improve various other touch points in the care of international patients in Turkey. These include improving the perception of the food served, transportation providers (especially taxis), and addressing unanticipated service gaps, such as an inability to find English-language television programs and lack of laundry services. Food was a dissatisfying element for several posters who mentioned their meals in their narratives. There is a need to address the cultural food preferences of health travelers and provide a more customized approach to menus and meals especially in the hospital setting.

Communication challenges with service personnel in Turkey, such as taxi drivers or merchants, were also noted. In one case, the poster articulated that she deferred sightseeing during her stay because of concerns about using a taxi in Istanbul. Posters also mentioned several incidents in which staff or other service providers demonstrated unprofessional behaviors. In addition, one poster noted the blocking of her blog during her stay in Turkey which resulted in her creating a work-around to be able to continue to communicate her experiences during hospitalization. The negative perceptions of government entities, such as the postal service, Internet censorship, or air quality in the city of care, although possibly isolated incidents, are additional opportunities for improvement.

Much like the growing body of patients who are sharing their experiences via Facebook and other sites, these health travelers to Turkey have embraced the use of blogs, forum postings, and discussion boards to highlight their experiences, often in great detail. This research has demonstrated that analysis of online narratives provides a comprehensive review and insights into the experiences of health travelers to Turkey.

**Limitations**

Although a number of processes were put in place to ensure the authenticity of the narratives, it was impossible to guarantee
that all the narratives in this study were trustworthy. The narratives may have included fictitious data and there was no way for the researchers to validate most of the self-reported information [48]. In addition, although extensive focus was taken to ensure the narratives were genuine and nonpromotional in nature, it was impossible for the researchers to ensure that the blogs and forum posts reviewed were not created at the urging of a provider or health travel facilitator. However, many posters shared both positive and less-than-positive experiences in their narratives and often provided both criticism and positive feedback in the same post. In addition, the posters did not always note their gender, country of origin, or other demographic information. However, anonymity may have also encouraged people to share more online and discuss sensitive topics and issues [51] making the 36 narratives a robust source of information. The narratives lacked examples of any orthopedic cases, such as individuals seeking knee or hip replacements, or any individuals who wrote that they were waiting for care in their home country.

Although the number of people with access to the Internet and the ability to post has increased worldwide [63], the sample did not include individuals who did not choose to create online narratives about their experiences [64] or those who lacked access to a computer or smartphone; thus, they may not be representative of the general population [55]. In addition, using the Internet as a source excludes the ability to obtain the benefits of the spoken word, such as inflection and other nuances, as well as visual cues from personal interviews [55]. The study also excludes other sources of patient feedback, such as formal surveys and word-of-mouth feedback [60].

Our research was limited to the English language only. The majority of foreigners seeking and receiving health care in Turkey are from countries where English is not the main language [35]. Therefore, our results may not represent the complete spectrum of health travel experiences in Turkey. More specifically, culturally biased experiences, such as language, overall communication, and food, may not apply to all health travelers visiting Turkey.

Conclusions
This research is believed to be the first of its kind in its approach to analyzing the online narratives of health travelers. This analysis provides an understanding of the insights of health travelers through the words of actual health travelers. The findings of this research expands the body of knowledge in medical tourism as well as serves as a platform for further qualitative and quantitative research on health travelers’ experiences.

The nonintrusive approach of the methodology used has provided candid insights into the experiences of health travelers. As transparency in health care increases and patient satisfaction data and feedback becomes more publicly available, this methodology could be applied to study other patient experiences in various health care settings.

As an increasingly important destination for health travelers, positive attributes about Turkey include the expertise and responsiveness of physicians, clinical facilities, overall satisfaction with the outcome of the procedure, and overall impressions of Turkey. Negative attributes include challenges with communication with the nonphysician staff including nurses and assistants, food, traffic and several service gaps.

Providers of international patient care may use patient experience research in positioning their services and in the development of patient care protocols for their health travelers. Additionally, hospitals may integrate patient experience research discoveries into their employee recruitment and training programs. In the future, health administration programs may reference expanded outcomes of this research as they evaluate their curricula and may decide to include additional classes on health travelers and their experiences. In the long term, this research may serve as a platform for the development of an international forum of health traveler experiences.
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Abstract

**Background:** Mood disorders affect a significant portion of the general population. Cycling mood disorders are characterized by intermittent episodes (or events) of the disease.

**Objective:** Using anonymized Web search logs, we identify a population of people with significant interest in mood stabilizing drugs (MSD) and seek evidence of mood swings in this population.

**Methods:** We extracted queries to the Microsoft Bing search engine made by 20,046 Web searchers over six months, separately explored searcher demographics using data from a large external panel of users, and sought supporting information from people with mood disorders via a survey. We analyzed changes in information needs over time relative to searches on MSD.

**Results:** Queries for MSD focused on side effects and their relation to the disease. We found evidence of significant changes in search behavior and interests coinciding with days that MSD queries are made. These include large increases (>100%) in the access of nutrition information, commercial information, and adult materials. A survey of patients diagnosed with mood disorders provided evidence that repeated queries on MSD may come with exacerbations of mood disorder. A classifier predicting the occurrence of such queries one day before they are observed obtains strong performance (AUC=0.78).

**Conclusions:** Observed patterns in search behavior align with known behaviors and those highlighted by survey respondents. These observations suggest that searchers showing intensive interest in MSD may be patients who have been prescribed these drugs. Given behavioral dynamics, we surmise that the days on which MSD queries are made may coincide with commencement of mania or depression. Although we do not have data on mood changes and whether users have been diagnosed with bipolar illness, we see evidence of cycling in people who show interest in MSD and further show that we can predict impending shifts in behavior and interest.

(J Med Internet Res 2014;16(2):e65) doi:10.2196/jmir.2664
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Introduction

People in the United States and other developed countries spend a significant portion of their time online \cite{1}. Anonymized logs of such activities provide an unprecedented opportunity for studies in public health as well as applications that serve individuals in a private manner, helping them monitor and improve the quality of their lives. One recent survey shows that 81% of people in the United States use the Internet \cite{2}. When they seek medical information, 59% of those people search for it online. Web search engines play an important role in the provision of medical information to health consumers, especially because of the anonymity of online search \cite{3}, allowing people to comfortably seek out and review sensitive information.

Search logs gathered by commercial search engines such as Google, Bing, and Yahoo! enable privacy-sensitive analyses of
people’s search behavior in the aggregate, across populations of users. The use of online resources for syndromic surveillance has been termed *infodemiology* [4]. Possibilities for leveraging signals from the Internet arise in the large-scale use of Web search for accessing health information. Prior research has studied multiple aspects of long-term search behavior in a medical context [5], for example, to identify flu outbreaks [6], improve medical retrieval [7], and to identify information needs of patients [8]. More generally, search log data has been used to study how people perform searches [9], in order to predict their next online actions [10,11], to predict their future interests [8], to improve search engines [12,13], and to understand in-world activities from long-term logs [5,14].

We present here analyses of the online behavior of people exhibiting an intense interest in mood stabilizing drugs (MSD), medications prescribed for helping patients with mood disorders. We find evidence that observed behaviors may be associated with episodes of mood swings and show that atypical periods of anomalous online behavior can be detected and predicted by observing past behaviors and comparing them to current observed behaviors.

Mood disorders (MD) are defined as a group of diagnoses in the Diagnostic and Statistical Manual of Mental Disorders (DSM IV) classification system relating to the changes in a person’s affective state. Mood disorders affect a significant percentage of the population, though varying ranges of incidence (9.3%-23.3%) have been reported [15,16]. The commonality of these diagnoses is that a disturbance in mood is the main underlying feature. Cycling mood disorders are characterized by intermittent episodes of the disease. Bipolar disorder (BD) is characterized by intermittent episodes of shifts in mood across a spectrum of affect, including periods of mania or hypomania. Such episodes degrade the quality of life for those afflicted. Therapy and medications are employed to limit mood-swing episodes. Medications include antidepressants, antipsychotics, and mood stabilizers.

Previous work [8] has shown that users who seek specific health information (eg, specific disease names) are largely patients and health care professionals. Thus, we shall assume that many of those searching for MD medications are those likely suffering from MDs, and we offer supporting evidence for this conjecture in the results presented later in the article. We analyze these searches’ online behaviors and attempt to predict the onset and persistence of what appear to be episodes of significant swings in mood. We identify a candidate cohort by finding users with a high level of interest in specific mood stabilizing drugs (MSDs). Having identified these users and noted key aspects of their search behavior, we analyze a survey taken by people who have been diagnosed with a mood disorder. The data from the survey provides evidence that the searchers are more likely to be people suffering from mood disorders than they are health care professionals seeking information on patient care. The survey also provides evidence that shifts seen online (Dataset 1) with users’ interests in particular topics (eg, in adult material consumption) are correlated with episodes of mania. Finally, we show how changes in information needs of these users may indicate forthcoming mood swings. This work highlights the possibility of constructing applications that could operate in the privacy of patients’ own computing systems and serve to provide predictions about the likelihood of impending episodes. Such predictions might be used one day to guide preparations in advance of episodes or to gate interventions that might be used counter or minimize the level of debilitation associated with a mood swing.

### Methods

We extracted all English language queries submitted to the Microsoft Bing search engine by users in the United States for the six-month period from December 2011 to May 2012 (inclusive). We refer to this dataset as Dataset 1. For each query, we extracted the query text, time and date, a list of pages visited by the user as a result of the query, and an anonymized user identifier. An anonymized user identifier (a string hash) was generated and stored in a Web browser cookie on the user machine, enabling logging of Bing search queries and clicks on search results for computers over time. No other data were available via this method. We note two intrinsic limitations of the data used in the study: (1) we cannot distinguish between multiple users on the same machine, and (2) if a searcher uses the search service on multiple devices, they would appear in logs with separate identifiers, one per device.

In order to maintain user privacy, data were first anonymized by hashing, before the investigators had access to them. They were then aggregated prior to analysis and no individual-level user datum was examined by the experimenters. The Microsoft Research Ethics Advisory Committee reviewed and approved the methods and results, and provided insightful discussion and guidance on the study.

We defined queries on mood stabilizing drugs (MSD queries) as those containing the following specific drug names: Eskalith, Lithobid, Lithionate, Lithotabs, Valproic acid, Divalproex, Valproate, Depakote, or Depakene, as well as queries specifically mentioning the term “mood stabilizing” (and its derivatives) or Lithium (except where the term was used in conjunction with the term “battery”, “ion”, and similar terms).

A total of 127,803 users made such queries during the period of study. We note that the market share of Bing was reported to be approximately 16% during the data period (see, for example, [17]), and so the number of users querying for drugs is only a sample of the total population taking MSD.

In order to focus on people who are likely using MSD, we used a threshold of 5 MSD queries during the study period (similar to [8]) to identify users with a high level of interest in MSD. We identified 20,046 such users and extracted all queries posted by these users during the study period. On average, each of the latter users submitted 34 queries per week on all topics.

We used a proprietary classifier developed by the Microsoft Bing team to assign each query into a set of 63 categories, including, for example, commerce, tourism, video games, weather-related, and adult-themed queries. The classifier is used by Bing to determine whether to display special results such as instant answers. Queries could be classified into multiple categories (eg, purchase of flight tickets would be classified into both tourism and commerce).

http://www.jmir.org/2014/2/e65/
To validate findings derived from analysis of the data drawn from Bing search, we performed identical analyses on behavioral data collected from an opt-in consumer panel recruited by Internet analytics company comScore. Millions of panelists provide comScore with explicit permission to passively measure all of their online activities using monitoring software installed on their computers. In exchange for joining the panel, participants are offered a variety of benefits, including computer security software, Internet data storage, virus scanning, and chances to win cash or prizes. In addition to logged search behavior, the comScore data also provides us with panelists’ gender and age (mostly bucketed in 5-year increments). Overall, the panelists were 53.04% (45,707/86,168) female, with the most prevalent age range being 25-34 years. We refer to the comScore data as Dataset 2.

Beyond the studies of online logs, we conducted a survey among 272 people who self-identified as being prescribed one of the drugs listed above. Respondents were recruited using the online survey website “Instant.ly”. The survey was comprised of 11 multiple-choice questions and 9 free-text questions. The survey is provided in Multimedia Appendix 1. We refer to the survey data as Dataset 3.

Results

Search Behaviors

A first set of results were generated on Dataset 1 via analysis of the searches from computers where the threshold number of 5 or more MSD queries were observed. We find that the pattern of observed searches changes significantly around the time that queries on MSD are issued. We provide evidence that such observed shifts in behavior are linked to the onset of mood swing episodes. After providing evidence that MSD queries can be used as a label for the onset of such events, we present a second set of results on the feasibility of predicting forthcoming episodes.

Are Users Identified Through MSD Queries Likely to be Suffering From Mood Disorders?

Some users state the purpose of their query, for example, using queries such as “I have severe depression”. We counted the number of unique queries that mention a mood disorder (either using the term or using one of the terms “depression”, “mania/manic”, or “bipolar”) and whether or not they appeared in conjunction with the person to whom the mood disorder refers (either “I” or “my wife/ husband/ spouse/ son/ daughter/ boyfriend/ girlfriend”). Queries in the first person that mentioned mood disorders were 6.5 times (659 compared to 102) more likely than queries about mood referring to other people (statistically significant, P<.001, chi-square test). We take this as evidence that queries on mood disorders without reference to self or other tend to refer to the searcher.

Some of the above-mentioned drugs are also prescribed to people suffering from seizures or migraines. We found a ratio of 2.23 between the number of who people mentioned a term associated with mood disorders (the term itself or “depression”, “mania/manic”, or “bipolar”) and queried for MSD and the number of users who mentioned migraines or seizure and also queried about MSD drugs versus those who mentioned a term at the threshold numbers. This validates our focusing on users with mood disorders by analyzing the drugs prescribed for these disorders.

Online Behavior Before and After MSD Queries

On average, queries on MSD were entered by searchers every 13 days (SD 11). While most users only rarely posted such queries, a sizable population of searchers posted MSD queries multiple times and on a large number of days during our study period. Users who made MSD queries, on average, made 17.6 queries per day on days when MSD queries were posted, compared to 8.7 queries (SD 16 for both) on days when they were not (statistically significant, P<.001, sign test).

For 98.42% (14,410/14,641) of MSD queries mentioning a specific drug name, a single drug was mentioned. A single drug was queried during the study period by 70.31% (5010/7126) of users who mentioned a specific drug name. Even among users who posted 10 or more queries containing an MSD name, 97.9% (860/878) mentioned a single drug name. Thus, user interest is predominantly in a single drug, even when interest in the drug is high.

Figure 1 shows the distribution of queries by time of day and by day of the week, partitioned by MSD queries and all other queries made by users in Dataset 1. As displayed in the figure, there is a slight increase in MSD queries during morning hours and on weekdays (vs weekends) (statistically significant, two-sample Kolmogorov-Smirnov, P<.001). This aligns with known MD patterns, where the most severe symptoms typically occur in the morning [18] and changes in daily routines are known to induce mood episodes [19].

Using the method described in [14], we synchronized the query stream of users to each day they posted an MSD query, and for each day measured the probability of posting queries in each of the query classes, compared to all queries. For the population studied, the categories of nutrition, business, and adult showed more than a doubling of the query probability as compared to all other query categories. Figure 2 shows the change in the likelihood of querying in these categories. The jump in query probabilities peaked at 3.30 for nutrition queries, 2.29 for business queries, and 2.24 for adult queries. We will show later that those who self-reported being afflicted with mood disorders reported similar increases in related topics when they experienced a mood swing. Comparing behavior before and after the time of the MSD query (marked as time zero), we note that all three categories show a large increase in likelihood on the day after the MSD query. This is especially noticeable in the adult queries, which show a diurnal cyclic behavior that increases in magnitude until four days after the MSD query. Interestingly, the peak in these queries is in the morning hours (8am-9am), corresponding to the peak of diurnal activity of MSD queries.
Figure 1. Probability of posting MSD queries as a function of time of day (above) and day of the week (below), compared to all other queries. This figure shows that MSD queries are more common in morning hours of weekdays.
Characterizing MSD (Mood Stabilizing Drug) Queries

The most common terms in MSD queries, excluding stop words and the drug names themselves, were manually partitioned by us into four mutually exclusive categories (with percentages of users mentioning terms in category in parentheses; see Table 1).

One of the most common concerns of people entering MSD queries are medication side effects. This is most noticeable when observing people who post MSD queries on at least 5 days of the study period. For these users, adverse drug reactions are an ongoing concern and the most common terms were “side effects” (both as a term pair and each word separately).
Table 1. Common MSD query terms.

<table>
<thead>
<tr>
<th>Search term category</th>
<th>% of users mentioning terms (n=20,046)</th>
<th>Terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Side effects</td>
<td>5391 (26.89%)</td>
<td>mood, effects, side, side effects, weight, effect</td>
</tr>
<tr>
<td>Drug-related</td>
<td>1847 (9.21%)</td>
<td>mg, long, take, dosage, dose, generic, release, interaction, gain</td>
</tr>
<tr>
<td>Disease-related</td>
<td>1516 (7.56%)</td>
<td>cause, bipolar, depression, high, low, treatment, anxiety, symptoms</td>
</tr>
<tr>
<td>Other</td>
<td>2467 (12.31%)</td>
<td>drug, blood, levels, children, use, sod, medication, code, sprinkles, used, taking, loss, time, list, normal, test, work, help, liver, patient, pain, lab, together</td>
</tr>
</tbody>
</table>

Characterizing Clicked Pages

The informational goals of people querying on terms used to refer to MSD may be ambiguous. For example, a query for “lithium” could refer to the drug or the metal. To address such ambiguity, we analyzed the search results that users had clicked on using the click logs from the Bing search engine over the period of the study (Dataset 1). Queries followed by clicking on relevant links that are titled and summarized with text snippets are less likely to be ambiguous.

With MSD queries, we count the number of users and clicks that lead to each Web domain such as drugs.com. We remove effects of multiple clicks (eg, which may reflect user learning during the session) by analyzing the first result clicks for each query only. To remove noise from the click data, we focus only on clicks followed by a long dwell (30 or more seconds) on the landing page. Long dwells have been shown to correlate with satisfaction in prior studies of information-seeking behavior [20]. Table 2 lists the top 10 most popular domains, ranked in descending order by the number of users.

The results reveal that the top 10 clicked domains are health-related with the exception of wikipedia.org, answers.yahoo.com, and wiki.answers.com, which are comprised of reference information and social question answering data. We note that the average number of clicks (considering one click per session) per user is greater than 1, indicating that people visit these sites multiple times. We note that some sites (lower in the list) are unrelated to MSD and are linked to alternate meanings of “lithium” (for example, a channel on satellite radio, a song by Nirvana, a fitness training website, batteries, and mining companies). Given the prevalence and ambiguity of “lithium”, we removed or isolated users who queried only for this term in our later analysis.

Table 2. Top 10 clicked URLs following MD medication queries.

<table>
<thead>
<tr>
<th>Clicked domain</th>
<th>No. of users</th>
<th>No. of clicks</th>
<th>Avg. no. clicks / user</th>
</tr>
</thead>
<tbody>
<tr>
<td>drugs.com</td>
<td>5688</td>
<td>9989</td>
<td>1.756</td>
</tr>
<tr>
<td>en.wikipedia.org</td>
<td>4711</td>
<td>7136</td>
<td>1.515</td>
</tr>
<tr>
<td>ehow.com</td>
<td>2493</td>
<td>3252</td>
<td>1.304</td>
</tr>
<tr>
<td>wiki.answers.com</td>
<td>2270</td>
<td>3607</td>
<td>1.589</td>
</tr>
<tr>
<td>answers.yahoo.com</td>
<td>2199</td>
<td>3024</td>
<td>1.375</td>
</tr>
<tr>
<td>bipolar-disorder.emedtv.com</td>
<td>1786</td>
<td>2159</td>
<td>1.209</td>
</tr>
<tr>
<td>webmd.com</td>
<td>1529</td>
<td>1853</td>
<td>1.212</td>
</tr>
<tr>
<td>ncbi.nlm.nih.gov</td>
<td>1326</td>
<td>1827</td>
<td>1.378</td>
</tr>
<tr>
<td>healthcentral.com</td>
<td>1294</td>
<td>1540</td>
<td>1.190</td>
</tr>
<tr>
<td>bipolar.about.com</td>
<td>1237</td>
<td>1489</td>
<td>1.204</td>
</tr>
</tbody>
</table>

Searcher Demographics

We next analyzed search logs purchased from comScore (Dataset 2), comprising user search behavior from comScore panelists over a 12-month timespan that overlapped with the period of time covering Dataset 1. Unlike Dataset 1, the comScore logs provide demographic information about searchers. The comScore data includes searches issued to all major Web search engines (Google, Bing, and Yahoo!), providing a broader user sample than the set of Bing users in Dataset 1. We also examined users who queried for at least one of the specific drug names mentioned above. In these data, users were tracked using an anonymous identifier connected to each individual panelist rather than with a machine-based identifier as in Dataset 1, which does not allow us to discriminate among multiple users of a single machine.

Beyond moving from potentially multi-user machines to individual searchers, the comScore data also provides searchers’ age ranges and gender. We sought to understand whether the distribution of searchers exhibited demographics that match those of known MSD patients. The dataset includes 1116 users who queried for MSD medications. A tornado diagram covering age and gender for a control group of 100,000 randomly chosen
panelists is shown in Figure 3. Another tornado diagram displayed in Figure 4 shows the distribution of age and gender for users who query for MSD drugs. In comparing the test and the control group, we can see that women are more likely than men to query for MSD medications (control: 53.04%, 45,707/86,168, female vs MD users: 57.06%, 586/1027, female, statistically significant, two-proportion z test, \( P = 0.005 \)). Although prevalence of bipolar disorder is similar across genders, the difference may reflect the fact that women are more likely to experience more severe effects and bipolar II disorder than men [21]. We also note a spike in queries on MSD, in the 25-34 age range for men and women, which is higher for men (statistically significant, chi-square test, \( P < 0.001 \)). This aligns well with studies of mood disorders, which have shown that the median age for the development of mood disorders is 30 years [22]. These results provide evidence that the user group observed searching for MSD medications online may be similar demographically to the subset of the population known to be affected by mood disorders.

Figure 3. Age and gender distribution across a control group of 100,000 users.
Survey Data
To more fully understand the search behavior observed in the logs in Datasets 1 and 2, we conducted a complementary survey of 272 people who had self-identified as being prescribed one of the MSD listed above (Dataset 3). People in the survey cohort had a median age of 36 years (min: 18, max: 77), 25.4%, 56/220, were male, and had taken an MSD for an average of 3.2 years. Respondents reported having an average of 10.5 episodes per year, lasting an average of 5.5 hours. Approximately 97.7% (256/262) of respondents were prescribed a regular dose of the drug, 71.7% (188/262) daily, 17.9% (47/262) more than once daily, and the rest at less than daily doses), and 83.6% (214/256) reported that they comply with their prescription.

Only 18.3% (48/262) of respondents never searched for information on their MSD on the Internet, 30.9% (81/262) reported searching once in the past 6 months, 44.6% (117/262) between twice and 10 times, and 6.1% (16/262) reported searching more than 10 times. Thus, approximately 51.9% (133/262) of respondents made repeated queries about their medications. The most common triggers for searching were the first time that the drug was prescribed (71.8%, 188/262), when side effects occur (42.7%, 112/262), when the respondent felt the drug was not working (32.4%, 85/262), following discussions with friends or family (29.4%, 77/262), and at the outset of an episode (25.2%, 66/262).

Respondents sought information on side effects (82.1%, 215/262), efficacy (62.2%, 163/262), dosage (40.5%, 106/262), and retail locations for acquiring the medication (13.0%, 34/262). They found information at reference websites such as Wikipedia (55.3%, 145/262), consumer-oriented sites (47.3%, 124/262), social media (40.6%, 106/262), and information posted by drug manufacturers (38.2%, 100/262). These findings, particularly on the frequency searches for side effect and dosage information and the types of resources selected, align well with the log analysis performed on Dataset 1.

People who searched for information multiple times reported doing so because they needed more information (42.7%, 79/185), wanted reassurance that the drug was the right one for them (27.6%, 51/185), needed different information than before (18.9%, 35/185), or because they had forgotten information they had once known (10.2%, 19/185).

Approximately half (48.6%, 70/144) of the respondents reported that they changed their online search and browsing behavior when they experience a manic (“high”) state, and a similar percentage (55.9%, 79/179) reported a change in behavior during depression (a “low”). Of the respondents that provided input, 8.5% (41/144) mentioned doing unnecessary online shopping
during manic states, 22.2% (32/144) reported researching new topics on the Web, 13.9% (20/144) look for information that will make them happy (including their hobbies), 13.9% (20/144) reported being more active on the Web in general, 8.3% (12/144) search for health information, and 6.2% (9/144) reported an elevated interest in searching sites with pornographic content.

Respondents reported that, during depression periods, they usually stay offline (68.2% 122/179), a finding that is in line with those reported by De Choudhury et al [23]. Others reported looking for depressing topics (15.1%, 27/179) or shopping, so as to feel bad (2.8%, 5/179), which resonates with their depression. Others looked for health information (7.3%, 13/179) or sites that could make them happy (6.1%, 11/179).

**Predicting Queries via Users’ Query Streams**

We posit that most of the searchers posting MSD queries above the threshold rate are actual patients taking MSDs and that the MSD information seeking is likely performed near the commencement of an MD event, possibly the start of a manic episode. The former is evidenced by the temporal patterns associated with such postings (ie, days of the week and time of day), the fact that most users were interested in a single drug, and the demographics of searchers. The latter is apparent from the behavioral changes associated with days before and after MSD queries are posted. For example, we see a jump in business-related (eg, shopping) queries (see Figure 2), an activity that was identified in the survey as correlated with manias. Moreover, a quarter of survey respondents reported searching for MSD when they feel that an episode is commencing, which suggests that some proportion of recurrent MSD queries are triggered by the onset of a mood swing. We believe that most MSD queries are related to manic events because, as reported in the survey, people who experience depression tend to stay offline.

Given that the days on which MSD queries are posted may be significant, we focus on the prediction of days on which MSD queries will be posted. We investigated three distinct populations of users: (1) Recurring MSD, (2) Occasional MSD, and (3) Lithium Only. Recurring MSD included users who posted MSD queries on at least 5 days during the data period. There were 498 users in this population. Occasional MSD were users who posted an MSD query that mentioned a specific MSD drug in a query, but did so on fewer than 5 days. There were 9633 users in this population. Lithium Only users posted a query that mentioned Lithium, but not a specific drug, and did so on fewer than 5 days. There were 9884 users in this population.

We represented the users’ daily query streams as vectors of the attributes detailed in Table 3. We augmented the daily activity vector of a user by concatenating the vector with the average vector of activity for up to the last 14 days (ie, the average of the past two days, the average of the past three days, etc.) Also, for each attribute in Table 3, we computed the difference between the attribute (eg, the number of queries in category) and average value of that attribute in all previous non-MSD days. These attributes represent divergence between typical and current activity. Finally, the day of the week was added as an attribute. Thus, a total of 1981 attributes (14 lags + 1 divergence, times 132 attributes, and one day of the week attribute) were used to represent the daily activity of each user.

We used the feature representation of the user to predict whether the user would post at least one MSD query in the following day. A separate classifier was trained for each user population. In order to obtain a valid comparison among populations, we chose a random subset of the Occasional MSD and Lithium Only populations of the same size as the Recurring MSD population (so as to afford similar sized training datasets), and report results on those subsets.

We constructed a decision tree [24] as a classifier. Five-fold cross-validation [24] at the level of searchers (to avoid problems of training on future data) was used to train and test the classifier; each user was randomly assigned to one of the five cross-validation folds. Classifier performance was measured by identifying the area under the receiver operating characteristic curve (AUC).

The AUC for the three populations is shown in Figure 5. The highest AUC is obtained for the Recurring MSD population and the lowest for the Lithium Only population. The difference between the two MSD populations is not statistically significant, but differences are significant between the Lithium Only population and the MSD populations (P<.001) [25]. The findings could be attributed to differences in the number of samples per user or to the number of positive labels, although no statistically significant correlation was found. It is likely that the differences are in some way connected to inherent differences among the user populations.

The attributes selected more than twice among the 50 highest levels of the decision trees are listed in Table 4. First, we note that the number of attributes chosen for the MSD populations are much fewer than those selected for the Lithium Only population, suggesting that the first two populations are more homogeneous than the latter population. Second, we note the prominent appearance of adult-related queries in the Recurring MSD population, which is likely related to the activities shown in Figure 2. We also note that many of the attributes appearing in the MSD populations (and to a lesser extent, the Lithium Only population) are related to hobbies, a fact underscored by the reported interests of survey participants.

In view of the observed spike in adult-related queries following MSD queries, we evaluated the use of adult-related queries as an outcome and label and sought to construct predictive models to forecast whether a searcher would ask an adult-related query on the next day. We focused on a population that (as in the Recurring MSD population) asked an adult-related query in at least 5 days of the study period. There were 275 such users, 5.8% (16/275) of which also appeared in the Recurring MSD population and 77.1% (212/275) in the Occasional MSD population. The AUC for this prediction task was 0.71 (compared to 0.78 for MSD queries), suggesting that adult material is a strong proxy for behavioral changes followed by mood stabilizing events, an effect noted previously in several studies [26,27].
Figure 5. Area under the ROC (AUC) for the three populations of users.

Table 3. Attributes of classifier for predicting days when mood stabilizing drug (MSD) queries are posted.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Number of attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of queries per day</td>
<td>1</td>
</tr>
<tr>
<td>Total number of query topics per day, as represented by categories identified by query classifier.</td>
<td>1</td>
</tr>
<tr>
<td>Maximal number of queries per hour</td>
<td>1</td>
</tr>
<tr>
<td>Number of active hours per day</td>
<td>1</td>
</tr>
<tr>
<td>Number and fraction of queries posted in unusual hours (defined as 11pm to 4am local time).</td>
<td>2</td>
</tr>
<tr>
<td>Number of queries from each category (both in raw scores and after thresholding)</td>
<td>126</td>
</tr>
</tbody>
</table>

*The attributes are computed for each of 14 time lags, as well as the divergence from non-MSD activity, for a total of 1980 attributes.*
Table 4. Most frequently selected attributes for each class of users.

<table>
<thead>
<tr>
<th>User population</th>
<th>Features</th>
</tr>
</thead>
</table>
| **Frequent MSD**<sup>a</sup> | Number of adult queries  
| | Divergence in the number of adult queries  
| | Number of vehicle-related queries  
| | Number of commerce-related queries  
| | Divergence in the number of commerce queries  
| | Number of event-related queries  
| | Divergence in the number of queries related to flight status |
| **Occasional MSD** | Day of the week  
| | Number of vehicle-related queries  
| | Number of book-related queries  
| | Divergence in the number of commerce queries  
| | Divergence in the number of celebrity-related queries  
| | Number of queries related to clothes and shoes  
| | Number of commerce-related queries  
| | Divergence in the number of commerce queries  
| **Lithium Only** | Day of the week  
| | Number of vehicle-related queries  
| | Divergence in the number of vehicle-related queries  
| | Number of book-related queries  
| | Divergence in the number of book-related queries  
| | Number of commerce queries  
| | Number of queries related to clothes and shoes  
| | Divergence in the number of commerce queries  
| | Divergence in the number consumer electronics queries  
| | Number of event-related queries  
| | Divergence in the number of finance-related queries  
| | Number of queries related to flight status  
| | Number of health-related queries  
| | Divergence in the number of health-related queries |

<sup>a</sup>MSD: mood stabilizing drug

**Discussion**

**Principal Findings**

Analyses of logs of search activity show potential as a valuable tool in public health as well as for privately fielded applications and services that work on behalf of users. We identified a population of users who show a strong interest in MSD and also show significant changes in their online search behavior around the time of expressing interest in the medication. We showed that we can build predictive models that can be used to forecast the future appearance of MSD-centric search queries, which may be associated with the onset of a bipolar episode. We believe the possibility of predicting mood swing episodes with applications running within the privacy of a user’s own computing device might one day help patients and caregivers to better understand and prepare for impending changes in mood.

Comparing the results of the survey with the behavior observed online, we find several similarities. First, the ratio of the number of people who made between 2 and 10 queries and those who made more than 10 queries compared to those who made a single query is 1.4 and 0.2 in the survey, respectively, compared...
to 0.5 and 0.1 in the query log data. Second, the topics of search identified by respondents closely match those of the frequently occurring terms on MSD queries. Finally, respondents reported searching for information related to shopping, hobbies, and health information, as well as heightened search on adult content, which correspond to our observations on the online behavioral dynamics coinciding with users seeking information about MSD.

The appearance of repeated queries for MSD is an intriguing phenomenon. Survey respondents reported re-submitting queries on MSDs because they needed more or different information, or because they needed reassurance that the prescribed drug was the right one for them. Web data suggests that the latter rationale, together with concerns about side effects, were major causes for such repeat searches. We posit that the onset of a mood swing episode causes patients to become more aware of their disease in general and of their drugs in particular (especially when they are non-compliant), triggering an MSD search. Thus, such triggering behavior may not be limited to mood disorders, but to a wider class of diseases.

Limitations
A key limitation of our study is the lack of a gold standard on outcomes. We cannot directly link users in our cohort with their real-life persona, and thus cannot know if they are, in fact, suffering from a bipolar mood disorder. To address this shortcoming, we note that previous work [8] has shown that seeking specific health information is done mostly by patients and primary caregivers. Second, the observed change in online behavior around the time of MSD queries provides evidence that users are experiencing a major change in their activities during this period of time. Third, the temporal appearance of MSD queries (at specific times and dates) and the demographic profile of these searchers are consistent with actual patients taking MSDs. Finally, users self-reported in a survey that they make similar changes in their online behavior. The most discriminatory features in our predictive models were those that quantified the change in behavior in several specific areas, including health and commerce. These topic areas were independently identified by survey respondents (in response to free-text questions) as topics that receive attention during manic periods. These findings provide evidence in support of our association of MSD queries with mood swing episodes and provides evidence that we are observing users who experience these events, especially of the manic type.

Conclusions
Although drugs and behavioral treatment can reduce the incidence of mood disorder events, compliance with MSD prescriptions has been estimated to be as low as 35% [28]. The low compliance may be based on the side effects of these drugs [29]. However, non-compliance is associated with greater severity of mania events [30]. Predicting MD events before they occur may help people to better understand and prepare for changes in mood. We believe our study sets the stage for improved health and well-being for patients with mood disorders.

Opportunities for future work include working with patients to link online activities with clinical observations. Such efforts could validate our results and ascertain the accuracy of early warnings, as well as verify whether timely forecasts about an impending episode could be harnessed in beneficial ways.
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Abstract

Background: The meal- and Web-based food frequency questionnaires, Meal-Q and MiniMeal-Q, were developed for cost-efficient assessment of dietary intake in epidemiological studies.

Objective: The objective of this study was to evaluate the relative validity of micronutrient and fiber intake assessed with Meal-Q and MiniMeal-Q. The reproducibility of Meal-Q was also evaluated.

Methods: A total of 163 volunteer men and women aged between 20 and 63 years were recruited from Stockholm County, Sweden. Assessment of micronutrient and fiber intake with the 174-item Meal-Q was compared to a Web-based 7-day weighed food record (WFR). Two administered Meal-Q questionnaires were compared for reproducibility. The 126-item MiniMeal-Q, developed after the validation study, was evaluated in a simulated validation by using truncated Meal-Q data.

Results: The study population consisted of approximately 80% women (129/163) with a mean age of 33 years (SD 12) who were highly educated (130/163, 80% with >12 years of education) on average. Cross-classification of quartiles with the WFR placed 69% to 90% in the same/adjacent quartile for Meal-Q and 67% to 89% for MiniMeal-Q. Bland-Altman plots with the WFR and the questionnaires showed large variances and a trend of increasing underestimation with increasing intakes. Deattenuated and energy-adjusted Spearman rank correlations between the questionnaires and the WFR were in the range ρ=.25-.69, excluding sodium that was not statistically significant. Cross-classifications of quartiles of the 2 Meal-Q administrations placed 86% to 97% in the same/adjacent quartile. Intraclass correlation coefficients for energy-adjusted intakes were in the range of .50-.76.

Conclusions: With the exception of sodium, this validation study demonstrates Meal-Q and MiniMeal-Q to be useful methods for ranking micronutrient and fiber intake in epidemiological studies with Web-based data collection.

(J Med Internet Res 2014;16(2):e59) doi:10.2196/jmir.2965
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Introduction

The increasing use of the Internet worldwide [1] has made Web-based food frequency questionnaire (FFQ) methodology an attractive alternative to traditional paper-based instruments in epidemiological research. Today, more than 90% of the Swedish adult population has Internet access [2], which is a convincing rationale for choosing the Web over the...
paper-and-pencil method. Compared to paper-based FFQs, expenses are dramatically lower for Web-based versions for both dissemination and data handling, making it a more cost-efficient method [3,4]. In addition, the costs for the required software infrastructure have decreased over recent years [5]. The dynamic nature of the Web enables an interactive design with follow-up questions and skip patterns, which adapts the questions to the respondent’s answers thereby reducing the answering time. An interactive Web-questionnaire has previously shown high compliance in a Swedish population with widespread Internet access [6]. Taking advantage of the benefits of using the Web, we have developed 2 Web-based FFQs with an interactive design; Meal-Q and MiniMeal-Q. The questionnaires have a meal-based format to ease recall of food intake. This approach has shown promising results in previous studies when compared with traditional food group designs [7,8]. We have previously published results on the validity of energy and macronutrient intake assessed by Meal-Q and MiniMeal-Q with doubly labeled water and a weighed food record (WFR) as reference methods [9]. The present paper evaluates the validity of micronutrient and fiber intake assessed by Meal-Q and MiniMeal-Q by using the WFR as the reference method. We also present an evaluation of the reproducibility of Meal-Q.

Methods

Background

Meal-Q was developed with guidance from a population-based cross-sectional study on food products consumed for breakfast, lunch, dinner, and snack meals as reported by 700 randomly selected Swedish participants through either face-to-face interviews or 24-hour telephone recalls (E Möller and S Christensen, written communication, August 2008). In the spring of 2009, Meal-Q was evaluated in the VALidation of Methods Assessing diet and physical activity (VALMA) validation study. The reference method was a 7-day WFR on the Web. After the VALMA study was completed, we developed the shorter version, MiniMeal-Q, by omitting food items with low consumption frequency and low contribution to total energy and nutrient intake. However, food items that were important sources of specific nutrient intakes were kept (eg, black pudding, which contributes to iron intake). Moreover, varieties of similar food items were also kept to enable analyses of dietary patterns (eg, different types of bread and cereals with varying fiber and sugar content). By using truncated data from Meal-Q, we simulated a validity evaluation of MiniMeal-Q. Acknowledging that MiniMeal-Q originated from Meal-Q data, their validity comparison should be interpreted with caution.

Recruitment

A total of 180 healthy volunteer men and women aged between 20 and 63 years were recruited through public announcement in Stockholm County, Sweden, to participate in the VALMA study. Announcements were made in the city, the suburbs, and at 2 universities, including among students in nutrition. Prerequisites for eligibility were access to the Internet and an email address, as well as not being on a weight-loss diet, nor being pregnant or having given birth during the past 10 months. All participants were informed about the study at an introductory meeting and gave their written informed consent. The Research Ethics committee at Karolinska Institutet approved the study.

Study Design

A study scheme of the 3-week validation study is shown in Figure 1. Participants were divided into 2 groups balanced for gender and age: group 1 (n=87) and group 2 (n=93). Group 1 filled out Meal-Q once, whereas group 2 also filled out a second Meal-Q after 3 weeks. Validity analysis with the WFR was made by using data from each participant’s first-administered Meal-Q. For the simulated validity analysis of MiniMeal-Q, data from the first Meal-Q from both groups was truncated and compared to the WFR. For reproducibility analysis, the first and second Meal-Q from group 2 were compared. The first-administered Meal-Q additionally included questions on education, occupation, and tobacco use (current smoking and Swedish snuff use). Each participant self-reported their height and weight, which were used to calculate body mass index (BMI, kg/m²).

Dietary Assessment

Meal-Q

Meal-Q is interactive and includes 102 to 174 food items depending on the number of follow-up questions (see Figure 2 for an example of a questionnaire module). The mean answering time was 17 minutes (SD 11) in the current study population [9]. The interactivity implies follow-up questions for high consumers of certain food items and dishes. Meal-Q assesses intake of food items, dishes, and beverages, which enables the calculation of energy and nutrient intake (including alcohol). It also asks about meal patterns; eating behavior, such as restaurant visits; intake of fast food, light products, probiotics, the use of...
cooking fat and salt, as well as the use of dietary supplements. Respondents choose among predefined food items and intake frequencies ranging from 1-3 times a month to 5+ times a day. Five photos of portion sizes are included for each of the following food groups: (1) rice/potatoes/pasta, (2) meat/chicken/fish/vegetarian alternatives, and (3) vegetables (raw or cooked). The photos are used to calculate portion sizes for cooked dishes and vegetables, whereas standard portion sizes are used for other food items. The standard portion sizes are derived from the National Food Agency, the Swedish Consumer Agency, measured portion sizes developed by the research group, and standard portion sizes used in other FFQs at Karolinska Institutet. For this validation study, Meal-Q asked about dietary intake during the past few months.

Figure 2. Screenshot of a Meal-Q module: lunch and dinner dishes and a follow-up question on soup. Translated from the Swedish questionnaire version in the VALidation of Methods Assessing diet and physical activity (VALMA) study.

**MiniMeal-Q**

MiniMeal-Q contains 75 to 126 food items and is identical to Meal-Q in its design, including the interactive feature with adapted follow-up questions. The mean answering time for MiniMeal-Q was 7 minutes (SD 4) in a subsample of the current study population [9].

**Weighed Food Record on the Web**

At the introductory meeting, participants were given oral instructions and a handbook about how to fill out the 7-day WFR using a Web-based program, which covered more than 2000 food items. Each participant was given a kitchen scale and was asked to weigh and report all consumed food products and beverages at the highest level of detail possible. For example, a dish was encouraged to be reported by its individually weighed food items. As help for the recording throughout the day, all participants were provided with paper diaries. All records in the Web-based program were checked for completeness and reasonableness by the data collectors.

**Nutrient Database**

Daily intake of micronutrients and fiber was retrieved by linking intake of food items and dishes assessed with Meal-Q, MiniMeal-Q, and the WFR to the national database on nutrient content published by the Swedish National Food Agency [10]. The questionnaire’s nutrient conversion was made by computer programs (MealCalc and MiniMealCalc) developed and validated by the research group specifically for this study. The nutrient conversion of the food items and dishes assessed with the WFR was built into the Web-based WFR program. The nutrient conversions did not include dietary supplements.
Assessment of Physical Activity Level for Identification of Energy Underreporters

A 7-day pedometer-based physical activity record provided in conjunction with the WFR program was filled out by all participants. The information was used to calculate the physical activity level (PAL) for each participant. Individual PAL values were also obtained from measurements of energy expenditure by the doubly labeled water (DLW) method [11] for 39 participants in group 2. A detailed description of the use of the DLW method in the VALMA study has been published previously [9,12]. The PAL values derived from the pedometers and from the DLW measurements were used for identification of potential energy underreporters in the WFR to exclude them from the comparison with Meal-Q and MiniMeal-Q.

Statistical Analysis

Descriptive characteristics of the study participants are presented as mean (SD) and as counts (%). A 2-sample t-test was used to assess differences in BMI and age between study groups, between men and women, and between included and excluded participants. Fisher’s exact test was used to assess differences in education, nutrition background (studying or working in the nutrition field), and tobacco use. All tests were 2-sided with significance level alpha=.05.

Median (interquartile range, IQR) crude micronutrient and fiber intake was calculated and compared between Meal-Q, MiniMeal-Q, and the WFR, and differences between the methods were determined by using Wilcoxon signed rank tests. Linear regression was used to calculate the between-person variance captured in the truncated MiniMeal-Q as compared to Meal-Q. Identification of energy underreporters was made by using the Goldberg cut-off method [13]. The cut-off was calculated by using the energy intake from the WFR together with the obtained PAL values from the physical activity record and the DLW data.

For validity and reproducibility analyses, micronutrient and fiber intakes were adjusted for total energy intake by using the residual method [14]. To test the ranking agreement and magnitude of misclassification of the questionnaires in comparison to the WFR, we used quartile cross-classifications, calculating proportions of participants classified into the same, adjacent, and extreme quartiles of energy-adjusted intakes. Bland-Altman plots were presented for Meal-Q, MiniMeal-Q, and the WFR to evaluate absolute agreement and differences in bias within the intake range [15]. The differences between the questionnaires and the WFR were plotted against the mean of the 2 methods and the degree of variation was represented by the limits of agreement (ie, ±2 SDs of the mean difference). Most variables were not normally distributed after energy adjustments; therefore, Spearman rank correlation coefficients were used to compare the questionnaires to the WFR. Deattenuated correlations corrected for within-person variation in the WFR were calculated by using the formula of Beaton et al [16] and Liu et al [17] and confidence intervals were produced by using the method of Willett and Rosner [18].

Reproducibility of Meal-Q was evaluated by comparing crude median (IQR) micronutrient and fiber intake between the first and second Meal-Q and by cross-classification of energy-adjusted [14] quartiles. Intraclass correlation coefficients (ICCs) [19] were also computed by using 1-way ANOVA with random effects.

Statistical analyses were performed using STATA statistical software version 11.2 (StataCorp LP, College Station, TX, USA).

Results

Exclusions

One participant was excluded because of dropout (group 1) and 2 because of illness (group 2). With the Goldberg cut-off method, 14 participants (4 in group 1, 10 in group 2) were identified as energy underreporters in the WFR and were excluded. Hence, 163 participants remained for validity analysis (group 1: n=82; group 2: n=81). We found no significant differences between included and excluded participants in terms of age, BMI, education, nutrition background, or tobacco use (P=.16-.99). In the WFR assessments, 1 participant had implausibly high intakes of beta-carotene (>30,000 µg/day) and 3 other participants had implausibly high intakes of sodium (>9000 mg/day). Therefore, they were excluded in each respective nutrient analysis. For reproducibility analysis of Meal-Q, no exclusion of energy underreporters were made; however, 4 participants had missing values in the second administered Meal-Q, leaving 87 participants in the analysis.

Descriptive Statistics

General characteristics of the study participants included in the validity analysis are shown in Table 1. Most participants were highly educated (130/163, 80%) or students (95/163, 58%), one-third (54/163, 33%) were working full time, nearly one-third (49/163, 30%) had a nutrition background, and few participants (21/163, 13%) used tobacco. There were no statistically significant differences between study groups or sexes regarding age, BMI, education, nutrition background, smoking, or multivitamin/mineral supplement use (P=.05-.99). However, more men than women used Swedish snuff (P=.001). The between-person variance in micronutrient and fiber intake captured by MiniMeal-Q as compared to Meal-Q was 70% to 100%.
Table 1. Characteristics of participants included in the validity analysis (N=163).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Group 1 (n=82)</th>
<th>Group 2 (n=81)</th>
<th>Men (n=34)</th>
<th>Women (n=129)</th>
<th>All (N=163)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>16 (20)</td>
<td>18 (22)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>66 (80)</td>
<td>63 (78)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>34 (12)</td>
<td>32 (11)</td>
<td>33 (10)</td>
<td>33 (12)</td>
<td>33 (12)</td>
</tr>
<tr>
<td><strong>BMI (kg/m²), mean (SD)</strong></td>
<td>23 (4)</td>
<td>23 (4)</td>
<td>24 (2)</td>
<td>23 (4)</td>
<td>23 (4)</td>
</tr>
<tr>
<td><strong>Education &gt;12 years, n (%)</strong></td>
<td>64 (78)</td>
<td>66 (81)</td>
<td>27 (79)</td>
<td>103 (80)</td>
<td>130 (79.8)</td>
</tr>
<tr>
<td><strong>Working full time, n (%)</strong></td>
<td>33 (40)</td>
<td>21 (26)</td>
<td>12 (35)</td>
<td>42 (33)</td>
<td>54 (33.1)</td>
</tr>
<tr>
<td><strong>Student, n (%)</strong></td>
<td>41 (50)</td>
<td>54 (67)</td>
<td>18 (53)</td>
<td>77 (60)</td>
<td>95 (58.3)</td>
</tr>
<tr>
<td><strong>Nutrition background, b n (%)</strong></td>
<td>21 (26)</td>
<td>28 (35)</td>
<td>6 (18)</td>
<td>43 (33)</td>
<td>49 (30.1)</td>
</tr>
<tr>
<td><strong>Tobacco use, c n (%)</strong></td>
<td>11 (13)</td>
<td>10 (12)</td>
<td>12 (35)</td>
<td>9 (7)</td>
<td>21 (12.9)</td>
</tr>
<tr>
<td><strong>Multivitamin/mineral supplement used, n (%)</strong></td>
<td>18 (22)</td>
<td>14 (17)</td>
<td>8 (24)</td>
<td>24 (19)</td>
<td>32 (19.6)</td>
</tr>
</tbody>
</table>

aThere was no statistically significant difference in characteristics between groups or sexes (P=.05-.99), except for Swedish snuff between sexes (1.8% women and 4.2% men, P=.001) using 2-sample t test and Fisher’s exact test.

bStudying or working in the nutrition field.

cTobacco use=current smoking and/or Swedish snuff use. Values are missing for 3 women in group 2.

dDaily or weekly supplement use assessed with Meal-Q.

**Validity**

The median (IQR) intake of most nutrients was higher when assessed with the WFR than with Meal-Q and MiniMeal-Q (Table 2). Exceptions were beta-carotene intake, which was higher when assessed with Meal-Q, whereas the intake was comparable between the WFR and MiniMeal-Q. There were no differences between the WFR and Meal-Q for thiamine, folate, magnesium, and fiber intake. Nor were there any differences between Meal-Q and MiniMeal-Q regarding any of the nutrients.

Quartile cross-classifications of micronutrient and fiber intake with the WFR and the questionnaires (Table 3) placed 69% to 90% of the participants into the same or adjacent quartile for Meal-Q, with the highest-ranking agreement for fiber and the lowest for sodium. For MiniMeal-Q, the ranking agreement ranged from 67% to 89%, also with fiber having the highest and sodium the lowest agreement. Proportions of participants in the extreme quartile ranged from 1% to 10% for Meal-Q and from 3% to 11% for MiniMeal-Q; the lowest proportions were found for vitamin C, magnesium, and fiber, and the highest for sodium.
Table 2. Median (IQR) daily crude micronutrient and fiber intake\(^a\) assessed with the weighed food record (WFR), Meal-Q, and MiniMeal-Q (N=163).

<table>
<thead>
<tr>
<th>Nutrients</th>
<th>WFR, median (IQR)</th>
<th>Meal-Q, median (IQR)</th>
<th>MiniMeal-Q, median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beta-carotene (µg)</td>
<td>2632 (2539)(^b)</td>
<td>3372 (2905)</td>
<td>3254 (3079)</td>
</tr>
<tr>
<td>Thiamine (mg)</td>
<td>1.5 (0.5)</td>
<td>1.4 (0.8)</td>
<td>1.3 (0.8)</td>
</tr>
<tr>
<td>Riboflavin (mg)</td>
<td>1.9 (0.7)</td>
<td>1.7 (0.9)</td>
<td>1.5 (0.8)</td>
</tr>
<tr>
<td>Niacin (mg)</td>
<td>36 (14)</td>
<td>15 (9)</td>
<td>14 (8)</td>
</tr>
<tr>
<td>Vitamin B(_6) (mg)</td>
<td>2.3 (1.0)</td>
<td>1.8 (1.0)</td>
<td>1.7 (0.9)</td>
</tr>
<tr>
<td>Folate (µg)</td>
<td>334 (167)</td>
<td>315 (210)</td>
<td>289 (193)</td>
</tr>
<tr>
<td>Vitamin B(_12) (µg)</td>
<td>5.7 (3.7)</td>
<td>3.8 (2.4)</td>
<td>3.5 (2.3)</td>
</tr>
<tr>
<td>Vitamin C (mg)</td>
<td>121 (92)</td>
<td>101 (82)</td>
<td>94 (74)</td>
</tr>
<tr>
<td>Vitamin D (µg)</td>
<td>5.6 (4.0)</td>
<td>4.7 (3.3)</td>
<td>4.4 (3.1)</td>
</tr>
<tr>
<td>Vitamin E (mg)</td>
<td>11 (5)</td>
<td>10 (5)</td>
<td>9 (5)</td>
</tr>
<tr>
<td>Calcium (mg)</td>
<td>1052 (381)</td>
<td>897 (583)</td>
<td>828 (512)</td>
</tr>
<tr>
<td>Iron (mg)</td>
<td>13 (6)</td>
<td>13 (7)</td>
<td>11 (6)</td>
</tr>
<tr>
<td>Magnesium (mg)</td>
<td>413 (177)</td>
<td>397 (242)</td>
<td>358 (207)</td>
</tr>
<tr>
<td>Phosphorus (mg)</td>
<td>1570 (514)</td>
<td>1433 (731)</td>
<td>1305 (677)</td>
</tr>
<tr>
<td>Potassium (mg)</td>
<td>3437 (1332)</td>
<td>3130 (1600)</td>
<td>2837 (1477)</td>
</tr>
<tr>
<td>Selenium (µg)</td>
<td>45 (21)</td>
<td>44 (24)</td>
<td>36 (22)</td>
</tr>
<tr>
<td>Sodium (mg)</td>
<td>3194 (1212)(^c)</td>
<td>2448 (1118)</td>
<td>2158 (1015)</td>
</tr>
<tr>
<td>Zinc (mg)</td>
<td>12 (4)</td>
<td>11 (5)</td>
<td>10 (5)</td>
</tr>
<tr>
<td>Fiber (g)</td>
<td>25 (15)</td>
<td>26 (20)</td>
<td>23 (18)</td>
</tr>
</tbody>
</table>

\(^a\)Most nutrient intakes assessed with the WFR were higher than intakes assessed with Meal-Q and MiniMeal-Q (\(P<.001-.03\)). Exceptions were beta-carotene intake, which was assessed higher with Meal-Q (\(P=.03\)), but was similar comparing the WFR and MiniMeal-Q (\(P=.19\)). Thiamine, folate, magnesium, and fiber intake were similar between the WFR and Meal-Q (\(P=.16-.92\)). There was no difference in intakes between Meal-Q and MiniMeal-Q (\(P<.001\)). (Wilcoxon signed rank test).

\(^b\)\(n=162\) because of exclusion of 1 participant with implausibly high intake.

\(^c\)\(n=160\) because of exclusion of 3 participants with implausibly high intakes.
Table 3. Quartile cross-classifications of mean daily energy-adjusted micronutrient and fiber intake assessed with Meal-Q, MiniMeal-Q, and the weighed food record (WFR) (N=163).

<table>
<thead>
<tr>
<th>Nutrients</th>
<th>Meal-Q Same quartile, %</th>
<th>Meal-Q Adjacent quartile, %</th>
<th>MiniMeal-Q Same quartile, %</th>
<th>MiniMeal-Q Adjacent quartile, %</th>
<th>Meal-Q Same/adjacent quartile, %</th>
<th>MiniMeal-Q Same/adjacent quartile, %</th>
<th>Meal-Q Extreme quartile, %</th>
<th>MiniMeal-Q Extreme quartile, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beta-carotene (µg)</td>
<td>41</td>
<td>41</td>
<td>40</td>
<td>42</td>
<td>81</td>
<td>83</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>Thiamine (mg)</td>
<td>27</td>
<td>31</td>
<td>44</td>
<td>43</td>
<td>71</td>
<td>74</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>Riboflavin (mg)</td>
<td>37</td>
<td>36</td>
<td>37</td>
<td>40</td>
<td>74</td>
<td>76</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Niacin (mg)</td>
<td>36</td>
<td>34</td>
<td>45</td>
<td>45</td>
<td>81</td>
<td>79</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Vitamin B₆ (mg)</td>
<td>34</td>
<td>31</td>
<td>41</td>
<td>45</td>
<td>75</td>
<td>76</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Folate (µg)</td>
<td>42</td>
<td>40</td>
<td>38</td>
<td>42</td>
<td>80</td>
<td>82</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Vitamin B₁₂ (µg)</td>
<td>44</td>
<td>39</td>
<td>34</td>
<td>33</td>
<td>78</td>
<td>72</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Vitamin C (mg)</td>
<td>39</td>
<td>38</td>
<td>46</td>
<td>45</td>
<td>85</td>
<td>83</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Vitamin D (µg)</td>
<td>36</td>
<td>35</td>
<td>40</td>
<td>40</td>
<td>76</td>
<td>75</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>Vitamin E (mg)</td>
<td>40</td>
<td>42</td>
<td>34</td>
<td>33</td>
<td>74</td>
<td>75</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Calcium (mg)</td>
<td>36</td>
<td>35</td>
<td>38</td>
<td>36</td>
<td>74</td>
<td>71</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>Iron (mg)</td>
<td>38</td>
<td>37</td>
<td>41</td>
<td>40</td>
<td>79</td>
<td>77</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Magnesium (mg)</td>
<td>42</td>
<td>39</td>
<td>40</td>
<td>44</td>
<td>82</td>
<td>83</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Phosphorus (mg)</td>
<td>33</td>
<td>34</td>
<td>42</td>
<td>43</td>
<td>75</td>
<td>77</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Potassium (mg)</td>
<td>36</td>
<td>37</td>
<td>42</td>
<td>42</td>
<td>79</td>
<td>79</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Selenium (µg)</td>
<td>41</td>
<td>38</td>
<td>37</td>
<td>42</td>
<td>78</td>
<td>80</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>Sodium (mg)</td>
<td>33</td>
<td>35</td>
<td>36</td>
<td>32</td>
<td>69</td>
<td>67</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>Zinc (mg)</td>
<td>34</td>
<td>33</td>
<td>43</td>
<td>43</td>
<td>77</td>
<td>77</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Fiber (g)</td>
<td>53</td>
<td>55</td>
<td>37</td>
<td>34</td>
<td>90</td>
<td>89</td>
<td>1</td>
<td>3</td>
</tr>
</tbody>
</table>

*a* n=162 because of exclusion of 1 participant with implausibly high intake.

*b* n=160 because of exclusion of 3 participants with implausibly high intakes.

The Bland-Altman plots with the WFR were similar for Meal-Q and MiniMeal-Q as seen in Table 4 and Figure 3 (showing an example of 8 micronutrients) and Multimedia Appendices 1-4. Niacin was largely underestimated by approximately 20 mg for both questionnaires. Most nutrients showed increasing underestimation with increasing intakes, and some also had a trend of increasing variance at higher intakes. In contrast, fiber had a larger variance at lower compared to higher intakes. Most of the nutrients had a varying bias over the intake range (i.e., both underestimation and overestimation of intake with a magnitude approximately the same size of the mean intake). However, zinc, magnesium, potassium, and phosphorus showed a less varying bias.

Table 5 shows the Spearman correlation coefficients between Meal-Q, MiniMeal-Q, and the WFR. Correlations for Meal-Q for crude intakes were in the range ρ=.16-.66. Excluding the statistically nonsignificant correlation for sodium, the energy-adjusted correlations for Meal-Q ranged from ρ=.28-.67 and the deattenuated correlations ranged from ρ=.31-.69. The correlations were very similar for MiniMeal-Q, except for thiamine, which showed a stronger correlation with MiniMeal-Q than with Meal-Q.
Table 4. Overview of results from Bland-Altman plots\(^a\) of Meal-Q and MiniMeal-Q in comparison with the weighed food record (WFR) (\(n=163\)).

<table>
<thead>
<tr>
<th>Nutrients</th>
<th>Meal-Q Mean difference</th>
<th>Mean difference ±2 SD</th>
<th>MiniMeal-Q Mean difference</th>
<th>Mean difference ±2 SD</th>
<th>Meal-Q and MiniMeal-Q trends(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beta-carotene (µg)(^c)</td>
<td>427</td>
<td>-4100, 4985</td>
<td>285</td>
<td>-4300, 4873</td>
<td>Increasing variance with increasing intakes</td>
</tr>
<tr>
<td>Thiamine (mg)</td>
<td>0.01</td>
<td>-1.6, 16</td>
<td>-0.1</td>
<td>-1.8, 1.5</td>
<td>Increasing variance with increasing intakes</td>
</tr>
<tr>
<td>Riboflavin (mg)</td>
<td>-0.2</td>
<td>-1.3, 0.8</td>
<td>-0.3</td>
<td>-1.3, 0.7</td>
<td>Increasing underestimation with increasing intakes</td>
</tr>
<tr>
<td>Niacin (mg)</td>
<td>-21</td>
<td>-36, -5</td>
<td>-22</td>
<td>-37, -7</td>
<td>Increasing underestimation with increasing intakes</td>
</tr>
<tr>
<td>Vitamin B(_6) (mg)</td>
<td>-0.4</td>
<td>-1.7, 0.9</td>
<td>-0.6</td>
<td>-1.9, 0.7</td>
<td>Increasing underestimation and variance with increasing intakes</td>
</tr>
<tr>
<td>Folate (µg)</td>
<td>-15</td>
<td>-245, 215</td>
<td>-50</td>
<td>-280, 180</td>
<td>Increasing underestimation with increasing intakes</td>
</tr>
<tr>
<td>Vitamin B(_{12}) (µg)</td>
<td>-2.0</td>
<td>-7.6, 3.6</td>
<td>-2.5</td>
<td>-8.0, 3.0</td>
<td>Increasing underestimation with increasing intakes</td>
</tr>
<tr>
<td>Vitamin C (mg)</td>
<td>-21</td>
<td>-142, 99</td>
<td>-29</td>
<td>-151, 93</td>
<td>Increasing underestimation and variance with increasing intakes</td>
</tr>
<tr>
<td>Vitamin D (µg)</td>
<td>-1.3</td>
<td>-9.4, 6.8</td>
<td>-1.6</td>
<td>-9.7, 6.6</td>
<td>Increasing underestimation with increasing intakes</td>
</tr>
<tr>
<td>Vitamin E (mg)</td>
<td>-1.4</td>
<td>-9.8, 6.9</td>
<td>-2.0</td>
<td>-10.0, 6.4</td>
<td>Increasing underestimation and variance with increasing intakes</td>
</tr>
<tr>
<td>Calcium (mg)</td>
<td>-113</td>
<td>-803, 576</td>
<td>-183</td>
<td>-892, 526</td>
<td>Increasing variance with increasing intakes</td>
</tr>
<tr>
<td>Iron (mg)</td>
<td>-1.0</td>
<td>-10.0, 8.0</td>
<td>-2.5</td>
<td>-12.0, 6.7</td>
<td>Increasing underestimation and variance with increasing intakes</td>
</tr>
<tr>
<td>Magnesium (mg)</td>
<td>-7.5</td>
<td>-206.0, 191.0</td>
<td>-41</td>
<td>-244, 162</td>
<td>Increasing underestimation with increasing intakes</td>
</tr>
<tr>
<td>Phosphorus (mg)</td>
<td>-164</td>
<td>-779, 450</td>
<td>-291</td>
<td>-904, 322</td>
<td>Increasing underestimation with increasing intakes</td>
</tr>
<tr>
<td>Potassium (mg)</td>
<td>-315</td>
<td>-1800, 1180</td>
<td>-640</td>
<td>-2200, 878</td>
<td>Increasing underestimation with increasing intakes</td>
</tr>
<tr>
<td>Selenium (µg)</td>
<td>-4</td>
<td>-40, 32</td>
<td>-10</td>
<td>-46, 25</td>
<td>Increasing underestimation with increasing intakes</td>
</tr>
<tr>
<td>Sodium (mg)(^d)</td>
<td>-755</td>
<td>-2700, 1238</td>
<td>-1000</td>
<td>-3000, 922</td>
<td>Increasing underestimation and variance with increasing intakes</td>
</tr>
<tr>
<td>Zinc (mg)</td>
<td>-1.0</td>
<td>-6.5, 4.4</td>
<td>-1.9</td>
<td>-7.3, 3.4</td>
<td>Increasing variance with increasing intakes</td>
</tr>
<tr>
<td>Fiber (g)</td>
<td>2.0</td>
<td>-16.0, 20.0</td>
<td>-1.5</td>
<td>-20.0, 17.0</td>
<td>Larger variance at lower intakes than at higher intakes</td>
</tr>
</tbody>
</table>

\(^a\)The Bland-Altman plots are shown in Figure 3 and Multimedia Appendices 1-4.

\(^b\)Trends are similar for Meal-Q and MiniMeal-Q.

\(^c\)\(n=162\) because of exclusion of 1 participant with implausibly high intake.

\(^d\)\(n=160\) because of exclusion of 3 participants with implausibly high intakes.
Table 5. Spearman rank correlation coefficients (ρ) between Meal-Q, MiniMeal-Q, and the weighed food record (WFR) (N=163).

<table>
<thead>
<tr>
<th>Nutrients</th>
<th>Crude ρ Meal-Q</th>
<th>Crude ρ MiniMeal-Q</th>
<th>Energy-adjusted ρ Meal-Q</th>
<th>Energy-adjusted ρ MiniMeal-Q</th>
<th>Deattenuated ρ (95% CI) Meal-Q</th>
<th>Deattenuated ρ (95% CI) MiniMeal-Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beta-carotene&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.51 (.36, .64)</td>
<td>.51 (.36, .64)</td>
<td>.46 (.36, .64)</td>
<td>.46 (.36, .64)</td>
<td>.51 (.36, .64)</td>
<td>.51 (.36, .64)</td>
</tr>
<tr>
<td>Thiamine</td>
<td>.33 (.16, .52)</td>
<td>.35 (.16, .52)</td>
<td>.28 (.16, .45)</td>
<td>.35 (.16, .52)</td>
<td>.43 (.24, .59)</td>
<td>.43 (.24, .59)</td>
</tr>
<tr>
<td>Riboflavin</td>
<td>.16 (.27, .55)</td>
<td>.42 (.27, .55)</td>
<td>.39 (.38, .50)</td>
<td>.39 (.38, .50)</td>
<td>.41 (.26, .54)</td>
<td>.41 (.26, .54)</td>
</tr>
<tr>
<td>Niacin</td>
<td>.39 (.19, .49)</td>
<td>.47 (.32, .59)</td>
<td>.37 (.32, .50)</td>
<td>.37 (.32, .50)</td>
<td>.46 (.31, .59)</td>
<td>.46 (.31, .59)</td>
</tr>
<tr>
<td>Vitamin B&lt;sub&gt;6&lt;/sub&gt;</td>
<td>.39 (.19, .49)</td>
<td>.35 (.19, .49)</td>
<td>.32 (.32, .50)</td>
<td>.32 (.32, .50)</td>
<td>.35 (.19, .49)</td>
<td>.35 (.19, .49)</td>
</tr>
<tr>
<td>Folate</td>
<td>.50 (.39, .64)</td>
<td>.53 (.39, .64)</td>
<td>.50 (.50, .64)</td>
<td>.50 (.50, .64)</td>
<td>.53 (.39, .64)</td>
<td>.53 (.39, .64)</td>
</tr>
<tr>
<td>Vitamin B&lt;sub&gt;12&lt;/sub&gt;</td>
<td>.39 (.24, .49)</td>
<td>.46 (.36, .63)</td>
<td>.28 (.18, .49)</td>
<td>.28 (.18, .49)</td>
<td>.41 (.26, .55)</td>
<td>.41 (.26, .55)</td>
</tr>
<tr>
<td>Vitamin C</td>
<td>.53 (.36, .64)</td>
<td>.57 (.36, .64)</td>
<td>.52 (.30, .60)</td>
<td>.52 (.30, .60)</td>
<td>.54 (.41, .65)</td>
<td>.54 (.41, .65)</td>
</tr>
<tr>
<td>Vitamin D</td>
<td>.34 (.18, .49)</td>
<td>.36 (.18, .49)</td>
<td>.32 (.27, .52)</td>
<td>.32 (.27, .52)</td>
<td>.34 (.18, .49)</td>
<td>.34 (.18, .49)</td>
</tr>
<tr>
<td>Vitamin E</td>
<td>.30 (.19, .49)</td>
<td>.48 (.32, .61)</td>
<td>.38 (.31, .50)</td>
<td>.38 (.31, .50)</td>
<td>.48 (.33, .61)</td>
<td>.48 (.33, .61)</td>
</tr>
<tr>
<td>Calcium</td>
<td>.23 (.16, .45)</td>
<td>.31 (.16, .45)</td>
<td>.29 (.22, .49)</td>
<td>.29 (.22, .49)</td>
<td>.25 (.09, .40)</td>
<td>.25 (.09, .40)</td>
</tr>
<tr>
<td>Iron</td>
<td>.44 (.31, .59)</td>
<td>.46 (.31, .59)</td>
<td>.42 (.38, .58)</td>
<td>.42 (.38, .58)</td>
<td>.42 (.27, .55)</td>
<td>.42 (.27, .55)</td>
</tr>
<tr>
<td>Magnesium</td>
<td>.52 (.44, .66)</td>
<td>.56 (.44, .66)</td>
<td>.54 (.46, .66)</td>
<td>.54 (.46, .66)</td>
<td>.54 (.41, .64)</td>
<td>.54 (.41, .64)</td>
</tr>
<tr>
<td>Phosphorus</td>
<td>.36 (.24, .52)</td>
<td>.39 (.24, .52)</td>
<td>.36 (.24, .52)</td>
<td>.36 (.24, .52)</td>
<td>.39 (.24, .52)</td>
<td>.39 (.24, .52)</td>
</tr>
<tr>
<td>Potassium</td>
<td>.42 (.29, .56)</td>
<td>.43 (.29, .56)</td>
<td>.42 (.38, .58)</td>
<td>.42 (.38, .58)</td>
<td>.40 (.25, .52)</td>
<td>.40 (.25, .52)</td>
</tr>
<tr>
<td>Selenium</td>
<td>.32 (.20, .57)</td>
<td>.45 (.30, .57)</td>
<td>.42 (.38, .58)</td>
<td>.42 (.38, .58)</td>
<td>.44 (.30, .57)</td>
<td>.44 (.30, .57)</td>
</tr>
<tr>
<td>Sodium&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.32 (.18, .49)</td>
<td>.34 (.18, .49)</td>
<td>.28 (.14, .49)</td>
<td>.28 (.14, .49)</td>
<td>.35 (.19, .49)</td>
<td>.35 (.19, .49)</td>
</tr>
<tr>
<td>Zinc</td>
<td>.33 (.18, .49)</td>
<td>.34 (.18, .49)</td>
<td>.31 (.21, .49)</td>
<td>.31 (.21, .49)</td>
<td>.35 (.19, .49)</td>
<td>.35 (.19, .49)</td>
</tr>
<tr>
<td>Fiber</td>
<td>.66 (.60, .77)</td>
<td>.67 (.60, .77)</td>
<td>.65 (.60, .77)</td>
<td>.65 (.60, .77)</td>
<td>.67 (.57, .75)</td>
<td>.67 (.57, .75)</td>
</tr>
</tbody>
</table>

<sup>a</sup>All correlation coefficients were significant (P=.00-.04), except for energy-adjusted sodium (P=.06) and deattenuated sodium assessed with Meal-Q as well as crude riboflavin (P=.06), energy-adjusted sodium (P=.12) and deattenuated sodium assessed with MiniMeal-Q.

<sup>b</sup>n=162 because of exclusion of 1 participant with implausibly high intake.

<sup>c</sup>n=160 because of exclusion of 3 participants with implausibly high intakes.
Figure 3. Bland-Altman plots with the weighed food record (WFR), Meal-Q, and MiniMeal-Q for (a) folate, (b) thiamine, (c) iron, and (d) selenium (N=163). Differences in intake between the WFR and the questionnaires are plotted against the mean of the 2 methods. The solid line indicates the reference line of zero difference. The long-dashed line shows the mean difference. The short-dashed lines show the 95% limits of agreement (mean difference ±2 SD). *: Energy-adjusted.
Reproducibility

Table 6 shows the absolute intake of micronutrients and fiber assessed with the 2 administered Meal-Q questionnaires in group 2. There were no statistically significant differences between the questionnaires. The proportion of participants classified into the same or adjacent quartile was 86% to 97% and in the extreme quartile 0% to 3% (Table 7). Crude ICCs were in the range of .45-.85 and energy-adjusted ICCs in the range of .50-.76 (Table 7).

Table 6. The median and interquartile range (IQR) of daily micronutrient and fiber intake assessed with Meal-Q 1 and Meal-Q 2 from group 2, and the median (IQR) difference in intake between the questionnaires (n=87).

<table>
<thead>
<tr>
<th>Nutrients</th>
<th>Meal-Q 1</th>
<th></th>
<th>Meal-Q 2</th>
<th></th>
<th>Difference</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Median</td>
<td>IQR</td>
<td>Median</td>
<td>IQR</td>
<td>(Meal-Q 1–Meal-Q 2) Median</td>
<td>IQR</td>
</tr>
<tr>
<td>Beta-carotene (µg)</td>
<td>3246</td>
<td>2776</td>
<td>2441</td>
<td>3626</td>
<td>126</td>
<td>1271</td>
</tr>
<tr>
<td>Thiamine (mg)</td>
<td>1.4</td>
<td>0.7</td>
<td>1.5</td>
<td>0.9</td>
<td>0.01</td>
<td>0.48</td>
</tr>
<tr>
<td>Riboflavin (mg)</td>
<td>1.7</td>
<td>0.7</td>
<td>1.6</td>
<td>0.7</td>
<td>0.03</td>
<td>0.69</td>
</tr>
<tr>
<td>Niacin (mg)</td>
<td>15</td>
<td>9</td>
<td>16</td>
<td>9</td>
<td>-0.06</td>
<td>4.96</td>
</tr>
<tr>
<td>Vitamin B₆ (mg)</td>
<td>2.0</td>
<td>1.0</td>
<td>1.9</td>
<td>1.0</td>
<td>0.03</td>
<td>0.67</td>
</tr>
<tr>
<td>Folate (µg)</td>
<td>320</td>
<td>187</td>
<td>332</td>
<td>218</td>
<td>14</td>
<td>105</td>
</tr>
<tr>
<td>Vitamin B₁₂ (µg)</td>
<td>3.7</td>
<td>2.1</td>
<td>4.0</td>
<td>2.5</td>
<td>-0.18</td>
<td>1.44</td>
</tr>
<tr>
<td>Vitamin C (mg)</td>
<td>108</td>
<td>81</td>
<td>99</td>
<td>93</td>
<td>-0.78</td>
<td>41.10</td>
</tr>
<tr>
<td>Vitamin D (µg)</td>
<td>4.9</td>
<td>2.8</td>
<td>5.2</td>
<td>3.6</td>
<td>-0.19</td>
<td>3.32</td>
</tr>
<tr>
<td>Vitamin E (mg)</td>
<td>9.6</td>
<td>5.2</td>
<td>9.5</td>
<td>5.6</td>
<td>0.27</td>
<td>3.47</td>
</tr>
<tr>
<td>Calcium (mg)</td>
<td>860</td>
<td>449</td>
<td>888</td>
<td>454</td>
<td>8.95</td>
<td>299.27</td>
</tr>
<tr>
<td>Iron (mg)</td>
<td>13</td>
<td>8</td>
<td>13</td>
<td>10</td>
<td>-0.07</td>
<td>4.37</td>
</tr>
<tr>
<td>Magnesium (mg)</td>
<td>406</td>
<td>212</td>
<td>418</td>
<td>233</td>
<td>10</td>
<td>112</td>
</tr>
<tr>
<td>Phosphorus (mg)</td>
<td>1419</td>
<td>668</td>
<td>1483</td>
<td>518</td>
<td>1.92</td>
<td>430.63</td>
</tr>
<tr>
<td>Potassium (mg)</td>
<td>3208</td>
<td>1719</td>
<td>3116</td>
<td>1584</td>
<td>38</td>
<td>963</td>
</tr>
<tr>
<td>Selenium (µg)</td>
<td>43</td>
<td>23</td>
<td>46</td>
<td>23</td>
<td>-0.12</td>
<td>15.93</td>
</tr>
<tr>
<td>Sodium (mg)</td>
<td>2466</td>
<td>984</td>
<td>2499</td>
<td>1294</td>
<td>-75</td>
<td>757</td>
</tr>
<tr>
<td>Zinc (mg)</td>
<td>11.0</td>
<td>4.9</td>
<td>11.0</td>
<td>3.7</td>
<td>0.004</td>
<td>3.556</td>
</tr>
<tr>
<td>Fiber (g)</td>
<td>28</td>
<td>19</td>
<td>25</td>
<td>22</td>
<td>0.20</td>
<td>8.53</td>
</tr>
</tbody>
</table>

aMissing values on Meal-Q 2 for 4 participants.

bNone were statistically significant using Wilcoxon signed rank test (P=.07-.96).
Table 7. Quartile cross-classifications of Meal-Q 1 and Meal-Q 2 from group 2, and crude and energy-adjusted intraclass correlation coefficients (ICC) (n=87).

<table>
<thead>
<tr>
<th>Nutrients</th>
<th>Participants, %</th>
<th>ICC (95% CI)</th>
<th>Energy-adjusted ICC (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Same quartile</td>
<td>Adjacent quartile</td>
<td>Extreme quartile</td>
</tr>
<tr>
<td></td>
<td>Same/adjacent quartile</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beta-carotene (µg)</td>
<td>53</td>
<td>43</td>
<td>96</td>
</tr>
<tr>
<td>Thiamine (mg)</td>
<td>57</td>
<td>34</td>
<td>91</td>
</tr>
<tr>
<td>Riboflavin (mg)</td>
<td>59</td>
<td>33</td>
<td>92</td>
</tr>
<tr>
<td>Niacin (mg)</td>
<td>52</td>
<td>41</td>
<td>93</td>
</tr>
<tr>
<td>Vitamin B₆ (mg)</td>
<td>53</td>
<td>36</td>
<td>89</td>
</tr>
<tr>
<td>Folate (µg)</td>
<td>59</td>
<td>38</td>
<td>97</td>
</tr>
<tr>
<td>Vitamin B₁₂ (µg)</td>
<td>59</td>
<td>31</td>
<td>90</td>
</tr>
<tr>
<td>Vitamin C (mg)</td>
<td>52</td>
<td>43</td>
<td>95</td>
</tr>
<tr>
<td>Vitamin D (µg)</td>
<td>43</td>
<td>43</td>
<td>86</td>
</tr>
<tr>
<td>Vitamin E (mg)</td>
<td>57</td>
<td>34</td>
<td>91</td>
</tr>
<tr>
<td>Calcium (mg)</td>
<td>51</td>
<td>38</td>
<td>89</td>
</tr>
<tr>
<td>Iron (mg)</td>
<td>51</td>
<td>41</td>
<td>92</td>
</tr>
<tr>
<td>Magnesium (mg)</td>
<td>66</td>
<td>31</td>
<td>97</td>
</tr>
<tr>
<td>Phosphorus (mg)</td>
<td>54</td>
<td>33</td>
<td>87</td>
</tr>
<tr>
<td>Potassium (mg)</td>
<td>56</td>
<td>38</td>
<td>94</td>
</tr>
<tr>
<td>Selenium (µg)</td>
<td>61</td>
<td>33</td>
<td>94</td>
</tr>
<tr>
<td>Sodium (mg)</td>
<td>57</td>
<td>38</td>
<td>95</td>
</tr>
<tr>
<td>Zinc (mg)</td>
<td>46</td>
<td>40</td>
<td>86</td>
</tr>
<tr>
<td>Fiber (g)</td>
<td>55</td>
<td>39</td>
<td>94</td>
</tr>
</tbody>
</table>

*Missing values on Meal-Q 2 for 4 participants.

Discussion

Principal Results

This validation study suggests Meal-Q and MiniMeal-Q are useful tools for ranking micronutrient and fiber intake in epidemiological studies, with the exception of sodium. Furthermore, Meal-Q’s reproducibility results indicate good assessment reliability.

Regarding assessment of absolute intake, both questionnaires underestimated intake of most micronutrients as compared to the WFR. This underestimation may be partly explained by the methodological differences between the methods. A food record has an open-ended design and is aimed to assess the whole diet during a consecutive number of days. In contrast, a questionnaire has predefined items and frequencies and naturally cannot assess the entire diet. Rather, the aim of a questionnaire is to assess dietary intake in a way that enables ranking of low to high consumers. Because risk comparisons in epidemiological studies commonly are made between different strata of intake, the ranking ability of dietary intake is usually of more interest than assessment of absolute intake [14,20]. Therefore, we conclude that Meal-Q and MiniMeal-Q are useful instruments in an epidemiological setting.

The captured between-person variance in intake assessed with MiniMeal-Q as compared to Meal-Q demonstrated only a minor loss of information when using MiniMeal-Q despite having approximately 30% fewer food items. This indicates MiniMeal-Q is a valuable alternative when a shorter questionnaire is desirable.

Acknowledging that the evaluation of MiniMeal-Q is made with truncated Meal-Q data, comparisons between them should be interpreted carefully. Comparing our results to other validation studies should also be done with caution given that differences in study design and participant demographics may affect the results. Yet, bearing its limits in mind, such comparisons, which are commonly made, are crucial in evaluating a questionnaire’s performance.

Comparison With Prior Work

The cross-classifications with the WFR showed both questionnaires to yield ranking agreements comparable to or better than other similar validation studies [21-25], of which 2 evaluated Web-based FFQs. The highest-ranking agreement for Meal-Q and MiniMeal-Q was seen for fiber with 89% to 90% placed into the same or adjacent quartile, which is greater than in some other studies [21,23-24]. The lowest ranking agreement was seen for sodium, as has been shown previously [21,23], and which likely reflects the difficulty in assessing salt intake.
The Bland-Altman plots showed that Meal-Q and MiniMeal-Q had difficulties in precision as seen by the large variance. This varying bias over the intake range was also indicated by the limits of agreement, which for some nutrients deviated from 5%. For most nutrients, the questionnaires did not perform as well in assessing high intakes. This might be explained by a limitation of food items, excessive grouping of several food items on each row, lack of high frequency alternatives, or the use of standard portion sizes for many food items. The overall large variance seen for most nutrients could arise from various sources (eg, a limited frequency range of the questionnaires and/or a high between-person variation in the WFR). Although the Bland-Altman method has been recommended for use in validation studies, it should be noted that we would not expect an absolute agreement between the questionnaires and the WFR because of their inherent methodological differences. Instead, the plots are helpful in assessing the magnitude of the inaccuracy and detecting potential varying bias. Despite the varying bias over the intake range seen in the Bland-Altman plots, the cross-classifications of quartiles indicated that both Meal-Q and MiniMeal-Q were able to yield a good ranking ability.

The limited number of studies using Bland-Altman plots for assessment of micronutrient validity and that some of them used log-transformed values makes comparisons with our results difficult. However, 2 other studies have also detected varying bias over the intake range. Labonté et al [23] showed similar results in variance for fiber intake and Pinto et al [25] showed a larger variance for folate and iron intake than seen in the present study.

The energy-adjusted and deattenuated Spearman correlation coefficients in the current study were similar to or better than correlations obtained in other validation studies with comparable study design [21-27]. Sodium showed a statistically nonsignificant correlation with the WFR for both questionnaires, which has also been seen previously [21,23]. Furthermore, in a review of 392 validation studies of vitamin intake, Henríquez-Sánchez et al [28] showed mean correlations between a FFQ and a dietary record in the range $r=.41-.53$. Another review of 109 validation studies of iron, calcium, selenium, and zinc reported mean correlations between a FFQ and a dietary record ranging from $r=.36-.60$ [29]. Both reviews show that the correlations in our study are in-line with other validation studies for most nutrients, with the exception of thiamine, riboflavin, vitamin B$_6$, vitamin D, vitamin E, calcium, and zinc, which had correlations somewhat lower in the present study. Only correlations for vitamin B$_{12}$, niacin, riboflavin, vitamin E, calcium, magnesium, selenium, and fiber improved after energy adjustment, a phenomenon also seen previously [25,26]. A possible explanation for this is varying correlation with energy between different nutrients [14], a feature that also depends on the population.

The use of correlation coefficients in validation studies is extensive, but has been criticized because they only measure a relationship and not the agreement between 2 methods [15]. However, as mentioned, we would not expect an absolute agreement between a FFQ and a food record because FFQs are designed to rank individuals rather than to assess absolute intake [20]. In this way, the correlation coefficient is a useful measure of validity because it assesses the ranking ability.

The sodium intake assessed with Meal-Q and MiniMeal-Q only included salt in food items and dishes in the nutrient database. Both questionnaires have a yes/no question regarding salt in cooking and table salt; however, because it is difficult to estimate amounts, this information was not included in the nutrient calculations. The WFR could potentially capture added salt; however, this was only reported for a minor fraction of all food items. Hence, the sodium assessed with the questionnaires and the WFR both originate from salt already present in food items and dishes from the nutrient database. Therefore, the low validity for sodium could best be explained by a general large random variation in assessment between the questionnaire and the WFR.

The reproducibility of Meal-Q indicated that it performed well in its reliability to rank dietary intake, with a high proportion of participants in the same/adjacent quartile and a low proportion of misclassified participants. The quartile cross-classifications were comparable to Labonté et al [23]. Energy-adjusted correlations between repeated FFQs have generally ranged between $r=.5-.8$ in other studies [30] and Meal-Q showed quite similar results. The ICCs for fiber, vitamin E, vitamin B$_6$, niacin, vitamin C, beta-carotene, folate, magnesium, and potassium in the present study were, on average, lower than those found by Schröder et al [31]. Furthermore, the ICCs were slightly lower than the Pearson correlations found by Labonté et al [23], yet higher than the Pearson correlations found by Pinto et al [25].

**Limitations and Strengths**

A strength of this study was the large sample size for this type of validation study. Moreover, there was low dropout and high compliance for the assessment methods throughout the entire study. The high compliance probably reflects a well-motivated study population, something that is vital for the study’s internal validity. The motivation might arise from a general higher interest in health among self-selected participants as compared to invited participants. Furthermore, participants with nutritional backgrounds might also be more motivated than those without this background. It should be acknowledged that the young and primarily female study population might have implications on external validity. Regarding data handling, the Web-based format of the questionnaires and the WFR minimized potential errors in the conversion of crude consumption data into nutrient intakes. Web-based formats have previously shown to improve data quality [4,32].

In the validation of a dietary assessment method, the reference method should have measurement errors independent from those of the test method. Because the WFR is an open-ended prospective method and an FFQ is a retrospective method with predefined food items and frequencies, dependent measurement errors are less likely to occur. Nevertheless, both methods are susceptible to social desirability, as are all dietary assessment methods. This could affect them in similar ways and increase their error dependency as a result. Also, both methods are linked to the same nutrient database. Therefore, a validation study of a dietary assessment method should be evaluated for relative validity rather than absolute validity. Unfortunately, the present
study did not have the means to include an objective reference method for micronutrient intake as biomarkers (eg, urinary potassium, thiamine, and sodium), which would have been a valuable complement to the WFR.

Meal-Q and MiniMeal-Q reflect dietary intake during the past few months, whereas the WFR captures dietary intake over 7 consecutive days; hence, a perfect agreement should not be expected. Ideally, the WFR would have been performed repeatedly over a longer time period to better mirror the assessment aim of the questionnaires. Also, for the reproducibility analysis, the second Meal-Q should have been administered after a slightly longer time period preferably to decrease the influence from the first questionnaire. However, time constraints made a longer validation study impossible. In the comparisons between questionnaires and the WFR, adjustments for within-person variance in the WFR were made to minimize the effect of day-to-day variations in intake. Furthermore, MiniMeal-Q ideally should have been evaluated in a separate validation study; however, this was not possible because of time constraints.

Conclusions
This validation study demonstrated that Meal-Q and MiniMeal-Q are useful questionnaires for ranking micronutrient and fiber intake in epidemiological studies using Web-based data collection. However, assessment of sodium intake requires further attention in future questionnaire versions. Furthermore, the reproducibility results showed Meal-Q to have good reliability. It should be noted that the study was conducted in a young, primarily female, and well-educated study population, and that MiniMeal-Q merits its own validation study.
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Bland-Altman plots with the WFR, Meal-Q and MiniMeal-Q for (q) sodium (n=160 due to exclusion of three subjects with implausibly high intakes), (r) zinc and (s) fiber (n=163). Differences in intake between the WFR and the questionnaires are plotted against the mean of the two methods. The solid line indicates the reference line of zero difference. The long-dashed line shows the mean difference. The short-dashed lines show the 95% limits of agreement (mean difference ±2 SD). * Energy-adjusted.
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Abstract

Background: Internet-based marketing has become an attractive option for promoting tobacco products due to its potential to avoid advertising restrictions. In Argentina, several cigarette brands have designed websites for the local market, which promote user participation.

Objective: The intent of the study was to report on the use of tobacco company-sponsored websites by medical students and recently graduated physicians.

Methods: An online self-administered survey was conducted among eligible medical students and recent graduates from the University of Buenos Aires (UBA). Sampling was from lists of email addresses of students enrolled in two required courses. Eligibility criteria were ages 18-30 years and reporting on smoking status. Questions on Internet use included accessing a tobacco brand website at least once during their lifetime and any use of tobacco promotional materials.

Results: The response rate was 35.08% (1743/4969). The final sample included 1659 participants: 73.06% (1212/1659) were women and mean age was 26.6 years (SD 1.9). The majority were current medical students (55.70%, 924/1659) and 27.31% (453/1659) were current smokers. Men were more likely to report having seen a tobacco advertisement on the Internet (P=.001), to have received a tobacco promotion personally addressed to them (P=.03), and to have accessed a tobacco-sponsored website (P=.01). Among respondents, 19.35% (321/1659) reported having accessed a tobacco-sponsored website at least once in their lifetime and almost all of them (93.8%, 301/321) accessed these sites only when it was necessary for participating in a marketing promotion. Most people logging on for promotions reported entering once a month or less (58.9%, 189/321), while 25.5% (82/321) reported accessing the tobacco industry Internet sites once a week or more. In adjusted logistic regression models, participants were more likely to have accessed a tobacco brand website if they were former smokers (OR 2.45, 95% CI 1.42-4.22) or current (OR 8.12, 95% CI 4.66-14.16), if they reported having seen a tobacco advertisement on the Internet (OR 2.44, 95% CI 1.77-3.37), received a tobacco promotion personally addressed to them (OR 5.62; 95% CI 4.19-7.55), or used one of these promotions (OR 14.05, 95% CI 9.21-21.43). Respondents were more likely to be current smokers if they received a tobacco promotion (OR 2.64, 95% CI 2.02-3.45) or if they used one of these promotions (OR 1.93, 95% CI 1.31-2.85).

Conclusions: Our study suggests that tobacco industry websites reach medical students and young physicians in a middle-income country with their marketing promotions. Current or proposed legislation to ban tobacco advertising needs to include Internet sites and related social media.

(J Med Internet Res 2014;16(2):e35) doi:10.2196/jmir.2528

http://www.jmir.org/2014/2/e35/
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Introduction

Tobacco use constitutes the leading global cause of preventable death with approximately one death every six seconds, accounting for 10% of all adult deaths [1]. There are at least one billion smokers in the world and 80% of them live in low- and middle-income countries [1]. Argentina, a South American middle-income country, has a prevalence of tobacco smoking of 27.1% [2]. Tobacco industry investment in marketing and advertising in Argentina reached approximately US $18 million in 2002. Although Argentina’s president signed the World Health Organization (WHO) Framework Convention on Tobacco Control in 2003, ratification has been delayed so far by the active lobbying of regional legislators from tobacco-growing provinces influenced by tobacco industry positions [3].

The Internet is now one of the most widely used communication channels in the world. Although many countries have restricted advertising of harmful products such as tobacco, Internet-based marketing has the potential to avoid such restrictions [4] while reaching a large number of people. Thus, Internet advertising has become an attractive option for promoting tobacco products and the rise in use of social networking and user-generated content websites is increasing product promotion through electronic media. In a study from 2010, more than 500 Facebook pages were related to British American Tobacco products [5]. Studies that analyzed smoking content on the site YouTube reported the presence of several pro-tobacco videos [6,7], consistent with indirect marketing activity by tobacco companies or their proxies [6]. In Argentina, almost 5 million homes have broadband Internet access covering at least 55% of the population [8,9]. Several cigarette brands have designed websites for the local market that promote user participation whenever possible and target specific products. For example, it is not unusual for a person reached by a marketing promotion to be required to go online in order to participate in a lottery or to obtain a gift, and such promotions usually come included in cigarette packages. Depending on the specific website, content includes online chatting and online gaming, and allows users to provide brand marketing ideas and to participate in marketing campaigns. For example, RJ Reynolds designed a strategy where consumers could comment on the packaging design of four cigarette flavors on the Internet [10].

Health professionals have the potential to play a fundamental role in tobacco control strategies. The WHO has called on health professional organizations to encourage and support their members to be role models by not using tobacco products and by promoting a tobacco-free culture [11]. It has been shown that physicians’ smoking status can impact their interaction with patients and may influence their cessation counseling practices [12-14]. In Argentina, smoking prevalence among physicians to date is similar to that of the general population, unlike what has happened in the United States [15,16]. As new cohorts of physicians enter the medical profession, their smoking behaviors and attitudes will influence tobacco prevention and control efforts. In this context, current medical students and recent graduates constitute an important study population, given their potential impact on the health care system and the population’s health and the fact that these students have grown up with a common exposure to generalized use of new information technologies. Several survey studies around the world have estimated the prevalence of tobacco smoking among medical students and reported rates as low as 2.8% in Uganda and as high as 43.3% in Albania [17]. This variation can also be observed among high-income countries, with a smoking rate of 3.8% among medical students in Wales [18], 25.2% in Berlin, Germany [19], and 20.8% among 350 health professional students in Texas [20]. A survey conducted in 2005 among a sample of third-year medical students in Buenos Aires, Argentina, showed that 35.5% (33.4% of men and 36.5% of women) were current smokers [17]. This prevalence was one of the highest in South America compared to smoking rates reported from Brazil (19.5% of men and 14.6% of women) and Chile (27.1% of men and 29.3% of women) [21].

The relationship between Internet marketing strategies by the tobacco industry and its effect on young adults needs further study. Given that medical students in Argentina smoke at similar rates as the general population and they constitute an especially important target population in implementing national tobacco control strategies, we considered that they would be an appropriate group in which to evaluate the effect of tobacco industry marketing strategies. This study reports on a survey of the use of tobacco industry-sponsored websites among a population of current and recent medical students in Buenos Aires, Argentina.

Methods

Setting, Sampling, and Procedures

In 2011, a survey was conducted among current and former medical students in Ciudad de Buenos Aires, Argentina and this analysis focused on the reported use of tobacco industry-sponsored websites. Buenos Aires is the largest city in Argentina and the school of medicine at the University of Buenos Aires (UBA) has over 15,000 students enrolled in the 6-year program [22].

Participants’ email addresses were obtained from the list of students enrolled in the required one-year rotating internship that constitutes the sixth year of medical school, from the Pharmacology Department of the UBA School of Medicine and the largest teaching hospital affiliated with UBA (Hospital de Clínicas Jose de San Martin). This survey was conducted between March and May 2011. The Institutional Review committee of the Hospital de Clínicas, UBA, Argentina, approved the protocol.

Potential participants were invited via email to complete an online, self-administered Spanish-language survey regarding tobacco smoking behaviors and their beliefs and attitudes toward tobacco industry marketing. Each email message provided a unique link to the survey in order to prevent multiple entries
from the same email account. Participants initially had to complete a consent form, where they were informed about the study objectives, the length of the instrument, and were reassured about the voluntary and confidential character of the survey. To be eligible, a person had to be between 18 and 30 years old, a former or current medical student at UBA, and had to report on their smoking status. In addition to the initial email invitation to participate, an additional 14 reminder messages were sent over a period of 2-3 months. A lottery for theater tickets was used as an incentive. We attempted to contact all persons on the lists obtained. The survey was conducted using DatStat Illume software. Data was password protected and stored with limited access to research team members only.

Development of Survey Items
The survey included questions regarding tobacco use, intention to quit, knowledge of tobacco’s health effects, and training in helping patients quit. These items were adapted from the Spanish-language version of the Global Health Professionals Survey (GHPS), a survey of third-year students attending dental, medical, nursing, or pharmacy schools [23], from a questionnaire previously developed for a study of youth in Jujuy, Argentina [24], and from a survey developed by the research team for a cessation study in clinical settings. The smoking media literacy (SML) scale that was developed in the United States and adapted for use in Argentina is used to assess smoking media literacy and its relationship to smoking history among high school students was included [25,26]. English items underwent forward-backward translation from English to Spanish and were reconciled by three native Spanish-speaking Argentinean staff.

We developed additional items regarding respondents’ access to tobacco brand websites and the use of their marketing promotions. Linguistic and content validation was conducted through a series of semi-structured interviews with medical students. The research team revised the items for a final version of the questionnaire. Pilot testing of the instrument was conducted with resident physicians recently graduated from medical school evaluating situational factors and time of administration. Instructions were developed to address the importance of providing accurate answers and the confidential nature of the survey.

Age, gender, and student status (current medical student or recently graduated physician) were asked. Due to the association with smoking [24,27], screening for depression symptoms was ascertained by asking whether the respondent had felt sad or blue or had felt little interest or pleasure in doing things in the previous month [28,29]. An affirmative answer to either of these questions was considered positive screening for depression.

Use of Internet and Tobacco Brand Websites
Participants were asked about how frequently they used the Internet, whether they remembered having seen a cigarette advertisement on the Internet, if they have ever received a personally addressed marketing promotion or free tickets to a cultural event from a tobacco company with a specific brand, and if yes, if they ever used it. “Access to a tobacco website” was defined as having visited an institutional or promotional cigarette brand website at least once in their lifetime. Among participants who accessed a tobacco website, we asked if they only accessed them when the cigarette box included a marketing promotion that required accessing a website to obtain a free gift or to participate in a lottery or if they accessed the sites even if they had no intention of participating in the marketing promotion. In each case, we inquired about the frequency of accessing those sites (“from once a day or more” to “once a month or less”).

Smoking Behavior
Respondents were considered “ever smokers” if they tried at least one cigarette puff in their lifetime and “never smokers” if they had never tried even a puff. Current smokers reported smoking at least one puff in the 30 days prior to the survey. Among current smokers, a “daily smoker” smoked at least one cigarette each day of the last 30, while a “non-daily smoker” (still a current smoker) did not smoke every day. A “former smoker” is a person that had tried a cigarette at least once but had not smoked in the previous 30 days.

Data Analysis
Descriptive analysis compared the sample by gender and smoking status. Statistical significance was defined with a two-sided alpha of .05. Using multivariate logistic regression, we constructed different models where the outcomes were whether the participant ever accessed a tobacco brand website or was a current smoker. Models were adjusted for age, gender, student status, presence of depression, daily use of Internet, had seen tobacco advertisements on the Internet, received a tobacco marketing promotion addressed to them, and used a tobacco marketing promotion addressed to them. The model where the outcome was “access a tobacco brand website” was also adjusted for “smoking status”. The model where the outcome was “current smoker” was also adjusted for “access a tobacco brand website”. In these models, each variable was adjusted for all the others.

Results
Overview
Of 4969 unique names and email addresses included in the databases obtained, 35.08% (1743/4969) completed the survey. Among these 1743 respondents, 84 were excluded from the sample because they had never been in medical school (n=28), were older than 30 years (n=48), or they did not report on their smoking status (n=8). The final sample for analysis included 1659 current or recently graduated medical students. Because some participants did not complete the whole survey and some questions were only shown conditioned on a previous response, the number of answers for a specific question may be less than the total number of participants.

Demographics and Exposure to Tobacco Marketing
Table 1 summarizes the characteristics of the sample and reported use of Internet outcomes. Among the 1659 participants, 73.06% (1212/1659) were women, 55.70% (924/1659) were current students, 43.58% (723/1659) were physicians, and 0.72% (12/1659) had dropped out of medical school by the time of the survey. Close to one-third of the participants (30.32%, 503/1659)
were between 20 and 25 years, 37.25% (618/1659) were between 26 and 27 years, and 32.43% (538/1659) were between 28 and 30 years old. The mean age was 26.6 years (SD 1.9). Of the respondents, 26.88% (446/1659) reported remembering seeing a tobacco advertisement on the Internet but a majority (51.05%, 847/1659) did not recall. A tobacco marketing promotion specifically addressed to the participant was received by 29.05% (482/1659), and 10.07% (167/1659) used at least one of these promotions (Table 1).

Women were more likely to report positive screening for depression (55.12% vs 45.19%; \( P < .001 \)). Men were more likely to report having seen a tobacco advertisement on the Internet (31.77% vs 25.08%; \( P = .001 \)), to have received a tobacco marketing promotion personally addressed to them (31.32% vs 28.22%; \( P = .03 \)), to have used that marketing promotion offer (11.86% vs 9.41%; \( P = .02 \)), and to have accessed a tobacco-sponsored website (22.37% vs 18.23%; \( P = .01 \)).

### Table 1. Smoking behavior and exposure to tobacco marketing among current and recent medical students (n=1659), Buenos Aires, Argentina, 2011.

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>20-25</td>
<td>503 (30.32)</td>
</tr>
<tr>
<td>26-27</td>
<td>618 (37.25)</td>
</tr>
<tr>
<td>28-30</td>
<td>538 (32.43)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>447 (26.94)</td>
</tr>
<tr>
<td>Female</td>
<td>1212 (73.06)</td>
</tr>
<tr>
<td><strong>Student status</strong></td>
<td></td>
</tr>
<tr>
<td>Currently enrolled student</td>
<td>924 (55.70)</td>
</tr>
<tr>
<td>Graduated as physician</td>
<td>723 (43.58)</td>
</tr>
<tr>
<td>Left medical school without degree</td>
<td>12 (0.72)</td>
</tr>
<tr>
<td><strong>Smoking status</strong></td>
<td></td>
</tr>
<tr>
<td>Never smoker</td>
<td>348 (20.98)</td>
</tr>
<tr>
<td>Former smoker</td>
<td>858 (51.72)</td>
</tr>
<tr>
<td>Current smoker</td>
<td>453 (27.31)</td>
</tr>
<tr>
<td><strong>Depressive symptoms</strong></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>870 (52.44)</td>
</tr>
<tr>
<td><strong>Internet outcomes</strong> (^a)</td>
<td></td>
</tr>
<tr>
<td>Has seen tobacco ad on Internet</td>
<td>446 (26.88)</td>
</tr>
<tr>
<td>Received tobacco promotion (^b)</td>
<td>482 (29.05)</td>
</tr>
<tr>
<td>Used tobacco promotion (^c)</td>
<td>167 (10.07)</td>
</tr>
<tr>
<td>Accessed tobacco brand website</td>
<td>321 (19.35)</td>
</tr>
</tbody>
</table>

\(^a\)“Do not remember” responses were categorized as “No”.

\(^b\)Have received a promotion or invitation from a tobacco brand addressed specifically to the respondent.

\(^c\)Have used a promotion or invitation from a tobacco brand addressed specifically to the respondent.

### Smoking Behavior and Use of Tobacco Brand Websites

Most of the participants reported having smoked at least once (79.02%, 1311/1659) with 27.31% (453/1659) being current smokers. Table 2 presents the characteristics of current smokers and of those participants who ever accessed a tobacco-sponsored website. Among current smokers, 71.3% (323/453) were women and 58.3% (264/453) were current medical students. Most smokers (73.1%; 331/453) reported their first cigarette more than 60 minutes after waking up and 75.3% (341/453) smoked 10 or fewer cigarettes per day. A majority of smokers (73.1%, 331/453) intended to quit within 6 months and 32.9% (149/453) reported smoking in the medical school buildings. Almost half of them reported having received a tobacco promotion or invitation personally addressed to them (49.5%; 224/453) and 21.4% (97/453) used such promotion at least once. Among current smokers, 40.4% (183/453) reported accessing a tobacco brand website.

Almost 20% (321/1659) of the participants reported having accessed a tobacco brand website at least once in their lifetime. Of this group, 68.9% (221/321) were women, 60.4% (194/321) were current medical students, and 57.0% (183/321) were current smokers. Having seen a tobacco ad on the Internet was reported by 44.9% (144/321) of these participants; 68.5% (220/321) received a personally addressed tobacco marketing
promotion or invitation while 39.9% (128/321) used one of the marketing promotions (Table 2). Almost all of them accessed these sites only when it was necessary for participating in a marketing promotion or using the promotion to obtain a gift (93.8%, 301/321). Most people logging on for marketing promotions reported entering once a month or less (58.9%, 189/321), while 25.5% (82/321) reported accessing the tobacco industry Internet sites once a week or more. Only 19 participants responded that they accessed the website for reasons other than marketing promotions. When the reason for going to the website was other than a marketing promotion, 73.7% (14/19) used the website once a month or less, while only 15.8% (3/19) used the sites once a week or more.

Table 2. Smoking behavior and use of tobacco brand websites among medical students and physicians (n=1659), Buenos Aires, Argentina, 2011.\(^{a}\)

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Current smoker, n (%)</th>
<th>Accessed tobacco brand website, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(n=453)</td>
<td>(n=321)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-25</td>
<td>127 (28.0)</td>
<td>89 (27.7)</td>
</tr>
<tr>
<td>26-27</td>
<td>175 (38.6)</td>
<td>113 (35.2)</td>
</tr>
<tr>
<td>28-30</td>
<td>151 (33.3)</td>
<td>119 (37.1)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>130 (28.7)</td>
<td>100 (31.2)</td>
</tr>
<tr>
<td>Female</td>
<td>323 (71.3)</td>
<td>221 (68.9)</td>
</tr>
<tr>
<td><strong>Student status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Currently enrolled student</td>
<td>264 (58.3)</td>
<td>194 (60.4)</td>
</tr>
<tr>
<td>Graduated as physician</td>
<td>184 (40.6)</td>
<td>123 (38.3)</td>
</tr>
<tr>
<td>Left medical school without degree</td>
<td>5 (1.1)</td>
<td>4 (1.3)</td>
</tr>
<tr>
<td><strong>Depressive symptoms</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>255 (56.3)</td>
<td>187 (58.3)</td>
</tr>
<tr>
<td><strong>Internet outcomes</strong>(^{b})</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has seen tobacco ad on Internet</td>
<td>121 (26.7)</td>
<td>144 (44.9)</td>
</tr>
<tr>
<td>Received tobacco marketing promotion(^{c})</td>
<td>224 (49.5)</td>
<td>220 (68.5)</td>
</tr>
<tr>
<td>Used tobacco marketing promotion(^{d})</td>
<td>97 (21.4)</td>
<td>128 (39.9)</td>
</tr>
</tbody>
</table>

\(^{a}\)Totals may not equal 100% due to rounding.

\(^{b}\)“Do not remember” responses were categorized as “No”.

\(^{c}\)Have received a marketing promotion from a tobacco brand addressed specifically to the respondent.

\(^{d}\)Have used a marketing promotion from a tobacco brand addressed specifically to the respondent.

**Multivariate Analysis**

Unadjusted and adjusted logistic regression models assessed the association of age, gender, smoking status, student status, positive depression screen, daily use of Internet, seen tobacco ad on Internet, received a tobacco marketing promotion addressed to the participant, and used a tobacco marketing promotion addressed to the participant with the outcome of accessing a tobacco industry website. In these models, missing data for specific variables reduced the sample size for each model by no more than 2.7% (final n=1615). In adjusted models, participants were more likely to have accessed a tobacco brand website at least once if they were former or current smokers (OR 2.45, 95% CI 1.42-4.22 and OR 8.12, 95% CI 4.66-14.16 respectively), or if they reported having seen a tobacco advertisement on the Internet (OR 2.44, 95% CI 1.77-3.37), received a tobacco marketing promotion personally addressed to them (OR 5.62, 95% CI 4.19-7.55), or used one of these marketing promotions (OR 14.05, 95% CI 9.21-21.43) (Table 3).

Using similar adjusted models but with current smoking as the outcome, respondents were less likely to be current smokers if they reported having seen a tobacco advertisement on the Internet (OR 0.59, 95% CI 0.45-0.79) and more likely to be a smoker if they received a tobacco marketing promotion personally addressed to them (OR 2.64, 95% CI 2.02-3.45) or if they used one of these marketing promotions (OR 1.93, 95% CI 1.31-2.85).
Table 3. Predictors of medical students and physicians accessing tobacco brand websites, Buenos Aires, Argentina, 2011.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Referent</th>
<th>Access a tobacco brand website OR, 95% CI</th>
<th>Unadjusted</th>
<th>Adjusted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>Continuous</td>
<td>1.07 (1.001-1.14) d</td>
<td>1.10 (1.004-1.20) d</td>
<td></td>
</tr>
<tr>
<td>Smoking status a</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current smoker</td>
<td></td>
<td>13.29 (7.97-22.18) ^f</td>
<td>8.12 (4.66-14.16) ^g</td>
<td></td>
</tr>
<tr>
<td>Former smoker</td>
<td>Never</td>
<td>2.97 (1.78-4.97) ^e</td>
<td>2.45 (1.42-4.22) ^f</td>
<td></td>
</tr>
<tr>
<td>Daily use of Internet a</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>No</td>
<td>1.43 (0.89-2.29)</td>
<td>1.14 (0.64-2.04)</td>
<td></td>
</tr>
<tr>
<td>Seen tobacco ad on Internet a</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>No</td>
<td>2.67 (2.07-3.45) ^e</td>
<td>2.44 (1.77-3.37) ^f</td>
<td></td>
</tr>
<tr>
<td>Received tobacco marketing promotion b</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>No</td>
<td>8.62 (6.57-11.31) ^c</td>
<td>5.62 (4.19-7.55) ^d</td>
<td></td>
</tr>
<tr>
<td>Used tobacco marketing promotion c</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>No</td>
<td>21.34 (14.46-31.50) ^c</td>
<td>14.05 (9.21-21.43) ^c</td>
<td></td>
</tr>
</tbody>
</table>

^a These models are adjusted for the following variables: age, gender, smoking status, student status, depression, daily use of Internet, seen tobacco ad on Internet, received a tobacco marketing promotion addressed to them, and use a tobacco promotion addressed to them.

^b This model is not adjusted for “used tobacco marketing promotion”.

^c This model is not adjusted for “received tobacco marketing promotion”.

^d P<.05

^e P<.001

Discussion

Principal Findings

This is, to our knowledge, the first study that reports on the access and use of websites sponsored by the tobacco industry by medical students and physicians. Although other studies have described tobacco industry marketing promotions on the Web, we did not identify any that asked about the amount of use of these sites in a defined population. In the study population, nearly 20% of the respondents reported having accessed a website sponsored by the tobacco industry at least once, with almost all of them accessing the sites only when it was necessary for using or participating in a marketing promotion. This indicates that online marketing promotions for free gifts or tickets to cultural events are an effective way of delivering tobacco advertising and reaching a young adult population—even medical students and recently graduated physicians. This study also found that participants who received a marketing promotion or an invitation personally addressed to them were more likely to be current smokers and to have accessed one of these websites, even when adjusting for other variables. Intriguingly, respondents who reported having seen a tobacco advertisement on the Internet were less likely to be current smokers. One possible explanation for this observation would be that people who do not smoke are more aware of tobacco advertising than those who do smoke and thus more likely to report seeing it on a survey.

The implications of these findings are that the tobacco industry identifies ways to market to their target population while voluntarily accepting “advertising bans” in print media, radio, and television. Tobacco industry marketing has been regulated over the past decades in most countries, driven in part by the WHO Framework Convention on Tobacco Control endorsing “a comprehensive ban on advertising, marketing promotion, and sponsorship” as a way to reduce tobacco consumption. In fact, implementing a complete advertising ban is one of the evidence-based policies included in modeling full implementation of tobacco control policies in Argentina [30]. However, the Internet remains mostly unregulated for tobacco advertising, marketing promotion, and sponsorship and thus undermines the purpose of those restraints. Our study suggests that tobacco industry online strategies let companies interact directly with consumers, allowing for active user participation, and avoid the advertisement bans being proposed and implemented.

Health professionals possess the greatest potential of any occupation to promote a reduction in tobacco use at the population level [31]. Physicians and other health professionals may contribute to tobacco control by acting as role models, by providing counseling and smoking cessation treatment, and by publically advocating for comprehensive tobacco control public policies [32]. Moreover, physician smoking status may affect their willingness to initiate cessation interventions in their patients and their effectiveness when providing counseling [12-14]. The results of this study indicate that the prevalence
of current smoking among medical students and physicians was lower than the one found in the 2005 medical student survey (27.3% vs 35.5%) [17]. This seems to be consistent with the trend toward lower smoking rates in Argentina’s general population, which has shown a reduction over four years based on the national risk factor surveys [2]. It also gets closer to the prevalence found in other South American countries [21]. However, although our sample denominator was large, it was not limited to third-year students only.

Limitations

Our study has several limitations to consider. First was the relatively low response rate of the sample denominator to conduct the survey. Although this collaboration rate is similar to other studies using Web-based surveys [20,33,34], generalizations based on these data need to be cautious. Unfortunately, we do not have information about the demographics of non-respondents in order to compare their characteristics with the participants who actually completed the survey. However, the study population was mostly women and this reflects the composition of the UBA medical school where women account for two-thirds of the student body [22]. The proportion by age groups is also what would be expected based on UBA enrollment. Another limitation is the fact that we did not ask how many times a person accessed one of these websites (only once or more) and when they actually accessed the sites. Thus, we cannot be certain that the students were current smokers at the time of website access. Finally, use of cross-sectional data prevents establishing any causal inference or temporal relationships from our results.

Conclusions

Despite these limitations, our study suggests that tobacco industry websites do reach young adult medical students and physicians in a middle-income country with their marketing promotions. This strategy may be essential in maintaining current smoking status in this group and young adults in general. Internet advertisement may also give the tobacco industry an opportunity to improve their public image while undermining the dissemination of accurate public health information. In June 2011, Argentina’s Congress approved a law that regulates tobacco products [35]. The text of the law bans publicity, marketing promotions, and sponsorship of any tobacco product, direct or indirect, through any media. Although the law has now been implemented by the Executive Branch, our study indicates the need for further research to analyze the impact of this law on tobacco-sponsored websites and social media communication.
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Abstract

Background: In recent years, cyberspace has informally reported a phenomenon named the 1% rule, or 90-9-1 principle, which seeks to explain participatory patterns and network effects within Internet communities. The rule states that 90% of actors observe and do not participate, 9% contribute sparingly, and 1% of actors create the vast majority of new content. This 90%, 9%, and 1% are also known as Lurkers, Contributors, and Superusers, respectively. To date, very little empirical research has been conducted to verify the 1% rule.

Objective: The 1% rule is widely accepted in digital marketing. Our goal was to determine if the 1% rule applies to moderated Digital Health Social Networks (DHSNs) designed to facilitate behavior change.

Methods: To help gain insight into participatory patterns, descriptive data were extracted from four long-standing DHSNs: the AlcoholHelpCenter, DepressionCenter, PanicCenter, and StopSmokingCenter sites.

Results: During the study period, 63,990 actors created 578,349 posts. Less than 25% of actors made one or more posts. The applicability of the 1% rule was confirmed as Lurkers, Contributors, and Superusers accounted for a weighted average of 1.3% (n=4668), 24.0% (n=88,732), and 74.7% (n=276,034) of content.

Conclusions: The 1% rule was consistent across the four DHSNs. As social network sustainability requires fresh content and timely interactions, these results are important for organizations actively promoting and managing Internet communities. Superusers generate the vast majority of traffic and create value, so their recruitment and retention is imperative for long-term success. Although Lurkers may benefit from observing interactions between Superusers and Contributors, they generate limited or no network value. The results of this study indicate that DHSNs may be optimized to produce network effects, positive externalities, and bandwagon effects. Further research in the development and expansion of DHSNs is required.

(J Med Internet Res 2014;16(2):e33) doi:10.2196/jmir.2966
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social networks; Superusers; eHealth; 1% rule; Pareto Principal; 90-9-1 principle; moderated support

Introduction

Background

Research examining digital health social networks (DHSNs) and their feasibility to improve health began in the mid-1980s [1,2]. As these networks became increasingly available, studies focused on relationships between network size, structure, program sustainability [3-5], and motivations of participants [6].

Terminology also developed to define common roles and behavior. For example, members of social networking sites (SNS) are now commonly referred to as actors [7]. Lurking (or passively reading social network conversations without actively participating) is the most common behavior [8]. Conversely,
common to SNS are actors who frequently generate content and facilitate discussions [9-12]. In practice, these actors are often referred to as Superusers [13]. The impact or value that Lurkers, Superusers, or other actors have within DHSNs has not been empirically examined.

**Network Effects and Positive Network Externalities**

To frame their value, it may be beneficial to view Lurkers, Contributors, and Superusers and other actors through the lens of sociology, political science, economics, and finance where there is a rich history of examining network effects. A network effect occurs when an individual's use of a good or service influences its perceived value [14,15].

An example of a network effect can be seen in the popularity and growth of the fax machine. When few organizations had fax machines, the value of having a fax machine was low. However, as more organizations purchased fax machines and quickly and efficiently communicated with other departments or organizations, the network of fax machines grew and so did the value of owning one. Over time, having a fax machine in the workplace became essential. This is also known as the bandwagon effect, where the demand for a good increases because others are consuming it [16].

In the above example, the addition of each fax machine created a positive externality [17]. Positive externalities contribute to growth and popularity of a product or good, and social science research is now beginning to investigate this phenomenon within SNS [18].

Introducing the concept of network effects and positive externalities can help explain the importance of recruiting, retaining, and managing different types of actors to help grow DHSNs. If growing a DHSN increases program efficacy, it is important to understand the mechanisms behind content generation and how to increase network effects.

**The 1% Rule (90-9-1 Principle)**

Mirroring the well-established Pareto Principle, also known as the 80-20 rule [19], cyberculture and digital marketing have informally adopted a phenomenon named the 1% rule, or 90-9-1 principle [20,21]. Following the principals of a power law, the Pareto Principle is a natural observation illustrating that roughly 80% of effects come from 20% of causes [22]. Similarly, the 90-9-1 principle states that 90% of SNS actors observe and do not participate, 9% contribute sparingly, and 1% create the vast majority of new content. This 90%, 9%, and 1% are also known as Lurkers, Contributors, and Superusers. To date very little empirical research has been conducted to verify the 1% rule.

The purpose of this study was to examine if the 1% rule applied to moderated DHSNs designed to facilitate behavior change. Paid employees who were trained in social cognitive theory [23], motivational interviewing [24], the stages of change [25], and cognitive behavioral therapy (CBT) [26] actively moderated the four DHSNs in this study. Moderator roles focused on facilitating discussions, encouraging problem solving among members, administering compliance with privacy protection rules, protecting the community from spam, and ensuring that all discussions focused on adherence to behavior-change principles.

Furthermore, if DHSNs are efficacious, is it possible to create network effects to increase wellness on a population level? If size of the network matters, how are positive externalities created? More importantly, how do different actors interact and is it possible to create bandwagon effects?

**Methods**

**Settings and Program Descriptions**

To verify the 1% rule, this observational study analyzed descriptive data from four eHealth interventions that contain large social networks. The four Internet interventions are AlcoholHelpCenter (problem drinking) [27], DepressionCenter (depression) [28], PanicCenter (panic) [29], and StopSmokingCenter (smoking cessation) [30].

All four DHSNs are online, free to participants, do not offer advertising, do not promote any products, and are a part of Evolution Health Systems Inc’s (EHS) social business model. EHS is a private, research-based organization that builds evidence-based digital programs designed to increase medication and treatment adherence. The four DHSNs analyzed in this study were originally built by EHS for research purposes.

During the study period, moderators consistently monitored each DHSN, reviewed all 578,349 DHSN posts, and checked for their accuracy and consistency. Posts that did not specifically address behavior change or comply with program rules were removed.

Full descriptions of each intervention appear elsewhere [31-34]. The oldest of the four DHSNs was nearly 11 years in operation at time of this study, and functionality of each DHSN has been enhanced over time. For explanatory purposes, Table 1 outlines the main features of each program.

Retrospective data were extracted from each program’s structured query language (SQL) database. Descriptive statistics were analyzed in SPSS version 19 for Mac.

All data collection procedures adhered to international privacy guidelines [35-37] and were in accordance with the Helsinki Declaration of 1975, as revised in 2008 [38]. The study was consistent with the University Research Ethics Committee procedures at Henley Business School, University of Reading, and was exempt from full review.
Table 1. Program features and functionality.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Problem drinking</th>
<th>Depression</th>
<th>Panic disorder</th>
<th>Smoking cessation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moderated social network</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Tailored behavior-change program</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Brief intervention/screener</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Blogs</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Private messaging among members</td>
<td>–</td>
<td>✓</td>
<td>–</td>
<td>✓</td>
</tr>
<tr>
<td>Video testimonials</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Public profile</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Symptom diary/tracker</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Gamification (techniques to increase usability leveraging desire for achievement, rewards, and competition)</td>
<td>–</td>
<td>✓</td>
<td>–</td>
<td>✓</td>
</tr>
</tbody>
</table>

Registrants and Study Duration

The four DHSNs had varying numbers of members and life spans (see Table 2). Periods of analysis ranged from 4.0 years (problem drinking) to 10.9 years (smoking cessation).

The dataset was purged of moderator accounts to ensure that all content originated only from registered members. Only registered members could actively contribute to discussions; however, registration was not required to read or review all existing or newly generated content.

Table 2. Subjects and study duration.

<table>
<thead>
<tr>
<th></th>
<th>Problem drinking</th>
<th>Depression</th>
<th>Panic disorder</th>
<th>Smoking cessation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date of first post</td>
<td>July 25, 2008</td>
<td>April 5, 2003</td>
<td>January 7, 2002</td>
<td>September 17, 2001</td>
</tr>
<tr>
<td>Date of last post</td>
<td>August 7, 2012</td>
<td>August 5, 2012</td>
<td>August 7, 2012</td>
<td>August 7, 2012</td>
</tr>
<tr>
<td>Number of days</td>
<td>1474</td>
<td>3411</td>
<td>3866</td>
<td>3978</td>
</tr>
<tr>
<td>Years</td>
<td>4.0</td>
<td>9.3</td>
<td>10.6</td>
<td>10.9</td>
</tr>
<tr>
<td>Registrants, n</td>
<td>2597</td>
<td>5151</td>
<td>11,372</td>
<td>44,870</td>
</tr>
</tbody>
</table>

Results

Summary

Descriptive statistics revealed that less than 25% of actors in each DHSN authored one or more posts (see Table 3).

Post frequencies in each of the four DHSNs were divided into the top 1% (Superusers), the next 9% (Contributors), and the remaining 90% (Lurkers) of actors. Each DHSN revealed similar patterns, with Superusers generating 59.0%-75.0%, Contributors authoring 23.8%-37.4%, and Lurkers only creating 1.1%-7.8% of all posts (see Figure 1 and Table 4).

Table 3. Number and percentage of actors making one or more posts.

<table>
<thead>
<tr>
<th></th>
<th>Problem drinking</th>
<th>Depression</th>
<th>Panic disorder</th>
<th>Smoking cessation</th>
<th>Total</th>
<th>Mean</th>
<th>Weighted mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total actors</td>
<td>2597</td>
<td>5151</td>
<td>11,372</td>
<td>44,870</td>
<td>63,990</td>
<td>15,998</td>
<td>31,934</td>
</tr>
<tr>
<td>Actors who made at least one post, n (%)</td>
<td>449 (17.3)</td>
<td>1230 (23.9)</td>
<td>2767 (23.9)</td>
<td>7963 (17.7)</td>
<td>12409</td>
<td>3102 (19.4)</td>
<td>6193 (19.4)</td>
</tr>
</tbody>
</table>

http://www.jmir.org/2014/2/e33/
Table 4. Analysis of the 1% rule.

<table>
<thead>
<tr>
<th></th>
<th>Problem drinking</th>
<th>Depression</th>
<th>Panic disorder</th>
<th>Smoking cessation</th>
<th>Total</th>
<th>Mean</th>
<th>Weighted mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total population (n)</td>
<td>2597</td>
<td>5151</td>
<td>11,372</td>
<td>44,870</td>
<td>63,990</td>
<td>15,998</td>
<td>40,875</td>
</tr>
<tr>
<td>Total social network posts</td>
<td>7148</td>
<td>12,583</td>
<td>45,032</td>
<td>513,586</td>
<td>578,349</td>
<td>144,587</td>
<td>369,434</td>
</tr>
<tr>
<td>1% of population (Superusers)</td>
<td>26</td>
<td>52</td>
<td>114</td>
<td>449</td>
<td>641</td>
<td>160</td>
<td>415</td>
</tr>
<tr>
<td>Total posts by Superusers</td>
<td>4219</td>
<td>7,432</td>
<td>28,403</td>
<td>385,361</td>
<td>425,415</td>
<td>106,354</td>
<td>276,034</td>
</tr>
<tr>
<td>Percentage of posts by Superusers, %</td>
<td>59.0</td>
<td>59.1</td>
<td>63.1</td>
<td>75.0</td>
<td>73.6</td>
<td>73.6</td>
<td>74.7</td>
</tr>
<tr>
<td>9% of population (Contributors)</td>
<td>234</td>
<td>464</td>
<td>1023</td>
<td>4038</td>
<td>5759</td>
<td>2880</td>
<td>3572</td>
</tr>
<tr>
<td>Total posts by Contributors</td>
<td>2674</td>
<td>4,170</td>
<td>13,814</td>
<td>122,408</td>
<td>143,066</td>
<td>35,767</td>
<td>88,732</td>
</tr>
<tr>
<td>Percentage of posts by Contributors, %</td>
<td>37.4</td>
<td>33.1</td>
<td>30.7</td>
<td>23.8</td>
<td>24.7</td>
<td>24.7</td>
<td>24.0</td>
</tr>
<tr>
<td>90% of population (Lurkers)</td>
<td>2337</td>
<td>4636</td>
<td>10,235</td>
<td>40,383</td>
<td>57,590</td>
<td>14,398</td>
<td>27,246</td>
</tr>
<tr>
<td>Total posts by Lurkers</td>
<td>255</td>
<td>981</td>
<td>2815</td>
<td>5817</td>
<td>9868</td>
<td>2467</td>
<td>4668</td>
</tr>
<tr>
<td>Percentage of posts by Lurkers, %</td>
<td>3.6</td>
<td>7.8</td>
<td>6.3</td>
<td>1.1</td>
<td>1.7</td>
<td>1.7</td>
<td>1.3</td>
</tr>
</tbody>
</table>

Figure 1. Network content according to the 1% rule.

The 1% (Superusers)
On average, the top 1% (n=160) of Superusers created 73.6% (n=106,354) of posts. On an individual program level, the top 1% varied in their overall contributions, but in all cases accounted for the majority of activity, with a weighted average of posts being 74.7% (n=276,034).
The Next 9% (Contributors)
The second highest group of contributors, or the next 9% of the population, accounted for an average of 24.7% (n=35,767), with a weighted average of 24.0% (n=88,732) of posts.

The Remaining 90% (Lurkers)
The remaining 90% of the population accounted for an average of 1.7% (n=2467) of posts, with a weighted average of 1.3% (4668) of posts.

Cumulative Participation
Cumulatively, Lurkers accounted for the vast majority of the population in the four DHSNs (n=57,590); however, this population created only 1.7% (n=9868) posts. Conversely, Superusers accounted for a small amount of actors (n=641) but created 73.6% (n=425,415) posts (see Figure 2).

Based on the overwhelming creation of content from a small number of Superusers and underwhelming amount of number of posts from a large number of lurkers, cyberculture’s 1% rule applies to the creation of positive network externalities in the four DHSNs analyzed in this study.

Discussion
Principal Findings
Superusers accounted for a weighted average of 74.7% of content and generated the vast majority of posts within the four DHSNs. These findings match criteria of the 1% rule and may be comparable to the Pareto Principle.

Conversely, Lurkers generated limited or no network value. Although Lurkers may benefit from observing interactions between Superusers and Contributors, they do not generate network effects nor do they contribute to the network growth.

In regards to Superuser participation, motivations and posting patterns in the DHSNs have been previously examined. A 2008 analysis of the problem drinking DHSN found that common themes included introductions, greetings, general supportive statements, suggested strategies, success stories, and discussion of difficulties [9]. In addition, this study found that the amount of discussions varied over time and clustered around nodes consisting of one or more Superusers. A 2010 publication on the smoking cessation DHSN found that the majority of first posts were from recent quitters who were struggling with their quit attempts. Responses were rapid and from seasoned quitters, indicating that the social network may be particularly beneficial for peer support to help relapse prevention [11].

Content analysis has also been conducted on the four DHSNs. A 2009 academic presentation found that a high proportion of first posts in the panic disorder DHSN resembled “panic stories”, suggesting that the network may act as an expressive writing forum [39]. A 2010 academic presentation on the same community found that the support group was used more often by those reporting greater intensity of panic symptoms, absenteeism from work, and that Lurkers completed a greater number of the program’s CBT treatment sessions compared to Contributors and Superusers [40]. A recent University of Toronto PhD dissertation found that depression DHSN users generally sought informational support, various types of emotional support, coaching support, and social companionship [41]. Future research should focus on possible differences between post frequencies and content themes that may be prevalent in different indications, disease states, or actor types.

Based on the observations in this study, health care organizations should focus efforts on recruiting and retaining Superusers. Superusers may have a wide range of options to focus their participation, whether on health-related social networks or those of general interest. Moreover, they may exhibit different patterns of network behavior in different communities [42]. The motivations, needs, and participatory patterns of Lurkers and Contributors should also be examined. Future research should focus on the demographic and psychographic characteristics of these three actor-types.

It is also important to consider that the actions of some Superusers may result in negative network externalities. This type of behavior may result in negative network effects and...
decrease the size of the network. Conversely, Superusers may generate positive network effects in digital resources that are negatively oriented towards health, promoting illness, or disease [43].

An increasing number of health care organizations are making digital health care tools available to their patients, policyholders, or consumers, and many of them contain social networks. While some DHSNs flourish, many suffer from little or no traffic [44]. Strategies increasing Superuser and Contributor participation can increase the effectiveness of these programs.

A successful DHSN requires active managers who not only guide discussions but also facilitate growth [45]. The findings from this paper indicated that managers of DHSNs should identify Superusers early, encourage their participation, and target their recruitment though offline initiatives. Managers should not expend resources on promoting engagement with Lurkers.

**Strengths and Limitations**

A strength of this study is that the four DHSNs have never been promoted or advertised as they are not commercial entities. Participants in the four programs in this study could find the DHSNs only through extensive search efforts, links from other websites, or word-of-mouth. Profit-driven commercial entities focus considerable efforts and budgets on recruitment and promotion (free trials, banner advertising, celebrity endorsement, offline promotion, and other incentives) and most likely attract much larger populations with different motivations [46]. As a result of non-promotion, the four DHSNs in this study may have attracted only naturalistic, self-seeking health populations.

However, lack of advertising or promotion may also be a limitation. The naturalistic self-seeking population of actors within these networks may not be representative of populations that are typically reached from well-promoted programs. Many organizations or trials have promotional or recruitment budgets, thus casting a wider net and attracting a variety of health populations.

Especially in a climate of limited budgets and funding, the influence of promotion or non-promotion should encourage organizations with DHSNs to carefully consider the role of advertising and recruitment, and if those efforts should be strategically targeted.

Finally, only data from registered users were examined. Any visitor could browse the DHSNs without registering, but it is not possible to reliably examine this data nor combine it with the behavior of registered users.

**Conclusions**

The 1% rule was consistent across the four DHSNs. However, as individuals can lurk without registering, the 1% (Superusers) may represent an even smaller population. As social network sustainability requires fresh content and timely interactions, these results are important for organizations actively promoting and managing DHSNs.

Superusers generate the vast majority of traffic and create value, so their recruitment and retention is imperative for long-term success. Although Lurkers may benefit from observing interactions between Superusers and Contributors, they generate limited or no network value.

The results of this study indicate that DHSNs have the potential to be optimized to produce network effects, positive externalities, and bandwagon effects. Further research in the development, expansion, and management policies of DHSNs is required.
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Abstract

Background: Due to mixed findings in research on the effect of online peer-to-peer support on psychological well-being, there is a need for studies explaining why and when online support communities are beneficial for cancer patients.

Objective: Previous studies have typically not taken into account individual coping differences, despite the fact that patients have different strategies to cope with cancer-related emotions. In the current study, it was predicted that the effects of online support group participation would partly depend on patients’ ability to cope with thoughts and emotions regarding the illness.

Methods: For this study, 184 Dutch breast cancer patients filled out a questionnaire assessing activity within a peer-led online support community, coping with emotions and thoughts regarding the illness (cognitive avoidance, emotional processing, and expression) and psychological well-being (depression, breast cancer-related concerns, and emotional well-being). Of these, 163 patients were visiting an online peer-led support community.

Results: Results showed interactions of the intensity of support group participation and coping style on psychological well-being. Specifically, we found an interaction of online activity and emotional expression on depression (beta=−.17, P=.030), a marginally significant interaction of online activity and emotional expression on emotional well-being (beta=.14, P=.089), and an interaction of online activity and cognitive avoidance on breast cancer–related concerns (beta=.15, P=.027). For patients who actively dealt with their emotions and thoughts, active online support group participation was positively related to psychological well-being. For patients high on avoidance of illness-related thoughts or low on emotional expression, active participation was negatively related to measures of well-being.

Conclusions: The current study revealed the role of individual differences in coping in online support group participation. Results suggest that breast cancer patients’ ability to cope with emotions and thoughts regarding the illness influence the relationship between online support group participation and psychological well-being.

(J Med Internet Res 2014;16(2):e28) doi:10.2196/jmir.2831
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Introduction

As in other countries, the number of newly diagnosed breast cancer patients in the Netherlands has increased in recent years (up 18% between 2000 and 2010; 13,357 new patients in 2010) and is expected to rise because of the extended life span of the population, the early detection of breast cancer, and the increasing effectiveness of treatment [1]. A greater number of patients are turning to the Internet for support and for information about health-related issues [2,3]. Research has
shown that breast cancer patients are among the most active seekers of online social support compared to other patient groups [4]. Several studies have set out to reveal the effects of online peer support on psychological well-being, showing mixed findings [5-7]. For example, some studies revealed positive outcomes, such as decreased depression, reactions to pain, cancer-related trauma, and distress [8-10]. Other studies found no increase in well-being [11,12] or reported negative associations or effects [13,14]. These mixed findings may stem from the fact that most outcome studies assess online support interventions set up by professionals. These interventions often include other therapeutic elements besides peer support, which makes it hard to disentangle the effects of solely the online peer support [6]. Studies testing the effects of peer-led online support communities are underrepresented in the literature, even though these communities are common and easily accessible online. One reason might be that testing the effects of participating in peer-led communities is complicated due to its uncontrolled setting. Therefore, studies examining these peer-led groups are largely qualitative or descriptive in nature and suggest the presence of empowering processes, such as emotional and informational support, emotional expression, advice, recognition, understanding, and insight [15-19]. However, follow-up research is needed to assess the relationship between these therapeutic processes and health outcomes. Therefore, the first goal of our research was to provide a quantitative test of the relationship between participation and well-being in peer-led support groups.

Another reason for mixed findings in outcome studies is the individual differences between patients. Although descriptive studies suggest therapeutic processes at work within online support communities, these processes may not apply equally to all patients. Some patients only read stories from others, while others share experiences, thoughts, emotions, ask questions, or support others [20]. Although patients have the opportunity to disclose their feelings and read about the experiences and emotions of others online, not every patient approaches emotions equally. Previous descriptive studies show a large variety in content of online messages, from emotional experiences to illness or unrelated chitchat [21,22]. Furthermore, studies using a word counting program have shown that there are variations in individual writing styles and that these variations are related to health outcomes. For example, greater expression of negative emotions, cognitive processing, and lower expression of health-related concerns was positively associated with quality of life variables [11], and words suggestive of learning or understanding improved emotional well-being, functional well-being, health self-efficacy, and reduced negative mood [23]. Thus far, individual differences in how patients cope with thoughts and emotions have not been connected to potential effects of support group participation. A second goal of the present study therefore was to examine the relationship between peer-led support group participation, individual differences in coping behavior, and measures of well-being.

The intensity of support group use and how patients disclose thoughts and emotions depend to a large extent on individual coping styles. From offline studies, we know that some breast cancer patients approach the illness actively by processing and expressing their emotions [24], while others try to avoid all thoughts and emotions related to the illness [25]. The tendency to approach thoughts and emotions can be categorized on three levels of emotional engagement: (1) cognitive avoidance: the patient tries to avoid all thoughts and emotions related to the illness [26], (2) emotional processing: the attempt to acknowledge and understand feelings, but not necessarily the expression of emotions [24,27], and (3) emotional expression: individuals not only acknowledge their emotions but also allow themselves to express them [24]. Several studies have shown that the use of a cognitive avoidance coping style is negatively related to adjustment to cancer [28], health status [29], and is positively related to higher distress levels [25,30]. In contrast, actively dealing with thoughts and emotions regarding breast cancer showed a positive relationship with psychological and physical well-being, such as decreased depressive symptoms, distress, increased vigor, improved perceived health status, and fewer medical appointments [24,31-33]. Therefore, consistent with the coping literature, we expect that patients who score relatively high on avoidance coping will report a lower sense of well-being than patients who show less avoidant behavior. In contrast, patients who actively approach their emotions are expected to report a better sense of well-being than patients who approach emotions less actively.

Although one would expect that patients participating in an online support community are willing to confront illness-related information and therefore cope with their emotions and thoughts quite actively, a certain degree of online avoidance, processing, and expression might influence patients’ well-being. Based on previous findings, it seems plausible to assume that active online support group participation may positively affect well-being in particular for patients who score low on cognitive avoidance and high on emotional processing and expression coping, because these patients are likely to benefit most from interactions with peers. Therefore, we suggest that coping styles are not only directly related to psychological well-being, but they also moderate the relationship between online support group participation and psychological well-being.

Due to the lack of studies on peer-led online support groups, we conducted a study on Dutch online communities set up by patients and former patients. Because previous mixed findings in research might partly have been caused by individual differences, this is the first attempt to include patients’ coping style regarding illness-related thoughts and emotions. Although psychological research has extensively shown the relationship between coping styles and health outcomes [25,27-33], to our knowledge no study has assessed this relationship in the context of online peer support. We conducted our online study among Dutch breast cancer patients to measure the intensity of their online support group participation, coping style, cognitive avoidance, emotional processing, and emotional expression, as well as three measures of well-being generally associated with breast cancer diagnosis: emotional well-being, depression, and breast cancer-related concerns [34-36]. We also included additional factors in our analyses often associated with the psychological well-being of breast cancer patients, such as social support from family and friends [37,38], illness stage, and professional psychological help received. We hypothesized that
active online support group participation would be positively related to emotional well-being and negatively related to depression and breast cancer-related concerns in particular for patients who scored low on cognitive avoidance and high on emotional processing and expression.

**Methods**

**Participants and Procedure**

We used Google to identify all online support communities for breast cancer patients in the Netherlands. Criteria for inclusion were that (1) the website was in the Dutch language, (2) the support group (sometimes part of a more extensive website) was designed as a peer-led message board available 24/7, and (3) the discussion board was still active (the last month’s new messages had been posted). With approval of the website owners, a request to participate in an online survey about breast cancer patients’ Internet use was posted on seven support websites (June 2011). This survey was part of a more extensive research project on online peer support among Dutch breast cancer patients. The research was carried out in accordance with the American Psychological Association’s ethics guidelines [39] and complies with European Union legislation [40] and Dutch legislation [41] on data protection.

The introduction page (ie, the first page of the survey) included the length and purpose of the survey, ensured anonymity, and contact information of the investigator (in case participants had any questions). The first page of the survey was viewed 311 times, and 184 Dutch breast cancer patients filled out the questionnaire (182 females and 2 males). Response rates are unknown because we had no access to page views of the participating websites. The online survey tool tracked IP (Internet protocol) addresses to prevent users from re-taking the survey. Responses to questions were obligatory, but participants were provided with an “I don’t know” or “not applicable” option.

Since males were underrepresented, we decided to exclude them from data analysis. Another 7 participants were excluded, due to extreme responses on one of the dependent variables (SD>3). Therefore, 175 participants were included in data analysis. Table 1 shows the demographics and patient characteristics of the study sample. Table 2 shows the average use of the peer support message board.
Table 1. Demographics and health characteristics (N=175).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>48.09 (9.04)</td>
<td></td>
</tr>
<tr>
<td>Minimum</td>
<td>23</td>
<td></td>
</tr>
<tr>
<td>Maximum</td>
<td>71</td>
<td></td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Elementary school</td>
<td>5</td>
<td>2.9</td>
</tr>
<tr>
<td><strong>Secondary education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>29</td>
<td>16.6</td>
</tr>
<tr>
<td>Middle</td>
<td>15</td>
<td>8.6</td>
</tr>
<tr>
<td>High</td>
<td>2</td>
<td>1.1</td>
</tr>
<tr>
<td><strong>Tertiary education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low&lt;sup&gt;b&lt;/sup&gt;</td>
<td>10</td>
<td>5.7</td>
</tr>
<tr>
<td>Middle</td>
<td>47</td>
<td>26.9</td>
</tr>
<tr>
<td>High</td>
<td>55</td>
<td>31.4</td>
</tr>
<tr>
<td>Scientific degree</td>
<td>12</td>
<td>6.9</td>
</tr>
<tr>
<td><strong>Working status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not working</td>
<td>90</td>
<td>51.4</td>
</tr>
<tr>
<td>Working</td>
<td>85</td>
<td>48.6</td>
</tr>
<tr>
<td><strong>Illness stage</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No cancer cells at the moment</td>
<td>27</td>
<td>15.4</td>
</tr>
<tr>
<td>Stage I (tumor smaller than 2 cm, no metastases to the lymph nodes)</td>
<td>41</td>
<td>23.4</td>
</tr>
<tr>
<td>Stage II (metastases to the lymph nodes in the armpit, or a tumor larger than 2 cm with no metastases)</td>
<td>42</td>
<td>24.0</td>
</tr>
<tr>
<td>Stage III (metastases to multiple lymph nodes or other lymph nodes)</td>
<td>25</td>
<td>14.3</td>
</tr>
<tr>
<td>Stage IV (metastases to other body parts)</td>
<td>16</td>
<td>9.1</td>
</tr>
<tr>
<td>Unknown</td>
<td>24</td>
<td>13.7</td>
</tr>
<tr>
<td><strong>Psychological help during period of illness</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>69</td>
<td>39.4</td>
</tr>
<tr>
<td>No</td>
<td>106</td>
<td>60.6</td>
</tr>
</tbody>
</table>

<sup>a</sup>Levels within the Dutch education system: education is divided over three schools for different age groups, which are divided in streams for different educational levels.

<sup>b</sup>Dutch educational structure "LBO/LTS" existed until 1992.
Table 2. Use of the online support community (N=175).

<table>
<thead>
<tr>
<th>Frequency of use</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not visiting an online BC support message board</td>
<td>12</td>
<td>6.9</td>
</tr>
<tr>
<td>Frequency of visits (n=163)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1 per month</td>
<td>19</td>
<td>11.7</td>
</tr>
<tr>
<td>Approximately once a month</td>
<td>12</td>
<td>7.4</td>
</tr>
<tr>
<td>Multiple times per month</td>
<td>12</td>
<td>7.4</td>
</tr>
<tr>
<td>Approximately once a week</td>
<td>17</td>
<td>10.4</td>
</tr>
<tr>
<td>Multiple times per week</td>
<td>22</td>
<td>13.5</td>
</tr>
<tr>
<td>Approximately once a day</td>
<td>44</td>
<td>27.0</td>
</tr>
<tr>
<td>Multiple times per day</td>
<td>37</td>
<td>22.7</td>
</tr>
<tr>
<td>Frequency of posts the last 4 weeks (n=163)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>61</td>
<td>37.4</td>
</tr>
<tr>
<td>≤1 per week</td>
<td>39</td>
<td>23.9</td>
</tr>
<tr>
<td>Multiple posts per week, but not every day</td>
<td>45</td>
<td>27.6</td>
</tr>
<tr>
<td>Every day one post or more</td>
<td>18</td>
<td>11.0</td>
</tr>
<tr>
<td>Forum contribution (n=163)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I only read posts from others</td>
<td>36</td>
<td>22.1</td>
</tr>
<tr>
<td>I reacted on post(s) of someone else</td>
<td>28</td>
<td>17.1</td>
</tr>
<tr>
<td>I started a new topic or asked a question</td>
<td>18</td>
<td>11.0</td>
</tr>
<tr>
<td>I both started a new topic or asked a question AND I reacted on post(s) of another</td>
<td>81</td>
<td>49.7</td>
</tr>
<tr>
<td>Average length of visits (n=163)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;10 minutes</td>
<td>61</td>
<td>37.4</td>
</tr>
<tr>
<td>10-30 minutes</td>
<td>71</td>
<td>43.6</td>
</tr>
<tr>
<td>30 minutes to 1 hour</td>
<td>22</td>
<td>13.5</td>
</tr>
<tr>
<td>&gt;1 hour</td>
<td>9</td>
<td>5.5</td>
</tr>
</tbody>
</table>

Measurements

**Online Support Group Participation**

The intensity of online support group participation was assessed by four different questions regarding frequency of visits, average length of visits, contribution, and frequency of posts in the last 4 weeks (cf [42]). Frequency of visits was assessed on a 7-point scale; the other items were assessed on a 4-point scale (Table 2). To merge these different scales into one index, all items were transformed into Z scores (Cronbach alpha=.77).

**Emotional Coping**

The Dutch mini-MAC [24] was used to assess cognitive avoidance (4 items, eg, “I try not to think about my illness”). Participants rated on a 4-point scale if the statements applied to them. Ratings were summed and averaged across items. Higher scores indicated that the coping style of cognitive avoidance applied to them. The scale was internally consistent (Cronbach alpha=.82).

The Emotional Approach Coping scale [22] was used to measure emotional processing and emotional expression. Four items measured emotional expression (eg, “I take the time to express my emotions”; Cronbach alpha=.86). Another four items measured emotional processing (eg, “I realize that my feelings are justified and important”; Cronbach alpha=.69). Participants rated on a 4-point scale if the statements applied to them. Ratings were summed and averaged across items. The variables indicating the intensity of support group participation and coping styles were unrelated.

**Psychological Well-Being**

Three different scales measured psychological well-being. First we measured depression using the Center for Epidemiological Studies Depression Scale (CES-D10) [43]. The scale consisted of 10 items (eg, “I felt that everything I did took me quite a lot of effort”). Participants rated on a 4-point scale if the statements applied to them the last week, from “less than one day” to “5 to 7 days”. Ratings were summed and averaged across items. Higher scores indicated more depression-related thoughts. The scale was internally consistent: Cronbach alpha=.72. Additionally, we measured breast cancer-related concerns [44] with 28 items (eg, “Are you concerned that your friends will avoid you?”; Cronbach alpha=.89). Participants answered these questions on a 5-point scale, ranging from “Not at all” to “Totally”. Higher scores indicated more concerns regarding the...
illness. Emotional well-being was measured according to 6 items from the Functional Assessment of Chronic Illness Therapy questionnaire (FACIT-B) [45] (Cronbach alpha=.81). An item example is “I feel sad”. Respondents rated on a 5-point scale if the statements applied to them, ranging from “Not at all” to “Totally”. Higher scores indicated a better sense of emotional well-being.

**Control Variables**

Last, we measured participants’ age, education level, current working status (ie, if they were currently working), illness stage (the standard four phases in breast cancer [46]), psychological help (ie, if they received psychological help from a professional), and offline social support (based on the six “Social well-being” items from the FACIT-B [45]). Items referring to support from friends were adjusted into items that clearly referred to their offline friends, not online peers. Respondents rated on a 5-point scale if the statements applied to them, ranging from “Not at all” to “Totally” (Cronbach alpha=.94).

**Results**

**Correlations**

Tables 3 and 4 show the correlations between all variables. Cognitive avoidance coping was associated with all three psychological well-being variables: positively with depression and breast cancer–related concerns and negatively with emotional well-being. Emotional processing was not related to psychological well-being. Emotional expression was negatively related to depression. No direct associations between support group participation and one of the psychological well-being variables were found.

We tested the hypothesized relationship between online support group participation, coping styles, and psychological well-being with regression analyses. All independent variables were standardized into Z scores to meet the requirements to perform regression analyses and to compute interaction terms. In addition, every model included the covariates that were significantly correlated to the dependent variable (ie, depression, emotional well-being, breast cancer-related concerns). We examined interactions for participants with relative low scores (1 SD below the mean of the standardized score) and for participants with relative high scores (1 SD above the mean of the standardized score) on the continuous indices measuring intensity of online participation and coping styles (see [47] for this regression analysis).

<table>
<thead>
<tr>
<th>Variables</th>
<th>n</th>
<th>M</th>
<th>SD</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Support group participation&lt;sup&gt;a&lt;/sup&gt;</td>
<td>163</td>
<td>–0.01</td>
<td>0.78</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Cognitive avoidance</td>
<td>175</td>
<td>1.95</td>
<td>0.60</td>
<td>.03</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Emotional processing</td>
<td>174</td>
<td>2.86</td>
<td>0.50</td>
<td>.01</td>
<td>–10</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Emotional expression</td>
<td>174</td>
<td>2.79</td>
<td>0.54</td>
<td>.07</td>
<td>–16&lt;sup&gt;d&lt;/sup&gt;</td>
<td>.57&lt;sup&gt;c&lt;/sup&gt;</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Illness stage</td>
<td>151</td>
<td>2.75</td>
<td>1.23</td>
<td>.23&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.06</td>
<td>–.08</td>
<td>–.09</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Age</td>
<td>175</td>
<td>48.09</td>
<td>9.04</td>
<td>–.24&lt;sup&gt;c&lt;/sup&gt;</td>
<td>–.02</td>
<td>–.03</td>
<td>.02</td>
<td>–.01</td>
<td>–</td>
</tr>
<tr>
<td>Education</td>
<td>175</td>
<td>6.40</td>
<td>1.93</td>
<td>.01</td>
<td>–.13</td>
<td>.09</td>
<td>.03</td>
<td>.11</td>
<td>–26&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Working status&lt;sup&gt;b&lt;/sup&gt;</td>
<td>175</td>
<td>0.49</td>
<td>0.81</td>
<td>–.12</td>
<td>.01</td>
<td>–.08</td>
<td>–.14</td>
<td>–.13</td>
<td>–20&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Offline social support</td>
<td>175</td>
<td>3.78</td>
<td>0.60</td>
<td>–.03</td>
<td>–.18</td>
<td>–.02</td>
<td>.18&lt;sup&gt;d&lt;/sup&gt;</td>
<td>–.03</td>
<td>–.05</td>
</tr>
<tr>
<td>Psychological help&lt;sup&gt;b&lt;/sup&gt;</td>
<td>175</td>
<td>0.39</td>
<td>0.49</td>
<td>–.06</td>
<td>.11</td>
<td>.15</td>
<td>–.04</td>
<td>.00</td>
<td>–22&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Depression</td>
<td>175</td>
<td>1.83</td>
<td>0.45</td>
<td>.01</td>
<td>.36&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.05</td>
<td>–.15&lt;sup&gt;d&lt;/sup&gt;</td>
<td>.04</td>
<td>–.06</td>
</tr>
<tr>
<td>Breast cancer-related concerns</td>
<td>175</td>
<td>2.64</td>
<td>0.55</td>
<td>.08</td>
<td>.35&lt;sup&gt;c&lt;/sup&gt;</td>
<td>.03</td>
<td>–.02</td>
<td>.07</td>
<td>–18&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Emotional well-being</td>
<td>175</td>
<td>3.53</td>
<td>0.77</td>
<td>–.02</td>
<td>–.47&lt;sup&gt;c&lt;/sup&gt;</td>
<td>–.06</td>
<td>.06</td>
<td>–20&lt;sup&gt;d&lt;/sup&gt;</td>
<td>.04</td>
</tr>
</tbody>
</table>

<sup>a</sup>Standardized into Z scores.

<sup>b</sup>Coded 0= no, 1= yes.

<sup>c</sup>Correlations significant at the .01 level.

<sup>d</sup>Correlations significant at the .05 level.
Table 4. Means, standard deviations, and intercorrelations of education level, working status, psychological, and offline support, and dependent variables.

<table>
<thead>
<tr>
<th>Variables</th>
<th>n</th>
<th>M</th>
<th>SD</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Support group participation a</td>
<td>163</td>
<td>-0.01</td>
<td>0.78</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cognitive avoidance</td>
<td>175</td>
<td>1.95</td>
<td>0.60</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emotional processing</td>
<td>174</td>
<td>2.86</td>
<td>0.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emotional expression</td>
<td>174</td>
<td>2.79</td>
<td>0.54</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Illness stage</td>
<td>151</td>
<td>2.75</td>
<td>1.23</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>175</td>
<td>48.09</td>
<td>9.04</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>175</td>
<td>6.40</td>
<td>1.93</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Working status b</td>
<td>175</td>
<td>0.49</td>
<td>0.81</td>
<td>.27c</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Offline social support</td>
<td>175</td>
<td>3.78</td>
<td>0.60</td>
<td>.15d</td>
<td>.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Psychological help b</td>
<td>175</td>
<td>0.39</td>
<td>0.49</td>
<td>.13</td>
<td>.13</td>
<td>-.18d</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>175</td>
<td>1.83</td>
<td>0.45</td>
<td>-.13</td>
<td>-.17d</td>
<td>-.36c</td>
<td>.24c</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Breast cancer-related concerns</td>
<td>175</td>
<td>2.64</td>
<td>0.55</td>
<td>-.09</td>
<td>-.19d</td>
<td>-.44c</td>
<td>.18d</td>
<td>.43c</td>
<td></td>
</tr>
<tr>
<td>Emotional well-being</td>
<td>175</td>
<td>3.53</td>
<td>0.77</td>
<td>.04</td>
<td>.20c</td>
<td>.32c</td>
<td>-.18d</td>
<td>-.56c</td>
<td>-.49c</td>
</tr>
</tbody>
</table>

a Standardized into Z scores.
b Coded 0=no, 1=yes.
c Correlations significant at the .01 level.
d Correlations significant at the .05 level.

**Depression**

Regression results (Table 5) indicated a main effect of working status, psychological help, offline social support, cognitive avoidance, and a marginally significant effect of emotional expression on depression. No main effects of the intensity of support group participation and emotional processing were found. The higher that patients scored on cognitive avoidance, the more depressive feelings they reported. In contrast, emotional expression was negatively related to depression. Furthermore, an interaction effect of emotional expression and intensity of support group participation was found.

For patients expressing their emotions, intensity of online support group participation was associated with less depressive feelings. In contrast, for patients who scored low on emotional expression, online activity was associated with more depressive feelings (Figure 1). No other interaction effects on depression were observed.
Table 5. Hierarchical regression results for the effects of support group participation and coping style on depression, emotional well-being, and breast cancer–related concerns.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Depression (n=162)</th>
<th>Emotional well-being (n=141)</th>
<th>Breast cancer concerns (n=162)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>b (SE)</td>
<td>β</td>
<td>P</td>
</tr>
<tr>
<td><strong>Step 1: Covariates</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Working status</td>
<td>−0.13 (0.06)</td>
<td>−.14</td>
<td>0.047</td>
</tr>
<tr>
<td>Psychological help</td>
<td>0.14 (0.07)</td>
<td>0.15</td>
<td>0.039</td>
</tr>
<tr>
<td>Offline social support</td>
<td>−0.10 (0.03)</td>
<td>−.23</td>
<td>0.002</td>
</tr>
<tr>
<td>Illness stage</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Step 2: Main effects</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(A) Support group participation</td>
<td>0.01 (0.03)</td>
<td>0.02</td>
<td>0.748</td>
</tr>
<tr>
<td>(B) Cognitive avoidance</td>
<td>0.13 (0.03)</td>
<td>0.28</td>
<td>0.000</td>
</tr>
<tr>
<td>(C) Emotional processing</td>
<td>0.05 (0.04)</td>
<td>0.11</td>
<td>0.220</td>
</tr>
<tr>
<td>(D) Emotional expression</td>
<td>−0.07 (0.04)</td>
<td>−.16</td>
<td>0.067</td>
</tr>
<tr>
<td><strong>Step 3: Interaction effects</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A x B</td>
<td>−0.03 (0.03)</td>
<td>−0.08</td>
<td>0.273</td>
</tr>
<tr>
<td>A x C</td>
<td>−0.01 (0.04)</td>
<td>−.02</td>
<td>0.856</td>
</tr>
<tr>
<td>A x D</td>
<td>−0.08 (0.04)</td>
<td>−0.17</td>
<td>0.303</td>
</tr>
<tr>
<td>R²</td>
<td>.31</td>
<td></td>
<td>.39</td>
</tr>
<tr>
<td>ANOVA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>.26</td>
<td></td>
<td>.34</td>
</tr>
<tr>
<td>Cohen’s f²</td>
<td>0.45</td>
<td></td>
<td>0.64</td>
</tr>
</tbody>
</table>

a Coded 0=no, 1=yes.
b This marginally significant effect may be due to a smaller sample (n=141) caused by incomplete scores regarding the covariate illness stage; the interaction is significant without the inclusion of illness stage, b(SE)=0.17(.07), β=.17, P=.02, n=162.

Figure 1. Interactions of the intensity of online support group participation and coping style on depression, emotional well-being, and breast cancer-related concerns (psychological well-being: Y-axis shows the absolute score; intensity of online participation and coping style: Low=1 standard deviation below the mean; High=1 standard deviation above the mean).

**Emotional Well-Being**

Offline social support, illness stage, and cognitive avoidance showed a main effect on emotional well-being. No main effects of intensity of online support group participation and the other coping styles were found. Again, the more patients avoided thoughts, the worse their sense of well-being. Furthermore, a marginally significant interaction between emotional expression and support group participation was found (Table 4).

Results tentatively suggest that for patients low on emotional expression, being more active in an online support group was
negatively associated with emotional well-being. For patients who expressed their emotions, the intensity of online support group participation was positively related to emotional well-being (Figure 1). No other interaction effects were observed on emotional well-being.

**Breast Cancer–Related Concerns**

Results showed a main effect of working status, offline social support, age, and cognitive avoidance. No main effects of intensity of online participation or the other coping styles were found. Additionally, an interaction between cognitive avoidance and support group participation on breast cancer–related concerns was found (Table 4). Patients who were rather active online and tried to avoid thoughts about their illness had more breast cancer–related concerns than active patients who scored low on cognitive avoidance (Figure 1). No other interaction effects were found.

**Discussion**

**Principal Findings**

The present cross-sectional study tested the interaction of online support group participation and coping styles concerning illness-related thoughts and emotions on psychological well-being. The expected interaction was found on several occasions. Specifically, results suggest that patients coping with their illness by expressing their emotions may benefit more from online support group participation than patients who approach or acknowledge their emotions less. For patients who approached their emotions, active participation was positively related to emotional well-being and negatively related to depression. For patients who scored low on emotional expression, however, active participation was related to higher levels of depression and lower levels of emotional well-being. Finally, for patients who were more avoidant, the intensity of online support group participation was related to higher levels of breast cancer–related concerns, compared to patients who were less avoidant. These findings support the assumption that the relationship between online support group participation and well-being might be influenced by individual differences in coping styles. The current results suggest that active online support group participation may be more beneficial for individuals expressing their thoughts and emotions.

A potential explanation for the negative relation between the intensity of online participation and breast cancer-related concerns among patients with a more avoidant coping style is that these patients may be less able to cope with the negative content on online forums; they may be overwhelmed by the sad and frightening stories from patients in the same condition. In some online support group interview studies, patients mentioned having difficulties being confronted with negative sides of the disease [21,48], and some even withdrew to avoid painful details about cancer [49]. Previous research also showed that breast cancer patients use optimistic stories from peers as a source for inspiration [50]. Patients with an avoidant coping style may search for such positive stories but at the same time encounter negative stories they cannot cope with. Alternatively, patients with more concerns might be more active support seekers, but in turn also become more avoidant to be able to deal with their own extreme emotions and potentially distressing stories from online peers. Sometimes avoiding thoughts and emotions might be beneficial in order to prevent becoming overwhelmed with negative information from others. Since this study has a cross-sectional design, we cannot draw conclusions on the direction of the relationships we found. Therefore, there is a need for longitudinal studies on peer-led support groups, including patients’ coping styles. In addition, future research should focus on the content to reveal more insight into support group participation of patients with different coping styles, especially avoidant patients.

The present findings further previous research by showing that individual coping differences among online support seekers are likely to influence the relationship between online support group participation and psychological well-being. The current study might explain null findings in previous studies [11,12]. We found no direct relation between the intensity of participation and well-being, but we did find interactions of coping style and online participation on well-being. Support group participation may intensify certain positive processes that are already present in patients, such as the expression of emotions, but may also influence patients negatively when adaptive coping styles are less present. It is important to take these personal factors into account when we investigate the effectiveness of online support groups. Recently, studies have started looking into individual differences that may influence the effects of online support group participation. For example, a study showed different effects on emotional well-being depending on patients’ level of health self-efficacy [51].

Our findings also showed that other factors, such as illness stage and offline social support, were sometimes more related to psychological well-being than coping style or the interaction of support group participation and coping style. This underscores the importance of including “offline” factors that affect patients’ well-being when examining online support group effectiveness. Illness characteristics are often considered, but other factors outside the online support group that may influence well-being, such as support from friends and relatives or professional psychological help are often left out. Researchers should be careful not to exaggerate the effects of online peer support and distinguish effects directly caused by online participation, effects caused by other (offline) factors, and factors that could be strengthened by online support group participation (such as certain coping strategies). Future studies should also further examine the strength of these effects, as the effect sizes observed in the present research were rather modest.

**Limitations and Future Research**

A limitation of this research is the cross-sectional design, which warrants caution in interpreting the direction of causality. A longitudinal study is needed to test causal relationships. For example, it is possible that not being able to express one’s emotions negatively affects well-being and that this decreased well-being, in turn, prompts patients to become more active online in order to find support. From a modeling or skills perspective [52], active participation in online support communities may help patients with more repressive coping styles to learn over time how to positively approach their illness.

http://www.jmir.org/2014/2/e28/
and express their emotions. The latter effects are more likely to surface in longitudinal studies that track patients over an extended period of time. Future studies should therefore test the causal directions of the presently observed relationship and also examine whether patients becoming more active online can be beneficial for patients with repressive coping styles in the longer run.

Furthermore, no interactions of emotional processing and online participation on psychological well-being were found. This can be explained by the suggestion of Stanton and colleagues [30] that the effect of emotional processing depends on its contribution to emotional expression. When thoughts and feelings are not expressed, they may become ruminative, which may negatively affect well-being. Considering that the effectiveness of approaching emotions depended on the expression of emotions—and not on processing emotions—the scale measuring emotional expression may be a more important determinant of well-being. Future research should look further into the interrelations between different, yet related, coping styles.

Finally, knowledge in this field may be extended by studying differences between forum users and non-users. Questions of interest include which patients decide to participate in these online support groups and whether non-users should at any time be encouraged to participate.

**Conclusion**

The current findings tentatively suggest that the effectiveness of online peer support is partly influenced by individual differences in coping style regarding thoughts and emotions. Patients who actively coped with their emotions and thoughts and participated actively within an online support community reported a better sense of psychological well-being than online active patients who coped less actively with their emotions. Although the current findings are cross-sectional, one plausible interpretation might be that patients who actively approach their emotions may benefit most from online support group participation, because online writing may reinforce the effectiveness of active coping styles. Since we found no direct relation between the intensity of online participation and psychological well-being, but several interactions between online activity and coping styles on well-being, patients’ initial coping abilities should be taken into account when examining the effectiveness of online peer support in future research.
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Abstract

Background: The well-being of informal carers of people with dementia is an important public health issue. Caring for an elderly relative with dementia may be burdensome and stressful, and can negatively affect the carer’s social, family, and professional life. The combination of loss, the physical demands of caregiving, prolonged distress, and biological vulnerabilities of older carers may compromise their physical health, increase social isolation, and increase the risk of anxiety and depressive disorders. Caregiver stress is also linked to negative outcomes for the recipient of care and costs to society, including increased nursing home and hospital admissions. Consequently, carer support interventions are an important component of dementia care. Computer-mediated carer support offers a range of potential advantages compared to traditional face-to-face support groups, including accessibility and the possibility of tailoring to meet individual needs, but there has been little research on its effectiveness so far.

Objective: This mixed-methods study examined the impact of a well-respected UK-based online support forum for carers of people with dementia.

Methods: A total of 61 new forum users completed measures of anxiety (7-item Generalized Anxiety Disorder scale, GAD-7), depression (9-item Patient Health Questionnaire, PHQ-9), and quality of relationship with the person with dementia (Scale for the Quality of the Current Relationship in Caregiving, SQCRC), at baseline and again after 12 weeks of forum usage, within a pre-post design. In addition, 8 participants were interviewed about their experiences with using the forum.

Results: There was an improvement in the quality of the relationship with the person with dementia (SQCRC: \( P = .003 \)). There was no change in users’ depression (PHQ-9) or anxiety (GAD-7) over the 12-week study period. Interview participants reported a range of positive experiences and benefits from using the forum. Limited negative experiences were also reported.

Conclusions: Many of the reported experiences and benefits are unique to online peer support. Further research into online peer support for carers of people with dementia is needed to clarify who benefits under what conditions.

(J Med Internet Res 2014;16(2):e68) doi:10.2196/jmir.3166
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Introduction

There are currently about 800,000 people in the United Kingdom with dementia [1], approximately 1% of the total population. Many are cared for at home by a relative or friend, which can negatively affect the carer’s social, family, and professional life [2]. The rate of anxiety and depressive disorders is increased in carers [3] and caring may also compromise their physical health [3], mortality [4], and ultimately their ability to function as carers.

Therefore, there is a need to find effective ways of supporting carers of people with dementia. The potential of the Internet for this was recognized early on [5] and there now exists a range of multifaceted interventions with elements of networked...
support [6]. However, conclusions about effectiveness are difficult to draw because of the varied components within each intervention [7]. One common format is the online forum or online support group (we use these terms interchangeably), which provides a number of potential advantages compared with more traditional support mechanisms. These include logistical advantages of carers being able to access support from their homes and cost advantages to service providers.

The limited research specifically looking at online mutual support for carers of people with dementia has generally focused on the content of messages and posts [5,8]. There has been little research examining the outcome of online mutual support for carers of people with dementia, or research that attempts to understand more about how carers find online mutual support to be helpful.

The present study is a mixed-methods evaluation of a well-respected and well-used UK-based online forum for carers of people with dementia. The quantitative component involved baseline and 12-week follow-up measurements of new forum users’ depression, anxiety, and quality of relationship with the care recipient. The qualitative component involved semi-structured interviews with new users.

It was hypothesized that after 12 weeks of forum usage: (1) users’ anxiety and depression would decrease and (2) the magnitude of this effect would be correlated with the amount of forum usage. Changes in the quality of the relationship with the person with dementia were also examined. No hypotheses were made in relation to this variable because of 2 conflicting possibilities. Although there is some evidence that the relationship quality might deteriorate over time (e.g., [9,10]), it might be anticipated that the forum could increase the quality of the relationship. Therefore, the likely effect is that the quality of the relationship will remain roughly stable.

Qualitative interviews examined participants’ detailed experiences of being on the forum and possible positive and negative outcomes.

Methods

Setting

This research was primarily conducted online, with participants accessing the survey through a link on the forum’s home page. There were 8 follow-up face-to-face or telephone interviews. Ethical approval was obtained from the University College London Research Ethics Committee.

Intervention

The forum studied was Talking Point, the UK Alzheimer’s Society’s online forum for carers of people with dementia [11]. Its home page describes it as “an online support and discussion forum for anyone affected by dementia. It’s a place to ask for advice, share information, join in discussions, and feel supported.” The forum is well used; on August 20, 2013 there were 873 active members, and at the time of visiting (18:00), there were 444 users online (87 members and 357 guests). It contained a number of different subforums, including “I care for a person with dementia” forum, which was the most active. Figure 1 shows a screenshot of discussion threads on Talking Point.

Figure 1. Screenshot of discussion threads on Talking Point’s online forum for carers of people with dementia.
Participants

Eligibility

Inclusion criteria were that participants had to be (1) a new user on their first visit to the forum, (2) an informal carer for a relative or friend with dementia (ie, unpaid), (3) involved in a significant amount of the care of this person, (4) older than 18 years, and (5) fluent in English.

Additionally, participants were eligible for the qualitative interview if (1) they indicated at baseline that they were interested in being interviewed, (2) they completed the survey at 12 weeks, and (3) they visited the forum at least 6 times over the 12-week study period.

Participant Numbers and Response Rate

A total of 128 participants completed the first survey between July 25, 2012 and January 9, 2013. In the 6 months between July 1, 2012 and January 31, 2013, 4177 new users registered on Talking Point; therefore, the percentage of potential participants who took part in the research was low (3.06%). Figure 2 shows numbers of participants at each stage in the research process. Table 1 gives demographic information for the 119 baseline participants.
<table>
<thead>
<tr>
<th>Demographic characteristic</th>
<th>Mean or frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years (range 22-86), mean (SD)</td>
<td>56 (11.29)</td>
</tr>
<tr>
<td>Number of months caring (range 0-408), mean (SD)</td>
<td>44 (56.94)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>99 (83.2)</td>
</tr>
<tr>
<td>Male</td>
<td>18 (15.1)</td>
</tr>
<tr>
<td>Missing</td>
<td>2 (1.7)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>White British</td>
<td>112 (94.1)</td>
</tr>
<tr>
<td>White other</td>
<td>4 (3.4)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (2.4)</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>58 (48.7)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>19 (16.0)</td>
</tr>
<tr>
<td>Retired</td>
<td>42 (35.3)</td>
</tr>
<tr>
<td><strong>Educational level, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Primary school</td>
<td>7 (5.9)</td>
</tr>
<tr>
<td>GCSEs/equivalent</td>
<td>22 (18.5)</td>
</tr>
<tr>
<td>A levels/equivalent</td>
<td>16 (13.4)</td>
</tr>
<tr>
<td>University degree</td>
<td>39 (32.8)</td>
</tr>
<tr>
<td>Higher degree/equivalent</td>
<td>18 (15.1)</td>
</tr>
<tr>
<td>Other</td>
<td>9 (7.6)</td>
</tr>
<tr>
<td><strong>Person being cared for, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Father</td>
<td>22 (18.5)</td>
</tr>
<tr>
<td>Mother</td>
<td>45 (37.8)</td>
</tr>
<tr>
<td>Partner</td>
<td>38 (31.9)</td>
</tr>
<tr>
<td>Grandparent</td>
<td>3 (2.5)</td>
</tr>
<tr>
<td>Aunt or uncle</td>
<td>3 (2.5)</td>
</tr>
<tr>
<td>Sibling</td>
<td>5 (4.2)</td>
</tr>
<tr>
<td>Mother- or father-in-law</td>
<td>6 (5.0)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (2.5)</td>
</tr>
<tr>
<td><strong>Formal support received, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>General practitioner</td>
<td>24 (20.2)</td>
</tr>
<tr>
<td>Mental health worker or counselor</td>
<td>6 (5.0)</td>
</tr>
<tr>
<td>Another health or social care professional</td>
<td>27 (22.7)</td>
</tr>
<tr>
<td>Memory clinic</td>
<td>22 (18.5)</td>
</tr>
<tr>
<td>Other/not specified</td>
<td>8 (6.7)</td>
</tr>
<tr>
<td>No formal support</td>
<td>55 (46.2)</td>
</tr>
<tr>
<td><strong>Informal support received, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Friends and/or family</td>
<td>49 (41.2)</td>
</tr>
<tr>
<td>Religious organizations</td>
<td>2 (1.7)</td>
</tr>
<tr>
<td>Recreational groups</td>
<td>1 (0.8)</td>
</tr>
<tr>
<td>Charities, helplines, or forums</td>
<td>12 (10.1)</td>
</tr>
</tbody>
</table>
Power Calculation

A recent systematic review [6] found that networked technology interventions for carers of people with dementia had “moderate effects on improving carer stress and depression.” Assuming a medium-small effect size (0.35), a sample size of 67 was required for this analysis [12]. The actual sample size achieved was 61, which gave a power of 0.80 at an alpha of .05 to detect an actual effect size of Cohen’s $d=0.36$.

Procedure

New users of the forum were invited to take part in the research through an advertisement on the home page, from which they could click on a link to the consent form and survey. An email was also sent to users to alert them to the research, which was also promoted on the Alzheimer’s Society’s Facebook and Twitter pages. At baseline, participants completed 3 standardized measures: the 9-item Patient Health Questionnaire (PHQ-9), the 7-item Generalized Anxiety Disorder scale (GAD-7), and the Scale for the Quality of the Current Relationship in Caregiving (SQCRC). They also answered demographic questions and questions about their role as a carer.

At 12 weeks after completing the first survey, participants were emailed a link to complete the 3 standardized measures again, as well as questions about their use of the forum over the 12-week period. Those who did not complete the second survey within 2 weeks were sent an email reminder.

At baseline, participants indicated if they were interested in an optional interview about their experiences of using the forum. Interview participants were selected according to inclusion criteria and in order to sample a range of different users, in terms of their sex, age, person they were caring for, and length of time they had been caring.

In accordance with the study risk protocol, participants scoring in the severe range on the PHQ-9 or the GAD-7 were advised via email to contact their general practitioner. A total of 49 participants were sent this email.

Measures

The Patient Health Questionnaire (PHQ-9) [13] is a widely used 9-item measure of depression. Scores of 20 or more suggest severe depression. It has high sensitivity and specificity for diagnosing depression [13], good internal consistency, convergent and discriminant validity, robustness of factor structure, and responsiveness to change [14].

The Generalized Anxiety Disorder scale (GAD-7) [15] is a widely used 7-item measure of anxiety. Scores of 15 or greater indicate severe anxiety [15]. It has good sensitivity and specificity for GAD [15] and is a valid and reliable measure for detecting GAD in the general population [16], as well as social anxiety, panic disorder, and posttraumatic stress disorder [17]. The Scale for the Quality of the Current Relationship in Caregiving 14-item version of the SQCRC (SQCRC-14) [18] asks carers about their relationship with the person that they are caring for, giving equal weight to positive and negative aspects. A higher score implies the presence of warmth and affection and the absence of conflict and criticism in the relationship. The measure has high internal consistency and good face validity [19], but has had little further psychometric investigation.

Qualitative Interview

The qualitative interview asked participants about their experiences using the forum. It covered what they found more and less useful, how they liked to make use of the forum (eg, whether they preferred to write posts or read other people’s), and whether they felt that it had made a difference to them and their role as a carer. The rationale was to capture the variety of users’ experiences related to both our main outcome variables and also user-defined outcomes. The interview schedule was developed with reference to the literature on peer support, as well as through discussion with the forum’s manager and the charity’s head of evaluation. The manager and volunteer moderators provided feedback during the development of the interview schedule. Seven interviews were conducted over the telephone and one was face-to-face. The interviews lasted approximately 40 minutes.

Researcher Perspective

It is recommended that the researchers’ perspective be disclosed to enhance the credibility of qualitative research [20,21]. The first author, who conducted the interviews and led the analysis, was a white, middle-class, female clinical psychology doctoral student in her twenties. She had no direct experience of caring for a friend or family member with dementia, but had seen the impact of the caring role on other people and was aware of the challenges and stress that this role can bring. The other 2 authors were white, male clinical psychologists, who were generally favorably disposed toward mutual and peer support. All authors attempted to bracket their preconceptions during the analysis.

Analysis

Paired sample $t$ tests were used to analyze changes in anxiety from baseline to 12 weeks, and depression and quality of relationship for all participants who completed the survey at 12 weeks. Nonparametric correlations were conducted to examine the relationship between forum usage level and changes in outcome.

Semistructured interviews were transcribed verbatim, with all identifiable data removed to preserve anonymity. They were analyzed using thematic analysis [22], taking an inductive, data-driven approach. Interview transcripts were repeatedly reviewed to become familiar with the data and to ensure that information was represented accurately. During this process, an initial list of ideas was generated. These were grouped into...
codes and then brought together into meaningful themes, which were then checked against initial codes and the overall dataset, and amended in some instances. Finally, themes were organized into overarching domains. Credibility checks [21,23] involved a third party examining sections of analyzed interview transcripts and providing feedback on codes, themes, and domains.

Respondent validation [20] was used as a further credibility check. Each interviewed participant was emailed a summary of the themes generated from their interview and asked to complete a feedback form. Seven of the 8 interview participants responded to this, either by completing the form or simply by replying to the email, and said that they felt that the list of themes was a good summary of their interview.

The quantitative and qualitative data were analyzed separately, using a concurrent analysis approach [24]. This allows each analysis to stand on its own as an independent perspective on the data, rather than have one influenced by the other.

Results

Quantitative Analysis

Data Preparation

There were no missing data for the 3 main outcome measures at baseline, nor for any participants who completed the survey at 12 weeks. Three participants’ usage data was internally inconsistent. For example, they might have reported that they had visited the forum 10 times, but that they had spent 0 minutes on the forum. Where this occurred, all usage data for that participant was coded as missing. Two additional participants gave unclear answers regarding the amount of time spent on the forum, and this was also coded as missing. The distribution of PHQ-9 scores was positively skewed; therefore, a square root transformation was carried out to conduct statistical tests.

Characteristics of Noncompleters and Nonusers

There were no differences in baseline PHQ-9, GAD-7, and SQCRC scores between those who completed the survey at 12 weeks and those who did not (Table 2).

Of the 58 participants whose forum usage data was available, 17 (29%) reported that they had not visited the forum at all over the 12-week study period. There were no differences between baseline scores of users and nonusers on any of the 3 measures (Table 2).

Overall, usage was low (Table 3); 44 (76%) participants visited the forum fewer than 12 times over the 12-week study period. Of those participants who visited the forum, 18 (44%) never replied to any posts, and 20 (49%) never started their own new thread or post.

Table 2. Baseline scores on the Patient Health Questionnaire (PHQ-9), Generalized Anxiety Disorder scale (GAD-7), and the Scale for the Quality of the Current Relationship in Caregiving (SQCRC) for those who completed the survey at 12 weeks (completers) and those who did not (noncompleters), and those who used Talking Point (users) and those who did not (nonusers), and pre-post outcome scores.

<table>
<thead>
<tr>
<th>Baseline score comparison</th>
<th>Group, mean (SD)</th>
<th>t (df)</th>
<th>P</th>
<th>Cohen’s d</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Completed survey at 12 weeks</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-9</td>
<td>9.75 (6.65)</td>
<td>9.78 (7.35)</td>
<td>0.39 (117)</td>
<td>.69</td>
</tr>
<tr>
<td>GAD-7</td>
<td>10.38 (6.44)</td>
<td>10.38 (6.65)</td>
<td>0.00 (117)</td>
<td>.99</td>
</tr>
<tr>
<td>SQCRC</td>
<td>48.61 (9.20)</td>
<td>46.69 (10.08)</td>
<td>−1.09 (117)</td>
<td>.28</td>
</tr>
<tr>
<td><strong>Used Talking Point</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-9</td>
<td>9.98 (6.51)</td>
<td>8.88 (6.78)</td>
<td>0.52 (56)</td>
<td>.61</td>
</tr>
<tr>
<td>GAD-7</td>
<td>9.83 (6.14)</td>
<td>10.71 (6.15)</td>
<td>−0.47 (56)</td>
<td>.64</td>
</tr>
<tr>
<td>SQCRC</td>
<td>49.00 (9.04)</td>
<td>46.88 (9.86)</td>
<td>0.79 (56)</td>
<td>.43</td>
</tr>
<tr>
<td><strong>Pre-post outcome</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ-9</td>
<td>9.75 (6.65)</td>
<td>9.23 (6.82)</td>
<td>0.75 (60)</td>
<td>.46</td>
</tr>
<tr>
<td>GAD-7</td>
<td>10.38 (6.44)</td>
<td>9.72 (6.63)</td>
<td>0.95 (60)</td>
<td>.35</td>
</tr>
<tr>
<td>SQCRC</td>
<td>48.61 (9.20)</td>
<td>51.36 (9.87)</td>
<td>−3.04 (60)</td>
<td>.003</td>
</tr>
</tbody>
</table>

aNote that t tests were performed on the square root transformed PHQ-9 scores.

Table 3. Reported usage levels on Talking Point over the 12-week study period.

<table>
<thead>
<tr>
<th>Usage variable</th>
<th>Range</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of forum visits</td>
<td>0-200</td>
<td>17.43</td>
<td>37.14</td>
</tr>
<tr>
<td>Number of minutes spent on forum</td>
<td>0-3000</td>
<td>373.57</td>
<td>589.86</td>
</tr>
<tr>
<td>Number of messages/posts written as a reply to someone else</td>
<td>0-400</td>
<td>14.53</td>
<td>54.76</td>
</tr>
<tr>
<td>Number of new threads/posts started</td>
<td>0-50</td>
<td>2.67</td>
<td>8.04</td>
</tr>
</tbody>
</table>
**Pre and Post Outcome Comparisons**

Of those who completed the survey at 12 weeks, 16 (26%) had a poor relationship with the person with dementia at baseline (scores ≤42 on the SQCRC), 19 (31%) fell in the severe range for anxiety on the GAD-7, and 6 (10%) fell in the severe range for depression on the PHQ-9.

There was a difference between SQCRC scores at baseline and scores at 12 weeks, but not on the PHQ-9 or GAD-7 (Table 2). There is insufficient psychometric data to evaluate the clinical significance of the improvement in SQCRC scores, but according to the scale developers [19], both the pre and post means are in the good range of greater than 42.

To investigate the hypothesis that users’ outcomes are related to their level of forum usage, nonparametric correlations between outcome and usage were examined for the subsample of 40 participants who said that they had visited the forum at least once over the 12-week study period. Only 1 of these 12 correlations was statistically significant; specifically, between total time on the forum and reduction in PHQ scores (Spearman rho=.356, \(P=.03\)).

**Individual Change**

Table 4 shows reliable change analysis at the level of individual participants [25] (reliabilities for the 3 measures were obtained from PHQ-9 [26]; GAD-7 [16]; SQCRC [19]). Most participants showed no reliable change.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Change, n (%)</th>
<th>No change</th>
<th>Reliably deteriorated</th>
</tr>
</thead>
<tbody>
<tr>
<td>PHQ-9</td>
<td>9 (15%)</td>
<td>48 (79%)</td>
<td>4 (7%)</td>
</tr>
<tr>
<td>GAD-7</td>
<td>11 (18%)</td>
<td>41 (67%)</td>
<td>9 (15%)</td>
</tr>
<tr>
<td>SQCRC</td>
<td>5 (8%)</td>
<td>55 (90%)</td>
<td>1 (2%)</td>
</tr>
</tbody>
</table>

**Qualitative Analysis**

From the 61 participants who completed the 12-week survey, 40 expressed an interest in being interviewed and 13 were invited (with the aim of having a variety of backgrounds and forum usage). Of these, 8 were able to be interviewed. Table 5 gives their characteristics.

Thematic analysis of the 8 semistructured interviews resulted in 18 themes across 3 domains (Table 6). Each domain is discussed subsequently, and illustrative quotes can be found in Table 6.

**Table 5.** Interviewee information (n=8).

<table>
<thead>
<tr>
<th>Participant number</th>
<th>Demographic information</th>
<th>Caring situation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Female; age 51 years; white British</td>
<td>Caring for husband (age 53 years) who has frontotemporal dementia. Participant and her husband live together. Caring for approximately 21 months at time of interview.</td>
</tr>
<tr>
<td>2</td>
<td>Female; age 48 years; white British</td>
<td>Caring for mother who has a mixed diagnosis of vascular dementia and Alzheimer disease. Mother does not live with participant. Caring for approximately 29 months at time of interview.</td>
</tr>
<tr>
<td>3</td>
<td>Female; age 43 years; white British</td>
<td>Caring for father who has dementia and lives locally. Caring for approximately 28 months at time of interview.</td>
</tr>
<tr>
<td>4</td>
<td>Male; age 70 years; white British</td>
<td>Caring for wife who has vascular dementia. Participant and his wife live together. Caring for approximately 33 months at time of interview.</td>
</tr>
<tr>
<td>5</td>
<td>Male; age 84 years; white British</td>
<td>Caring for wife who has Alzheimer disease. Caring for approximately 30 months at time of interview. Wife moved into care home 1 year previous.</td>
</tr>
<tr>
<td>6</td>
<td>Female; age 69 years; white British</td>
<td>Does not consider herself a carer because husband is in the early stages of Alzheimer disease and does not require significant levels of support. At time of interview, it was approximately 29 months since memory problems began.</td>
</tr>
<tr>
<td>7</td>
<td>Female; age 63 years; white British</td>
<td>Caring for mother-in-law who lives locally and has dementia. Caring for approximately 12 months at time of interview.</td>
</tr>
<tr>
<td>8</td>
<td>Female; age 61 years; white British</td>
<td>Caring for husband who has dementia. Participant and her husband live together. Caring for approximately 18 months at the time of interview.</td>
</tr>
</tbody>
</table>
Table 6. Summary and illustration of domains and themes from the thematic analysis.

<table>
<thead>
<tr>
<th>Domain and theme</th>
<th>Prevalence</th>
<th>Illustrative quotations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Social similarity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I am not the only one going through this</td>
<td>Typical</td>
<td>“Every time I realize ‘that’s me, that’s me! I’m going through that, that’s me!’ I can relate to so much of what’s on there.” [P1]</td>
</tr>
<tr>
<td>Reduced isolation and loneliness</td>
<td>General</td>
<td>“All of a sudden, I’m in the flat on my own. And I have nobody to talk to...so the only thing I’ve got now, really, is Talking Point” [P5] “Before my son introduced me to that [Talking Point] I felt that I was on my own, even though, like I said, I have fantastic support from the help service and family and everything, it still, I still felt alone.” [P1]</td>
</tr>
<tr>
<td>Normalizing</td>
<td>Typical</td>
<td>“I’m feeling like I want my dad to die, because I don’t want to see him go through this, and he’d be happier. And then you feel full of guilt, but you go on [to Talking Point], and you’re not the only one feeling that, or you’re not the only one that has felt that. And it makes you feel OK, normal.” [P3]</td>
</tr>
<tr>
<td>Other users have experience and are therefore understanding</td>
<td>Typical</td>
<td>“And that is the great strength of it. Everybody on Talking Point has hands-on experience of dealing with dementia. And they make allowances for you, as they did for me.” [P5]</td>
</tr>
<tr>
<td>Being able to share and let off steam</td>
<td>Typical</td>
<td>“If nothing else, it’s purely somewhere to let off steam.” [P4]</td>
</tr>
<tr>
<td>Other users are worse off than I am</td>
<td>Typical</td>
<td>“My goodness, some people are dealing with some incredibly difficult situations...the situation we’ve got at the moment is not that difficult, we ought to be able to work around it.” [P7] “If I’m online and I’m reading other people’s posts and it’s quite distressing, you know, it’s quite easy to get distressed by it. So there are times when I just don’t go on it because I think, oh, it’s too painful, really, for me.” [P2]</td>
</tr>
<tr>
<td>Not necessarily needing to post to benefit</td>
<td>General</td>
<td>“I think it’s more useful for me to read other people’s experiences.” [P6]</td>
</tr>
<tr>
<td>Being able to give advice and support to other users</td>
<td>General</td>
<td>“It’s nice to be giving something back for the information that you’re getting. Or being able to support people as the support you receive.” [P3]. “It’s helpful in that you think, well, at least you know slightly more than someone else...It gives you a little bit of a boost to know that you can help somebody.” [P6]</td>
</tr>
<tr>
<td><strong>Unique aspects</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I can ask questions and get the support that I might not be able to get, or might not want to get, elsewhere</td>
<td>Typical</td>
<td>“It’s not the kind of thing you would read in a leaflet that you pick up anywhere.” [P6] “Me personally, I don’t want to go sit in front of a—what would you go sit in front of?—a doctor, or a whoever. I don’t want to talk that way.” [P3]</td>
</tr>
<tr>
<td>I can get information and advice that I would not know where else to get</td>
<td>Rare</td>
<td>“For someone who is totally ignorant of Alzheimer’s it has answered questions that I don’t know where I would have got the answer from.” [P6]</td>
</tr>
<tr>
<td>Control</td>
<td>Typical</td>
<td>“I can go for months without bothering with it...I’ll utilize Talking Point when I need to. That maybe sounds a bit selfish, but I think that’s the advantage of it for me.” [P2] “You’re not seeing what it’s going to be like, you’re not seeing, you’re not hearing what it’s, you read what you want to read.” [P3] “I find it’s very easy to navigate to and from the titles to pick up things that might be useful.” [P7]</td>
</tr>
<tr>
<td>Anonymity</td>
<td>Typical</td>
<td>“What I say there, I am opening up my heart to a very large extent and I am opening myself up and being totally honest about my feelings, and in some cases I wouldn’t want other members of my family, for example, to see some of these things...I wouldn’t want them to know exactly how I feel about certain things. Because when you are with other people you never really uncover your true self, do you?” [P5] “I suppose it’s when you’re sat at home thinking, ‘oh crikey’ you know, someone thinks that’s really awful. And it puts you in a bit of a panic, but I do think the moderators help because they come back with...solutions.” [P2]</td>
</tr>
<tr>
<td>Immediate access and responses</td>
<td>Variant</td>
<td>“Now if I have something that is worrying me, I know that I have immediately got someone to talk it over with.” [P8]</td>
</tr>
<tr>
<td>No time restrictions</td>
<td>Variant</td>
<td>“I think professional support is generally very time limited. And Talking Point isn’t time limited.” [P2]</td>
</tr>
<tr>
<td>Geography is unimportant</td>
<td>Variant</td>
<td>“Particularly with me being mobile around the world as well as the country, it’s offered a support that I wouldn’t have had otherwise.” [P7]</td>
</tr>
<tr>
<td><strong>New learning</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Practical learning and information</td>
<td>General</td>
<td>“Off Talking Point, someone said that animals are really good. So I got him a kitten...It was absolutely brilliant, and I thought ‘thank God for Talking Point’ because when my mum had to go out, he had the kitten to talk to, and the kitten to play with, and the cat even now.” [P3]</td>
</tr>
</tbody>
</table>
### Domain 1: Social Similarity

All interview participants emphasized the importance of the forum being for people who are in the same situation—caring for someone with dementia. For the most part, this was considered to be a great benefit, although some also noted disadvantages. Six participants spoke about connecting with other carers on the forum, and their comfort in knowing that “I am not the only one going through this.” Seven participants noted that being able to use the forum reduced their isolation and loneliness. Some had experienced isolation as a result of their caring role, whereas most participants who felt isolated and alone had social support but still felt alone before joining the forum. Six participants noted the normalizing effect of the forum. Six participants reflected that because other users had experience with dementia they were understanding about the struggles that forum users face. This also meant that background information did not need to be explained to others on the forum. Five participants reflected on the value of the forum in being able to “share and let off steam” with others. Several participants commented that other users of the forum were in a worse situation than they were, which made 3 participants feel more positive about their own situation. However, for 3 interviewees, reading other users’ posts had been distressing at times. Seven participants noted that because everyone on the forum was a carer of someone with dementia, they did not necessarily need to post to benefit, and that simply reading the posts was useful. Seven said that they had been able to give advice and support to other users of the forum. For some, this helped people to feel that they were giving back to the forum. For others, it also showed them that they had valuable knowledge to pass on.

### Domain 2: Unique Aspects

All 8 participants compared the forum to other sources of information and support. Sometimes this was explicitly discussed, but more often it was implied by the advantages the forum offered them. Six participants commented that they could ask questions and get the support that they might not be able to get elsewhere or that they might not want to get elsewhere. Two commented that they would not know where else to get information and advice. Five participants reflected that through using the forum they had control, including control over frequency of usage and, to a certain extent, the ability to avoid posts that were too upsetting. Many also discussed only reading posts that were of interest or personally relevant. Four participants commented on the benefits of anonymity on the forum, including being able to both be more open and honest and to discuss problems that might be uncomfortable to discuss face-to-face. Four participants noted that they had seen inappropriate or judgmental posts on the forum, which may be another consequence of the forum’s anonymity. One participant (P2) had received replies from other users who “put something on about how disgusting it [apost she had made] was.” She and others reflected that the forum’s volunteer moderators were generally helpful in these situations. Three participants reflected that the forum allowed immediate access and response. Three others commented that it could be accessed 24-hours a day for as long as needed. Three participants noted that geography was unimportant. Two participants had lived or currently lived outside the United Kingdom and both reflected on the benefits of the forum for them.

### Domain 3: New Learning

All participants described learning new information, and many said that what they had learned on the forum had helped them to become better carers. All 8 participants commented that the forum had provided them with practical advice and information. This ranged from information about Attendance Allowance (a government benefit for people with disabilities), to information about how to deal with people with dementia turning on an empty microwave, to one participant buying her father a cat. Five participants noted that they learned about how the dementia might progress and what to expect. For some, this meant that when certain events did occur, they were more prepared for them and less anxious when they did occur. For others, this information meant that they felt forewarned and, therefore, forearmed in terms of the next stages of the dementia. One participant expressed sadness that through what she had read on the forum, she had started to look for certain behaviors in her husband. Seven participants reflected that they developed a better understanding of the person with dementia and consequently became a better carer.

### Discussion

#### Principal Findings

There was an improvement in the quality of the relationship with the person with dementia. There was no change in users’
depression or anxiety over the 12-week study period in contrast to other studies of the outcome of online support [27]. Interview participants reported a range of positive experiences and benefits from using the forum. Limited negative experiences were also reported.

The hypotheses that after 12 weeks of forum usage, users’ anxiety and depression would decrease were not supported, although depression and anxiety levels did not increase. This may indicate no effect of forum usage. However, interpretation is dependent upon understanding of the normal expected trajectory of carer mood, and this is complicated because models predict anything from deteriorating to increasing psychological health over time [28]. Additionally, the progression of psychological distress in carers is affected by a range of factors, including intrinsic variables, such as carer gender [29], and more contextual factors, such as the relationship between carer and care recipient [30], which varied across the sample. It may also be that participants’ low usage of the forum accounts for these findings because there is evidence of a dose-response relationship in online forums for mental health conditions [31].

Qualitative results provide some insight into how the forum may have improved the carer’s relationship with the person with dementia; for example, through carers learning more about how to interact with someone with dementia and feeling as though the information that they had gathered helped them to become a better carer. Many participants’ forum usage levels were low, and it is possible that being aware of the forum as a resource that was available should they wish to use it was enough for some participants to improve the quality of their relationship with the person that they were caring for. In addition, it is possible that those who signed up to the forum were individuals who had made the decision to learn and develop as much as possible in their role as a carer, and these individuals were motivated to have a good quality relationship with the person with dementia. It is also possible, however, that the improvement in scores on this measure simply represents regression to the mean.

For all 3 measures, most participants’ scores neither reliably improved nor reliably deteriorated. More participants reliably improved than reliably deteriorated. Although the present study only covered a 12-week period, this finding is encouraging given that relationship quality is likely to deteriorate over time [9,10]. Research into the trajectories of anxiety and depression is more mixed [28], but this is also an encouraging finding in relation to these measures.

The 8 carers interviewed were generally very positive. Their reasons for using the forum echo previous research, which found that the primary functions of such groups are to exchange information, connect to others, and to obtain emotional support [32].

For interviewees, the fact that other forum users were in a similar situation to them had a range of benefits. Carers of people with dementia frequently report feelings of isolation and inadequate social support [33], but interview participants reported that the perceived similarity of other users reduced isolation and loneliness, allowed them to “let off steam,” and feel more normal and understood. These experiences, which correspond to Yalom and Leszcz’s [34] therapeutic factors in group therapy (universality, altruism, guidance, imparting information, and catharsis) are similar to those reported in a study of mental health service users’ information needs [35].

Several interviewees noted that seeing that others were worse off helped them to feel better about their own situation. No interviewee mentioned comparing themselves to individuals better off than them. Benefits of downward comparison have been seen found in online support groups for health conditions [36,37]. However, for several participants, reading the stories of other users who were in worse situations was distressing.

Interviewees reported deriving benefit from helping others, in-line with the helper therapy principle [38], which is unique to peer support. Providing help can increase feelings of competence, equality, social usefulness, independence, and social value, and allows individuals to view themselves as having strengths as well as needs [39]. The reported benefits of lurking (using the forum without actually posting) are echoed in another study [40] that found lurkers on an online support group reported a range of benefits indicating that reading messages may be as beneficial as interacting with the group.

Several interviewees reflected that the type of information and support available on the forum was either not available to them elsewhere or that they would not wish to obtain it elsewhere. The forum may either work as a complement to other services, or offer a service to people who do not access other services. A number of interviewees were not the main carer of the person with dementia; therefore, perhaps, more traditional services are not available to them.

The forum’s anonymity provided some interviewees with the freedom to say more than they would be able to otherwise. This online disinhibition effect [41] brings the advantage that users may be more open about their feelings allowing access to emotional support. However, several interview participants also considered some posts to be judgmental or inappropriate. Helpful moderators (as found on Talking Point) are important to ameliorate this more toxic online disinhibition effect [41]. Additionally, some participants said that the forum allowed them to read only the posts that they wanted to, allowing them to avoid distressing posts.

Several participants noted that reading posts helped them to learn more about progression of dementia and to be better prepared for future problems. However, others felt that some posts were too distressing to read. With a disease that involves worsening of symptoms over time, more information and less uncertainty about the future can provide relief, but it can also cause distress and more information is not always positive. This tension has also been found in support groups for people with motor neuron disease and their carers [36].

Participants also noted that the forum taught them more about how to interact with someone with dementia and to become a better carer or companion. Consequently, the forum may have benefits for the person with dementia through improved care.

There is an apparent discrepancy between the positive qualitative experiences of the site and the modest pre-post changes. This may be because of the contrast between psychological outcome

http://www.jmir.org/2014/2/e68/
variables measured quantitatively and the qualitatively reported benefits, which were largely related to general therapeutic group factors [34] as well as to practical advice and learning. This raises questions about what carers hope to gain from the site and provides useful information about outcome measures for future studies, a contentious issue in this field [42,43].

Limitations
There were several limitations to the study. There was a low usage rate that affected the ability to reliably assess the impact of the forum and skewed the data. However, this may reflect real-life usage and, as a number of participants noted, a benefit was being able to visit the forum as little or as often as desired. Additionally, inclusion criteria for interviewees excluded those who used the forum less or disengaged from using the forum. Their views may have differed from those who were interviewed, but those interviewed still provided useful information about people who do engage with the forum, of whom there are many. Only 8 participants were interviewed, which is a relatively small number, and it is possible that a larger sample of interviewees would have provided different or additional data. Whether these 8 interviewees’ experiences reflect the experiences of the wider group of forum users is difficult to ascertain.

Participants received various levels of additional formal and informal support in their roles as carers, which may further complicate and limit the scope of conclusions that can be made about the specific role of the forum. In addition, only approximately 3% of possible participants took part in the research. These sampling issues inevitably limit the extent of conclusions that can be made, and mean that findings from the qualitative data, in particular, are tentative. The lack of a control group in the present research means that these outcomes cannot be compared to a group of carers who did not have access to Talking Point; therefore, findings cannot necessarily be attributed to forum usage as opposed to other factors. Future studies would benefit from using a randomized controlled design.

Finally, the caregivers in our sample tended to be late in their caring trajectory (adult child vs spouse caregivers) with the median age suggesting likely sandwich generation carers. These caregiver variables have systematic effects on caregiver mental health outcomes [44]; the number of participants scoring in the severe range for depression was relatively low [45] although this was not the case for anxiety [46]. Given these sample characteristics and evidence of low depression rates, caution is needed when generalizing the results to the wider population of caregivers.

Implications
The qualitative data indicated unique benefits from peer support/group therapy, such as not feeling alone and feeling understood through shared experience. Some of these benefits are unique to online support, such as being continually and flexibly accessible as well as enabling honesty within an anonymous online environment. Therefore, clinicians may wish to direct carers to such online peer support forums. In an economic climate in which services are often being reduced, online peer support is likely to become more prevalent and may be the only support that some carers receive. It is important that this area continues to be researched so that carers can derive maximum benefit from online peer support forums.

Future research could investigate further what outcomes are important to carers and specifically consider these outcomes in the evaluation of online carer support interventions. In addition, more research needs to be conducted into whether different types of carers (eg, according to gender and ethnicity) derive different types or levels of benefit from online peer support forums because previous research (eg, [47,48]) suggests that interventions do not affect carers uniformly. In order that carers receive the best support possible, it would also be worthwhile investigating whether there are certain types of support that work well when offered in conjunction with online peer support and vice versa. Interventions for carers of people with dementia are often most effective when they are multicomponent in nature [49,50], although this makes evaluation and attribution of any observed effects more complex [50].
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Abstract

Background: Numerous consumer health information websites have been developed to provide consumers access to health information. However, lookup search is insufficient for consumers to take full advantage of these rich public information resources. Exploratory search is considered a promising complementary mechanism, but its efficacy has never before been rigorously evaluated for consumer health information retrieval interfaces.

Objective: This study aims to (1) introduce a novel Conjunctive Exploratory Navigation Interface (CENI) for supporting effective consumer health information retrieval and navigation, and (2) evaluate the effectiveness of CENI through a search-interface comparative evaluation using crowdsourcing with Amazon Mechanical Turk (AMT).

Methods: We collected over 60,000 consumer health questions from NetWellness, one of the first consumer health websites to provide high-quality health information. We designed and developed a novel conjunctive exploratory navigation interface to explore NetWellness health questions with health topics as dynamic and searchable menus. To investigate the effectiveness of CENI, we developed a second interface with keyword-based search only. A crowdsourcing comparative study was carefully designed to compare three search modes of interest: (A) the topic-navigation-based CENI, (B) the keyword-based lookup interface, and (C) either the most commonly available lookup search interface with Google, or the resident advanced search offered by NetWellness. To compare the effectiveness of the three search modes, 9 search tasks were designed with relevant health questions from NetWellness. Each task included a rating of difficulty level and questions for validating the quality of answers. Ninety anonymous and unique AMT workers were recruited as participants.

Results: Repeated-measures ANOVA analysis of the data showed the search modes A, B, and C had statistically significant differences among their levels of difficulty ($P<.001$). Wilcoxon signed-rank test (one-tailed) between A and B showed that A was significantly easier than B ($P<.001$). Paired $t$ tests (one-tailed) between A and C showed A was significantly easier than C ($P<.001$). Participant responses on the preferred search modes showed that 47.8% (43/90) participants preferred A, 25.6% (23/90) preferred B, 24.4% (22/90) preferred C. Participant comments on the preferred search modes indicated that CENI was easy to use, provided better organization of health questions by topics, allowed users to narrow down to the most relevant contents quickly, and supported the exploratory navigation by non-experts or those unsure how to initiate their search.

Conclusions: We presented a novel conjunctive exploratory navigation interface for consumer health information retrieval and navigation. Crowdsourcing permitted a carefully designed comparative search-interface evaluation to be completed in a timely and cost-effective manner with a relatively large number of participants recruited anonymously. Accounting for possible biases,
our study has shown for the first time with crowdsourcing that the combination of exploratory navigation and lookup search is more effective than lookup search alone.
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**Introduction**

The Internet has become one of the most important sources for consumers to seek health-related information. As a recent survey indicated [1], over 80% of Internet users in the United States have looked online for health information such as a specific disease or treatment, and 60% said the information found online affected decisions or actions on their own health or the way they cared for someone else. Although a substantial amount of consumer health information is available online [2], it is not necessarily easy for general consumers to access such information. For example, a study by Berland et al [3] found that accessing health information by means of search engines (eg, Google or Yahoo) and simple search terms was not efficient. Less than a quarter of links on the search engine’s first pages of search results led to relevant content.

There are two basic information retrieval modes for accessing online health information: lookup and exploratory searches [4,5]. In lookup mode, a user comes with specific terms about a disease, medication, or other related description, enters search terms into search engines, and tries to retrieve a corresponding set of responses. For example, Berland et al [3] used lookup for the retrieval of an initial set of Web links by entering search terms such as “breast cancer”, “childhood asthma”, “depression”, and “obesity” into search engines. In exploratory mode, a user may not have a specific target, or cannot easily and effectively formulate descriptive lookup terms, and may rely on navigational menus or facets to browse and explore the content. In most cases [6-13], lookup is accompanied by exploration to help the user find a needle in a haystack. The volume of search results can be overwhelmingly large and needs to be further structured to allow relevant information to be located. For example, Mu et al [7] presented a facet-view interface complementing lookup search for effectively retrieving and navigating medical literatures in a subset of MEDLINE [14].

Navigational exploration relies on information organization to provide structures (eg, topics as menus) with which to organize a collection of contents to facilitate browsing and exploration. Consumer health questions online are often organized by categories or topics in consumer health-related Web services such as WebMD Answers [15], health category in Yahoo Answers [16], and Ask an Expert in NetWellness [17,18].

However, a common limitation of these organizational structures is that each question is assigned a single topic among a collection of available topics, even though multiple topics are related to the question. This presents a major impediment to accessing consumer health information through use of navigational exploration, such as in searching the health question repository in NetWellness.

NetWellness is a non-profit Web service providing high-quality health information. It has been in operation since 1995 with over 13 million visits per year by consumers across the world in recent years. Consumer questions in NetWellness have been answered by medical and health professional faculties at three Ohio partner universities: Case Western Reserve University, the Ohio State University, and University of Cincinnati. However, each question was assigned a single topic, thereby limiting the potential benefit of using navigational exploration. For example, although the question in Figure 1 was assigned the topic “Kidney Disease”, it can also be related to the topics “Pain Management” and “Pharmacy and Medications”. Allowing for multiple relevant topics assigned to a single question (if applicable) enables consumers to reach it through multiple pathways, thus improving the retrieval recall in navigational exploration. To categorize health questions into multiple topics, in our previous study, we used MetaMap [19] to assign CUIs (Concept Unique Identifiers) in Unified Medical Language System [20] to these questions, since CUIs allow for the handling of synonyms. The CUI tags were also used for assigning questions to one or several of the 99 predefined topics, which took the semantics of the questions’ contents into account.

In this study, we present a novel Conjunctive Exploratory Navigation Interface (CENI) for exploring NetWellness health questions with health topics as dynamic and searchable menus complementing lookup search. CENI provides a conjunctive mechanism for users to quickly drill down to relevant contents, rather than being exposed to an overwhelming number of webpages that are unlikely to be helpful.

To evaluate the effectiveness of CENI, we conducted a comparative study of search interfaces with anonymous, paid participants recruited from an online labor marketplace called Amazon Mechanical Turk (AMT) [21], a well-known and widely used crowdsourcing platform. AMT provides an attractive platform due to the relative ease of recruitment, low cost, and access to a diverse and large pool of potential participants. Crowdsourcing has been validated as a valuable method for conducting online experiments including health research [22,23], behavioral research [24,25], natural language processing [26-28], imaging analysis [29,30], drug discovery [31], and user interface evaluation [32]. Komarov et al investigated the validity of performing crowdsourcing evaluations of user interfaces, and the results provided evidence that AMT could be a productive mechanism for conducting performance evaluations of user interfaces to complement existing methodologies [32].
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This study presents a novel conjunctive exploratory navigation mechanism to support consumer health information retrieval. Its efficacy is validated by conducting a crowdsourced comparative study of search interfaces for NetWellness consumer health questions.

**Figure 1.** A sample consumer health question in NetWellness, consisting of four components: Health Topic, Subject, Question, and Answer.

### Methods

#### Data Corpus

The data corpus used in CENI consisted of over 60,000 consumer health questions in NetWellness dated through 2012. The CENI interface relies on the underlying organization of health questions by health topics, allowing for multiple relevant topics assigned to a single question so that users can reach the question through multiple pathways. A predefined set of 99 health topics were used for tagging each question with multiple topics in our previous study.

#### Conjunctive Exploratory Navigation Interface

We developed the CENI interface using agile Web development with Ruby on Rails [33]. Figure 2 is a screenshot of the CENI interface, where the left column displays a list of dynamic and searchable topic menus, and the right column contains health questions. By default, all the questions are displayed if neither topic nor search keyword is specified. Figure 3 shows a sample screenshot of CENI interface after the selection of topics “Depression” and “Pregnancy”, and the user specifying “anti-depressant” as a search term to search within the returned results. In this case, the right column displays the questions tagged with all the selected topics and containing the specified keyword. The chosen topics are displayed inside the horizontal bar on the top of the right column, where the “Reset” button is used to start a new exploration by clearing the specified topics and search terms. If only a single topic is selected, all the questions tagged with the topic will be displayed. Single topic selection is equivalent to the traditional navigational exploration using static menus.
Crowdsourcing Comparative Evaluation of Search Interfaces

Search Interfaces Compared

To evaluate the efficacy of our newly developed CENI for navigating and exploring NetWellness health questions, we performed a comparative evaluation against two other search modes using keyword-based searches. One of them is an additional newly developed interface similar to the CENI interface but with topic menus removed (Figure 4). The other is the existing keyword-based search mode either using the advanced search interface provided by NetWellness official website [34] (Figure 5) or using Google search interface [35] with “NetWellness” as part of the keywords (Figure 6). In the following descriptions, we refer to “A” (Figure 2) as the newly developed CENI interface, “B” (Figure 4) as the additional newly developed search interface with keyword-based search only, and “C” as the existing keyword-based search mode either using the advanced search in NetWellness (Figure 5) or Google Search (Figure 6).
Figure 4. The newly developed keyword-based search interface.

Figure 5. The existing advanced search feature provided in NetWellness official website.
Search Tasks and Rationale

To perform a comparative study of the three search modes, we designed nine search tasks (Table 1) based on relevant health questions in NetWellness. Nine tasks were selected so that we could divide the tasks into three groups to be answered by each subject using three search modes in different orders, to avoid potential order effect, in a reasonable amount of time. Intuitively, the larger the number of tasks, the less biased the study design would be. However, using more than nine tasks would entail the need to allocate a greater amount of time to the AMT workers, making it harder to recruit them (although there were sufficient financial resources available to pay the workers).

Since lookup search is a well-established area, our search tasks were designed to be mostly exploratory in nature. Therefore, each search task involved at least two health topics and had one or more related health questions. Take the search task “What might be the concerns on breastfeeding while diagnosed with breast cancer?” as an example. It involved two topics “breastfeeding” and “breast cancer”. In contrast to questions with a clear answer using a unique search string, the nine tasks were deliberately selected to demonstrate multiple navigation pathways leading to them, representing areas where the distinct search mode could potentially be optimal.

Our study is focused on this question: “Are there tasks that may definitely benefit from conjunctive search?” This has not been established before because of a lack of an interface such as CENI to support conjunctive search. We selected the nine specific tasks based on the two information retrieval modes mentioned earlier (ie, lookup and exploratory search), and they are all based on the repository of over 60,000 consumer health questions collected. Three out of the nine tasks were “lookup” in nature, which are Tasks 3, 5, and 6. The other six tasks were designed to be “exploratory” in nature. They were selected based on several criteria: (1) they should be exploratory, (2) they should be relevant in health information seeking, and (3) they should preferably have multiple associated questions in the question repository that would provide the answer (otherwise standard search would likely be sufficient).

Table 1. List of the nine search tasks.

<table>
<thead>
<tr>
<th>Task ID</th>
<th>Task description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>What are the typical vision problems associated with diabetes?</td>
</tr>
<tr>
<td>2</td>
<td>What are possible relationships between Alzheimer’s disease and diet?</td>
</tr>
<tr>
<td>3</td>
<td>Can anti-epileptic medications be taken during pregnancy?</td>
</tr>
<tr>
<td>4</td>
<td>What are the possible connections between smoking and erectile dysfunction?</td>
</tr>
<tr>
<td>5</td>
<td>Can asthma be a side effect of taking Zocor?</td>
</tr>
<tr>
<td>6</td>
<td>Is colon cancer an inherited disease?</td>
</tr>
<tr>
<td>7</td>
<td>How might Tuberculosis medication impact one’s body weight?</td>
</tr>
<tr>
<td>8</td>
<td>Other than prescribed medications, what other approaches may help with depression?</td>
</tr>
<tr>
<td>9</td>
<td>What might be the concerns on breastfeeding while diagnosed with breast cancer?</td>
</tr>
</tbody>
</table>
Comparative Study Design and Procedure

We devised six surveys corresponding to six orders of search modes: ABC, ACB, BAC, BCA, CAB, CBA (see Multimedia Appendix 1 for the survey corresponding to the order ABC). To compare three search modes, we used the within-subjects design [36] with search mode as the factor, in three levels (A, B, C), which was counterbalanced appropriately to avoid order bias. In these six different surveys, the orders of the search tasks were kept the same while the orders of the search mode were permuted.

Each survey mainly consisted of three parts, where each part had three search tasks using one type of search mode. For each part, a brief instruction with screenshots (such as Figure 7) was provided to help participants better understand how the search task could be done with a particular search mode. Each search task included a question on the rating of the level of difficulty of the task, as well as three questions that served as validation of the quality of the search task that the participant worked on. For ratings, a 9-point Likert scale was used, where “9” indicated very difficult, “5” indicated neutral, and “1” indicated very easy. The rating responses were used as primary data for the comparative statistical evaluation of three search modes.

Because of the AMT setting, this study placed greater emphasis on obtaining valid answers by the workers. To ensure the validity of the participants’ responses, the remaining three questions required participants to provide the IDs of all the relevant health questions they found, the search keywords or topics they used, and a summary of the answers given from corresponding health questions. Each participant was required to provide answers to all the four questions unless he or she made five attempts without finding any results. In that case, the attempted search keywords or topics still needed to be recorded. Responses to these three questions were used to determine the quality of the AMT worker, and if the participant’s work would be accepted or rejected. Since our objective was to evaluate the effectiveness of topic-based navigational exploration interface A, for each search task using A, we required participants to provide at least two topics from the given list for each exploration they performed. If a worker provided answers that did not match the corresponding search mode, his or her work was rejected.

During the study design phase, we considered the alternative that all answers would be accepted, correct or not, and the rate of correctness would be an evaluation criterion. We decided against this because of the paid-nature of the AMT setting: If we did not insist in obtaining correct answers (which may not be unique), we could not be sure that AMT workers were not tempted to provide arbitrary answers; then we could not guarantee that they followed the instructions carefully. A worker not following the instructions and not required to get correct answers could potentially complete the tasks in a minimum amount of time by selecting arbitrary answers, and in effect earn much higher hourly pay. This potential conflict of financial interest from the worker would have been a weakness that might have rendered the study data less useful.

Each survey also included an additional set of background questions:

1. How frequently do you use Google search? (9-point Likert scale: 1-Always, 5-Occasionally, 9-Never)
2. How often do you search for health information online? (9-point Likert scale: 1-Always, 5-Occasionally, 9-Never)
3. How would you rate your level of medical knowledge? (9-point Likert scale: 1-None, 5-Average, 9-Expert)
4. Choose your level of education. (5-point Likert scale: 1-Less than high school, 2-High school, 3-College, 4-Graduate or Higher, 5-Other)
5. Among the three health information search approaches, which one do you prefer most and why to complete the above search tasks?

These additional questions were optional but could provide information for further analysis.

For each survey, we created a separate HIT (Human Intelligence Task, the unit of paid work) on AMT. Each HIT was allocated 60 minutes for the completion of the task with US $6 compensation; 15 participants were recruited per HIT. Each was required to complete nine tasks in Table 1 (three tasks for each search mode). All participants had an approval rate of at least 85%.

Before the six surveys were given to AMT workers, a pilot survey was given to a small group of 5 AMT workers to provide feedback on (1) time needed to complete the tasks, (2) clarity of the instructions, (3) whether the nine tasks made sense, and (4) other open comments on the study design. The pilot workers found 45 minutes to be reasonable for them but suspected that more time would be beneficial because of the variations in search experiences. There were no major comments for items (2), (3), and (4). Therefore, the actual surveys for the 90 AMT workers were allotted 60 minutes.

The study involved the use of survey and assessment procedures that were obtained in such a manner that the human subjects could not be identified directly or through identifiers linked to the subjects. Therefore the study qualified as an exempt research activity by the Case Western Reserve University Institutional Review Board under the Code of Federal Regulations, 38 CFR 16.101(b) Section 3, Category 2.
Results

Participant Responses

Data collection for crowdsourced participant responses took place from September 18 to October 6, 2013 (a period of 18 days); 98 eligible distinct AMT workers in total were recruited. Eight workers’ responses were rejected because they were not able to complete the search tasks in the allotted time or did not follow the task instructions. As a result, the responses of 90 participants were used for the evaluation. These participants took an average of 50 minutes to complete a HIT, or survey.

Table 2 shows the numbers of participants who found relevant results using three search modes for the nine search tasks. Whether the participants found relevant results was manually validated based on their responses on the IDs of all the relevant health questions they found, the search keywords or topics they used, and a summary of the answers given in the corresponding health questions. Participants were allowed to give up a search task after five attempts were made without finding any relevant results. Tasks 3 and 8 received the least number of participants (82.2%, 74/90) who found relevant results. In sum, 90.9% (736/810) participants found relevant results: 96.3% (260/270) participants found relevant results using search mode A, 88.9% (240/270) participants found relevant results using B, and 87.4% (236/270) participants found relevant results using C.

For those who found no relevant results, manual review of the search keywords or topics provided showed that they did not devise appropriate keywords or topics. For example, five attempts made by one participant without success for Task 8 using search mode B were “depression treatments”, “depression treatment without medication”, “treating depression”, “depression and meditation”, and “depression and alternative treatments”. The following five keywords were provided by another participant for Task 8 using search mode C: “depression”, “no medication depression”, “natural depression”, “depression treatment”, and “depression approach” with no relevant results found.

Table 2. Number of participants who found relevant results using three search modes (A, B, C) for the nine search tasks.

<table>
<thead>
<tr>
<th>Task ID</th>
<th>Participants who found relevant results using A, n</th>
<th>Participants who found relevant results using B, n</th>
<th>Participants who found relevant results using C, n</th>
<th>Participants who found relevant results, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>90 (100)</td>
</tr>
<tr>
<td>2</td>
<td>30</td>
<td>24</td>
<td>28</td>
<td>82 (91.1)</td>
</tr>
<tr>
<td>3</td>
<td>26</td>
<td>24</td>
<td>24</td>
<td>74 (82.2)</td>
</tr>
<tr>
<td>4</td>
<td>28</td>
<td>29</td>
<td>26</td>
<td>83 (92.2)</td>
</tr>
<tr>
<td>5</td>
<td>29</td>
<td>30</td>
<td>26</td>
<td>85 (94.4)</td>
</tr>
<tr>
<td>6</td>
<td>29</td>
<td>30</td>
<td>26</td>
<td>85 (94.4)</td>
</tr>
<tr>
<td>7</td>
<td>29</td>
<td>24</td>
<td>25</td>
<td>78 (86.7)</td>
</tr>
<tr>
<td>8</td>
<td>29</td>
<td>20</td>
<td>25</td>
<td>74 (82.2)</td>
</tr>
<tr>
<td>9</td>
<td>30</td>
<td>29</td>
<td>26</td>
<td>85 (94.4)</td>
</tr>
<tr>
<td>Total</td>
<td>260 (96.3%)</td>
<td>240 (88.9%)</td>
<td>236 (87.4%)</td>
<td>90.9%</td>
</tr>
</tbody>
</table>
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The information on participant responses of the first four additional questions is presented in Table 3 (see also Multimedia Appendix 2), where the numbers of participants are reported only for points less than or equal to 5. Of the 90 participants, all reported the frequency of using Google search, 89 responded to the frequency of searching health information online, 89 reported their medical knowledge levels, and 68 reported their education levels. Furthermore, 36 used Google search frequently or more (40%), and 41 occasionally used Google search (45.6%). Regarding the frequency of searching health information online, 43 reported frequently or more (47.8%), and 29 reported occasionally (32.2%). For knowledge, 79 had limited or no medical knowledge (87.8%). For the education level, 45 reported “College” education (50%), and 13 reported “Graduate or Higher” (14.4%).

Participant responses on the preference of three search interface modes are presented in Multimedia Appendix 2. All 90 participants reported their preferences; 43 participants preferred A (47.8%), 23 favored B (25.6%), 22 preferred C (24.4%), one chose A or B (1.1%), and one chose A or C (1.1%). Multimedia Appendix 3 presents the explanations of participants for preferring certain search modes.

**Table 3.** Information on participant responses of the first four additional questions (including only points on a scale less than or equal to 5).

<table>
<thead>
<tr>
<th>Question</th>
<th>Points (≤5)</th>
<th>Participants, n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Google search frequency</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-Always</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>2-Very Frequently</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>4-Frequently</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>5-Occasionally</td>
<td>41</td>
<td></td>
</tr>
<tr>
<td><strong>Health information search frequency</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-Always</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>2-Very Frequently</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>4-Frequently</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>5-Occasionally</td>
<td>29</td>
<td></td>
</tr>
<tr>
<td><strong>Medical knowledge level</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-None</td>
<td>44</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>32</td>
<td></td>
</tr>
<tr>
<td>3-Limited</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>5-Average</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-High school</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>3-College</td>
<td>45</td>
<td></td>
</tr>
<tr>
<td>4-Graduate or Higher</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>5-Other</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

**Comparison of Three Search Modes**

Participant responses for the difficulty ratings of search tasks using different search modes are also presented in Multimedia Appendix 2. For each participant, the ratings for A, B, and C were calculated by averaging the difficulty ratings of three search tasks corresponding to A, B, and C, respectively. The ratings data for each search interface mode was normally distributed.

We used the difficulty rating as a measure to compare the effectiveness of three search interface modes. Table 4 lists the average difficulty ratings of three search interface modes for the nine search tasks. For all the search tasks except Tasks 5 and 6, A was rated easier than both B and C. For all the search tasks except Tasks 2 and 8, B was rated easier than C. Figure 8 shows the mean difficulty ratings and error bars for the three search interface modes.
Table 4. Average difficulty ratings of three search modes (A, B, C) for the nine search tasks (1-very easy, 5-neutral, 9-very difficult).

<table>
<thead>
<tr>
<th>Task ID</th>
<th>Mode A</th>
<th>Mode B</th>
<th>Mode C</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.43</td>
<td>4</td>
<td>4.53</td>
</tr>
<tr>
<td>2</td>
<td>4.5</td>
<td>5.7</td>
<td>5.3</td>
</tr>
<tr>
<td>3</td>
<td>4.47</td>
<td>4.93</td>
<td>6.43</td>
</tr>
<tr>
<td>4</td>
<td>3.8</td>
<td>4.27</td>
<td>5.53</td>
</tr>
<tr>
<td>5</td>
<td>4.8</td>
<td>4.03</td>
<td>4.5</td>
</tr>
<tr>
<td>6</td>
<td>4.07</td>
<td>3.8</td>
<td>4.57</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>5.57</td>
<td>5.97</td>
</tr>
<tr>
<td>8</td>
<td>4.77</td>
<td>7</td>
<td>5.87</td>
</tr>
<tr>
<td>9</td>
<td>3.93</td>
<td>4.43</td>
<td>5.07</td>
</tr>
<tr>
<td>Average</td>
<td>4.31</td>
<td>4.86</td>
<td>5.31</td>
</tr>
</tbody>
</table>

Repeated-measures ANOVA analysis of the data showed statistically significant differences among the difficulty levels of A, B, and C ($P<.001$). Wilcoxon signed-rank test (one-tailed) between A and B showed that A was significantly easier than B ($P<.001$). Paired t tests (one-tailed) between A and C showed A was significantly easier than C ($P<.001$). Paired t tests (one-tailed) between B and C showed that B was significantly easier than C ($P=.014$). In sum, A (CENI) performed the best among the three.

We applied the Pearson correlation analysis to explore the effect of Google search frequency, online health information search frequency, medical knowledge, and education level on the difficulty ratings of the participants. No strong correlations were found.

According to participant comments on preferring a certain search mode most (see Multimedia Appendix 3), the most predominant reason they preferred A was that A was very easy to use and allowed users to quickly narrow down the relevant results, which is consistent with CENI’s design objective. The following are two examples of their reasons:

*I liked being able to easily select multiple topics to narrow my search quickly. I found it to be the easiest search method because it decreased the number of unrelated search results.*

*I found A to be the best approach. Having everything in a category made it easy to narrow things down fast.*

Some of the participants also noticed CENI’s benefit to less experienced users and those who are not sure exactly what to search:

*Test Search Engine by Topic (A) is the most preferred by me, since it helps even a less experienced user to find and target to the topics and answers he is looking for. And for the experts, definitely, it helps to save a lot of time by optimizing the search by topics and using keywords to further filter the search.*

*I liked the categories. It made it easier to find what I was looking for. I would think it would be very helpful when someone is not sure exactly what search terms to use. It also seems really helpful for someone who was just diagnosed, or has questions about a disease but aren't sure what they want to know.*

According to the participants who favored B (keyword-based search only), the most common reason was that it involved fewer steps to search: “I think approach B was easiest. So I prefer approach B. All I did was type a phrase I thought was relevant and it usually came up with relevant topics right away without further steps” and “I liked B the best because it was easier to use and less steps to search on it and it also gave good results. It was just clearer and less complicated than the others.”

We reviewed the keywords these participants (favoring B) provided for the search tasks, and it turned out that they were better at composing keyword phrases to acquire the most relevant results.

According to the participants who favored C, the most common reason was that they were more familiar with it: “C, just because I’m more used to Google and also because I liked the way that Netwellness.org site was laid out” and “Netwellness.org/google. It was a familiar search engine to me and I found that it gave the quickest response to finding my answers.”

Among those who preferred C, the most common reason was that they were more familiar with it: “C, just because I’m more used to Google and also because I liked the way that Netwellness.org site was laid out” and “Netwellness.org/google. It was a familiar search engine to me and I found that it gave the quickest response to finding my answers.”

It is worth noting that for some participants, although they rated CENI (A) as the least difficult one, they still preferred other...
search modes (B or C) because they were more used to keyword-based search or Google search.

**Figure 8.** Mean difficulty ratings for search interface modes A, B, and C (1-very easy, 5-neutral, 9-very difficult) (error bar represents the standard error of the mean [SEM]; the SEMs for A, B, and C are 0.1015, 0.0999, and 0.1233, respectively).

**Discussion**

**Principal Results**

This study presented a novel navigational exploration interface CENI with topics as dynamic and searchable menus for consumer health information retrieval and navigation. Its conjunctive exploration mechanism allowed users to quickly drill down to the most relevant results. The efficacy of CENI was evaluated by comparing it with a similar search interface with keyword-based search only, as well as the existing search mode using Google search or NetWellness advanced search.

The evaluation was conducted through crowdsourcing, a valuable method for gathering data when human participation is needed, which has been proved by many recent studies. To our knowledge, this work is the first crowdsourcing comparative evaluation of consumer health information retrieval and navigation interfaces.

We recruited 90 AMT workers as participants to work on six surveys (15 participants per survey). The surveys were carefully designed to include data quality control mechanisms and avoid order effect for comparison. The difficulty rating of search tasks using different search modes were used as a measure for the comparison. Statistical analysis showed significant differences among the difficulty rating of three search modes; CENI was significantly easier than the other two search modes. CENI was endorsed by 47.8% participants as the most preferred interface among the three search modes. Participants’ reasons for preferring CENI most were consistent with its design objective and further validated its usability.

Although CENI was implemented for organizing and exploring consumer health questions in NetWellness, it is applicable to other domains for information organization and exploration as long as the information items can be classified into multiple categories.

**Comparison With Prior Work**

There were previous studies on health information retrieval and navigation [7,37]. Zeng et al [37] presented an interview and observation study in which consumers were asked to search for health information on MEDLINEplus [38,39], provided by National Library of Medicine. They analyzed the observed search sessions and determined several factors accounting for the failure of the specific searches, including confusing interface or organization of a website and information overload (too much information was retrieved). Our CENI interface presented a solution to address the potential information organization and overload challenges, by categorizing health information into one or more topics and using a conjunctive mechanism to quickly drill down to the most relevant contents.

Mu et al [7] provided a facet-view information navigation interface called SimMed for exploring literatures in a MEDLINE subset. They applied clustering technology to better organize users’ exploratory search results. The effectiveness of SimMed was evaluated by comparing to a baseline system using knowledge changes, time spent, user-system interactions and patterns, and participant preference responses. Different from SimMed, CENI organized information items by topics or categories beforehand, instead of clustering them after a user’s search. The effectiveness of CENI was measured using the quantitative difficulty level rated by the study participants and preference responses.

A unique aspect of our study is that we performed a crowdsourcing evaluation to compare search interfaces in a timely and cost-effective manner with a relatively large number of study participants recruited anonymously, rather than the traditional participatory recruitment in [7] and [37]. As far as we know, this is the first study of this kind performing direct comparison on consumer health information search interfaces.
Limitations of Using AMT

The first limitation of AMT is that the worker population has relatively higher levels of education (college or above) and is more tech-savvy compared to the general population, and therefore may not be representative [23,30]. However, large crowds like AMT workers are certainly more representative and cost-effective than the convenience samples in traditional participatory studies, which may consist of fewer participants due to time and labor constraints [7,30,40]. In addition, crowdsourcing provides access to a population that would not be readily available through traditional methods [23]. They are also more representative of the population that is familiar with and uses the Internet as an information source.

The second limitation for AMT is that it is harder to track time spent on individual tasks. AMT can keep track only of HIT time, and not subtasks within a HIT. Breaking down each search mode as a separate HIT would have the advantage of being able to automatically track time for each mode as a HIT level functionality provided by AMT. However, it would have two potential disadvantages: (1) it would not be a paired-design (which has more statistical power), since the same AMT worker would not have worked on all three modes, and (2) there would have been 18, as opposed to 6 HITs to manage, which would be substantial overhead for managing the study.

The third limitation of AMT is that it does not currently allow weblog information to be provided to track user-system interactions and patterns. We considered using weblogs for this purpose but did not pursue it in the end for two reasons: (1) it would have introduced an additional layer of complexity in an already complex survey (compared to typical AMT surveys), and (2) although we could have tracked IP addresses and weblog patterns for the site hosting CENI, obtaining weblogs from NetWellness’ official site and Google in order to identify the specific group of AMT workers who used their search facilities would be prohibitive due to the anonymous nature of AMT workers and the need to obtain data that are neither easily identifiable nor under our control.

The fourth limitation of AMT is a predefined time limit to complete the survey. An important factor enabling measuring user-system interactions and patterns mentioned in [7] is that there was no time limitation for participants to complete their search tasks. However, for each AMT HIT, a total allocated time must be specified beforehand.

A potential fifth limitation could be that an AMT worker might be biased towards the new interface to be evaluated in an effort to please the study designer and facilitate approval of their work. Our design implemented cross-validation questions and required intensity of focus to work on all nine search tasks, thereby minimizing this possibility. In fact, some evaluators still preferred C while in fact their rating for A is the easiest, indicating no intention to please the study designer.

Limitations of Study Design

The first limitation of our study was its use of the difficulty rating on individual tasks and modes as the major criterion. Tracking the amount of time an AMT worker took for each individual search mode would have been a useful source of information, as indicated in [7]. However, due to the limitation of AMT, it was less feasible to obtain this information without incurring other compromises in study design. We do suspect that less time would be correlated to lower levels of difficulty rating, however. And our overall preference rating and open commentary provided insight that this limitation did not affect the validity of the results.

The second potential limitation was that we selected nine search tasks, instead of a random selection of a larger number of tasks. Admittedly, more and randomly selected tasks would provide more statistical power. However, given the focused goal of the study to demonstrate the potential value of exploratory navigation using interfaces like CENI, the careful selection of search tasks was necessary, since our goal was not to show that CENI always performed better on all search tasks, lookup or exploratory.

The third potential limitation was that our CENI interface used the 99 existing NetWellness topics instead of developing an independent set of topics for tagging the questions. Our rationale was that a new set of topics dedicated for CENI would be an unfair advantage and would have introduced a major compounding factor, since the interface we compared against involved the exiting NetWellness resident search interface using the 99 topics. Also, we used the automatic multi-topic assignment results obtained in our previous study, where the precision and recall were 0.849 and 0.774 respectively. Nonetheless, this apparently did not affect our evaluation of the effectiveness of CENI, since it still outperformed the other two search modes. The correct and complete assignment of topics to questions would have definitely improved the effectiveness of the CENI interface more.

Conclusions

We presented a novel navigational exploration interface for consumer health information retrieval and navigation. With topics presented as dynamic and searchable menus, CENI’s conjunctive exploration mechanism allowed users to quickly drill down to the most relevant results in the most effective way.

AMT crowdsourcing allowed us to perform a comparative search interface evaluation in a timely and cost-effective manner with a relatively large number of study participants recruited anonymously. Our careful study, accounting for possible biases with cross-validation for results, has confirmed that CENI does enhance consumer health information access.
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Abstract

Background: A new health care technology must be cost-effective in order to be adopted. If evidence regarding cost-effectiveness is uncertain, then the decision maker faces two choices: (1) adopt the technology and run the risk that it is less effective in actual practice, or (2) reject the technology and risk that potential health is forgone. A new depression eHealth service was found to be cost-effective in a previously published study. The results, however, were unreliable because it was based on a pilot clinical trial. A conservative decision maker would normally require stronger evidence for the intervention to be implemented.

Objective: Our objective was to evaluate how to facilitate service implementation by shifting the burden of risk due to uncertainty to the service provider and ensure that the intervention remains cost-effective during routine use.

Methods: We propose a risk-sharing scheme, where the service cost depends on the actual effectiveness of the service in real-life setting. Routine efficacy data can be used as the input to the cost-effectiveness model, which employs a mapping function to translate a depression specific score into quality-adjusted life-years. The latter is the denominator in the cost-effectiveness ratio calculation, required by the health care decision maker. The output of the model is a “value graph”, showing intervention value as a function of its observed (future) efficacy, using the €30,000 per quality-adjusted life-year (QALY) threshold.

Results: We found that the eHealth service should improve the patient’s outcome by at least 11.9 points on the Beck Depression Inventory scale in order for the cost-effectiveness ratio to remain below the €30,000/QALY threshold. The value of a single point improvement was found to be between €200 and €700, depending on depression severity at treatment start. Value of the eHealth service, based on the current efficacy estimates, is €1900, which is significantly above its estimated cost (€200).

Conclusions: The eHealth depression service is particularly suited to routine monitoring, since data can be gathered through the Internet within the service communication channels. This enables real-time cost-effectiveness evaluation and allows a value-based price to be established. We propose a novel pricing scheme where the price is set to a point in the interval between cost and value, which provides an economic surplus to both the payer and the provider. Such a business model will assure that a portion of the surplus is retained by the payer and not completely appropriated by the private provider. If the eHealth service were to turn out less effective than originally anticipated, then the price would be lowered in order to achieve the cost-effectiveness threshold and this risk of financial loss would be borne by the provider.
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Introduction

Pricing and reimbursement decisions for new health care interventions are key to patient access to these treatments. Once an intervention is approved (based on evidence of its safety, efficacy, and quality), decision makers are faced with finding the value of the new treatment. Value statements are based on the objective of the health care system, which is normally maximization of health. Cost-effectiveness (CE) analysis is used to calculate the costs per unit of health (i.e., quality-adjusted life-year [QALY]) for a given intervention. Generally, an intervention is considered cost-effective if its incremental cost-effectiveness ratio (ICER; unit: €/QALY) is below a predetermined threshold.

The level of CE threshold, adopted by the United Kingdom’s National Institute for Health and Care Excellence (NICE) lies in the range of £20,000-£30,000 per QALY [1]. A recent study reduced the estimate to £18,317 per QALY [2]. Interventions with an ICER below this range are generally deemed cost-effective. Interventions exceeding this range do not present good value for money and would generally not be implemented, unless there is significant value shown in other domains (such as low budget impact or a treatment for a priority disease area). The existence of such an explicit cost-effectiveness threshold provides a clear and predictable signal of value to the private sector (i.e., drug manufacturers) because it specifies what decision makers will regard as being cost-effective [3]. A value-based approach enables companies to reduce their prices to levels that assure that their products are cost-effective. On the other hand, companies may respond to such a policy by raising their prices well above the production costs if the perceived value of the product is still high [4]. In either case, the decision maker’s goal is achieved, since health is purchased at a price below the cost-effectiveness threshold.

The reimbursement process has traditionally been binary: an intervention is either reimbursed or not. However, policies have emerged that expand the options, for example, linking coverage to evidence development [5]. Where data are insufficient to take an informed view on cost-effectiveness, then a risk-sharing approach could be adopted. This would require the company and payer to agree to a contract where the cost of the drug is reimbursed, contingent on claims of clinical effectiveness being realized in practice. If expected outcomes are not achieved, prices would need to be changed [6]. There is a surge of interest in risk-sharing schemes between health care payers and pharmaceutical companies in Europe. Performance-based risk sharing could produce efficient market equilibrium, achieved by adjustment of the price and post-launch evidence collection [7]. The effectiveness of the existing contracts, however, is limited, particularly due to high administration costs, lack of transparency, and conflicts of interest [8].

The reimbursement process has traditionally been binary: an intervention is either reimbursed or not. However, policies have emerged that expand the options, for example, linking coverage to evidence development [5]. Where data are insufficient to take an informed view on cost-effectiveness, then a risk-sharing approach could be adopted. This would require the company and payer to agree to a contract where the cost of the drug is reimbursed, contingent on claims of clinical effectiveness being realized in practice. If expected outcomes are not achieved, prices would need to be changed [6]. There is a surge of interest in risk-sharing schemes between health care payers and pharmaceutical companies in Europe. Performance-based risk sharing could produce efficient market equilibrium, achieved by adjustment of the price and post-launch evidence collection [7]. The effectiveness of the existing contracts, however, is limited, particularly due to high administration costs, lack of transparency, and conflicts of interest [8].

The intervention studied here is a novel eHealth service to support the treatment of patients with depressive symptoms, which aims at improving medication adherence and collaborative care management by combining Web-based and mobile-based systems. The eHealth service is applied in addition to the usual care over the Internet and mobile phones and allows active patient engagement and care management performed by trained psychologists and has been described previously [9]. Details on the intervention are included in Multimedia Appendix 1. The intervention was found to be very cost-effective in a previous study [10] with an ICER of €1430/QALY. There was, however, a high degree of uncertainty because efficacy data were based on a small pilot trial (46 patients) with high attrition. Varying assumptions regarding dropout pattern resulted in significantly lower cost-effectiveness [10]. Evidence regarding long-term benefits resulting from routine use is not available, and the risk that the same efficacy is not realized in real life would have to be borne by the payer if the treatment were to be reimbursed based on the existing data. Since social decision makers are not risk taking [11], we examine how this risk could be shared with (or shifted to) the service provider.

The purpose of our paper is to identify if and how an efficient risk-sharing scheme for a new depression treatment can be implemented. The objective of the agreement is to guarantee that the payer purchases health at a cost below the CE threshold. Our aim is to provide a clear definition of (1) what data need to be collected during routine use as well as how these data are used to calculate real-time cost-effectiveness, and (2) how the price is adjusted in order to meet the CE threshold.

Methods

Design

We propose a performance-based risk-sharing agreement to provide coverage “only in research” [12]. This means that the intervention is reimbursed only on condition that efficacy data are gathered for every patient during routine use. The objective is to periodically recalculate cost-effectiveness of the service based on the obtained data and adjust its price accordingly. If the recalculated ICER exceeds the CE threshold, the price is to be reduced. On the other hand, if the recalculated ICER is below threshold, the price may be increased and the surplus shared between the payer and provider.

Evidence to be Collected During Routine Use

Intervention efficacy is currently the main source of uncertainty. Long-term improvement of quality of life should thus be investigated during routine use. We propose that decline of depression severity be monitored by the Beck Depression Inventory (BDI-II) scale [13], self-administered by the patients. As evaluated in the pilot trial [9], the BDI score is collected at enrollment and at regular intervals during use. The questionnaire can be applied via the Health service platform and requires very few additional resources. Current mean estimates of BDI improvement, based on the pilot trial are shown as box-plots in Figure 1. The average BDI score for patients entering the trial was 29 (“initial BDI”). Half a year later, the score was reduced to 18 and 10 for the control and treatment arms respectively.

A previously published mapping function [10] is then used to convert BDI score into quality of life weight (Figure 1). Evidence to be Collected During Routine Use

Intervention efficacy is currently the main source of uncertainty. Long-term improvement of quality of life should thus be investigated during routine use. We propose that decline of depression severity be monitored by the Beck Depression Inventory (BDI-II) scale [13], self-administered by the patients. As evaluated in the pilot trial [9], the BDI score is collected at enrollment and at regular intervals during use. The questionnaire can be applied via the Health service platform and requires very few additional resources. Current mean estimates of BDI improvement, based on the pilot trial are shown as box-plots in Figure 1. The average BDI score for patients entering the trial was 29 (“initial BDI”). Half a year later, the score was reduced to 18 and 10 for the control and treatment arms respectively.

A previously published mapping function [10] is then used to convert BDI score into quality of life weight (Figure 1). Mapping of BDI scores onto the QALY scale is encouraged, since generic instruments such as EQ-5D lack sensitivity in measuring quality of life in mental disorders [14]. Collecting both EQ-5D and BDI data would be useful in order to validate...
the existing mapping function. Mapping BDI data onto QALY in the pilot trial (Figure 1) resulted in a mean initial QALY weight 0.53, which increased to final values 0.72 and 0.83 for the control and treatment arm respectively.

**Figure 1.** Box-plots of BDI scores for patients, entering the pilot trial (initial BDI) and treatment/control groups at the end of the pilot trial (piecewise linear line shows how BDI score [horizontal axis] is mapped onto the QALY scale [vertical axis]).

---

### Results

#### Price Recalculation

How and when the evidence will be used to adjust the price should be clearly stated in the agreement. A previously published cost-effectiveness model [10] is used in order to calculate intervention value based on the data gathered along routine use. The economic model is detailed in Multimedia Appendix 1. Patients’ BDI score improvement dictates the amount of QALYs gained (through the mapping function in Figure 1). A cost-effectiveness threshold of €30,000/QALY is used as an example in our calculations but would be adapted according to the payers’ threshold. Explicitly stating the threshold monetary value for a QALY in turn allows calculation of the value of intervention. The price paid by the health authority should reflect the intervention’s value, regardless of the cost borne by the provider (which is estimated at €200 per patient). Figure 2 shows how the price would be set, depending on the actual efficacy (BDI depression score reduction). The plot has two distinct regions, separated by the threshold BDI improvement level (11.9), which correspond to an ICER of €30,000/QALY (using the pilot trial BDI data, where control group BDI score improved by 10.9 points on average). In the low efficacy range (<11.9 BDI points), intervention value would exceed its cost. The price could be raised in this case to a level not exceeding intervention value. Such a model would allow the total economic surplus (value minus cost) to be shared between the payer and provider. A portion of the surplus would go to the payer, since the intervention’s value would exceed its price. The provider, on the other hand would retain the difference between the price charged and the intervention cost as profit. The actual service efficacy found in the pilot trial was a 19-point improvement on the BDI scale for the treatment arm. This translates into a value of €1900 (per patient per year), which is significantly above the estimated service cost.
The current market level of private appropriation in health technologies was estimated at about 15% [4]. An appropriate ratio of payer versus provider surplus would have to be agreed upon and would depend for instance on the perceived risk of provider loss and the amount of research and development investment in the creation of the service. Such an agreement would also prevent the service provider from gradually increasing the price until the cost-effectiveness is at (or just below) the threshold level.

Figure 2. Relation between intervention value, price, and cost, depending on the actual efficacy (BDI improvement) during routine use (intervention value calculated using €30,000/QALY threshold; shaded regions depict provider loss and social surplus, shared between the provider and payer at an example ratio of 1:1 [50% private appropriation level, intervention cost at €200 per patient]).

Data Collection
The key issue to be addressed is how to ensure a transparent mode of data collection. Practicality, small administrative burden, and low costs dictate that data be gathered through the provider’s IT system. Means of ensuring data integrity would have to be set in place, as there is a clear conflict of interest if the provider is also the data collector. The data generation scheme would also need to provide control group data, since there is only a small historical control group available so far. This calls for a randomized design where an appropriate target control group size would need to be prespecified.

An important issue in analyzing the pilot trial data was how to handle a large body of missing data. Dropout rates up to 60% were observed [9] and should be reduced during routine use to reach a prespecified minimum response rate. Measures to reduce missing data could include a run-in period, limiting participants’ burden in the data collection stage, and collecting data also for dropouts [15]. A major methodological issue to be addressed is how to handle missing data in the statistical analysis. The use of available cases for four alternative data imputation scenarios in the analysis of pilot trial data resulted in markedly different estimates of ICER. Handling missing BDI data should clearly be specified when calculating price adjustment, as well as a sensitivity analysis performed with alternative methods to check the robustness of results [16].
Discussion

Principal Findings

New drugs could have a substantial beneficial impact on service delivery and patient safety in practice, but it has been difficult to prove this within the confines of a phase III trial [8]. The situation is similar for a novel eHealth depression service, which appears to be very cost-effective yet has considerable uncertainty, since efficacy data are available only from a single pilot clinical trial. The decision maker must now consider whether the benefits of immediate access to the technology exceed the potential risk of the service being cost-ineffective in real practice. If the service is not implemented, a considerable amount of health may be forgone. On the other hand, if the service is implemented and turns out to be less cost-effective in actual practice, money invested could have been better spent on other health care interventions.

Due to its nature (applied over the Internet and mobile technologies), the eHealth depression service lends itself to routine data collection. In fact, many eHealth and mHealth interventions allow collection of effectiveness data during routine use, particularly if effectiveness can be self-reported by the patient, for instance by questionnaires. Such data can be very useful for an economic or any other evaluation, as it does not suffer from sampling limitations (ie, it effectively samples the whole treated population). This opens an array of options for market entry, such as risk-sharing agreements.

We propose that effectiveness data be gathered throughout routine use, once the service is launched. These data points, in turn, can be used to iteratively reassess the intervention’s cost-effectiveness. This allows a risk averse payer to be charged with a price no higher than the value it represents. There has been a lot of skepticism regarding risk-sharing agreements, propelled by the UK multiple sclerosis patient access scheme, which was perceived as a “costly failure” [17]. We have thus addressed components of a potential risk-sharing agreement, most likely to be critical to its effectiveness. Three key aspects were how to ensure transparency of data collection and evaluation, handling of missing data, and obtaining control group data.

The core component of the proposed scheme is price recalculation based on the observed effectiveness. This is where risk is shared between the provider (price goes down if effectiveness is low) and the payer (price increases if the observed value is high). The price ceiling is set with regards to the explicit cost-effectiveness threshold, set by the decision maker. This ensures that the service represents good value to the payer. Furthermore, we propose a novel business model of surplus sharing between the payer and the service provider. An appropriate provider/payer surplus ratio ensures that a portion of the profits due to high cost-effectiveness is appropriated by the payer (health insurance) and that the service provider still retains an incentive to optimize the service in order to achieve high effectiveness.

Limitations

The service provider would benefit from patient selection based on their initial BDI score. The value of a BDI point is not uniform across the whole BDI range (Figure 3) due to varying slope of the mapping function (Figure 1). This could give the provider an incentive to include patients only with initial BDI scores at around 25, since this would maximize treatment effect and value.

Another shortcoming is source of cost data used in the health economic model. Costs due to depression states were taken from a similar intervention in the United Kingdom, and these may be different in other settings. Although ICER was found to be insensitive to depression-related costs [10], these cannot be ignored, particularly because using the service could encourage patients to consume more health care resources (specialist visits, drugs, etc). Depression costs are significant in the indirect domain (productivity loss from absenteeism and presenteeism). These costs are not included in the model and would likely be reduced by treating depression. A conservative approach would thus assume that any potential cost increase due to higher health care consumption due to service would be offset by a reduction in indirect costs due to health improvement.

Voluntary consent to research, free of coercion, or penalty for refusal is a basic requirement for research involving competent adults [18]. When a treatment is offered in research only, this may have ethical implications [19]. If a patient was to decline reporting BDI data, would they still be eligible to use the eHealth service? If not, that may result in patient coercion to participate in the study. Random allocation to control and treatment groups could be an ethical issue if the service became standard treatment, since the service would be denied to patients, randomized to the control group. They would still receive treatment as usual but would be denied a potentially effective eHealth service. If this was deemed unacceptable, then a randomized control group would not be available. An alternative control group strategy is to follow up on patients that chose not to use the service (for instance due to lack of Internet access) and thus receive treatment as usual.

Our analysis is based on the notion that health (as measured by quality-adjusted life-years) is the only domain representing value to the payer. It should be noted that, depending on the perspective of the decision maker, other domains should also be taken into account, including severity of illness, unmet medical need, and wider societal considerations such as impacts on caregivers and equality [20]. Since value in other domains is difficult to monetize, we excluded them from the analysis.

Service cost is one of the variables in the price recalculation model. The current rough estimate of intervention cost is €200 per patient. The actual intervention cost (per patient) during routine use is likely to depend on the total number of patients enrolled in the program. Since cost is known only to the service provider, this could be exploited in order to achieve a higher price.
Figure 3. Value of a BDI point improvement (treatment minus control) as a function of the patient's initial BDI score (calculation based on a treatment effect of 10 BDI points).

Conclusion
We have shown how to shift the risk due to uncertainty from the health care payer to the service provider. Such an agreement requires a value-based pricing scheme and continuous efficacy monitoring throughout routine use. The latter is easily implemented in eHealth or mHealth interventions as long as a patient-reported measure of health is available. We proposed a flexible pricing scheme that allows economic surplus to be shared between the payer and provider in case of high treatment efficacy during routine use and allows the payer to avoid any potential loss in case of low efficacy.
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Abstract

Background: Social media are dynamic and interactive computer-mediated communication tools that have high penetration rates in the general population in high-income and middle-income countries. However, in medicine and health care, a large number of stakeholders (eg, clinicians, administrators, professional colleges, academic institutions, ministries of health, among others) are unaware of social media’s relevance, potential applications in their day-to-day activities, as well as the inherent risks and how these may be attenuated and mitigated.

Objective: We conducted a narrative review with the aim to present case studies that illustrate how, where, and why social media are being used in the medical and health care sectors.

Methods: Using a critical-interpretivist framework, we used qualitative methods to synthesize the impact and illustrate, explain, and provide contextual knowledge of the applications and potential implementations of social media in medicine and health care. Both traditional (eg, peer-reviewed) and nontraditional (eg, policies, case studies, and social media content) sources were used, in addition to an environmental scan (using Google and Bing Web searches) of resources.

Results: We reviewed, evaluated, and synthesized 76 articles, 44 websites, and 11 policies/reports. Results and case studies are presented according to 10 different categories of social media: (1) blogs (eg, WordPress), (2) microblogs (eg, Twitter), (3) social networking sites (eg, Facebook), (4) professional networking sites (eg, LinkedIn, Sermo), (5) thematic networking sites (eg, 23andMe), (6) wikis (eg, Wikipedia), (7) mashups (eg, HealthMap), (8) collaborative filtering sites (eg, Digg), (9) media sharing sites (eg, YouTube, Slideshare), and others (eg, SecondLife). Four recommendations are provided and explained for stakeholders wishing to engage with social media while attenuating risk: (1) maintain professionalism at all times, (2) be authentic, have fun, and do not be afraid, (3) ask for help, and (4) focus, grab attention, and engage.

Conclusions: The role of social media in the medical and health care sectors is far reaching, and many questions in terms of governance, ethics, professionalism, privacy, confidentiality, and information quality remain unanswered. By following the guidelines presented, professionals have a starting point to engage with social media in a safe and ethical manner. Future research will be required to understand the synergies between social media and evidence-based practice, as well as develop institutional policies that benefit patients, clinicians, public health practitioners, and industry alike.

(J Med Internet Res 2014;16(2):e13) doi:10.2196/jmir.2912
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Introduction

Background
Social media are Web-based tools that are used for computer-mediated communication. In health care, they have been used to maintain or improve peer-to-peer and clinician-to-patient communication, promote institutional branding, and improve the speed of interaction between and across different health care stakeholders. Examples of social media applications in health include (but are not limited to) access to educational resources by clinicians and patients [1-3], generation of content rich reference resources (eg, Wikipedia) [4], evaluation and reporting of real-time flu trends [5], catalyzing outreach during (public) health campaigns [6,7], and recruitment of patients to online studies and in clinical trials [8-11].

A number of indicators suggest that the evidence for using social media in the health care context is growing; for example, the number of articles indexed on PubMed has nearly doubled each year for the last 4 years [12], social media policies are being adopted [13] and tested in various health care settings [14], journals are discussing how social media facilitate knowledge-sharing and collaboration [15,16], and theories on the social changes resulting from their adoption are being developed [17]. However, despite these useful insights, our collective understanding of how social media can be used in medical and health care remains fragmented.

Objective
The aim of this narrative review was to gain a better understanding of how social media are being used in health care. Using a qualitative approach, this article uses case studies to illustrate where, how, and why social media are being used.

The intent of this review is to allow different health care stakeholders the opportunity to make informed decisions on how to use social media and similar electronic-mediated communication tools as part of their daily activities.

Methods

Qualitative Method
Although literature reviews in medicine have traditionally followed positivistic epistemologies, we drew upon a different approach, the critical-interpretivist theory [18], to conduct this review. Our intent, more specifically, was to elucidate impact while illustrating, explaining, and providing the contextual knowledge of why social media are being used in medicine and health care. However, we did not intend to measure, quantify, or generalize results, as is the case with Cochrane Reviews. Ultimately, the knowledge synthesized herein will allow readers to decide for themselves where, how, and why they may use and implement these computer-mediated communication tools as part of their day-to-day activities.

Data Sources and Knowledge Synthesis
This review used a number of traditional and nontraditional reference sources. It is not exhaustive due to inherent limitations that occur when trying to assess the medical and health-related grey literature situated within social media itself. Medline was searched using the search string in Textbox 1. Additionally, data from the Cochrane list of Web 2.0 resources [19], the Health Librarianship Canada (HLCanada) wiki [20], the Pan-American Health Organization’s Equity and Human Development Listserv, the 2008-2011 proceedings of the Medicine 2.0 World Congress on Social Media and Web 2.0 in Health, Medicine and Biomedical Research [21], and award winning blogs (eg, ScienceRoll) were used to supplement peer-reviewed resources. Where necessary, results were further supplemented with an environmental scan of the Google and Bing search engines.

Results were categorized based on social media service type (see definitions below) and, where necessary, further subgrouped as appropriate. The search above was conducted on January 1, 2012; however, all systematic reviews published after this date and up to July 2013 that fit these keywords were added to the literature.

Textbox 1. MEDLINE search string (modified from [12]).

("second life" AND (virtual OR 3d OR immersive)) OR "virtual worlds" OR "web 3.0" OR "medicine 2.0" OR "health 2.0" OR "web 2.0" OR mashup OR "social media" OR Blog OR digg OR "del.icio.us" OR "social bookmarking" OR wikis OR folksonomy OR wikipedia OR flickr OR twitter OR youtube OR facebook OR myspace OR Linkedin OR FourSquare

Definitions

Table 1 [22-26] presents a series of definitions and examples of different social media services.
Table 1. Categorical definitions of social media.

<table>
<thead>
<tr>
<th>Service type</th>
<th>Definition</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blog</td>
<td>Short for “web log”: a blog is an easy-to-publish website where bloggers (authors of blogs) post information and essays in sequential order [22].</td>
<td>WordPress, Blogger</td>
</tr>
<tr>
<td>Microblog</td>
<td>A tiny blog service that allows networks of users to send short updates to each other in less than 140 characters. Microblogs are considered a platform for information dissemination, social networking, and real-time communication [22].</td>
<td>Twitter, Identiti</td>
</tr>
<tr>
<td>Social networking site</td>
<td>A social networking site is an online service, platform, or site that focuses on building and visualizing social networks or social relations among people, who, for example, share interests and/or activities. A social network service essentially consists of a representation of each user (often a profile), their social links, and a variety of additional services [23].</td>
<td>Facebook, MySpace</td>
</tr>
<tr>
<td>Professional networking site</td>
<td>A professional networking site is a type of social network service that is focused solely on interactions and relationships related to business or a person’s professional career [24].</td>
<td>LinkedIn, Sermo, Asklepios, Ozmosis, Drs Hangout, Doc2Doc</td>
</tr>
<tr>
<td>Thematic networking sites</td>
<td>Social networking sites centered on a particular theme; for example disaster response, nursing, etc. These share many aspects of, and operate as a community of practice.</td>
<td>Telehelp, Innocentive, 23andMe, PatientsLikeMe, MeCureTogether</td>
</tr>
<tr>
<td>Wiki</td>
<td>Wikis are used to denote communal websites where content can be quickly and easily edited. Wikis support collaboration and information sharing; feature multimedia, such as video, slides, photographs; and allow anyone to edit or are password protected [22].</td>
<td>Wikipedia, Fluwiki</td>
</tr>
<tr>
<td>Mashups</td>
<td>A website that combines data and functionality from two or more services to create a new, value-added, service [25].</td>
<td>HealthMap, Google FluTrends</td>
</tr>
<tr>
<td>Collaborative filtering sites</td>
<td>A website where information is filtered or collected according to patterns. Techniques involving collaboration among multiple agents, viewpoints, and data sources are often used. These agents engage through a variety of sites, through a process called crowdsourcing, where the crowds join forces for a common purpose [26].</td>
<td>Digg, Delicious</td>
</tr>
<tr>
<td>Media sharing sites</td>
<td>A hosting service that allows individuals to upload and create galleries of photos, videos, and other digital media (eg, slide presentations). The host will then store them on a server and make them either publicly or privately available.</td>
<td>SlideShare, YouTube, Flickr</td>
</tr>
<tr>
<td>Other</td>
<td>Multi-User Virtual Environments, also known as Virtual Worlds</td>
<td>Second Life</td>
</tr>
</tbody>
</table>

Results

Summary

A total of 76 articles, 44 websites, and 11 policies/reports were reviewed and synthesized. Ethics, professionalism, privacy, and confidentiality, as well as information quality were recurrent themes throughout the literature. These are synthesized throughout the manuscript and emphasized in the discussion section. Prospectively, our results are presented based on the definitions of social media categories presented in Table 1.

Blogs

The first (Web 2.0) social media were developed in the late 1990s in the form of Web-logs (a term which was later shortened to blog). Web-based software platforms like Open Diary enhanced accessibility of content by allowing any existing or new users in the lay public to create a communal website where opinions about any topic could be voiced to create communal, collaborative dialogues. Blogs foster open access to information (both opinions and facts), contribute largely to the number of new websites created on the Internet and are often picked up by mainstream media, which makes them an important vehicle for social change [27]. For example, Paul Levy, the former President and CEO of Beth Israel Deaconess Centre in Boston, MA, was one of the early adopters among health care executives who, as a public authority with significant power, wrote a blog to make his reflections and decisions at the hospital transparent to all [28].

Although the literature on the use of blogs in Medline is growing, only one study that formally evaluated the attitudes, perceptions, and realities of the medical blogosphere was identified. Kovic and colleagues [27] conducted an online survey of medical bloggers and found that successful medical bloggers are most often highly educated writers (with masters or doctoral-level degrees) who are faithful to their sources and readers and are motivated to influence how others think by sharing their practical knowledge or skills in a creative manner.

Educational institutions in health care (eg, The Mayo Clinic) have used blogs to foster reflective peer-to-peer learning, which allow for open discussions and a formal log of medical training, as well as the implementation of new protocols [29]. Many hospitals also use blogs for branding and community outreach to (1) advertise their facilities [28] (such as featuring the newest device or test that they competitors do not possess), (2) share...
positive patient experiences [30] (such as a Mayo Clinic’s Piano Foyer Video where 2 unrelated patients meet and play the piano together while in hospital), or (3) feature well-known physicians who treat famous people or athletes [31]. Hospitals also use blogs to disseminate disease-specific information to supplement leaflets or handouts for patient education [32].

Blogs have been used in clinical research for clinical trial recruitment and data collection, allowing patients to ask questions about the trial procedures, risks, and incentives while maintaining an anonymous, non-threatening environment [33]. Mayo Clinic has also used blogs focused on major depressive disorder to request feedback on the patient experience and some of the complementary medicine practices they follow [1].

Patients have also been using blogs creatively to monitor and share their own patient journeys. For example, SixUntilMe (named after the age at which the author, Kerri Morrone Sparling, was diagnosed with diabetes) features the life of a patient living with type 1 diabetes, discussing topics like insulin pumps, continuous glucose monitors, and diabetes advocacy [34]. Cancer patients have also used blogs to share their experiences with chemotherapy. Dave deBronkart, a well-known e-patient advocate, used his blog to inform family members and his attending (family) physician of changes in tumor growth from a self-created spreadsheet of radiology reports of tumor size data [35]. Also, in May 2011, the Vancouverite Derek K Miller had a friend post his auto-obituary after dying from stage 4 metastatic colorectal cancer. His self-obituary blog post [36] “went viral”, receiving more than 4 million views in the 4 days after his death—a rather startling example of the potential reach of health-related social media.

Blogs have been used by health care workers for peer-to-peer communication and knowledge exchange such as virtual rounds. The Clinical Cases Blog [37] is prototypical of the medical blogosphere, as it features cases in allergy and immunology, cardiology, pulmonology, gastroenterology, nephrology, endocrinology, hematology, rheumatology, infectious diseases, neurology, geriatrics, and pain management. Moreover, this blog also has a special section on admission note templates (eg, congestive heart failure), procedure guides, and related material. Figure 1 displays an example case from this blog.

With regard to disease and epidemic outbreak tracking, citizen-report photo blogs have been used to inform hospitals of incoming mass casualty events (eg, Hudson River plane landing) [38]. Equally interesting, is how the US military has used natural language processing (where computers evaluate meaning) to automatically filter and retrieve information on blog posts by military servicemen as a means to monitor emotions and posttraumatic stress disorder after operational deployment [39].

There are many other examples of medical blogs in addition to the ones discussed. MedGadget [40] showcased a range of interests in 2010 with their annual (winter) medical blog competition using a public voting system. To see the winners, further illustrating how blogs are used in health care, see Multimedia Appendix 1.

The Really Simple Syndication (RSS) Web standard has facilitated the broad adoption and dissemination of blogs. RSS allows software, known as RSS readers, to pull content and create an email-like inbox of blogs and other websites (eg, PubMed) that are frequently updated. This is useful when a user wants to create a customized “feed” of information that is relevant to their interests and classify it accordingly, for easy retrieval in the future. Among the most notable RSS readers are Apple Mail, iGoogle, and Bloglines.

Overall, blogs are the oldest, most established, and evaluated form of social media, with articles as early as 2004 noting their use in medicine and family practice [41]. A number of peer-review articles on blogs have also been published. These mainly note their effectiveness how they can be used to disseminate best practices [42], their applications in assessing clinical knowledge learned [43], and how they can be used to promote reflection and professional development [29].
Microblogs

The most dynamic and concise form of information exchange on social media occurs on microblogs. These short 21st-century telegrams allow users to view a large number of updates, of brief content, over a short period of time. Today, a large number of microblogging platforms exist, catering to audiences varying from the corporate world to teenagers; however, Twitter is and has remained the most prominent service on the market. Twitter updates are known as tweets.

Newcomers to Twitter often perceive the character restriction as a barrier to communication; however, this misconception usually decreases with repeated use, as tweets are easily supplemented with shortened hyperlinks to other digital media, such as videos or websites. Historically, a 140-character limit was chosen to allow interoperability with SMS (short message service) text messages.

“Tweeps” (people who tweet) also often use other services that connect to the Twitter platform (eg, TweetDeck, HootSuite), which allow them to organize their tweets, manage information, and see website previews or pictures without having to click on a link and open a new Web browser window. Some of these services also sort, filter, and curate tweets, allowing a user to see updates related to a particular topic (eg, health care issues). In turn, this has caused a new technical tweeting language to emerge. A summary glossary of this language can be found in Multimedia Appendix 2, adapted from the Twitter Glossary.

Tweets and tweeting styles can be classified in three broad categories [44]. Substantive tweets are independently understandable (eg, a tweet with an abridged title or author of a paper, a brief comment, and a link to the publication, or a headline teaser to a blog). Conversational tweets are fragments of a new or ongoing conversation that draw on professional or personal interests or comment on current events. Finally, there are hybrid tweets, which are substantive and conversational at the same time (eg, “discussing my supervisor’s newest Nature publication at the Mahoney and Sons pub”).

In medicine and health care, there have been over 140 reported uses for Twitter [45]. There have been some interesting applications of Twitter in medical education. The Pennsylvania State College of Medicine has used Twitter to augment peer-to-peer and instructor-to-student learning [46] by stimulating topic discussions, providing feedback on critical thinking, conducting course evaluations, disseminating writing
prompts, soliciting class responses, and monitoring student progress. Second, a junior doctor and a medical student started a Twitter Journal Club [47] that functions in the same manner as traditional journal clubs, except that the means for discussion is Twitter. By using a combination of blog posts, where the paper and discussion questions are posted in advance, along with the hashtag #TwitJC, students, doctors, and anyone interested in the subject can engage and interact in a meaningful way. The club meets every second Sunday evening.

The use of Twitter at conferences can also be seen as a medical education application [48]. In this case, Twitter functions as a tool to discuss and enhance the speaker’s presentation in real-time through the comments of the audience. The Medicine 2.0 conference series has pioneered the use of Twitter-screens, displaying the tweets of the audience alongside the presenter slides.

In terms of health service delivery, 2 physicians have used @tweetspreekuur since October 2009 for primary care consultations [49]. Using the concept of learning by doing, the service was launched with little planning. After 1 year, their tweeting practice has shown that consultations encompass all areas of primary care, though the main reasons for contact are advice, reassurance, and triage. Typically, Tweet exchanges vary from one to eight tweets in length and about one third of the communication takes place publicly, while the other two-thirds takes place through direct messages (which are not public). Pictures of skin and genital-related problems have also been sent to the service. Presently, @tweetspreekuur is run on a voluntary basis (there is no reimbursement to the physicians who run the service) and the “attending physicians” involved stipulate that their success is due to language (consultations take place in Dutch, limiting their audience) and the option for patients to continue the consultation through a secure online platform, only available in the Netherlands. Today, preliminary research [50] suggests that Twitter has been effective at providing access to care at a low cost, that running the service is fun and entertaining for the providers, and that the level of user satisfaction is high.

In this section, it is important to draw attention to hashtags, which are a form of information curation that allow people to find tweets related to a particular discussion or topic. Among the most common are #HCSM or Health Care Social Media and its Canadian (#hcsma), European (#HCSMEU), and Latin American (#HCSMLA) variants, #Med2, #MDChat, and #Health20. For example, a tweet that has both the #Med2 and #HCSMCA hashtags will be read by people who filter tweets because of their interest in information related to social media in Canada, as well as the Medicine 2.0 conference series.

On the negative side, there are a large number of bots (short for “robots”) that re-tweet and spam Twitter users who use particular words, phrases, or hashtags in order to increase their user reach and digital footprint. Fortunately, these phony users are typically removed by the Twitter service relatively quickly due to the “report spam” feature on the site. Also, due to the limited size of a person’s profile, it is essential that Twitter users double check the identity of the person whom they are communicating with, as it is easy to create a fake profile and communicate with an unknown charlatan on the service.

Social Networking Sites

Although different types of social media are often categorized as social networking sites, for the purposes of this paper, social networking sites are defined as Web-browser and smartphone accessible services that allow users to create social connections in a public or semi-public form (through the use of profiles) in order to share information updates with other site users. Wikipedia, the online user-generated encyclopedia, further expands on this definition with a number of concepts, as can be seen below [23]:

A social networking service is an online service, platform, or site that focuses on facilitating the building of social networks or social relations among people who, for example, share interests, activities, backgrounds, or real-life connections. A social network service consists of a representation of each user (often a profile), his/her social links, and a variety of additional services. Most social network services are Web-based and provide means for users to interact over the Internet [through] instant messaging. Online community services are sometimes considered as a social network service, though in a broader sense, social network service usually means an individual-centered service whereas online community services are group-centered. Social networking sites allow users to share ideas, activities, events, and interests within their individual networks.

The majority of the peer-reviewed literature on social networking is centered on issues of maintaining professionalism, ethical practices, identity, and privacy. However, given that these subjects apply to all types of social media, they are addressed in the discussion section. Cyberbullying is also a common topic of discussion of the literature in this space; however, it is out of scope for this paper.

An iconic paper by Farmer and colleagues (2009) [51] evaluated the relationship between Facebook groups and common medical conditions. They found that the most common type of groups on Facebook were centered on specific medical conditions (eg, malignant tumors), peer-to-peer support, and fundraising for support groups, organizations, and individuals. Farmer and colleagues also found that researchers used Facebook to aggregate themselves into a “network” for dissemination of their research to other researchers and health care providers. They also identified the existence of self-aggregated negative-behavior support groups, mainly centered on the promotion of excessive alcohol consumption.

Similarly, Bender and colleagues (2011) [52] found that the majority of those who use social networking sites use them to form self-aggregated interest groups. Within a single disease, breast cancer, a search on Facebook revealed over 600 support groups organized around four central themes: fundraising, awareness, marketing, and general support. General support groups were not used as an adjunct to supportive care nor did they serve as a general form of patient-to-patient support; rather,
they were most often created by a user (or family member) with cancer as a means to keep friends and family members updated on their treatment and, at the same time, receive supportive feedback. Bender et al [52] also noted that their results may be skewed because they were able to analyze public groups only, which had very few user contributions as a whole. Furthermore, the technical architecture of Facebook, which makes it difficult to have a fictitious profile when compared to other (more open) social media such as Twitter, may also be responsible for skewing the data. This is a general limitation of research on social media sites—all closed profiles and private conversations cannot be evaluated unless the actual patient discloses the content of these interactions, thus this literature review did not find any formal research comparing “closed” groups on Facebook.

Another interesting use of Facebook groups occurred in Taiwan [53], where a well-known emergency physician blogger created a public group to ask his colleagues as to how they could improve patient wait times in the emergency room. In less than a month, the group grew virally, with the majority of emergency department staff from around Taiwan proposing solutions. Eventually, the group received so much attention that the Minister of Health himself (and his staff) joined the group and commented directly, using the comments from its 1500 plus group members to make policy decisions. This culminated with the minister making visits to emergency departments in ten different cities and promising to initiate a dialogue to improve funding and reduce wait times in emergency departments in collaboration with the Taiwanese Bureau of National Health Insurance.

An important facet of most social networking sites is that third-party applications (apps) can be created within these services. Third-party applications work through the integration of application programming interfaces (APIs) that allow outside software and data to be visualized. In Facebook, the most prominent of these is Zynga’s Farmville Game, which allows people to create a virtual farm and, by interacting with other Facebook friends, acquire a virtual currency that can be used to buy virtual goods, such as tractors or animals.

Similar examples within health can be found in an article by Fernandez-Luque and colleagues [54] that searched for and evaluated these “apps” within Facebook. This research found that less than 30% of listed applications were real and the remaining 70% were non-functioning “spam”. In their evaluation of the 56 working applications, Fernandez-Luque and colleagues found that these software were thematically centered on fitness and weight loss, specific health conditions (eg, diabetes) education, smoking cessation, and fundraising for health and research-related activities. The most notable included “Get up and move”, which allows people to challenge their friends to engage in physical activity and report on it after they have completed it; the American Heart Association’s “START” application, which was part of a heart portal and allowed users to answer questionnaires on cardiovascular health and upload the data to a health portal; and HealthSeeker, a diabetes management education app (see Figure 2) allowing users to learn how to better manage their diabetes and gain “points” that could be used for incentive draws in the process. Although not specifically named, two other applications were also described that allowed users to make appointments for blood donations. Only one application was made for physicians, which was used as a forum to answer patient questions.

Within the research realm, Bull and colleagues published a reflective case study that discusses the ethical questions that emerged during a Facebook-based randomized controlled trial of preventative HIV education for high-risk teens in the United States [55]. They found that maintaining ethical principles was the most difficult part of using Facebook for research. In particular, maintaining beneficence, improving knowledge and information comprehension, ensuring equity of special populations, and safeguarding confidentiality and security were the largest challenges to the study’s implementation. To overcome these problems, Bull and colleagues referred study participants from a Facebook fan page to an external website, which was congruent with the US Health Insurance Portability and Accountability Act (HIPAA) and their Institutional Review Board’s requirements. Bull and colleagues concluded by recommending that researchers who plan to collect data from social networking sites consider whether the social networking service is the appropriate vehicle for participant recruitment, that they offer multiple venues for participants to provide informed consent, and that all data are safeguarded behind secure firewalls, preferably outside the original social networking site.
Professional and Thematic Networking Sites

Professional networking sites are aimed solely for interactions related to a person’s professional career or business. LinkedIn is the most popular of such sites and does not solely focus on medicine or health care; it allows people to publicly display a curriculum vita along with personal and institutional affiliations. Unlike Facebook, which allows people to “friend” each other, LinkedIn uses connections, which publicly show people that have worked together or know each other. Should a person be new to the site, connections can also be used to visualize the number of degrees of separation between 2 or more people. Figure 3 displays a public profile on LinkedIn.

A number of health care specific professional networking sites also exist, including Sermo, Asklepios, Doctors’ Hangout, Ozmosis, Doc2Doc, and others, which try to recreate the intimacy of the “physicians’ lounge” in an online environment. These sites most often require the clinician to submit their credentials to a site gatekeeper, thus creating the perception of an elitist forum that is “safe” from patient's eyes. Discussions in these sites typically range from dating in a medical environment, ethics, clinical trial and medication reviews, biostatistics, and specific treatment options. A combination of business models are also used by these sites, which vary from financial sponsorship by a professional association (eg, Asklepios by the Canadian Medical Association), advertisement, anonymized data vending to external stakeholders (eg, insurance companies, pharmaceutical companies, etc), commission on prizes offered by companies trying to solve a particular problem (eg, InnoCentive), and research by external stakeholders (eg, surveys on physician medication prescription habits).

Thematic networking sites are analogous to professional networking sites but centered on a particular theme. These include telemedicine (eg, Telehelp), informatics (eg, Health Informatics Forum), nursing (eg, SocialRN), genomics (eg, 23andMe), and patients (eg, PatientsLikeMe), among others. Of particular interest are patient thematic networking sites, as a number of these sites collect, aggregate, and visualize patient data to promote patient-driven research (research that was initiated by a patient and used to collaborate with other patients with the same or a related disease) [56].

One site that promotes patient-driven research is CureTogether. It collects a number of health metrics including weight, caloric intake, sleep, exercise, and other disease-specific indicators [57]. Although the site is not meant to constitute medical advice, it allows patients to summarize statistics on treatment efficacy, side effects, and causes of disease, ultimately helping people make more informed treatment decisions. For example, on its chronic fatigue syndrome page, CureTogether has amalgamated responses from over 1300 patients, encompassing nearly 7000 data points on effective treatments. Indeed, it is this “crowdsourced” or collective wisdom that is believed to combat single stakeholder bias. This approach remains strenuously contested by physicians and the public alike, as it is difficult to prove, in terms of accuracy and validity, that third parties have not intervened in how results are displayed to users. Figure 4 displays a summary page on different treatment effectiveness for chronic fatigue syndrome.
Wikis

Wikis are easy-to-publish websites that can be quickly and easily edited by multiple users; they feature both text and multimedia content. (The term wiki was borrowed from the Hawaiian language and it stands for quick; it is a metaphor of the speed with which information can be accessed, added, and edited on a wiki.) Within medicine, the most commonly cited and used wiki is Wikipedia, which receives over 150 million page views per month, with the top 200 medical articles receiving over 100,000 monthly page views [58]. Additionally, the Health Library Wiki of Canada (a University of British Columbia
Library initiative) lists over 61 medical wikis and wikibooks available to health care professionals and patients alike.

Although Wikipedia’s accuracy and completeness are often debated, as is the content of many wikis, research by Clauson and colleagues [59] compared Wikipedia’s drug information with the Medscape Drug Reference. This research found that Wikipedia had very few factual errors and that it included approximately 76% of the content found in Medscape (a validated and trusted information source) [59]. Wikipedia was also found to foster quality/accuracy improvements over a period of 90 days, due to crowdsourcing, which was not the case with Medpedia, due to their more restrictive editorial process [59]. In their concluding remarks, Clauson et al noted that Wikipedia was a good starting point for health information consumers, despite being broader in scope, less complete, and with some errors, mainly of omission, than Medscape.

In terms of its editorial membership, a recent article published by some of Wikipedia’s medical editorial team (a self- and peer-selected group of WikiProject contributors who work together to improve Wikipedia) [58] noted some of the dilemmas faced on this digital space. Among the weaknesses noted is that some people and organizations (eg, the pharmaceutical industry) have used the site to advance their personal and corporate mandates. Also, Wikipedia’s user architecture uses a self-selected pseudonym for authors and editors of content, which makes it very difficult to verify the expertise or credentials of the contributors. Among its strengths, Wikipedia has an effective rating system analogous to peer review. Identification of promoting an article to “Good Article Status” requires the independent review by at least 1 editor, and to “Featured Article Status”, review by a group of editors. Becoming an administrator on Wikipedia is also no easy task, as user rank promotion is subject to a public voting system where the date and number of articles edited and authored are evaluated by other Wikipedians. In addition, IP addresses of the votes are cross-checked to prevent a single person from self-nomination. Wikipedia has a style manual [58], which, for example, recommends that drug dosages be excluded from the site in order to prevent patient harm. There is also an elaborate process of content verifiability if disputes arise between editors to ensure successful conflict resolution and neutrality of the information.

Other notable wiki use for public health include the World Health Organization’s (WHO) International Classification of Diseases 11 update experiment [60], which opened the International Classification of Diseases system used around the world, allowing clinicians to consider and add new codes before the WHO ratified the new classification strata through its internal processes. Similarly, the Medskills wiki, which is a wikibook that compiles physical assessment techniques, allows students to learn them without having to buy expensive textbooks. Wikisurgery is a free surgical encyclopedia, and OpenWetWare features a number of laboratory procedures to facilitate the learning steps of complicated laboratory techniques (eg, a DNA polymerase chain reaction).

A large variety of wiki-like software exists on the Internet. These include Google Documents (GDocs), which is a word-processing program analogous in functionality to Microsoft Word but with the added benefit of simultaneous synchronous user collaboration and automatic document publishing as a webpage [61]. Similarly, Etherpad, is an open source, low bandwidth, massive user (>30) collaborative writing tool, particularly suitable for simultaneously working on a document during (tele)conferences and meetings with a large number of attendees, due to its minimalistic interface [62].

The use of wikis in health has significant challenges. These include attracting and maintaining a critical mass of content contributors and editors to maintain accuracy and currency of content, and dealing with wiki damage, which occurs through (human or robot) spam, link rot, deletion of information such as medication side effects (despite the ability to see a history of changes, similar to MS Word’s track changes feature), and the deliberate insertion of misinformation (eg, neuterautical companies noting that their products can cure cancer and other similar claims [58]).

**Mashups**

Mashups are combinations of two or more Web services that use APIs to create a new service or functionality. The term was borrowed from the music industry, where separate music tracks are combined by DJs to create a new song. The first medical mashups originated in the form of analog Geographical Information Systems, similar to John Snow’s map of the cholera outbreak in London in 1854 [63]. Today, a large number of medical mashups exist (see Table 2) ranging from infection disease visualization (eg, HealthMap) to PubMed search engines, which use semantic technologies to find peer-reviewed articles that closely match an author’s written block of text (eg, ETLBlast3).

HealthMap is an example that illustrates both the importance and need for mashups by large organizations. Financed by the Google Foundation and supported by the Canadian Institutes for Health Research, US Centers for Disease Control, and the National Library of Medicine, HealthMap uses Fisher-Robinson Bayesian filtering to aggregate information from the WHO’s Information System (WHOSIS), the Program for Monitoring Emerging Diseases (ProMED-mail) databases, Geosentinel (the global surveillance program from of the International Society of Travel Medicine), the World Organization for Animal Health, the European Centre for Disease Prevention and Control, Baidu and Baidu News, and Google News [64]. HealthMap combines a very large variety of data sources and APIs (eg, Google Maps, Google Translate, etc) to create a highly powerful information resource that can be “zoomed” all the way to relatively small geographic regions (eg, suburbs). When looking for disease outbreaks, all details are dependent on the source data, which means that while some geographic regions may display a high level of information, others may not, which is a general weakness of the site. Figure 5 displays the HealthMap mashup for North American disease outbreaks.
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Table 2. Some well-known health-related mashups.

<table>
<thead>
<tr>
<th>Site name/Address</th>
<th>Brief description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Google Earth</td>
<td>Typically known as a world visualization website, Google Earth features time-enabled maps in order to track worldwide flu trends by using google.com symptom search queries.</td>
</tr>
<tr>
<td>Healthmap.org</td>
<td>HealthMap, led by a multidisciplinary team in Boston’s Children’s Hospital, uses informal data sources for real-time world-wide disease surveillance and outbreak monitoring.</td>
</tr>
<tr>
<td>Sickweather.com</td>
<td>Sickweather uses a patent-pending algorithm to aggregate data from Facebook and Twitter along with self-reported data in order to forecast, track, and map a number of illnesses around the world.</td>
</tr>
<tr>
<td>Whoissick.org</td>
<td>Whoissick aims to provide current and local sickness information to the public. Although it was one of the first disease visualization mashups, today the site has little data and is likely to be defunct in the near future. The main reason is a lack of a community, which provides data to the site. Whoissick also does not reveal which data sources it uses to visualize disease and symptom outbreaks.</td>
</tr>
<tr>
<td>etest.vbi.vt.edu/etblast3</td>
<td>eTBLAST is an article search engine that looks for peer reviewed articles, such as those on PubMed, which resemble any block of text. Thus, one can write a paragraph and look for articles, which will support the premises noted. This mashup is a project of the Innovation Laboratory at Virginia’s Bioinformatics Institute.</td>
</tr>
</tbody>
</table>

Figure 5. North American outbreaks in the HealthMap Mashup.

Collaborative Filtering
Collaborative filtering sites are websites that allow multiple users to tag or classify and crowdsource information to create a user-based, bottom-up folksonomy (a user-generated, unstandardized taxonomy). Today, a collaborative filtering feature can be found in most blogs (eg, to classify blog posts into one or more subjects or themes), microblogs (eg, through the use of hashtags), wikis (eg, to find related articles), and media sharing sites (eg, to find similar pictures or videos). Content tags are used to facilitate information filtering and when combined with a semantic (text analysis-based) algorithm, which prevents typos from being incorporated into the folksonomy as a new classification term, are powerful data curating tools. Three prominent collaborative filtering sites are Delicious, Digg, and Connotea [20].

Digg is a social news site that allows registered users to give a “thumbs up or down” on a news story. By doing so, articles are pushed up or down on the site’s landing page, allowing readers access to the “best” content as voted by the community. Users also have a comment and follow feature, allowing them to access other user’s views and subject interests. Moreover, Digg also integrates a number of APIs, such as Facebook Connect, allowing users to share articles and their views on them to other social media sites. In health care, Digg can be particularly useful to policy makers and hospital administrators who wish to get...
information on the latest outbreaks and health-related news in their local community, as the site allows access to the “highest regarded sources” as voted by the Digg user community.

Delicious is a social bookmarking service that allows users to store, share, and discover Web bookmarks. Its primary allure is a user-chosen tagging system, which allows people quickly to filter through a large number of bookmarks in a short period of time. Also, due to its Web-based nature, users can access their bookmarks from any computer with Internet access. Other features include public and private bookmarks, groups, and similar and popular link suggestions, which allow for collaboration. In medicine and health care, Delicious can be used to create high quality collaborative knowledge repositories (eg, with resources from WHO, Centers for Disease Control [CDC], Health Canada, etc) that are centered on a particular topic (eg, a treatment) and can be easily accessed and by a select (or open) group of people (eg, a hospital department).

Connotea is a free online reference management site for clinicians and scientists. It allows users to share and organize their references and receive updates as to what colleagues are reading and adding in their reference libraries [65].

It should be noted that the Web traffic rating site, Alexa, shows that despite collaborative filtering sites’ usefulness, they are losing popularity and market-share in attracting new and maintaining old users due to the rising integration of a tagging feature in other social networking sites.

**Media Sharing Sites**

Media sharing sites comprise a large palette of social media tools that are optimized for viewing, sharing, and embedding digital media on other Web services. They share a large number of attributes with other social media—profiles, friends, comments, and private messaging/sharing of content—but their success is determined by the type of content uploaded and shared. Views are often not necessarily related to the quality of the media or its accuracy, as viral content sharing may be erroneous or have poor resolution. Most often, a site’s catchy title [66], amusement level (eg, a baby panda sneezing and the mother panda being scared by the baby) [67], or relevance to current affairs is what affects its “virality” [68].

Media sharing sites, nevertheless, are great resources for knowledge translation (eg, the Ken Jong CPR video [69]), community building (eg, multiple sclerosis patient-to-patient videos [70]), marketing (eg, Viagra commercials and information pamphlets [71]), research (eg, video explaining patient rights [72]), education (eg, medical skill demonstration videos and summary sheets [73]), and branding (eg, Mayo clinic patient playing piano video [74]). They are also easy to use, have no cost (for non-premium accounts), and are accessible from both desktop and mobile devices. Table 3 illustrates the different types of media sharing sites, a common example, and their description.

A number of articles have been published on the use of media sharing sites, primarily focusing on the use of audio and video podcasts for health professional education, patient-to-patient communication, and public health campaigns. Within the patient-to-patient communication realm, Fernandez-Luque and colleagues (2009) evaluated the comments from a random sample of YouTube videos created by patients with multiple sclerosis [75]. They found that virtual communities emerged through the “comment” feature of the site, with patients responding to each other’s videos, documenting the progression of their disease, and endorsing certain medications that should be used as a last resort for the treatment of a disease (eg, Tysabri). Of concern was the direct interaction of the pharmaceutical industry with patients, requesting them to contact pharmaceutical reps to become champions and public advocates for particular medications.

Similar research by Keelan and colleagues at the University of Toronto featured a characterization of available immunization information in YouTube [76]. They found that the most commonly discussed vaccine topic was childhood vaccines (accounting for 25% of the total vaccine videos) with the most specific vaccine topic being HPV (human papilloma virus). Overall, negative videos (eg, those that contradicted the Canadian Immunization Guide) were more likely to receive a higher number of views and user ratings, and accounted for approximately 50% of total YouTube immunization videos. (YouTube does not discriminate video ranking based on content unless the video violates copyright policy; in which case, it is removed. Generally, the number of times a video is viewed is the main driver behind search result rankings.)

Media sharing sites have also become encyclopedic resources. Among the most notable are the Khan Academy, which hosts over 3000 videos and practice exercises in everything from algebra to medicine and health care, and the Doctors’ Channel, which hosts online videos for a variety of health care professionals featuring content about continuing medical education, medical news, and health care–related entertainments.

Negative effects from media sharing sites have also been reported [75]. YouTube, copyright infringements are common; however, copyright owners can opt in to receive a share of advertisement revenue to keep content online. Also, few child protection initiatives have been implemented on these services. For example, if one types “proana” and “thinspiration” on YouTube, over 27,000 collective videos can be recalled. These can lead individuals to cause themselves harm by applying information on how to support anorexia and bulimia, as well as finding other equally ill individuals who become supporters in maintaining a disease-prone lifestyle [77].

Finally, it should be noted that not all content available on media sharing sites is available to anyone with an Internet connection—some countries block access to these sites (eg, China). Notwithstanding, it is also important to consider that the high prevalence of mobile phones has broken the capture and upload barrier for these sites, which means that if an organization or individual is not constantly monitoring their online presence, it is easy for an individual to take a video of themselves complaining about the care they have received and upload it onto the Web, damaging an individual or a hospitals’ online reputation very quickly and with little effort.
### Table 3. Types and descriptions of different media sharing sites.

<table>
<thead>
<tr>
<th>Media sharing site category</th>
<th>Example</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Video sharing</td>
<td>YouTube</td>
<td>Video sharing site where users can upload, view, share, and comment an unlimited number of videos in both analog and high definition resolutions.</td>
</tr>
<tr>
<td>Photo sharing</td>
<td>Flickr</td>
<td>Image and video hosting site with an online community centered on its users and the theme of uploaded photos.</td>
</tr>
<tr>
<td>Presentation sharing</td>
<td>SlideShare</td>
<td>Slide sharing site where users can upload presentations in MS PowerPoint, Keynote, Open Office, and pdf formats.</td>
</tr>
<tr>
<td>Document sharing</td>
<td>Scribd</td>
<td>Document sharing site where users can upload different types of document, presentation, and spreadsheet formats.</td>
</tr>
<tr>
<td>Music sharing</td>
<td>MySpace</td>
<td>MySpace was the largest social networking site until 2008; however, today MySpace is primarily used as a niche media-sharing site for musicians and emerging artists, which allows them to upload and sell single music tracks and entire albums in MP3 format.</td>
</tr>
<tr>
<td>Education sharing</td>
<td>iTunesU</td>
<td>A podcasting service provided through the Apple Corp. iTunes Store which grants free and paid access to educational documents, audio, and video. Content is multidisciplinary and available from kindergarten all the way through university; it includes course lessons, lectures, labs, and lab demonstrations.</td>
</tr>
<tr>
<td>Video and images in medicine</td>
<td>Medting</td>
<td>A Web and mobile platform that allows physicians to share medical images and build clinical cases to foster inter and intra institutional collaboration.</td>
</tr>
<tr>
<td>Theme specific</td>
<td>The Doctors Channel</td>
<td>Medical video site that offers free CME, medical news, and physician education videos from experts in over 50 specialties.</td>
</tr>
</tbody>
</table>

### Multi-User Virtual Environments and Other Social Media

Although a large number of social media sites and functionalities are likely to continue emerging, the only remaining category of social media that has not yet been discussed is Massively Multiplayer Online Games (MMOG), more recently branded as Multi-User Virtual Environments (MUVE). These 3-dimensional ecosystems are analogous to a mashup of video games and wikis, which allow users to interact with each other through a virtual representation of themselves known as an avatar. Figure 6 displays an avatar inside a virtual operating room in Second Life.

MUVEs can be classified in two general categories: general purpose and health care specific. The most prevalent general purpose MUVE is Linen Lab’s Second Life, which can be used for gaming or health care education with equal ease. Health care specific MUVEs are less common, typically focusing on particular activities such as medical education (eg, CliniSpace), simulation (eg, OpenSim), and psychiatric treatment (eg, InWorld Solutions). A large body of research exists on the use of MUVEs and is summarized below, particularly focusing on SecondLife.

Historically, MUVEs evolved from early role-playing games. These were text-based and played by multiple users through networked computers; however, computer graphics today allow live rendering that “feels” quite life-like. MUVEs are programmed to simulate many aspects of “real life” in 3 dimensions; thus, when 2 avatars walk closer together, the computer’s user will experience the opposite character’s voice getting increasingly louder, as in real life. This effect is also mimicked graphically; that is, other avatars (and their surroundings) are rendered with increasing sharpness and become more life-like in their interactions as they get closer together.

Some special-purpose MUVEs can even integrate the use of external sensors (eg, built in webcams in laptop computers) to replicate the user’s emotions on their avatars (eg, smiling) [78] and experiments are already underway to incorporate scent, temperature, robotics, and even remote-controlled haptic devices. These extra gadgets have the goal of expanding current MUVE capabilities to add a “fourth dimension” (4D) [79].

Evidence for the use of MUVEs in medicine is growing rapidly with applications in health care [80] and patient education [81], epidemiology [82], mass prophylaxis simulation [83], psychotherapy [84], and research [85].

A paper by Hansen [86] has summarized the major strengths and weaknesses of these environments, which are applicable to both general purpose and health care specific MUVEs. Their strengths lie in their ability to be accessed from the comfort of a user’s own home at any time and their pedagogical flexibility allowing users and content creators with knowledge of the Linden Scripting Language to design and construct a unique environment that mimics “real world” architecture. Their dynamic nature also supports collaboration at a distance, analogously to telemedicine. This is not without cost, however, as the technical barrier to entry in terms of usability often prevents and frustrates most users of these tools (eg, users have a hard time manipulating the avatar on the system and teleporting it to a virtual hospital). Other weaknesses of MUVEs also include the large amount of time required to build a 3D rendering of a physical place and the low efficiency associated with sharing text, images, and videos to an avatar, when compared with standard Web browser-based interfaces of other social media. Finally, the fact that MUVEs are often perceived as computer games, rather than serious clinical and social
environments, can also affect their adoption within health care institutions.

Beard and colleagues also conducted research that surveyed health-related activities on Second Life [87]; they found 68 health-related locations. Other notable findings of this paper include the fact that research has demonstrated that using MUVEs can have real-life behavior implications. Indeed, this is the premise behind the US CDC education center on Second Life, which aims to engage visitors to influence real-life health decision-making.

Figure 6. An avatar inside a virtual operating room in Second Life.

Discussion

Ethics, Professionalism, Privacy, and Confidentiality

The potential violation of ethical standards, patient privacy, confidentiality, and professional codes of practice, along with the misrepresentation of information, are the most common contributors to individual and institutional fear against the use of social media in medicine and health care.

Equally important but less well understood is the notion of how these issues vary according to geographical and cultural norms, and how clinicians may protect themselves during Internet-based interactions. A simple example of this is the Tweepspreekuur Dutch primary care consultation service on Twitter, which is considered to be an unethical use of technology by most professional bodies who discourage or prohibit the use of social media for patient-clinician interactions altogether [13,88].

More specifically, there are varied and evolving philosophical views by professional bodies both supporting and condoning the use of social media. These contradictions are further perplexed by regional (eg, health authority) and institutional (eg, hospital) variations in policy. Fundamentally, however, the fear of the unknown appears to be a major barrier against the adoption of social media in clinical settings. This “unknown” is likely due to the conservative nature of health care institutions and practitioners, a lack of understanding of the true risks and liabilities that could result, as well as the question of whose recommendations and best practices should be followed (eg, the Canadian Medical Association [89] supports the conservative use of social media while the British Medical Association [88] and American Medical Association [13] condemn it).

Despite this uncertainty, Hrynaszkiewicz and colleagues [90] recommend that if information is posted publicly, it should not include patient identifiers (eg, patient names, insurance numbers, photos) without written consent. However, if permission is not obtained, clinicians can remain on solid ethical grounds by disclosing up to a maximum of three indirect patient identifiers (eg, sex, disease, treatment).

In general, there is a trend in the literature that recommends all clinicians to ignore patient requests sent through social media [88]. This is important because one could argue that, by not responding to these requests, clinicians are committing an Act of Omission, as there would be implied consent to respond through the medium given that the patient started the dialogue on social media (eg, Twitter).

In terms of social media policies, Boudreaux’s social media governance site [91] is the most comprehensive public database of institutional policies on the subject. As of January 2013, this resource included 219 social media policies, of which 21 were from health care institutions, including stakeholders like the Mayo Clinic, Kaiser Permanente, and Roche. In 2010, research by Kind and colleagues [92] evaluated all US accredited medical schools (n=132) for their social media presence. They found that although 95% (n=126) of American medical schools had a Facebook presence, only 13 had social media policies and only
7 of those encouraged the thoughtful and responsible use of social media.

Research has shown [93,94] that the numbers of privacy and confidentiality violations committed by physicians who use social media are small. For example, Thompson and colleagues at the University of Florida [94] evaluated 1023 student and medical residents’ Facebook profiles in 2007 and 2009. They found that medical students were more likely than residents to violate privacy; however, the only privacy violations that were found were photos of medical mission trips where clinicians were interacting with patients. Even then, out of the more than 1000 profiles evaluated, only 12 ethical violations were found, which accounted for less than 2% of physician profiles. Similar research using content analysis was also conducted with self-identified physicians on Twitter by Chretien [93], who found that out of 314 physicians, each with more than 500 followers, only 3% of their total tweets could be considered unprofessional and 0.7% of them represented potential privacy violations. Nevertheless, even if violations seldom occur, health care professionals should always protect patient privacy and confidentiality as it is the ethos of the medical profession.

Information Quality

The notion of health-related information quality has been a heated topic of discussion since the mid-1990s when Internet became accessible to the public. Of concern are not only child protection and antipornography initiatives but also quackery and e-pharmacies, which often use social media for direct to consumer (DTC) advertising [95,96]. Equally important are questions of identity theft, misrepresentation of identity (eg, someone falsely claiming to be a medical doctor), and the validity of information that is provided within and through social media.

To establish the validity of the information provided, clinicians who use social media use one or more of the following tactics. First, they take pictures of themselves in a clinical environment and upload them publicly using a service such as Flickr or Picassa, so that any user with access to the Internet can see them. Second, they complete a (public) professional networking site profile, such as LinkedIn, which denotes the location and year of their medical training, professional connections and affiliations, and other credentials or interests. (It is important to remember that professional connections or “friendships” on professional networking sites may give a sense of validation from third parties under false pretenses.) Third, they apply to and are congruent with one or more information quality policy consortia such as the Healthcare Blogger Code of Ethics (MedBloggerCode) [97] or the Health On the Net (HON) [98] Foundation’s information quality initiative, which allow people to display a digital “ribbon” on their websites with a link to a third-party site that verifies compliance with their principles of information quality.

The principles of information quality, as agreed by HON and MedBloggerCode have been in existence for over a decade; however, they are still questionable because inaccurate and false information is difficult to monitor and police. Even so, most information quality “verification” bodies are reactive rather than proactive when their principles are violated. Verified websites displaying approval ribbons must typically provide the following information: (1) (professional) perspective (eg, is the blogger a cardiologist or a cardiac surgeon?), (2) confidentiality (eg, is patient privacy being protected?), (3) conflicts of interest (eg, is the writer being paid by the pharmaceutical industry?), (4) reliability (eg, are there citations to peer-reviewed material?), (5) courtesy (eg, is third-party content attributed?), (6) purpose (eg, is the purpose of the site clearly stated?), (7) justification of claims (eg, what is the level of evidence behind the information provided?), and (8) contact information (eg, are the contact details of the article author and website publisher accurate?) [97,98].

In contrast, clinicians who use social media anonymously typically use the quality of their content and the minute details provided in their rants to prove the validity of their claims and (to a point) credentials.

At the time of this study, the WHO headquarters in Geneva, Switzerland, is leading a request to the Internet Corporation for Assigned Names and Numbers (ICANN), which manages all domain names on the Internet, for a new specific .health domain. The acquisition of this domain would be strictly legislated and monitored according to quality criteria, such as those noted above, and later prioritized by a consortium of industry partners (eg, Google) to come up as the first search results when people look for health-related information [99]. Theoretically, this would improve consumer confidence with regard to the quality information from the start and improve information trust as a whole because one could validate content from social media sites directly from their Web address. However, whether this initiative will happen is a political issue that requires the support of at least 99 of 198 member states at the World Health Assembly (WHO’s governing body) and will likely not be resolved in the near future.

Validated information sites have also existed since the dawn of the Internet. In social media, wikis like Medpedia (a Harvard, Stanford, University of Michigan, and UC Berkley initiative), which verify authors’ credentials before allowing them to generate content, have tried to improve information quality and “validity”. However, when the majority of articles by these “author verified” sources are compared with open initiatives like Wikipedia, they tend to be shorter, of equal or less quality, and have fewer references due to the restriction of users that can add and democratize the amount of content available on the Internet [100,101].

Videos and multimedia in social media create new challenges but also offer new solutions, such as steering consumers to higher quality information through peer ratings and other forms of “apomediation” [102,103].

Unanswered Questions

Developing an appropriate “standard of care” involving digital interactions, particularly those over social Web tools are likely to remain a misty ether of agreements due to the range of philosophical, cultural, social, and political values that can be found in the health sector. Professional standards, outlining whether to separate or merge clinical and personal identities are a recurring issue, as health providers have different levels of
digital literacy and educational credentials (eg, should nurses have different digital interaction standards from physicians?) [104]. For example, while some professionals may deem it acceptable to use one Facebook profile for both work and personal purposes by using due diligence and monitoring their privacy settings carefully (eg, with whom they share specific information; patients vs close friends), others may lack the technical knowledge necessary to separate their personal and professional life and may have more than one profile or will avoid interactions with current and former patients altogether [95].

There is also a question of whether legal frameworks from telemedicine can or should be adapted to social media. In telemedicine, for example, the common practice is for clinicians to be licensed in the location where the patient is receiving treatment [105]. However, the Internet transcends geographical boundaries, making it nearly impossible to follow the same precedent. Even so, if the patient discloses their address of residence but is physically in a different geographical location when receiving treatment, it is debatable whether this principle should be maintained.

Other issues that need to be addressed, in terms of liability and malpractice, is whether a health care provider, layman, or digital platform should be held liable for health-related recommendations provided through social media [95]. The articulation of policies that are adaptive to the rate of newly evolving social technologies will also continue to be a challenge for decision makers. At the core is the question of whether professional organizations (eg, the British Columbia College of Physicians and Surgeons or its equivalent in other local jurisdictions) would prefer to monitor and enforce every digital interaction or whether they will grant the discretion necessary for their members to exercise their professional judgment and due diligence and undertake an investigation only when they receive a complaint.

Furthermore, there is a need for an urgent evaluation of policies by key actors (eg, Public Health Agency of Canada, the Canadian Medical Association, Provincial Ministries of Health, etc) that are responsible for safeguarding computer-mediated communication in health care. Should, for example, standardization and verification of medical licensing be implemented on the Web and be linked to local licensing bodies? If so, it would need to be operationalized in such a way that provincial colleges of physicians, nurses, and other care providers can link to a database or Web-ribbon to prove their licensed clinician status. Ensuring the highest possible safety and effectiveness of digital interactions is a mutual responsibility of industry, professional associations, and government; however, no hierarchy of responsibility and accountability presently exists.

The gaps in policies must be harmonized through a multistakeholder meeting or clinicians will continue to operate in a conflicting policy environment, which may ultimately lead to legal action as a result of their social media use.

Governments also need to identify what business and data-usage models are appropriate in the health sector. For example, is it appropriate to sell patient information? Traditionally, it has been appropriate if multiple patient data are aggregated and anonymized. However, given that users seldom read the terms of service when signing up for a social tool and that they are not allowed to modify them, an ethical question remains about whether they are being de facto coerced to give their data away when joining a specific service. This issue is further complicated by the notion that interacting through social media is an increasing social expectation [106].

An additional issue is that few Web companies and social media service providers are fully transparent, from the moment a user signs up for a social service, about how they will use a user’s data. Even if they are transparent in how they will use the data, the terms of service, which are legal binding documents, often change without the end user having any say in the matter or even being aware of the changes. It is important to consider whether or not users and industry would be willing to open a pay-for-privacy business model, which could potentially allow social media to become an ecosystem for safe and secure digital interactions in health care by allowing clinicians and patients to use services they already use (eg, Facebook) for a safe and ethical health care-related encounter. Alternatively, the question of whether governments should institute a legal requirement for user privacy in these sites will be important to consider in the future, as secure messaging platforms in the health care space are expensive and sometimes even subject to privacy and confidentiality breeches themselves [107].

To date, no longitudinal evaluations of the full economic effects of social media on the health domain have been conducted. Though this may be due to the novel nature of social media, such evaluations would help determine the appropriate incentives (eg, CME vs money), who should provide them, the return on investment, total cost of ownership, scalability, and long-term financial feasibility of using social media [108].

Other theoretical and pragmatic questions must also be addressed, including (but not limited to) the following: (1) Will Wikipedia and other medical wikis that use crowdsourcing and open structures of community-regulated validation become more powerful and sustainable than UpToDate-like resources that have traditionally used a small (paid) group of individuals to create clinical information summaries? (If so, what are the ethical and legal responsibilities of the Wikipedia-like actors towards health consumers?); (2) How biased are social media in providing medical information to users, and is it leading to near-infinite segregation of users around a specific belief (eg, quackery)?; and (3) What are the sociocultural, ecological, and architectural considerations that must be contemplated over the next decade in the use of social technologies in health care?

Limitations

This study has a number of limitations. First, results were limited to the English language. Second, during the environmental scans and grey literature queries, snowballing was used, which is subject to friendly and frequent author bias. Third, due to the complexity of the data synthesis process, there was a 3-month lag between the data collection and the completion of this manuscript (despite efforts to monitor new applications and tools during this time, it is possible that new developments during this time period may have been missed, such as [109]). In light of the rapid development in this domain, this time lag
from literature collection to manuscript compilation and eventual publication can be significant.

**Professional Implications**

**Overview**

This research has demonstrated the many ways that clinicians (as well as patients, health care organizations, and other related stakeholders) can use social media in health care and, as previously noted, that many ethical and legal issues remain unclear. Nevertheless, there are examples of social media demonstrating benefits to patients. Thus, short of having standards and boundaries set by health policy makers and licensing bodies to govern health professional behavior, the following four guidelines may be used to mitigate risk during such interactions over social media and most particularly, as it applies to clinicians.

**Principle 1: Maintain Professionalism at All Times**

Clinicians must remember and follow their institution’s and professional association’s social media guidelines in all digital interactions. If such bodies have not yet created a policy on the use of social media, clinicians must assume that all information exchanged is public and posted in a medium no different than a newspaper. If in doubt about whether the information to be posted is appropriate, it should not be posted. It is also essential to remember that just because a message is private (eg, a direct message on Twitter or Facebook) this does not mean that the information being exchanged is secure and protected. Clinicians and organizations may also use disclaimers to note that the information provided through social media does not indicate any form of endorsement or validation by third parties and that all views expressed are solely those of the author and not those of the institution that the clinician is affiliated with. Indeed, although disclaimers in general have no legal weight in court [78], they do inform the public of separate personal and institutional identities.

**Principle 2: Be Authentic, Have Fun, and Do Not Be Afraid**

The only way to create meaningful relationships over social media is to be genuine. Clinicians should not be afraid to be themselves, so long as they keep in mind Principle 1 and remember the public nature of social media, as well as who their audience is.

**Principle 3: Ask for Help**

People who use social media are very enthusiastic about new members joining their community; thus, clinicians should look for people with similar interests, both professional and personal, and ask for help. Attention to detail should also be placed on how people interact (eg, netiquette) and mimic the social media service and community’s practices (so long as they are professional).

**Principle 4: Focus, Grab Attention, Engage, and Take Action**

One of the most useful models for the successful engagement of an online audience with social media is the Dragonfly Model [110]. By using the analogy of a dragonfly, which needs all four wings to work in concert, equally this model uses the following principles: (1) focus (eg, identify a single, concrete, and measurable goal for using social media), (2) grab attention (eg, make others look at content by saying or posting something interesting), (3) engage (eg, foster personal connections by discussing your interests with like-minded people), and (4) take action (eg, enable and empower others).

**Conclusions**

The role of social media in the health care sector is far-reaching, and this article has discussed what, where, how, and why different social media are used in a spectrum of health care–related settings. Questions and debates in terms of governing social media and its applications to medicine and health care are likely to remain contentious, or at least unclear, for some time to come.

Although research has shown that few physicians who use social media violate privacy and confidentiality standards, it is unclear as to whether it is appropriate to delegate discretion to the physicians and allow them to decide if social media is appropriate in specific medical contexts. Indeed, this is the case in the Netherlands with the primary care Twitter consultation service @tweetspreekuur, where Dutch telemedicine policies allow physicians to make the call of whether a particular technology is appropriate for patient care. Understanding which actor or actors are responsible and/or liable, as well as how ethics, confidentiality, privacy, and information quality should be managed will remain central issue that must be resolved in the coming years.

The four guidelines offered here provide a starting point for health care professionals who wish to use social media in a safe and ethical manner. However, much work remains to be done in understanding the pertinence of social media in public care when contrasted with their use in private systems where social media is principally used as a marketing technique to supplement concierge-medicine. Finally, more research will allow us to understand the synergies between social media and evidence-based practice, ultimately allowing for evidence-based policies and economic analyses on the return of investment of using social media.
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Abstract

Background: Mobile messaging interventions have been shown to improve outcomes across a number of mental health and health-related conditions, but there are still significant gaps in our knowledge of how to construct and deliver the most effective brief messaging interventions. Little is known about the ways in which subtle linguistic variations in message content can affect user receptivity and preferences.

Objective: The aim of this study was to determine whether any global messaging preferences existed for different types of language content, and how certain characteristics moderate those preferences, in an effort to inform the development of mobile messaging interventions.

Methods: This study examined user preferences for messages within 22 content groupings. Groupings were presented online in dyads of short messages that were identical in their subject matter, but structurally or linguistically varied. Participants were 277 individuals residing in the United States who were recruited and compensated through Amazon’s Mechanical Turk (MTurk) system. Participants were instructed to select the message in each dyad that they would prefer to receive to help them achieve a personal goal of their choosing.

Results: Results indicate global preferences of more than 75\% of subjects for certain types of messages, such as those that were grammatically correct, free of textese, benefit-oriented, polite, nonaggressive, and directive as opposed to passive, among others. For several classes of messages, few or no clear global preferences were found. There were few personality- and trait-based moderators of message preferences, but subtle manipulations of message structure, such as changing “Try to…” to “You might want to try to…” affected message choice.

Conclusions: The results indicate that individuals are sensitive to variations in the linguistic content of text messages designed to help them achieve a personal goal and, in some cases, have clear preferences for one type of message over another. Global preferences were indicated for messages that contained accurate spelling and grammar, as well as messages that emphasize the positive over the negative. Research implications and a guide for developing short messages for goal-directed behaviors are presented in this paper.
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Introduction

Over the past decade, mental health researchers have sought to harness popular contemporary technologies, such as computers and mobile phones, in order to develop effective interventions for a range of medical and behavioral problems. The widespread availability and real-time potential of mobile phone-based short message service (SMS) has made SMS interventions an attractive and promising subject of investigation within this area. Numerous studies have shown that SMS interventions can improve outcomes across a variety of physical and mental health disorders [1-3]. SMS interventions have yielded small to moderate effects against no treatment controls, with text messaging for smoking cessation and HIV medication adherence yielding the largest effects [1]. Recent reviews suggest that the inclusion of SMS and other prompts improves the effects of Web-based interventions and highlights the value of mobile messaging to enhance many types of interventions [4]. Moreover, brief text-based interventions of 140 characters generalize to interventions that integrate Twitter and smartphone applications, for which similar character limits apply.

The content of SMS interventions has typically been based upon prevailing global behavior change theories, such as the transtheoretical model of behavior change, social cognitive theory [5], or, more recently, specific theory-based mobile intervention mapping techniques [6]. While these behavior theories represent a foundation for present and future research on mobile interventions, many other important intervention design features have been neglected. Some digital intervention development studies have focused on human-computer interaction [7] and persuasive design features [8] that emphasize subtle differences in nonspecific intervention components like tone, design, and structure to increase user engagement in the intervention.

The tone and structure of a message can have an impact on user receptivity and engagement in an intervention, as each point of contact is an opportunity to engage the end user. A few pioneering studies have examined how message framing impacts intervention outcomes or adherence to interventions. For example, Bickmore and colleagues [9] found that using empathy in computer interactions led to a more positive user experience, while perceived politeness of task interruptions by a virtual agent predicted long-term adherence. Yet another study found that individuals exercised more when their virtual agent was serious rather than playful [10], indicating that the overall tone of an intervention can have an impact on discrete behavioral outcomes and receptivity.

There is extensive literature on the benefits of tailoring computer-based intervention content, preferences, and feedback to individual users for health outcomes across conditions [11]. Intervention tailoring increases receptivity, memory for messages, self-relevance, and self-referential processing of information for specific subgroups [12,13]. Some of the earliest work on tailoring revealed that the ideal message type (e.g., picture vs text) varies based on an individual’s need for cognition [14,15], indicating that individuals process content differently and will be more receptive to some forms of message presentation than others. Despite the wealth of research on intervention tailoring, there has been almost no research to suggest which types of individuals prefer which types of message structure and content. For example, do older individuals have more difficulty processing textese than younger individuals? Are women more receptive to emoticons in health messages than men [16]? To date, no research has examined how demographic variables may differentially impact preferences for goal-directed short text-based interventions.

Within the general intervention development field, several development studies have used focus groups and post-pilot interviewing to examine preferences for certain types of messages. For example, participants in an SMS intervention to promote weight loss disliked the inclusion of textese (e.g., How r u feeling 2day?) and passive language in health messaging [17]. Multiple studies across a variety of health topics have further indicated that users prefer messages that are positive in tone or benefit-oriented, brief, and direct [17,18]. Moving beyond user preferences, some recent research has specifically focused on the impact of the underlying characteristics of text on readability and retention [19,20]. For example, Leroy and colleagues [20] revealed that, although low noun-phrase complexity was perceived by users as the simplest, grammatical manipulations had little impact on the readability of the content. These studies collectively highlight the importance of understanding the impact these message features can have on user receptivity.

A useful, cost-effective method for collecting this information is rapid and iterative user preference or beta testing using quantitative methods to combat the limitations of qualitative testing. These methods have been used often in consumer research to compile data on user engagement [21] or for public health campaign engagement [22]. In our previous work developing an SMS intervention for addiction continuing care, we compared preferences for benefit-oriented vs consequence-oriented messaging and found that individuals generally preferred benefit-oriented messages, but that message preference was moderated by the perceived benefits of being drug-free [23]. This research reinforced the tailoring outcome research on the importance of congruence between motivational processes and message framing. However, along with the consumer preferences research, it also revealed that preference research may be a useful tool for initial intervention development work in resource-limited environments.

This study examined preferences for a range of text messages designed to foster goal-directed behaviors. Text messages were displayed in mirrored dyads to present participants with variations in syntax and language, tone, locus of authority, and grammatical person. The aim of this study was to determine whether any global messaging preferences existed and how certain characteristics moderate those preferences in an effort to inform the development of mobile messaging interventions. In addition, we employed iterative design techniques to assess how subtle changes in messages affected preferences from one sample to the next. This study was approved by the New York State Psychiatric Institute Institutional Review Board (NYPsi IRB) and was part of the pilot intervention development work for a mobile adaptive alcohol intervention.
Methods

Recruitment
Participants were recruited online through Amazon.com, Inc.’s online labor market, Amazon Mechanical Turk (MTurk). MTurk is a communication platform through which workers can be contracted to perform tasks that require human intelligence (eg, consumer surveys or beta testing) in exchange for compensation by the requesters who published the tasks. These tasks—called human intelligence tasks (HITs)—can range from one brief question to a 30-minute survey. Over the last few years, MTurk has been used for social sciences research with results similar to other sampling methods when certain validity checks were included in the design [24].

Study Eligibility
MTurk worker qualifications for this study included a HIT approval rate of 95% or greater out of at least 500 completed HITs. This ensured a sample of workers whose work on previous HITs had been consistently deemed acceptable by other requesters, as well as a sample who demonstrated an appropriate degree of computer and Internet literacy. The subject pool was further limited to participants who were located in the United States. Workers who met these qualifications could view our HIT, titled Answer a survey about your text message preferences, and published through our requester account, Columbia University Research. Eligible workers could follow a Web link to an external, Web-based survey hosted by Survey Monkey, which has been used as a survey host in numerous research studies. Prior to completing the survey, participants completed a brief consent form for anonymous survey-based research, which also provided investigator and IRB contact information. In the consent form, participants were informed that the study’s aim was to understand the types of text messages they would prefer to receive when trying to achieve a personal goal. Once participants completed the survey, they were provided with a survey code to enter into their MTurk account to await requester review and compensation. Only participants referred through MTurk received compensation.

For the purposes of maintaining anonymity, we could not link the survey to the participants’ MTurk accounts, but included several a priori validity checks for anonymous survey research in both the survey and our MTurk requester account. These validity checks were included in accordance with the Checklist for Reporting Results of Internet E-Surveys (CHERRIES) [25]. We published the survey four times, counterbalancing the multiple choice options and reverse ordering questions. In Survey Monkey, our safeguards included blocking IP addresses once the survey was opened by a worker in order to bar them from retaking it, omitting responses of users who did not type cogent responses to open-ended questions, and/or gave conflicting answers to a duplicated message preference question. Although we were unable to match an individual worker to his or her survey responses, we were able to view the total amount of time each worker spent on the HIT in MTurk. As our survey should take a minimum of 6 minutes to complete, we rejected the work of participants who spent fewer than 6 minutes completing it.

Participants
In total, 452 participants took one of four message preference surveys. Of those, 98 were not included in this paper because they were not located in the United States. These participants were primarily located in India and will be discussed in another paper. Of the 354 US participants, 277 were included in the final sample: 58 were excluded due to conflicting responses to identical but counterbalanced items, 9 due to missing or illegible goals, and 10 due to survey completion in under 6 minutes.

Assessments
The assessment contained approximately 90 items, which were presented in groups of approximately 8 items per screen. Participants were asked to supply a personal goal they would like to achieve and to choose one of two messages in each dyad that they would prefer to receive to help them achieve that goal. These goals did not have to be health related. Participants were told that their goal could be anything from exercise to flossing more to being more assertive, and that there were no wrong goals. There were approximately 70 message dyads in 22 groupings. Each grouping typically consisted of three dyads. Message dyads were based primarily on pre-existing motivational and behavior change content and linguistic differences in message presentation derived from previous messaging studies, public health messaging campaigns, and our own experience writing messages. Based on these existing messages, we developed a corresponding, mirrored message to test a specific preference. For example, if a message included the word you, we then created a mirrored message with the word “we” in place of “you”. Organizational constructs for message design, message groupings and descriptions, an example dyad for each grouping, and the number of dyads per grouping are presented in Table 1. In addition, we included several single item semantic differential dyads on personality or disposition. These included face valid dichotomous semantic differentials (eg, I tend to be a sad person/I tend to be a happy person; I get along well with others/I have trouble getting along with others; I often get frustrated with the behavior of others/I don’t let what others do bother me much).
<table>
<thead>
<tr>
<th>Organizing Principle</th>
<th>Dyad Grouping</th>
<th>Grouping Description</th>
<th>Dyad Example</th>
<th>Dyads/Grouping</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gain Framing vs Loss Framing</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smiley Emoticon vs Sad Emoticon</td>
<td>Smiley Emoticon messages contain a smiley face to make the content gain-framed.</td>
<td>Don’t give up :-)</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sad Emoticon messages contain a sad-face to make the content loss-framed.</td>
<td>Don’t give up :-(</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Benefit-Oriented vs Consequence-Oriented</td>
<td>Benefit-Oriented messages consist of language that is gain-framed.</td>
<td>Close your eyes – imagine the benefits of changing.</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Consequence-Oriented messages consist of language that is loss-framed.</td>
<td>Close your eyes – imagine the consequences if you don’t change.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Personal/Emotional Emphasis</strong></td>
<td>Coaching vs Uncoached Direction</td>
<td>Coaching messages contain a direction or recommendation with positively framed emotional emphasis.</td>
<td>You’ve been doing great, don’t quit now.</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Uncoached Direction messages contain a direction or recommendation with no additional emphasis.</td>
<td>The most important thing you can do to reach your goal is not give up.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Goal-Setting and Task Performance</strong></td>
<td>Implementation Intention vs General Goal</td>
<td>Implementation Intention messages consist of an if-then plan to trigger a specific action.</td>
<td>If I start to get down on myself, I will think of all my previous successes.</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>General Goal messages consist of an open-ended, nonspecific if-then plan.</td>
<td>If I start to get down on myself, I will do something to make me feel better.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Locus of Control Theory</strong></td>
<td>Intrinsic Locus of Control vs Extrinsic Locus of Control</td>
<td>Intrinsic Locus of Control messages emphasize an internal locus of control over goal attainment.</td>
<td>You are responsible when you don’t meet your goal.</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Extrinsic Locus of Control messages emphasize the degree to which external factors influence goal attainment.</td>
<td>Many different aspects of your environment play a role when you don’t meet your goal.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Spelling and Grammatical Manipulations</strong></td>
<td>Correct Grammar vs Grammatical Errors</td>
<td>Correct Grammar messages contain no grammatical errors.</td>
<td>If you accept where you are now, you’re way ahead of the pack.</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Grammatical Error messages contain grammatical errors.</td>
<td>If you accept where you are now you’re way ahead of the pack.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Textese vs Non-Textese</td>
<td>Textese messages utilize the spelling abbreviations common to text messaging.</td>
<td>u have changed b4, u can meet ur goals today. b who u r.</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Non-Textese messages</td>
<td>You have changed before, you can meet your goals today. Be who you are.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Manipulations of Visible Emphasis</strong></td>
<td>Single Punctuation vs Multiple Punctuation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Organizing Principle</td>
<td>Dyad Grouping</td>
<td>Grouping Description</td>
<td>Dyad Example</td>
<td>Dyads/Grouping</td>
</tr>
<tr>
<td>----------------------</td>
<td>--------------</td>
<td>----------------------</td>
<td>--------------</td>
<td>---------------</td>
</tr>
<tr>
<td>Dyad Grouping</td>
<td>Single Punctuation messages utilize only a single punctuation mark between phrases or clauses.</td>
<td>Reinvent yourself!</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Multiple Punctuation messages utilize multiple punctuation marks between phrases or clauses for emphasis.</td>
<td>Reinvent yourself!!!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smiley Emoticon vs No Emoticon</td>
<td>Smiley Emoticon messages contain a smiley face to enhance a friendly or positive tone.</td>
<td>You are on the right track :-) just keep going!</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No Emoticon messages contain the same language as their Smiley Emoticon counterparts, but do not include an emoticon.</td>
<td>You are on the right track – just keep going!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAPS (capitalization) Emphasis vs No Visible Emphasis</td>
<td>CAPS Emphasis messages contain at least one world that is spelled in all capital letters for emphasis.</td>
<td>When it comes to the negative consequences of a bad habit, you are NOT the exception.</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No Visible Emphasis messages do not include any all-caps words.</td>
<td>When it comes to the negative consequences of a bad habit, you are not the exception.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manipulations of Voice, Person or Origin</td>
<td>“I” Statement vs “We” Statement</td>
<td>“I” Statement messages employ a singular first person point of view.</td>
<td>Changing can be hard: I promise it will get better.</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>“We” Statement messages employ a plural first person (or collectivist) point of view.</td>
<td>Changing can be hard: we promise it will get better.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>“You” Statement vs “We” Statement</td>
<td>“You” Statement messages employ a singular second person point of view.</td>
<td>Your past should motivate you to change – not paralyze you!</td>
<td></td>
</tr>
<tr>
<td></td>
<td>“We” Statement messages employ a plural first person (or collectivist) point of view.</td>
<td>Our pasts should motivate us to change – not paralyze us!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male Quote vs Female Quote</td>
<td>Male Quote messages consist of a quote from a famous man.</td>
<td>“When it is darkest, men see the stars.” Ralph Waldo Emerson</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Female Quote messages consist of a quote from a famous woman.</td>
<td>“I like the night. Without the dark, we’d never see the stars.” Stephanie Meyer</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cited vs Uncited</td>
<td>Cited messages refer to a source/sources of the information presented.</td>
<td>Studies show that simply visualizing your future actions makes them more likely to come true!</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Uncited messages provide no point of reference for the information presented.</td>
<td>Simply visualizing your future actions makes them more likely to come true!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manipulations of Tone</td>
<td>Direction vs Passive</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Organizing Principle</td>
<td>Dyad Grouping</td>
<td>Grouping Description</td>
<td>Dyad Example</td>
<td>Dyads/Grouping</td>
</tr>
<tr>
<td>----------------------</td>
<td>--------------</td>
<td>----------------------</td>
<td>--------------</td>
<td>----------------</td>
</tr>
<tr>
<td>Direction messages express a command.</td>
<td>Think about what you will lose if you give up on your goals.</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Passive messages express a suggestion in a passive or non-urgent tone.</td>
<td>It could be helpful to think about what you will lose if you give up on your goals.</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Statement vs Question**

| Statement messages utilize declarative language. | Committing to your goals today will help you in the long-run. | 4 |
| Question messages utilize interrogative language. | How will committing to your goals today help you in the long-run? |

**Aggression vs Nonaggression**

| Aggression messages utilize a confrontational or shaming tone. | Do you seriously think that blaming others will help you change for the better? | 3 |
| Nonaggression messages utilize a non-confrontational tone. | Blaming others probably won’t help you change for the better. |

**Polite vs Non-Polite**

| Polite messages include words such as *please* and *thank you*. | Please text us to let us know if you received this message. | 2 |
| Non-Polite messages do not include words such as *please* and *thank you*. | Text us to let us know if you received this message. |

**Directive vs Nondirective Statement**

| Directive messages contain an imperative statement within the context of a time frame. | Call a friend to help you feel better as soon as you have a free moment. | 3 |
| Nondirective Statement messages offer suggestions with no direction or time-sensitive context. | Going out with friends is a good idea to help you feel better. |

**Humor vs Gravity**

| Humor messages include a joke or playful tone to suggest levity. | Why did the chicken cross the road? Because it knew that action creates change. | 2 |
| Gravity messages are serious in tone and do not contain playful or jocular language. | Action creates change. |

**Symbolic Language**

**Metaphor vs Literal**

| Metaphor messages contain symbolic imagery. | When you reach the end of your rope, tie a knot and hang on. | 5 |
| Literal messages present content in plain terms. | When you feel like giving up, keep going until it passes. |

**Brevity vs Added Meaning**

**Short vs Long**

| Short messages contain as little content as possible to convey meaning. | Your actions define you. | 3 |
| Long messages are designed to convey additional meaning. | Your actions define you: the world looks at you differently when you act differently. |

The survey was published on MTurk a total of 4 times. After the data from the first 2 survey publications was downloaded and analyzed, a number of message dyads and groupings were removed if there appeared to be a clear consensus in preference among participants (eg, the Smiley Emoticon vs Sad Emoticon grouping). New dyads and categories were then added to the survey for publication on MTurk the third and fourth time. These revisions account for the differences in the sample size for many
of the message groupings examined. The content of 3 message dyads within 2 groupings was slightly altered over the course of the study in order to correct for vagueness, disproportionately weighted language, or language that did not accurately reflect the general profile of a message grouping. Specifically, dyad #3 in the Directive vs Passive grouping and dyads #2 and #3 in the Statistic vs Anecdote grouping were altered. Ultimately, the Statistic vs Anecdote grouping was excluded from the main findings due to the researchers’ concern that the grouping as a whole was unsound. Therefore, only differences based on the alterations made in dyads #2 and #3 in this grouping are reported.

Goals were coded into three broad categories based on their subject matter: physical health and well-being, competence and mastery, and personal fulfillment. Goals within these categories were then subcoded into more specific groupings as follows. In the physical health and well-being category, goals were subcoded as weight loss, fitness, nutrition, smoking cessation, sleep health, or personal hygiene goals. In the competence and mastery category, goals were subcoded as professional, academic, financial, or personal goals. In the personal fulfillment category, goals were subcoded as emotional, social, or spiritual goals. Finally, we included process rulers related to one’s self-selected goal such as goal importance, benefits of meeting that goal, and goal efficacy, which have been used in previous research [26].

Data Analysis

A dichotomous variable for preferences within each dyad grouping was created based on a participant’s majority preference for messages in that dyad (ie, at least 2/3 or 3/4 messages chosen). If a category included four messages, individuals who chose two messages of each type (50/50 preference) were removed from analysis. Moderator analysis was conducted using chi-square analysis and comparative percentages are reported.

Results

Overview

Demographics are presented in Table 2. Overall, the sample was predominately white and middle aged with at least a high school degree, and 130 out of 277 participants (47.1%) were working full-time. Most had phone plans with SMS capabilities, and 197 out of 277 (71.1%) had unlimited texting plans.

<table>
<thead>
<tr>
<th>Variable</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-30</td>
<td>113 (40.8)</td>
</tr>
<tr>
<td>31-40</td>
<td>90 (32.5)</td>
</tr>
<tr>
<td>41-older</td>
<td>74 (26.7)</td>
</tr>
<tr>
<td>Gender (% female)</td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>19 (6.8)</td>
</tr>
<tr>
<td>White</td>
<td>225 (81.1)</td>
</tr>
<tr>
<td>Asian</td>
<td>20 (7.1)</td>
</tr>
<tr>
<td>Other</td>
<td>12 (5.0)</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>22 (8.2)</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
</tr>
<tr>
<td>High School or GED</td>
<td>33 (12.1)</td>
</tr>
<tr>
<td>Some College</td>
<td>77 (28.2)</td>
</tr>
<tr>
<td>College Degree</td>
<td>123 (45.1)</td>
</tr>
<tr>
<td>Graduate Degree</td>
<td>40 (14.7)</td>
</tr>
<tr>
<td>Employment status (% employed full-time)</td>
<td></td>
</tr>
<tr>
<td>130 (47.3)</td>
<td></td>
</tr>
<tr>
<td>Phone plan includes text messaging</td>
<td>266 (96.1)</td>
</tr>
<tr>
<td>Type of text messaging plan (% unlimited)</td>
<td>197 (71.2)</td>
</tr>
</tbody>
</table>

Personal Goals

Participants generated a variety of personal goals to refer to while choosing their preferred messages. In total, 137 out of 277 participants (49.5%) generated personal goals related to physical health and well-being. Within this broad category, 52 out of 137 participants (38.0%) generated fitness goals (eg, “I want to go to the gym more often”) and 44 out of 137 participants (32.1%) generated weight loss goals. Also, 103 out of 277 (37.2%) participants generated personal goals related to competence and mastery. Within this category, 33 of 103 participants (29.9%) generated financial goals (eg, “I want to
save more money this year”), 25 of 103 participants (24.3%) generated professional goals (eg, “I want to advance in my company”), and 18 of 103 participants (17.4%) generated personal mastery goals (eg, “I want to build my own house”). In addition, 33 out of 277 participants (11.9%) generated goals related to personal fulfillment (eg, “I want to communicate more effectively with my spouse” or “I want to have more fun”).

**Message Preferences**

Results of messaging preferences are presented in Table 3. For the intents and purposes of this paper, we define “clear preference” as a preference of 75% or more of respondents for one message type within a grouping. There were clear preferences for about half of the groupings, with more than 90% of respondents selecting messages that did not include textese, a sad emoticon, incorrect grammar, or an external locus of control in those four groupings. There were also strong global preferences for messages with a benefit-oriented or active tone and for polite messages. For many of the groupings, no clear preferences were found for the entire sample.

### Table 3. Message grouping preferences^a^ (n=277).

<table>
<thead>
<tr>
<th>Message Type: Lesser Preference</th>
<th>Greater Preference</th>
<th>%</th>
<th>Lesser Preference</th>
<th>Greater Preference</th>
<th>%</th>
<th>n^c</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smiley emoticon</td>
<td>Sad emoticon</td>
<td>97.6</td>
<td>2.4</td>
<td>213^b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correct grammar</td>
<td>Grammatical errors</td>
<td>96.7</td>
<td>3.3</td>
<td>211^b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-textese</td>
<td>Textese</td>
<td>95.8</td>
<td>4.2</td>
<td>216^b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Locus of control: intrinsic</td>
<td>Locus of control: extrinsic</td>
<td>93.5</td>
<td>6.5</td>
<td>46^b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Benefit-oriented</td>
<td>Consequence-oriented</td>
<td>89.2</td>
<td>10.8</td>
<td>195^b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Polite</td>
<td>Impolite</td>
<td>86.5</td>
<td>13.5</td>
<td>208^b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonaggression</td>
<td>Aggression</td>
<td>82.9</td>
<td>17.1</td>
<td>269^b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direction</td>
<td>Passive</td>
<td>82.3</td>
<td>17.7</td>
<td>211^b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Statement</td>
<td>Question</td>
<td>82.0</td>
<td>18.0</td>
<td>245^b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No Humor</td>
<td>Humor</td>
<td>77.9</td>
<td>22.1</td>
<td>188^b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male quote</td>
<td>Female quote</td>
<td>71.9</td>
<td>28.1</td>
<td>146^b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>“I” statement</td>
<td>“We” statement</td>
<td>66.7</td>
<td>33.3</td>
<td>264^b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single punctuation</td>
<td>Multiple punctuation</td>
<td>64.9</td>
<td>35.1</td>
<td>174^b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>“You” statement</td>
<td>“We” statement</td>
<td>62.9</td>
<td>37.1</td>
<td>272^b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uncited</td>
<td>Cited</td>
<td>62.9</td>
<td>37.1</td>
<td>272^b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nondirective</td>
<td>Command</td>
<td>61.0</td>
<td>39.0</td>
<td>272^b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coaching</td>
<td>Uncoached direction</td>
<td>57.4</td>
<td>42.6</td>
<td>61</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Literal</td>
<td>Metaphorical</td>
<td>56.6</td>
<td>43.4</td>
<td>272^b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smiley emoticon</td>
<td>No emoticon</td>
<td>53.6</td>
<td>46.4</td>
<td>274</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAPS (capitalization) emphasis</td>
<td>No visible emphasis</td>
<td>53.1</td>
<td>46.9</td>
<td>213</td>
<td></td>
<td></td>
</tr>
<tr>
<td>General goal</td>
<td>Implementation intention</td>
<td>52.6</td>
<td>47.4</td>
<td>57</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Short</td>
<td>Long</td>
<td>51.1</td>
<td>48.9</td>
<td>272</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

^a^See Table 1 for a definition and example of each dyad.

^b^Indicates that a message preference is not the result of chance using a non-parametric binomial test to ensure that the difference between groups was greater than a 50% chance (P<.05).

^c^The n applies to both message types.

**Message Revision**

Because this was an intervention development study, we also created several messages in which we manipulated specific language components from sample to sample. Slightly altering the wording of the passive message within Directive vs Passive dyad #3 from “Every time you feel down, try to change your thoughts to something positive about change” to “Every time you feel down, you might want to try to change your thoughts to something positive about change” resulted in an increase in
participants’ overall preferences for the directive message: 127 out of 208 participants (61.1%) preferred the directive message prior to the dyad’s change, but 51 out of 57 participants (89.5%) preferred the directive message post-change. Within a message grouping that examined preferences for Statistics vs Anecdotes, changing the statistic within message dyad #3 from “93% of people who monitor their food intake reduce their calorie intake” to “44% of people who monitor their food intake reduce their calorie intake” caused overall preferences for the statistic to diminish; while 156 out of 212 participants (73.6%) preferred the message containing a statistic in the first version, only 37 out of 60 participants (61.7%) preferred it after the statistic was changed. Conversely, changing the statistics in message dyad #4 from “People who report doing nice things for other people are 44% happier than those who do not” to “People who report doing nice things for other people are 93% happier than those who do not” caused the overall preferences for the statistic to increase: 97 out of 210 participants (46.2%) preferred the message containing a statistic prior to its change, while 37 out of 57 participants (64.9%) preferred the message after the statistic was changed.

Message Preference Moderators

We assessed differences in preferences based on several demographic variables, including gender, age, and education. A significant difference existed between male and female participants’ preferences for messages in only one message grouping, with female participants being more likely than male participants to prefer correct grammar to incorrect grammar ($\chi^2_{212}=5.334, P=.021$; male=93.5%, 86/92; female=99.2%, 120/121). Similarly, the only significant difference that existed between older and younger individuals’ preferences was that older individuals were more likely than younger individuals to prefer “you” statements to “we” statements ($\chi^2_{271}=7.669, P=.006$; over 40 years=76.4%, 55/72; 40 years or under=58.0%, 116/200).

Significant differences in preference existed between participants with different levels of education for several message groupings as well. Participants with less than a college degree were more likely than participants with a college degree or greater level of education to prefer directions to suggestions ($\chi^2_{210}=6.061, P=.041$; no college=97.9%, 95/97; college=89.5%, 102/114), short messages to long messages ($\chi^2_{267}=3.759, P=.053$; no college=55.1%, 70/127; college=43.3%, 61/141), and messages that included smiley emoticons to messages that contained no emoticons ($\chi^2_{269}=3.569, P=.059$; no college=59.4%, 76/128; college=47.9%, 68/142). We ran a multiple logistic regression with significant moderators as the independent variables and education as the dependent variable. When controlling for all variables, education only moderated the preferences for the direction vs passive suggestion grouping (Wald statistic $\chi^2_{265}=5.26, P=.022$). There were no differences in message preferences based on employment status.

We also assessed differences in preference based upon personality or trait variables. Participants who reported being generally sad were significantly more likely than participants who reported being generally happy to prefer commands to nondirective general statements ($\chi^2_{267}=4.037, P=.045$; sad=50.8%, 30/59; happy=36.4%, 76/209), literal language to metaphors ($\chi^2_{267}=6.508, P=.011$; sad=70.7%, 40/58; happy=51.9%, 109/210), non-polite messages to polite messages ($\chi^2_{204}=3.907, P=.048$; sad=22.7%, 10/44; happy=11.2%, 18/161), and loss-framed to gain-framed messages ($\chi^2_{190}=4.193, P=.041$; sad=20.5%, 9/40; happy=8.6%, 13/151). There was also a trend for this group to prefer “I” statements to “We” statements ($\chi^2_{259}=3.136, P=.077$; sad=76.8%, 43/56; happy=64.2%, 131/204). Multiple logistic regression with significant moderators revealed that only the preferences of “I” statements to “We” statements (Wald statistic $\chi^2_{179}=4.74, P=.029$) and commands to nondirective general statements (Wald statistic $\chi^2_{179}=4.29, P=.004$) remained significant.

Despite the fact that participants reported radically different goals, the only differences that existed between participants with different higher order goals were that those with personal fulfillment goals were significantly more likely to prefer consequence messages than either those with physical health and well-being or competence and mastery goals ($\chi^2_{189}=6.829, P=.033$; personal fulfillment=24.0%, 6/25; physical health and well-being=10.8%; 10/93; competence and mastery=5.5%, 4/73). However, a heavy preference for benefit-based messaging existed across all three groups. The relationship between goals and messaging preferences will be discussed at length in a future paper.

Finally, we assessed differences in preferences based on three process rulers: the participants’ perceived benefits of changing, confidence about their ability to change, and perceived importance of changing. A preference for coaching messages was significantly associated with perceiving greater benefits of change ($F_{1,110}=4.719, P=.032$), higher confidence in one’s ability to change ($F_{1,197}=6.732, P=.012$), and perceiving greater importance of changing ($F_{1,200}=9.325, P=.003$). When entered into a logistic regression and with the benefits of changing variable removed due to a small sample size, only goal importance remained significant (Wald statistic $\chi^2_{2,197}=6.78, P=.009$) while goal confidence trended towards significance (Wald statistic $\chi^2_{2,197}=3.43, P=.064$).

Discussion

Principal Findings

To our knowledge, this is the first study to quantitatively examine messaging preferences for a range of message types to help guide text-based mobile intervention development. Results of this study indicate that there are clear user preferences for certain types of message characteristics over others, underscoring the importance of attention to message structure, linguistic content, and overall tone in the development of messages for goal-directed behaviors. This is particularly true of accurate spelling and grammar, as well as messages that...
emphasize the positive over the negative. While there has been little quantitative research on this topic, the findings of the present study are generally reflective of past qualitative research on messaging development, and are further supported by the Centers for Disease Control and Prevention’s Guide to Writing for Social Media [27]. For guidelines on writing messages for goal-directed behaviors based on this research and other sources, please see Multimedia Appendix 1.

Spelling, Punctuation, and Grammar

Participants indicated an overwhelming preference for messages that were accurately spelled and grammatically correct over messages that included textese or contained grammatical errors. Textese can be more difficult to process than properly spelled words and phrases [28]. It is possible that participants’ overarching preference for proper spelling over textese is due to the fact that textese can impede comprehension and therefore reduce message receptivity. Another explanation for this finding that has been suggested in qualitative studies is that the inclusion of textese or the accidental inclusion of spelling and grammatical errors threatens the source credibility of messages that are designed to help users achieve a goal [8,29]. This may also explain participants’ preferences for serious messages over messages that attempted to be humorous.

The third and fourth message groupings to examine message syntax compared messages with single punctuation (eg, “.” or “!”) to messages with multiple punctuation marks (eg, “…” or “!!!”) and capitalization of a whole word or phrase to no capitalization (eg, “When it comes to the negative consequences of a bad habit, you are NOT the exception”). Multiple punctuation marks or capitalization can be utilized to add emphasis or to create a pause, and thus constitute visual substitutions for verbal cues. Participants’ preferences for single over multiple punctuation marks was much less pronounced than their preferences for proper spelling and grammar, and there was no clear preference between messages with caps emphasis versus messages with no visible emphasis. However, participants who reported that meeting their goal was very important and would benefit them immensely were more likely to prefer messages with some or all capitalized words for emphasis, and there was a trend toward a significant preference for multiple punctuation marks in the high benefits of change group. This emphasizes that understanding the end user’s state is a crucial component of intervention development.

Emoticons

We examined variations in preferences for two different message groupings that contained emoticons: one that compared messages with a smiley face to identical messages with a sad face, and another that compared messages with a smiley to messages with no emoticons. Of all of the message groupings we examined, preferences were strongest in the smiley versus sad emoticon message grouping, with participants vastly preferring messages with the smiley. This finding resonates with past research that suggests that users vastly prefer positive messages to negative messages, as does our finding that participants generally preferred benefit-oriented to consequence-oriented messages. By contrast, no clear preference existed for messages that contained a smiley versus messages that contained no emoticon. It is possible that some participants found the inclusion of an emoticon too informal within messages designed to help users achieve a personal goal, while others perceived the inclusion of a smiley face as encouraging or rewarding when compared to a message with no emoticon. While virtually all participants seem to prefer a positive to a negative image, the fact that preferences within the two emoticon groupings varied so extremely suggests that the inclusion of an emoticon can communicate very different things depending on the context.

In concordance with previous literature suggesting that visual cues are more effective than text for those with lower need for cognition [15,30], we found that individuals with less education were more likely to prefer the inclusion of an emoticon than those with more education. Understanding who may be more receptive to emoticons [31] is an important line of research due to the frequency in which they are integrated into existing health messaging interventions. When taken together, these results underscore the need to tailor communication patterns to individual differences to obtain maximum engagement in goal-directed interventions.

Sentence Type: Declarative, Interrogative, and Imperative

The clear user preferences for statements over questions have particularly interesting implications, as self-evaluative questions are often used in order to integrate motivational interviewing techniques into messaging interventions. Based on our findings, the inclusion of such messages without a fuller understanding of the preferences of the end-user requires some reconsideration. For example, will an individual who drinks too much be motivated to contemplate and evaluate the consequences of drinking simply because a text message asks him or her to do so? Further, questions that do not require interactivity may be disregarded by the individual because they will receive no feedback on their response. On the other hand, Muench and colleagues [23] found that individuals who are in the process of thinking about engaging in problem behaviors requested self-evaluative messages, suggesting that participants may be more receptive to such questions at specific times or stages of change.

There were clear preferences for more directive language over passive or suggestive language. Moderator analysis revealed that the preference for directive language was especially pronounced in older adults and individuals with more education. This could be a result of several factors, but may simply indicate that these users have been taught to avoid passive or suggestive language when communicating. While participants’ overall preference for directive over passive messages was clear, they were more averse to commands for immediate action (eg, “Do x right now…”), indicating that while individuals may want instruction, they may not want to feel commanded to behave in a certain way in the moment.

Sentence Content, Grammatical Person, and Length

As mentioned above, there was also a general preference for messages that did not include humor. It could be that humor minimizes one’s struggle to achieve a goal and should be used
sparsely and possibly only after an alliance is built. Messages that were presented in first person singular (“I” statements) and second person (“You” statements) were preferred to messages that were presented in first person plural (“We” statements). This may indicate that participants generally prefer to be identified as individuals as opposed to one of a number of people, and prefer to identify the message originator as an individual as well.

We found no clear preferences for several other types of messages within groupings, including short vs long messages. This grouping is of particular interest because intervention developers have often been encouraged to break down messages to their smallest component pieces [32]. By contrast, our findings suggest that there are instances in which shortening a message can constitute a sacrifice in its readability, meaning, or cohesiveness, which should be avoided where possible. While there was a general preference for uncited statements over cited statements, we found that increasing the percentage of the effect in a statistic (eg, 44% to 93%) resulted in more pronounced preferences for the statistic. This finding corresponds well to the research on conformity and the power of social norms to increase the persuasiveness of messages. It is also possible that there are significant differences in how different outcomes (eg, happiness vs mortality) might significantly alter the persuasiveness of differing statistics, and this should be explored in greater detail.

Group Differences

Differential preference analysis was designed to help distinguish preferences among different groups. In our case, overall analyses did not reveal dramatic shifts in preferences, but rather subtle differences between certain groups on certain variables. For example, while younger participants were significantly more likely than older participants to prefer “We” messages to “You” messages, the two groups differed by only 14%. In fact, few moderators shifted one group’s overall preferences for a dyad from one message type to the other. However, the differences reported are significant and future research should examine these subtle variations in message preferences based on these differences. For example, Muench and colleagues [23] found that in a substance abuse sample, individuals generally preferred benefit-oriented messaging, but that this was more pronounced with individuals who reported higher perceived benefits of changing. Because this finding is similar to the general health tailoring literature [33], examining moderators of preferences may be an efficient way to develop tailored interventions.

Interestingly, some individuals preferred more negative messaging. As there is ample evidence that aggression or a demeaning tone decreases long-term adherence (as opposed to constructive negative feedback or consequence-oriented messaging, which can be useful), this finding highlights the downside of preference research in guiding intervention design. Communications that contain negative components like shaming or punishment are contraindicated in interventions to promote long-term behavior change [34], even if some people claim to prefer these messages. So why do some individuals prefer impolite or aggressive messages and how can we identify this group? For example, post-hoc analysis revealed that the small group who preferred the sad emoticon also preferred more aggressive messaging. Similarly, we found that individuals who endorsed being generally sad were significantly more likely than those who reported being happy to choose consequence-oriented and literal messages, and there was a trend for choosing “I” messages over “We” messages. In cases such as this, preferences might simply be an assessment tool to understand the individual, and tailoring to these types of preferences may not improve outcomes. At the same time, it is possible that sending messages congruent with preferences can increase engagement in an intervention. Then as the user becomes more engaged, there can be a slow and subtle shift to “healthier” messaging. For example, an intervention can send individuals with depression messages with “I” statements early in the change process and then slowly shift to “We” statements as the intervention progresses. The general tailoring literature further indicates that engagement in digital interventions is one of the best predictors of outcome [35].

It was surprising to us that there were few differences in preferences between those with different scores on process rulers, with the only differences being that those with higher confidence, importance, and benefits to changing preferred caps emphasis in messages to no emphasis and those who saw greater benefits of meeting their goal preferred coaching messages when compared to those who perceived few benefits in meeting their goal. Both messaging types are designed to illicit some sort of emotion in the individual and it could be that adding a positive emotional emphasis is useful for individuals who see greater benefits or importance for change or have greater confidence in their ability to change. While understanding these processes certainly has important implications for message development, it was more striking to us that there were so few differences and results should be interpreted with caution.

Limitations

Despite the promise of this line of research, there are limitations. The most salient is that preferences do not necessarily translate into improved outcomes [36] and may, in fact, reflect the underlying negative schemas of an individual, such as a tendency to self-shame or diminish self-efficacy. Therefore, regardless of preferences, certain precautions should be taken when individualizing messages, such as avoiding aggressive language or sad emoticons, whereas more leeway can be given with messages that are neutral or moderately contraindicated (eg, fostering an external locus of control) if it improves engagement. Another limitation is that we did not send actual mobile messages, but asked for preferences in an online survey. It is possible that viewing a message on a computer screen as opposed to in an actual text or mobile alert may yield different preferences. This is particularly true of preferences for variables like textese, which are most commonly seen in mobile communications. Nevertheless, our results are congruent with much of the general health communications literature in terms of outcomes [37], indicating that preferences research is a useful preliminary step in intervention development. Results of our moderator analyses should be interpreted with reservation as we did multiple analyses, inflating the possibility of a Type-II error. However, we performed logistic regression with
significant variables to look at the unique contributions of each moderator to messaging preferences.

There were population limitations as well. Namely, we did not restrict the availability of the survey only to people who might be the target of a health intervention, but left it open to a wider population with a broad range of goals—some of which were completely unrelated to health. It is possible that this wider population may have different message preferences than a sample of people who are struggling specifically with a health or mental health problem. Because some of the message groupings were added during later cohorts, there were smaller sample sizes for these preference findings, reducing the strength of the effects. Therefore, future studies should replicate these findings with larger samples. Finally, we limited this analysis to US populations. As a larger part of the study, we are comparing US and Indian populations on messaging preferences, as there is good evidence that linguistic styles and communications differ dramatically between cultures [38]. Despite some limitations, using bottom-up participatory strategies can help us design interventions that account for the client’s preferences within a larger theoretical framework. Adding quantitative preference testing yields similar results as focus groups with significantly lower burden, and can be iterated and modified quickly to test subtle variations in our models of care.

Conclusions and Future Research

When taken together, understanding preferences for intervention presentation may improve engagement, regardless of the content or theory upon which an intervention is based [39-41], and is therefore a logical extension of mobile messaging research. While we do not know the impact of differentially structuring messages on actual outcomes, they may increase engagement in message-based interventions. For example, a recent study revealed that while emoticons did increase users’ enjoyment of the texting interaction, the perceived enjoyment of emoticons had no effect on the perceived usefulness of the message [42]. Once we understand these global messaging preferences, we can begin to further examine preference moderators such as those reported in the health tailoring literature [11,12]. Moreover, research should examine user preferences for actual text messages using ecological momentary assessment and response rate feedback. This research will provide investigators with a better understanding of preferences in real-world contexts. Future research can also focus on receptivity as it relates to specific periods in the change process (eg, an emoticon when one is meeting one’s goal compared to an emoticon when one is not). Muench and colleagues [23] revealed that individuals generate different messages for different critical points in the change process (eg, when someone is at risk for relapse vs someone who has already relapsed), underscoring that in dynamically tailored interventions, messages must contain appropriate content at appropriate moments, and this may apply to message structure as well. Using consumer research methods such as rapid iterative design, in which surveys are republished multiple times with slight changes to content, can expedite intervention development research. Because just-in-time mobile interventions are in their infancy, this line of research can help guide researchers to test proposed intervention components prior to conducting larger scale trials. As a preliminary step, we developed general guidelines for writing messages for goal-directed behavioral messaging interventions. We purposely kept it short and presented the most robust findings. However, this should be considered preliminary until more research can be done.
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