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Abstract

Background: The relationship between tobacco and cannabis use is strong. When co-smokers try to quit only one substance, this relationship often leads to a substitution effect, that is, the increased use of the remaining substance. Stopping the use of both substances simultaneously is therefore a reasonable strategy, but co-smokers rarely report feeling ready for simultaneous cessation. Thus, the question of how co-smokers can be motivated to attempt a simultaneous cessation has arisen. To reach as many co-smokers as possible, we developed brief Web-based interventions aimed at enhancing the readiness to simultaneously quit tobacco and cannabis use.

Objective: Our aim was to analyze the efficacy of three different Web-based interventions designed to enhance co-smokers’ readiness to stop tobacco and cannabis use simultaneously.

Methods: Within a randomized trial, three brief Web-based and fully automated interventions were compared. The first intervention combined the assessment of cigarette dependence and problematic cannabis use with personalized, normative feedback. The second intervention was based on principles of motivational interviewing. As an active psychoeducational control group, the third intervention merely provided information on tobacco, cannabis, and the co-use of the two substances. The readiness to quit tobacco and cannabis simultaneously was measured before and after the intervention (both online) and 8 weeks later (online or over the phone). Secondary outcomes included the frequency of cigarette and cannabis use, as measured at baseline and after 8 weeks.

Results: A total of 2467 website users were assessed for eligibility based on their self-reported tobacco and cannabis co-use, and 325 participants were ultimately randomized and analyzed. For the post-intervention assessment, generalized estimating equations revealed a significant increase in the readiness to quit tobacco and cannabis in the total sample (B=.33, 95% CI 0.10-0.56, P=.006). However, this effect was not significant for the comparison between baseline and the 8-week follow-up assessment (P=.69). Furthermore, no differential effects between the interventions were found, nor were any significant intervention or time effects found on the frequency of tobacco or cannabis use.

Conclusions: In the new field of dual interventions for co-smokers of tobacco and cannabis, Web-based interventions can increase the short-term readiness to quit tobacco and cannabis simultaneously. The studied personalized techniques were no more effective than was psychoeducation. The analyzed brief interventions did not change the secondary outcomes, that is the frequency of tobacco and cannabis use.

Trial Registration: International Standard Randomized Controlled Trial Number (ISRCTN): 56326375; http://www.isrctn.com/ISRCTN56326375 (Archived by WebCite at http://www.webcitation.org/6UUWBh8u0).

(J Med Internet Res 2014;16(12):e273) doi:10.2196/jmir.3246
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Introduction

The Relationship Between Tobacco and Cannabis Use

Although smoking tobacco is the leading global cause of preventable death [1], cannabis is the most widely used illicit drug [2] and is associated with a range of physical and mental health problems [3,4]. Both substances are often used together; the majority of cannabis users also smoke cigarettes. In a study in the United States, 74% of marijuana users smoked cigarettes, compared to 29% of nonusers [5]. Furthermore, cannabis use is reportedly more common among cigarette smokers than it is among nonsmokers. In the National Survey on Drug Use and Health in the United States, the 30-day prevalence of cannabis use was 38% among tobacco smokers and only 11% among nonsmokers [6]. In a similar survey in Switzerland, cannabis use in the previous 12 months was reported by 28% of adolescents who smoked tobacco daily compared to 9% and 2% of the adolescents who were ex-smokers and never-smokers, respectively [7].

The mechanisms that link the use of both substances are assumed to go beyond the mechanisms that explain the co-use of drugs in general [8]. For instance, both substances are usually smoked (have a shared route of administration) and are often used simultaneously (co-administration), that is, tobacco is added to cannabis joints (“mulling”) or is smoked directly after cannabis (“chasing”) [8,9]. In Switzerland, 97% of cannabis users smoke cannabis joints mixed with tobacco [10].

In the context of cessation, the relationship between the substances is often problematic. For instance, tobacco smokers who also consume cannabis seem to make fewer efforts to quit tobacco [11] and tend to be less successful in quitting tobacco than tobacco-only smokers [12]. Furthermore, the cessation of one substance is frequently accompanied by an increased use of the other [13-15], and cessation programs that exclusively address tobacco appear to be less effective for co-smokers of cannabis [16,17].

Interventions for Tobacco and Cannabis Use

Despite these findings, interventions have typically targeted tobacco or cannabis use alone and have rarely addressed both substances simultaneously. One explanation for the separate treatments may be that in many industrialized countries, the treatment of cannabis dependence is provided by psychiatrists, whereas interventions for tobacco smokers are part of a more general public health system [18,19]. However, the body of literature on the relationship between tobacco and cannabis use is growing, and authors of recent reviews perceive a demand for double interventions that target tobacco and cannabis simultaneously [8,9,20]. In line with this notion, a preliminary study of the development of such a program has indeed revealed this demand [21]. The experts and the co-smokers who participated in the preliminary study considered a dual cessation intervention to be feasible.

However, the participants also expected only modest readiness to simultaneously quit tobacco and cannabis use; half of the surveyed co-smokers were unaware of the association between tobacco and cannabis use [21]. Due to this finding, the authors developed three brief online interventions to enhance co-smokers’ awareness of the relationship between the substances and their readiness to simultaneously quit each substance. The purpose of the current study was to evaluate these online interventions and examine how co-smokers’ readiness to simultaneously quit tobacco and cannabis can be augmented. Motivational constructs such as the stages of change and the readiness to quit have been shown to predict the subsequent engagement in interventions [22,23] and abstinence [24].

Because of its easy access and ubiquitous presence, the Internet arose as a potentially effective medium to reach a large number of co-smokers who might be unaware of the relationship between their tobacco use and their cannabis use. Personalized, normative feedback is one motivational technique that can be applied to Web-based interventions for substance use. Based on the social norms approach [25], such interventions typically include self-assessment sections and feedback sections in which the participants’ behavior is compared to a reference sample. The overestimation of substance use by others is common and is positively associated with one’s own use [26]. Web-based social norm interventions use this association and aim to correct the participants’ erroneous perceptions. Primarily recruiting college students and targeting alcohol use, Web-based norms approaches for interventions have yielded promising results [27].

Another established technique for building motivation is motivational interviewing (MI), which uses a client-centered, directive counseling style to explore and reduce ambivalence and increase the intrinsic motivation for change [28]. Brief face-to-face interventions based on MI have been found to be effective in reducing cannabis use [29] and may assist in smoking cessation [30]. MI in Web-based interventions is usually applied as a chat-intervention but is not fully automated. However, the first promising results of fully automated MI have recently been revealed by a computer-based intervention that targets perinatal drug use [31].

For this study, we developed three Web-based interventions that apply the above-mentioned techniques, that is, normative feedback and MI. For an active control group, we used Web-based psychoeducation. In addition, to maintain the low threshold for Internet access and keep the study dropout rate as low as possible, the interventions were designed as brief single-session interventions.

Aims of the Study and Hypotheses

The main aim of this study was to evaluate the effectiveness of three Web-based interventions to enhance co-smokers’ readiness to quit both tobacco and cannabis simultaneously. Our first hypothesis (H1) was that the tested interventions would be
effective in enhancing the readiness to simultaneously quit tobacco and cannabis use. Thus, we assumed a significant within-subjects effect for assessment time. Because particular interactive interventions that were tailored to individuals have shown promising effects in aiding smoking cessation [32], our second hypothesis (H2) was that interactive and tailored interventions, that is, an intervention based on MI and an intervention that provides normative feedback, would more effectively enhance co-smokers’ readiness to quit tobacco and cannabis use simultaneously than would mere psychoeducation. Because MI has shown promising effects as a motivational enhancement strategy for cannabis users [33], we additionally hypothesized that this intervention would outperform the effectiveness of the normative feedback intervention (H3).

Furthermore, this study aimed to evaluate the three interventions as they pertained to secondary outcome variables, that is, the frequencies of tobacco and cannabis use. We had the same hypotheses for these outcomes as those explained above.

**Methods**

**Study Design and Setting**

To test our hypotheses, we conducted a three-armed randomized trial with pre-, post- and 8-week follow-up assessments. (ISRCTN56326375; see Multimedia Appendix 1 [34] for the CONSORT EHEALTH checklist.)

The three single-session interventions were Web-based and fully automated. The baseline assessment (t0) was conducted at the beginning of the intervention session, and the post-intervention assessment (t1) immediately followed the intervention. After 8 weeks, the subjects were re-assessed (follow-up, t2) by phone or online. However, our primary focus was set on the immediate post-intervention assessment because our primary outcome, the readiness to simultaneously quit tobacco and cannabis, would not be applicable to participants who stopped smoking tobacco or cannabis after the intervention at t2. The data were collected between January and November 2012.

The interventions were integrated within the German-language website of the program “i-cut”. In addition to the interventions, the website contained information about an integrative group cessation course for co-smokers of tobacco and cannabis. This cessation course is evaluated in a separate study (ISRCTN15248397).

Participants could enter the current study in one of two ways. First, they could enter it directly from the start page of the website, where participants could choose between “getting more information about the course” and “learning more about my use of tobacco and cannabis”. They were then directed to the course information pages or to the intervention session, respectively. We chose the cover term “learning more about my use of tobacco and cannabis” for the intervention session to attract co-smokers who were not seeking treatment. The second way to enter the study was to switch there from the course information pages by clicking a teaser that was displayed on the right side of each information page. It was also labeled “learning more about my use of tobacco and cannabis” for the intervention session to attract co-smokers who were not seeking treatment. This hyperlink was present on every page of the intervention, and the participants who clicked on it were directed to the course information pages and dropped out of the present study. Figure 2 shows a sample page of the intervention and the hyperlink.
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Eligibility and Recruitment

The inclusion criteria for study participation included any tobacco use during the past 4 weeks and any cannabis use during the past 6 months. As implicit inclusion criteria, participants had to speak German and be computer literate. There were no age restrictions or other exclusion criteria.

Recruitment for the present study ran parallel to recruitment for a feasibility study of the above-mentioned smoking cessation course for co-smokers of tobacco and cannabis. This was conducted in Zurich and a neighboring city. The recruitment strategy has been described in the publication on the course development [21]. Briefly stated, recruitment was carried out online and offline. First, a press release about the course was issued, which resulted in several reports in local newspapers and on radio and TV stations. Furthermore, brochures and pamphlets were sent to counseling centers for addiction prevention and treatment, psychiatrists, and health (care) centers in the canton of Zurich and in the bordering cantons. Additionally, two social media platforms and a teaser in the online edition of a popular free newspaper were used for recruitment. All of these referred readers to the start page of the website for more information.

To maximize the response rates, study participants were also offered the opportunity to participate in a lottery for three vouchers valued at 300, 200, or 100 Swiss Francs after they completed the first session, including the second measurement. Additionally, a second lottery for the same values served as an incentive to participate in the follow-up measurement. The data were collected from January to December 2012.

Procedure

Figure 3 illustrates the study procedure in detail. The initial questions presented to potential participants were used to check the inclusion criteria. If the users met these criteria, they were informed about the opportunity to participate in a study that aimed to improve the website’s information offerings. Those who did not meet the inclusion criteria or did not provide informed consent were excluded from the study and were referred to a webpage that contained information on tobacco and cannabis use, which was also provided in the psychoeducational intervention (see below). The study participants were then instructed to create an anonymous but personal identification code that combined certain letters of their parents’ names and their own date of birth. The same procedure was applied at the follow-up assessment to link the data of the different assessments.

Once the baseline measurement (t0) was completed, participants were randomly assigned to one of three possible interventions. After finishing the intervention, participants were reassessed (post-intervention, t1) and informed about the 8-week follow-up assessment (t2). To keep the threshold for entering the study as low as possible, the information about the follow-up assessment was provided only at this point. This was done because the main aim of the present study was to enhance the readiness to simultaneously quit tobacco and cannabis between t0 and t1. Participants who provided informed consent for the follow-up assessment could indicate whether they wanted to answer the follow-up questionnaire online or over the phone. At the end of the session, participants were referred to the webpage of the group cessation program if they were interested.

For the follow-up assessment, participants were contacted after 8 weeks via their chosen medium (ie, via an email that included a link to the online questionnaire or via telephone). Those who preferred to answer the questionnaire online received an email reminder after approximately 2 weeks if they had not yet completed the online questionnaire. Those who chose the telephone questionnaire were contacted up to ten times.
Interventions

General Information and Technological Background

Participation in the interventions was free, and access was open for every eligible participant. The delivery of interventions was fully automated. An open source software, LimeSurvey (Version 1.91), was used to program the survey and the interventions. As described below, the interventions varied in the extent to which they were interactive with the participants. Additionally, the interventions differed in the way in which each was tailored to the responses that the participants had given during the baseline assessment and during the interventions themselves.

Intervention 1: Normative Feedback

The first intervention contained a combination of self-assessment and personalized normative feedback (NF). It consisted of three sections that included one each for tobacco use, cannabis use, and co-smoking. In the first and second sections, participants began by completing a questionnaire: the Fagerstrom Test of Nicotine Dependence (FTND) [35,36] and the Cannabis Use Disorder Identification Test (CUDIT) [37], respectively. Participants received feedback following each questionnaire. Feedback was individually tailored to participants using an algorithm based on the results from the FTND, the CUDIT, and the baseline data. Based on the social norms approach, each participant’s reported frequency of smoking was presented in relation to the normative data from Swiss community samples. Afterwards, participants received feedback about their questionnaire scores and were told whether their responses met the criteria for dependency (FTND) and/or problematic use (CUDIT), respectively. Explanations of “cigarette dependence” and “problematic cannabis use” were also given. Each substance-specific section concluded with brief recommendations for cessation or moderation of use. In addition, at the end of the intervention, information was provided that simultaneously accounted for the participant’s use patterns of tobacco and cannabis. Participants who regularly smoked both tobacco and cannabis were informed about the group cessation course and referred to the end of the post-intervention assessment for further information. Participants who used either just one of the substances or both less regularly received contact details for the appropriate consulting services. Table 1 presents examples of translated feedback.
Table 1. Examples of feedback provided during the normative feedback intervention to a participant who smoked more than five cigarettes per day and used cannabis less than once per week.

<table>
<thead>
<tr>
<th>Intervention step</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feedback on tobacco use frequency</td>
<td>You indicated smoking an average of 12 cigarettes per day. Among Swiss males, 70% do not smoke at all. Only approximately 10% smoke more than you.</td>
</tr>
<tr>
<td>Feedback on cigarette dependence</td>
<td>Your nicotine dependence is classified as high. Your result means that quitting may be more difficult for you compared to people with low dependence. Presumably, you will experience withdrawal symptoms. Nevertheless, these symptoms will weaken soon, and there are helpful aids against them. For instance, nicotine replacement therapy is very effective. However, quitting smoking requires more than just getting through the withdrawal symptoms. For example, you should develop individual strategies to help you cope with risk situations where the temptation of smoking a cigarette is high. Professional support (eg, a smoking cessation course) can be very helpful in developing such strategies.</td>
</tr>
<tr>
<td>Feedback on cannabis use frequency</td>
<td>During the past 4 weeks, you used cannabis two or three times. A survey revealed that 89% of Swiss adolescents and young adults do not use cannabis at all. Only 4% use it more often than you.</td>
</tr>
<tr>
<td>Combined feedback</td>
<td>Of course, it is not easy to quit both substances simultaneously for good, especially after having smoked cigarettes on a regular basis. You can ask for support at [name of a center for addiction counseling and treatment] and mention that you also smoke joints occasionally.</td>
</tr>
</tbody>
</table>

**Intervention 2: Motivational Interviewing**

The second intervention was based on the principles of motivational interviewing (MI). It was highly interactive and tailored to the participant, and it used a selection of MI techniques that could be adapted to a Web-based intervention, such as open-ended questions, affirmative feedback, and periodic summaries. The aim of this intervention was to promote participants’ self-reflective thinking about their own smoking behavior and intentions to change it and to enhance their self-confidence in the ability to change. This was done through different tasks, such as decisional balance tasks, in which participants wrote down personal pros and cons of stopping tobacco use, cannabis use, or both simultaneously (Figure 2). Participants were also asked to write down what advice they would give to a co-smoking friend and to indicate their confidence in successfully stopping tobacco, cannabis, or both simultaneously on a confidence ruler. Participants received feedback, including a brief summary of their indicated change in self-confidence and a brief informational text about the simultaneous cessation of tobacco and cannabis use. To further enhance their self-confidence, participants were asked to list any behavior that they had successfully changed in the past and to write down the names of persons in their network who could provide some level of social support during their attempt to quit smoking. Participants who, at baseline, had low levels of motivation to quit smoking and cannabis simultaneously received an additional task.

**Intervention 3: Psychoeducation**

The third intervention was the active control group. It provided psychoeducational information (PE) about tobacco and cannabis use. The information was thematically subdivided into smaller subsections. Participants had to read the sections in sequential order. Several terms and concepts that some readers may not know (eg, “carbon monoxide”) were explained in a small text box that appeared when mousing over the word of interest (Figure 4). The PE intervention started with an explanation of the association between the two substances with regard to the initiation and cessation of their use, their linking mechanisms, and the potential health consequences of their co-use. The next chapter contained information about the short-term and long-term consequences of tobacco use, tobacco dependence, and the cessation of tobacco use and was followed by an analogous chapter on cannabis. The final chapter provided information about changing smoking behavior and addressed smoking reduction versus abstinence, the simultaneous cessation of tobacco and cannabis use, and support during the cessation process. At this point, the group cessation program was mentioned, and participants were referred to the end of the post-intervention assessment to receive further information.
Outcome Measures

The primary outcome measure was participants’ readiness to quit the use of tobacco and cannabis simultaneously. Readiness was measured at all three time points by the question, “To what extent are you ready to quit tobacco and cannabis simultaneously?” Participants indicated their readiness on a ruler ranging from 1 ("not at all") to 10 ("very much"). The item was designed based on the contemplation ladder [22], which is especially suited to measure the early stages of readiness. In addition, a comparison of the readiness ruler to other measures of motivation to change revealed its good concurrent and predictive validity and its superior clinical utility when its brevity and ease of administration are considered [38].

Secondary outcomes included the self-reported frequency of tobacco and cannabis use at baseline (t0) and at the 8-week follow-up (t2). The frequency of tobacco use was defined as the daily amount of cigarettes smoked during a typical smoking day, corrected for the number of smoking days during the past month. The frequency of cannabis use in the prior week was assessed using a 7-day timeline follow-back question [39].

Baseline Measures

At baseline, we assessed key demographic variables: age, sex, highest educational attainment, and nation of residence. Furthermore, we measured participants’ smoking history: age of onset of tobacco and cannabis use and the number of prior attempts to quit tobacco use, cannabis use, or both simultaneously.

Statistical Analysis

According to the intention-to-treat principle, all participants who provided informed consent and communicated their intention to provide serious answers to the questionnaire were included in the analyses. Using the Amelia II multiple imputation package of the R software environment for statistical computing, Version 2.15.3 [40], we imputed 20 datasets. In a simulation study using data from an online self-help program for problem drinkers, Amelia II outperformed other methods of multiple imputation [41]. Hypothes tests were performed using each dataset separately and were pooled afterwards (intention-to-treat analysis). To determine the robustness of our results to the analytic strategy, we also performed complete case analyses considering only participants who provided data at all three assessments.

The trial arm differences in the baseline measurements were tested using analysis of variance (ANOVA) and the Kruskal-Wallis test for continuous variables and chi-square tests for categorical variables, depending on each variable’s parametric properties. We conducted dropout analyses for the post-intervention and the follow-up assessment using logistic regression analyses.
To analyze the primary and secondary outcome variables, we used generalized estimating equations (GEE) that considered the correlated nature of repeated measures. In the GEE models used to test H1, the only predictor was measurement time. The GEE models used to test differential effects of the interventions (H2 and H3) considered five variables: measurement time, intervention type, interaction of time and intervention type, gender, and baseline readiness to quit cannabis. Measurement time was entered as a dummy-coded categorical variable with the baseline measurement as the reference category. In the GEEs that modeled the secondary outcomes, time was binary because the frequency of use was measured only at t0 and t1. Interaction effects examined whether the intervention type had a differential effect on the changes in the outcome variable over time in the two compared groups, thus answering H2 and H3. Gender and baseline readiness to quit cannabis use were included as control variables because they differed between the two groups at baseline.

To directly test the postulated differential effects by intervention group, the interventions were grouped by hypothesis and analyzed in two separate models. One model contrasted the PE intervention as a reference category with the combination of MI and NF (H2), whereas the second model contrasted the two interactive, personalized intervention types, NF and MI, with each other (H3).

All GEE models were based on an unstructured working correlation matrix. For the models of readiness to quit, a normal model with an identity link function was chosen. In the models of frequency of tobacco and cannabis use, we used a negative binomial model with a log link function. In case of statistically significant results, Cohen’s d was calculated. The alpha level was set at alpha=.05, and the analyses were performed using R 40, Stata 12.1 SE 42, IBM SPSS Statistics Version 20 43, and G*Power 3.1.3 44.

The power calculation was based on the outcome of primary interest, the readiness to simultaneously cease tobacco and cannabis use, as measured directly after the intervention (t1). The study was powered to detect a small effect because most reviews of Web-based interventions that aim at changing tobacco or cannabis use behavior report small intervention effects 45,46. For a 3 intervention arms x 2 repeated measurements design, a total sample size of N=246 was required when assuming a small effect size of r=.10, according to Cohen 47, with a 2-sided, type I error rate alpha=.05, and a power of 80%.

**Ethical Approval**

The study was designed in accordance with the Declaration of Helsinki and was approved by the ethics committee of the Canton of Zurich, Switzerland (approval number: KEK-StV-Nr. 23/11, June 27, 2011, and amendment for the Internet-based intervention, November 11, 2011).

---

**Results**

**Baseline Characteristics, Response Analysis, and Intervention Duration**

As shown in Figure 5, 1631 of the 2476 users who were assessed for eligibility met inclusion criteria. Of those, less than a quarter (325/1631, 19.93%) provided informed consent and completed the baseline assessment and could therefore be randomized into one of the intervention groups. Of them, 80.3% (261/325) of participants completed the intervention and participated in the post-intervention assessment, and 26.2% (85/325) participated in the follow-up assessment.

Table 2 compares the baseline variables across the intervention groups. Except for the relatively high percentage of women (30.3% in the PE intervention vs 14.9% in the NF intervention and 17.6% in the MI intervention) and the higher readiness to quit cannabis use in the PE intervention, no baseline variables differed significantly across the three groups.

During the intervention and the post-intervention measurement (t1), 28.6% (93/325) of participants dropped out, and 28.3% (92/325) did not provide informed consent for the follow-up assessment. Of the 85 follow-up participants, 51 (60%) responded via the online questionnaire and 34 (40%) were followed up with via phone. The dropout analysis revealed that participation in the post-intervention assessment was predicted by the intervention condition and the readiness to stop tobacco and cannabis simultaneously at baseline. A lower readiness to stop simultaneously at baseline predicted a higher probability of participating in the post-intervention assessment: OR 0.89, 95% CI 0.80-0.98, SE 0.05, P=.03. Furthermore, participants in the NF condition had a participation rate of 94.7% and thus were significantly more likely to answer the post-intervention questions than the PE (73.4%) and the MI conditions (71.6%) (OR 6.32, CI 2.49-16.00, SE 0.47, P<.001). Participation at the follow-up assessment was predicted by sex, that is, males had a lower likelihood of participating at the follow-up than did females (OR 0.49, 95% CI 0.24-0.98, SE 0.36, P=.04). In contrast to the post-intervention assessment, the intervention groups did not significantly differ regarding their participation at the follow-up.

The duration of the interventions differed significantly. Overall, participants remained in the intervention sessions for an average of 25.5 minutes (SD 33.0), including the baseline and post-intervention assessments. Whereas the participants in the NF condition finished the session after a mean of 17.0 minutes (SD 9.1) on average, participants in the PE (mean 28.4, SD 38.4) and the MI (mean 28.9, SD 41.6) interventions stayed significantly longer (F2,322=4.7, P=.01). However, there were no significant associations between the intervention duration and the outcomes, that is, the readiness to stop tobacco and cannabis simultaneously at the post-intervention assessment (r=.08, P=.22), the readiness to stop tobacco and cannabis simultaneously at the follow-up (r=.06, P=.60), tobacco use frequency at the follow-up (r=.15, P=.20), or cannabis use frequency at the follow-up (r=.08, P=.49).
Table 2. Trial arm differences in baseline variables.

<table>
<thead>
<tr>
<th></th>
<th>PE (n=109)</th>
<th>NF (n=114)</th>
<th>MI (n=102)</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Females, n (%)</td>
<td>33 (30.3)</td>
<td>17 (14.9)</td>
<td>18 (17.6)</td>
<td>8.91 (2) .01</td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>30.5 (9.5)</td>
<td>29.2 (9.6)</td>
<td>29.6 (9.5)</td>
<td>1.22 (2) .54</td>
</tr>
<tr>
<td>Tobacco use frequency (cigarettes per day), mean (SD)</td>
<td>12.5 (7.7)</td>
<td>12.0 (8.2)</td>
<td>13.6 (8.6)</td>
<td>2.16 (2) .34</td>
</tr>
<tr>
<td>Cannabis use frequency (times per day), mean (SD)</td>
<td>2.5 (1.9)</td>
<td>2.3 (2.3)</td>
<td>2.3 (2.2)</td>
<td>3.54 (2) .17</td>
</tr>
<tr>
<td>Age of tobacco use onset in years, mean (SD)</td>
<td>16.0 (3.2)</td>
<td>15.8 (2.9)</td>
<td>16.0 (2.7)</td>
<td>0.17 (2,322) .84</td>
</tr>
<tr>
<td>Age of cannabis use onset in years, mean (SD)</td>
<td>17.1 (4.4)</td>
<td>16.3 (3.4)</td>
<td>16.5 (3.1)</td>
<td>1.09 (2,322) .34</td>
</tr>
<tr>
<td>Prior simultaneous cessation attempt, n (%)</td>
<td>32 (29.4)</td>
<td>38 (33.6)</td>
<td>32 (31.4)</td>
<td>0.47 (2) .79</td>
</tr>
<tr>
<td>Readiness to quit tobacco, mean (SD)</td>
<td>7.2 (2.4)</td>
<td>7.0 (2.7)</td>
<td>7.5 (2.4)</td>
<td>1.42 (2) .49</td>
</tr>
<tr>
<td>Readiness to quit cannabis, mean (SD)</td>
<td>5.8 (3.0)</td>
<td>4.8 (3.3)</td>
<td>5.1 (2.9)</td>
<td>6.03 (2) .049</td>
</tr>
<tr>
<td>Readiness to quit tobacco and cannabis simultaneously, mean (SD)</td>
<td>5.2 (2.8)</td>
<td>4.7 (3.0)</td>
<td>5.0 (2.9)</td>
<td>2.40 (2) .30</td>
</tr>
</tbody>
</table>

Figure 5. Study flow chart.
Effects of the Intervention on Readiness to Simultaneously Quit Tobacco and Cannabis Use

As shown in Figure 6, the readiness to quit tobacco and cannabis use simultaneously slightly increased in all interventions between t0 and t1 and decreased thereafter. The GEE analysis used to test time effects in the total sample (H1) revealed that readiness to simultaneously quit was significantly higher at post-intervention than at baseline (B=.33, SE 0.12, 95% CI 0.10-0.56, P=.006). The effect size for the mean difference between these two assessments was small (d=0.20). At the follow-up assessment, the readiness to simultaneously quit was no longer significantly higher than at the baseline level (B=-.13, SE 0.33, 95% CI -0.81-0.54, P=.69).

Table 3 displays the results of the GEE models that tested the two hypotheses related to the differential change in readiness to quit tobacco and cannabis use simultaneously. Regarding H2, there was a significant main effect of time in examining the change in readiness to quit simultaneously from baseline (t0) to the post-intervention (t1) assessment. The effect size for this time effect, now based on the reference group PE, was small (d=0.38). This effect was not maintained at follow-up (t2). Furthermore, neither the intervention effect nor the time*intervention interaction was significant. As the analysis of H3 revealed, there were no significant time effects of readiness to quit simultaneously when only MI and NF were included in the model. In both models, the control variable baseline readiness to stop cannabis use at baseline was a significant predictor of readiness to stop both tobacco and cannabis use simultaneously.

The complete case analyses replicated these findings. The first model, which used the total sample, revealed a significant time effect at t1 (B=.31, SE 0.11, 95% CI 0.37-1.54, P=.001) but not at t2 (P=.17). Regarding H2, only the time effect observed when comparing the post-intervention with the baseline assessment was significant (B=.95, SE 0.18, 95% CI 0.37-1.54, P=.001). In the model used to test H3, there was no significant effect, except for the control variable baseline readiness to quit cannabis use.

Table 3. Results from the linear GEE models (with 20 imputed datasets) that examined readiness to quit tobacco and cannabis use simultaneously, according to H2 and H3.

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Parameter</th>
<th>B</th>
<th>Standard error</th>
<th>95% CI lower</th>
<th>95% CI upper</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>H2</td>
<td>Intercept</td>
<td>1.83</td>
<td>0.38</td>
<td>1.07</td>
<td>2.58</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Groups NF &amp; MI&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.07</td>
<td>0.25</td>
<td>-0.43</td>
<td>0.56</td>
<td>.80</td>
</tr>
<tr>
<td></td>
<td>Time t2&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.06</td>
<td>0.42</td>
<td>-0.89</td>
<td>0.78</td>
<td>.90</td>
</tr>
<tr>
<td></td>
<td>Time t1&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.59</td>
<td>0.19</td>
<td>0.22</td>
<td>0.96</td>
<td>.002</td>
</tr>
<tr>
<td></td>
<td>Time t2&lt;sup&gt;b&lt;/sup&gt; × Groups NF &amp; MI&lt;sup&gt;d&lt;/sup&gt;</td>
<td>-0.12</td>
<td>0.40</td>
<td>-0.90</td>
<td>0.66</td>
<td>.76</td>
</tr>
<tr>
<td></td>
<td>Time t1&lt;sup&gt;b&lt;/sup&gt; × Groups NF &amp; MI&lt;sup&gt;d&lt;/sup&gt;</td>
<td>-0.40</td>
<td>0.22</td>
<td>-0.83</td>
<td>0.03</td>
<td>.07</td>
</tr>
<tr>
<td></td>
<td>Baseline readiness to stop cannabis use</td>
<td>0.57</td>
<td>0.04</td>
<td>0.48</td>
<td>0.65</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Female gender&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.17</td>
<td>0.29</td>
<td>-0.40</td>
<td>0.74</td>
<td>.56</td>
</tr>
<tr>
<td>H3</td>
<td>Intercept</td>
<td>1.59</td>
<td>0.45</td>
<td>0.70</td>
<td>2.47</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Group MI&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.20</td>
<td>0.29</td>
<td>-0.37</td>
<td>0.76</td>
<td>.50</td>
</tr>
<tr>
<td></td>
<td>Time t2&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.03</td>
<td>0.42</td>
<td>-0.88</td>
<td>0.81</td>
<td>.94</td>
</tr>
<tr>
<td></td>
<td>Time t1&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.22</td>
<td>0.14</td>
<td>-0.06</td>
<td>0.50</td>
<td>.13</td>
</tr>
<tr>
<td></td>
<td>Time t2&lt;sup&gt;b&lt;/sup&gt; × Group MI&lt;sup&gt;d&lt;/sup&gt;</td>
<td>-0.30</td>
<td>0.45</td>
<td>-1.18</td>
<td>0.58</td>
<td>.50</td>
</tr>
<tr>
<td></td>
<td>Time t1&lt;sup&gt;b&lt;/sup&gt; × Group MI&lt;sup&gt;d&lt;/sup&gt;</td>
<td>-0.06</td>
<td>0.28</td>
<td>-0.60</td>
<td>0.48</td>
<td>.83</td>
</tr>
<tr>
<td></td>
<td>Baseline readiness to stop cannabis use</td>
<td>0.59</td>
<td>0.05</td>
<td>0.49</td>
<td>0.69</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>Female gender&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.29</td>
<td>0.41</td>
<td>-0.50</td>
<td>1.09</td>
<td>.47</td>
</tr>
</tbody>
</table>

<sup>a</sup>reference: PE.
<sup>b</sup>reference: Time t0 (baseline).
<sup>c</sup>reference: male gender.
<sup>d</sup>reference: NF.
Figure 6. Course of readiness to simultaneously quit tobacco and cannabis use over time, pooled means of the intention-to-treat sample, including imputations; error bars represent the standard error of the mean (PE=psychoeducation, NF=normative feedback, MI=motivational interviewing).

Effects of the Intervention on Secondary Outcomes

Descriptive statistics for the frequency of tobacco and cannabis use showed only a weak decrease in frequency between the baseline and follow-up assessments (Table 4). The GEE model that analyzed H1 did not reveal a significant time effect for the frequency of either tobacco use (Incidence Risk Ratio [IRR] -0.04, SE 0.09, 95% CI -0.23-0.15, \(P=0.70\)) or cannabis use (IRR -0.05, SE 0.12, 95% CI -0.29-0.20, \(P=0.70\)). None of the analyses of differential changes in the frequency of either tobacco or cannabis use revealed a significant time effect, intervention effect or time*intervention interaction.

The complete case analyses predominantly replicated these findings, revealing no significant time, group, or time*group interaction effects in the GEE models of tobacco or cannabis use frequency. One exception was a significant time effect for the frequency of tobacco use among the total sample (H1: IRR 0.89, SE 0.04, 95% CI 0.81-0.98, \(P=0.02\)).

Table 4. Means and standard deviations of the frequency of tobacco and cannabis use at baseline (t0) and 8-week (t2) follow-up (descriptive statistics were calculated using the 20 imputed datasets).

<table>
<thead>
<tr>
<th>Outcome variable</th>
<th>Time points</th>
<th>PE, mean (SD)</th>
<th>NF, mean (SD)</th>
<th>MI, mean (SD)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tobacco use frequency, cigarettes per day</td>
<td>t0</td>
<td>12.5 (2.4)</td>
<td>12.0 (2.5)</td>
<td>13.6 (2.5)</td>
<td>12.7 (2.5)</td>
</tr>
<tr>
<td></td>
<td>t2</td>
<td>12.5 (2.5)</td>
<td>11.0 (2.5)</td>
<td>13.4 (2.7)</td>
<td>12.3 (2.6)</td>
</tr>
<tr>
<td>Cannabis use frequency, times per week</td>
<td>t0</td>
<td>2.5 (1.4)</td>
<td>2.3 (1.4)</td>
<td>2.3 (1.4)</td>
<td>2.3 (1.4)</td>
</tr>
<tr>
<td></td>
<td>t2</td>
<td>2.4 (1.4)</td>
<td>2.2 (1.4)</td>
<td>2.2 (1.4)</td>
<td>2.2 (1.4)</td>
</tr>
</tbody>
</table>

Discussion

Principal Results

This study evaluated three brief fully automated Web-based interventions that aimed to enhance co-smokers’ readiness to simultaneously quit their tobacco and cannabis use. Regarding the readiness to simultaneously quit using tobacco and cannabis, we assumed that all participants would have an increased level of readiness after the intervention compared to the baseline assessment (H1). Furthermore, we hypothesized that more interactive and individually tailored interventions would be more effective than mere information provision (psychoeducation; H2). Additionally, we tested the hypothesis that a Web-based intervention that applies principles derived from MI would be even more effective than an intervention that provides tailored, normative feedback (H3). The hypotheses regarding tobacco and cannabis use frequency were analogous.

Regarding the readiness to simultaneously quit tobacco and cannabis use, the results supported our first hypothesis. That is, in the total sample, the readiness to simultaneously quit was significantly elevated at the post-intervention assessment relative to baseline. This effect had disappeared by the 8-week follow-up assessment. The two hypotheses that assumed differential intervention effects were also not supported. With regard to the
frequency of tobacco and cannabis use, our analyses did not reveal time or intervention effects.

**Strengths and Limitations**

Among the strengths of this study is that it is the first study of Web-based interventions that target co-smokers of tobacco and cannabis. Furthermore, the interventions are fully automated and therefore require no personnel beyond their initial development.

Among the limitations of this study was its high attrition rate regarding participation at the follow-up assessment. However, high attrition rates are common in eHealth studies and brief interventions [48]. We addressed this limitation by using multiple imputation methods and performing traditional complete case analyses. Furthermore, our primary focus was set on the post-intervention assessment, which had a lower attrition rate. However, the dropout analyses revealed that participants dropped out selectively before the post-intervention assessment; that is, participants of the NF-condition were more likely to complete the post-intervention assessment, indicating the attrition superiority of normative feedback to the other two conditions. More difficult to explain is the finding that participants with a lower baseline readiness to quit simultaneously were more likely to complete the post-intervention assessment. A possible explanation of this finding might be that lower baseline readiness to quit simultaneously resulted in more uncertainty when confronted with the interventions. Possibly, this uncertainty resulted in a greater interest in the interventions and made participants following the intervention for a longer time than those participants that were already more ready for simultaneous cessation. Regarding the follow-up assessment, there was only one significant predictor of participation: female sex. However, this variable was statistically controlled in the GEE analyses because the proportion of males and females also differed between the intervention conditions.

A further limitation is that we did not include an assessment-only control group and could therefore not control for baseline assessment effects. We did not include such a control group because the baseline assessment, the intervention, and the post-intervention assessment happened in the same session. Therefore, individuals in an assessment-only control group would have been reassessed after less than 30 minutes.

Finally, the NF and MI interventions differed in length. The intervention sessions for MI and PE participants both lasted nearly 30 minutes, but the duration of an NF intervention session was approximately 11 minutes shorter. This difference was also reflected in the higher participation rate among NF participants in the post-intervention session. The possibility that we would have achieved significant differences between these two interventions if they had been equally long can therefore not be excluded.

**Comparison With Prior Findings**

The comparability to prior studies is limited because no Web-based interventions that target the co-use of tobacco and cannabis have been published. Additionally, Web-based MI interventions that are delivered fully automated and do not use chat-based MI-counseling are rare. However, the significant time effect in our study and the absence of differential intervention effects on readiness to quit are in line with the findings of a study that compared a single-session of MI-based chat-intervention with a chat in which participants received technical information about the baseline self-test [49]. That study included problematic alcohol and cannabis users but targeted only the particular problem behavior. The interventions were comparable to the MI and PE interventions of the current study with regard to their length but differed from the current interventions because they were not delivered in an automated fashion.

Moreover, we speculate that providing knowledge was a relatively effective measure in our study because co-smokers’ baseline knowledge about the relationship between tobacco and cannabis use seems to be generally modest [21]. In addition, the psychoeducational intervention was the only intervention that provided information on the risk of physical harm from cannabis use. In one previous study, awareness of this risk was a significant predictor of readiness to simultaneously quit [21].

There are several possible explanations for the lack of time effects on the frequency of tobacco and cannabis use. First, the interventions were conceptualized as motivational enhancement interventions and targeted co-smokers who were in earlier stages in the process of behavior change. The interventions therefore had mainly motivational contents and only very few elements that are commonly applied to support the cessation or reduction of tobacco or cannabis use, such as the development of personal strategies or skills training. It has been previously shown that the effectiveness of Internet interventions in creating behavior change is associated with the incorporation of behavior change techniques [50]. In addition, the studied interventions were very brief compared to Web-based treatment interventions, which revealed significant effects on either tobacco use [51,52] or cannabis use [53,54]. This explanation is supported by the fact that other studies that analyzed Web-based interventions of a comparable length also revealed no effect on cannabis use [49,55]. It should also be considered that the current interventions targeted two behaviors simultaneously, which may require especially intensive interventions. Finally, the high attrition rate limits the interpretability of our findings concerning behavior change. This limitation is also illustrated by the different findings from the intent-to-treat and the complete case analysis.

Moreover, the appropriateness of fully automated MI is questionable because some components of the MI approach, such as therapeutic rapport, cannot be realized in an online setting. The efficacy of fully automated MI might be particularly limited when two behaviors are targeted simultaneously because dual cessation presumably provokes ambivalence that cannot be counterbalanced by a therapist. However, in brief face-to-face interventions for universal drug prevention and early intervention, MI was also not more effective than advice [56,57]. Compared to our study, however, significant changes over time in tobacco, cannabis, and alcohol use were achieved in both intervention groups. Furthermore, a Web-based intervention to promote smoking cessation using seven 45-minute sessions with MI-based video-chat in a virtual reality world revealed
both significant time and intervention effects but used an assessment-only control condition [51].

Conclusions
The findings of this study suggest that brief fully automated Web-based interventions have a short-term but perhaps no longer-term effect on co-smokers’ readiness to simultaneously quit tobacco and cannabis use. There were no differential intervention effects, indicating that psychoeducation is not less effective compared to more individualized, interactive interventions when the co-use of tobacco and cannabis is targeted. Moreover, neither time nor intervention effects on substance use behavior were found. For dual-health behavior change, more intensive interventions regarding the length and the mode of administration (fully automated vs face-to-face, text-chat, or video-chat) may be needed. Future studies could examine more comprehensive Web-based treatment interventions for co-smokers and examine the efficacy of chat-based MI-counseling in this target group.
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Abstract

Background: Low physical activity is a major risk factor for several age-related diseases. Recently, we showed in a randomized controlled trial that a 12-week Web-based intervention (Philips DirectLife) to increase physical activity was effective in increasing physical activity levels and metabolic health in an inactive population aged 60-70 years.

Objective: The goal of this paper was to assess how many participants successfully reached the physical activity level as targeted by the intervention and what the effects of the intervention on body composition and metabolic health in these successful individuals were to provide insight in the maximum attainable effect of the intervention.

Methods: Among the 235 participants in a randomized controlled trial of the Actief en Gezond Oud (AGO) study, we assessed the effects of the intervention on metabolic parameters in those who had successfully reached their personalized physical activity target compared with the entire intervention group. Furthermore, we studied the dose-response effect of increase in physical activity on metabolic outcome within the intervention group.

Results: Of the intervention group, 50 of 119 (42.0%) participants successfully reached the physical activity target (corresponding to a 10% increased daily physical activity on average). This group showed markedly higher effects of the intervention compared to the entire intervention group, with greater decreases in body weight (2.74 vs 1.49 kg), waist circumference (3.74 vs 2.33 cm), insulin resistance (HOMA index: 0.23 vs 0.20), and in cholesterol/HDL ratio (0.39 vs 0.20) and Framingham risk score (0.90% vs 0.54%). We found that men compared to women were more likely to be successful. The dose-response analysis showed that there was a significant association between increase in minutes spent in moderate-to-vigorous activity and body weight loss, BMI reduction, waist circumference reduction, HDL cholesterol increasing, and cholesterol/HDL ratio lowering.

Conclusions: Of the intervention group, 42.0% (50/119) reached their daily physical activity end goal, which was associated with a markedly better effect on body composition and metabolic health compared to the effect in the entire intervention group. In this population, men are more likely to be successful in increasing physical activity. Findings demonstrate that improving the
effect of such physical activity interventions requires finding new ways to increase the proportion of the population reaching the targeted goal.

**Trial Registration:** Dutch Trial Registry: NTR 3045; http://www.trialregister.nl/trialreg/admin/rctview.asp?TC=3045 (Archived by WebCite at http://www.webcitation.org/6KPw52dCc).
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**Introduction**
Insufficient physical activity is pandemic and a major risk factor for several lifestyle- and age-related conditions, including cardiovascular disease, diabetes mellitus, and cognitive decline [1-7]. Intervention studies directed at increasing physical activity in older people have shown to be effective in improving metabolic health in older populations [8,9]. However, most physical activity interventions have used face-to-face communication, making them costly and time-consuming, thus hampering the potential of implementation as preventative programs at a larger scale. There is a need for new and effective intervention strategies that allow for large-scale implementation.

Recently, we performed the Actief en Gezond Oud (AGO) study, a randomized controlled trial of the effect of a 3-month Web-based intervention program targeted at improving physical activity in inactive older adults [10]. The intervention program (Philips DirectLife) consisted of the use of an accelerometer, online feedback, and coaching over the Internet. Results showed that the intervention was effective in increasing objectively measured physical activity and in improving metabolic health in inactive older adults in the total study population. However, this intention-to-treat analysis did not include analyses of treatment success at the level of the individual. Understanding the proportion of the study population that successfully reached the physical activity target and the effects of the intervention in these individuals could contribute to gaining insight in the maximum attainable result of such interventions, allowing future interventions to optimize effectiveness by target specific populations or adjusting the target physical activity level [11,12].

In the present paper, we performed additional analyses on the AGO study data. First, we analyzed what proportion of participants successfully reached the physical activity target of the program. Second, we analyzed the effect on metabolic outcomes of the intervention in those participants who successfully reached the physical activity target. Third, we performed a dose-response analysis of increasing physical activity on metabolic outcomes among all participants in the intervention group.

**Methods**

**Study Design and Participants**
All analyses of this paper were performed with data obtained from a previously reported randomized controlled trial into the effects of a 3-month Web-based intervention program targeted at enhancing levels of daily physical activity in inactive older adults: The AGO study [10]. In short, this study recruited participants aged 60 to 70 years from the region of Leiden, The Netherlands, through advertisement in local newspapers and press notification, directing participants motivated to increase physical activity to the study website, where they completed an online questionnaire. Inclusion criteria were (1) age between 60 and 70 years and (2) possession of and knowledge on how to use a personal computer. Exclusion criteria were (1) active lifestyle as assessed by the General Practice Physical Activity Questionnaire (GPPAQ), (2) history of diabetes or use of glucose lowering medication, and (3) physical inability or medical contraindication to increase physical activity level. The presence of an inactive lifestyle was then assessed by a self-report physical activity questionnaire (GPPAQ) [13]. The GPPAQ asks questions about average physical activity over the past week of the participant and categorizes people into 4 levels of physical activity. We excluded participants in the highest level of physical activity, which corresponded to performing more than 3 hours of self-reported exercise and cycling combined weekly. At baseline, visit participants were randomly assigned to the intervention group or a waiting list control. Randomization was performed by a computerized program for intervention versus waiting list control in a ratio of 1:1 with a block size of 12. Stratification was performed by gender. Concealment of treatment allocation was ensured by randomizing at the end of the first study visit after all baseline measurements and instructions at the study center were completed. The study was approved by the medical ethical committee of Leiden University Medical Center, The Netherlands. An independent physician was available for questions regarding study information. This study was registered with the Dutch Trial Registry (NTR 3045).

**Intervention**
Participants in the intervention group received a commercially available Web-based physical activity program (DirectLife, Philips, Consumer Lifestyle, Amsterdam) directed at increasing daily physical activity. The DirectLife program is based on established health behavior change models [14,15], and takes into account the individual’s current daily physical activity level and subsequently provides a personalized goal. Briefly, DirectLife consists of 3 elements: (1) an accelerometer-based physical activity monitor, (2) a personal website, and (3) a personal e-coach, who provides regular updates of the individual’s physical activity status by email and who gives advice to increase daily physical activities (Figure 1). By means of these elements, the program aims to increase awareness about one’s own physical activity behavior, to give feedback on recent
actual physical activity, and to provide support to make sustainable changes in physical activity behavior.

The activity monitor of DirectLife is based on the Tracmor triaxial accelerometer and has been validated against doubly labeled water for the estimation of total 24-hour energy expenditure [16]. The DirectLife monitor is the consumer version of the Tracmor accelerometer. Intervention group participants received the program, including the accelerometer, directly after randomization at the first study visit. They then received a link by email for registration and access to the Web-based program. Participants were instructed to continuously wear the activity monitor throughout the day to measure daily physical activity. Data were uploaded through an Internet connection to the database of the commercial provider on a regular basis, ranging between daily and once per 14 days. After an initial 8-day “assessment period” starting 1 week after the study visit, in which the current level of daily physical activity was measured, a target was set by the DirectLife program to increase the level of daily physical activity during a 12-week Web-based interactive coaching program. Personalized targets were set by the DirectLife program and were defined as the absolute increase in physical activity compared to the individual’s baseline assessment data. For the whole group, this corresponded to a mean increase of approximately 10% in daily physical activity at week 12, increasing at a linear rate per week. All participants were given the option to decrease the personalized goal (within limits: increase of daily physical activity minimally to 5% instead of 10%) or to increase their personalized end goal (dependent on physical activity level of the last week).

Participants were given a target for daily physical activity, which increased weekly, and data from the accelerometer were used for daily feedback. Coaching included general recommendations on physical activities from real-life coaches, who were available for further questions and advice by email correspondence. For every participant, 1 of the e-coaches was available for the DirectLife program during the entire study period. These coaches were actual persons in contact with the participant through the intervention website or through email. The control group was placed on a 3-month waiting list after which they received access to the intervention program at the end of the study. No specific instructions regarding daily physical activity were given.

**Figure 1.** Screenshot of DirectLife intervention program and accelerometer.

**Measurements**

**Baseline Questionnaire**

Enrollment and follow-up took place from November 2011 to August 2012. In preparation of the first visit to the study center, all participants completed a Web-delivered questionnaire on education, smoking status, and medical history, including medication use. Education was categorized as low (primary education and lower vocational education), intermediate (secondary education and intermediate vocational education), or high (high vocational education and university).
Physical Activity Outcome

At baseline and 3-month follow-up, daily physical activity was measured for 7 days following the visit at the study center using a wrist-worn triaxial accelerometer (GeneActiv, Kimbolton, Cambs, UK). Wearing of the GeneActiv monitors started on a random weekday depending on which weekday the participant was included for the first visit at the study center, and monitors were returned after 7 days by standard mail. We chose to assess the primary outcome using accelerometers other than the one included in the intervention program to avoid interpretation of the intervention as an outcome. The GeneActiv monitors were worn 24 hours per day on the right wrist and ankle. The GeneActiv wrist accelerometer provides a simple summary statistic of total physical activity counts that has been validated for measuring daily physical activity against doubly labeled water [17]. As a derivative outcome, we calculated the minutes per day spent in moderate-to-vigorous intensity physical activity from the wrist accelerometer, which has been validated against indirect calorimetry [18]. Measurement frequency was set at 85.7 Hz and raw acceleration values (in g) were recorded continuously on each axis over 7 consecutive days. Further details on data processing can be found elsewhere [10]. Outcome assessment was done by an independent researcher who was blind to study arm allocation.

Other Outcomes

To calculate body mass index (BMI), body height was measured without shoes using a stadiometer. Body weight was assessed at both visits without shoes using a scale. Waist circumference was obtained in a standing position halfway between the anterior superior iliac spine and the lower rib. Hip circumference was measured halfway between the trochanter major and the iliac crest.

Lean body mass and body fat percentage were assessed by bioelectrical impedance analysis (Biostat 1500, Euromedix, Leuven, Belgium). Blood pressure was measured manually twice at each visit using a handheld sphygmomanometer after 5 minutes of lying down. The mean of the 2 consecutive measurements was used. Pulse rate was measured by hand at the wrist after at least 5 minutes of lying down. Grip strength was measured to the nearest kilogram 3 times using a Jamar handheld dynamometer (Sammons Preston, Inc, Bolingbrook, IL, USA) with the dominant hand. The highest value was used for analysis. Framingham risk scores were calculated using NIH criteria [19].

Metabolic Outcomes

Fasting blood samples were drawn from each participant at both visits in the morning. Samples were transferred to the laboratory within 2 hours, divided into single-use aliquots, and frozen at -80 °C. All serum measurements were performed in 1 batch after completion of the entire study with fully automated equipment. Fasting glucose, cholesterol, high-density lipoprotein (HDL) cholesterol, and triglyceride levels were determined using the Modular P2 analyzer (Roche, Almere, the Netherlands), fasting serum insulin using immunoassay by Immulite 2500 (DPC, Los Angeles, CA, USA). Glycated hemoglobin was determined by high performance liquid chromatography (Primus Ultra2, Trinity Biotech Company, Kansas City, MO, USA). C-reactive protein was determined using a high-sensitivity immunoassay (COBAS Integra, Roche, IN, USA). Low-density lipoprotein (LDL) cholesterol was calculated using the Friedewald formula in participants without hypertriglyceridemia [20].

End Point of the DirectLife Intervention

To assess the potential effects of the Web-based intervention, a subgroup was created from the intervention group including participants successful in reaching their individually targeted increase in daily physical activity indicated by the intervention program. In the last 3 weeks of the program, an average physical activity level per week was calculated and was compared to the personalized target of the corresponding week. A participant was defined as successful when the average of at least 2 of the 3 weeks reached their personalized target of the DirectLife program. It was noticed that a substantial number of participants reached the targeted personalized goals at the end of the 12-week program, but there was some variation in the last 3 weeks. Therefore, we defined “successful” as the participants who reached the target in at least 2 of the 3 last weeks of the program.

Statistical Analyses

Baseline differences between the successful participants and the control group and between the entire intervention group and the control group were calculated using a t test for continuous data, a Mann-Whitney analysis for skewed data, and a chi-square test for categorical data. Differences between baseline and follow-up within groups were tested using a paired sample Student t test of the means. Differences between groups were calculated using linear regression and were adjusted for age and gender. All analyses were performed with SPSS version 20.0 (IBM, Armonk, NY, USA). Statistical significance was set at P<0.05.

Results

Participant Characteristics

A detailed flow of recruitment and inclusion is outlined elsewhere [10]. In short, a total number of 631 individuals responded to the newspaper advertisement, of which 344 fulfilled the selection criteria. In total, 235 participants were randomized into the study: 119 in the intervention group and 116 in the control group. Of the 235 randomized participants, 226 (96.2%) completed the trial.

Of the 119 participants in the intervention group at baseline, 5 participants were lost to follow-up (4.2% of intervention group). Among the 114 participants who completed the trial, 50 participants (42.0% of intervention group) successfully reached their personalized physical activity target (“successful” participants). Of the 64 who were not defined as successful, 13 did not finish the DirectLife program (10.9% of intervention group) and 51 did not reach the personalized target (42.9% of intervention group).

Table 1 shows the baseline characteristics of the entire intervention group (n=119) and the successful participants (n=50) and both groups were compared with the entire control
group (n=116). Male participants were more likely to successfully reach their personalized target for DirectLife compared to female participants. Of the successful participants, 26% (13/50) were female compared to 39.5% (47/119) in the entire intervention group. In-line with a difference in gender distribution, the average body height of the successful participants was higher compared to the control group. No other significant differences between groups were found.

On average, the personalized goals for males and females were similar. In the total intervention group, 36.1% (43/119) of participants changed their personalized goal: 15.1% (18/119) decreased the goal and 21.0% (25/119) increased the goal. There was no difference between men and women ($P=.68$). In the successful group, 44% (22/50) of the participants changed their personalized goal. There was an overrepresentation of participants increasing their goal (30%, 15/50) and men were more likely to increase their goal (38%, 14/37) compared to women (8%, 1/13; $P=.038$) (data not shown).

Table 1. Baseline characteristic of control group, total intervention group, and successful participants.$^a$

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Control group</th>
<th>Intervention group</th>
<th>$P$ value for intervention vs control group</th>
<th>Successful participants</th>
<th>$P$ value for successful participants vs control group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control group (n=116)</td>
<td>Intervention group (n=119)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Demographics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td>49 (42.2)</td>
<td>47 (39.5)</td>
<td>.67</td>
<td>13 (26)</td>
<td>.047</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>64.9 (2.8)</td>
<td>64.7 (3.0)</td>
<td>.61</td>
<td>64.6 (2.8)</td>
<td>.63</td>
</tr>
<tr>
<td>Clinical parameters, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Height (cm)</td>
<td>172.1 (9.3)</td>
<td>173.6 (9.9)</td>
<td>.25</td>
<td>175.7 (9.6)</td>
<td>.02</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>86.3 (15.8)</td>
<td>87.4 (15.8)</td>
<td>.61</td>
<td>87.6 (15.6)</td>
<td>.64</td>
</tr>
<tr>
<td>BMI (kg/m$^2$)</td>
<td>29.1 (4.7)</td>
<td>28.9 (4.7)</td>
<td>.84</td>
<td>28.2 (3.7)</td>
<td>.25</td>
</tr>
<tr>
<td>Waist circumference (cm)</td>
<td>101.4 (12.3)</td>
<td>102.3 (13.1)</td>
<td>.56</td>
<td>102.1 (12.2)</td>
<td>.74</td>
</tr>
<tr>
<td>Fat percentage (%)</td>
<td>36.4 (8.1)</td>
<td>36.5 (7.6)</td>
<td>.95</td>
<td>34.5 (6.3)</td>
<td>.11</td>
</tr>
<tr>
<td>Cardiovascular disease risk</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Framingham 10-year CVD risk (%), mean (SD)</td>
<td>11.3 (7.5)</td>
<td>11.9 (7.2)</td>
<td>.50</td>
<td>13.3 (7.5)</td>
<td>.10</td>
</tr>
<tr>
<td>Physical activity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5-day moderate-to-vigorous activity (min/day), median (IQR)</td>
<td>14.5 (8.2-32.5)</td>
<td>16.8 (7.8-26.4)</td>
<td>.43</td>
<td>20.0 (9.2-27.5)</td>
<td>.97</td>
</tr>
<tr>
<td>Biochemistry</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fasting venous glucose, mean (SD)</td>
<td>5.7 (0.8)</td>
<td>5.7 (0.7)</td>
<td>.94</td>
<td>5.6 (0.6)</td>
<td>.78</td>
</tr>
<tr>
<td>Fasting insulin (mU/L), median (IQR)</td>
<td>10.8 (7.0-15.8)</td>
<td>11.5 (8.1-16.9)</td>
<td>.47</td>
<td>12.4 (8.0-19.8)</td>
<td>.32</td>
</tr>
<tr>
<td>HbA$_{1c}$ (%), mean (SD)</td>
<td>5.4 (0.3)</td>
<td>5.4 (0.3)</td>
<td>.44</td>
<td>5.4 (0.2)</td>
<td>.72</td>
</tr>
<tr>
<td>HOMA index, median (IQR)</td>
<td>2.6 (1.7-4.3)</td>
<td>2.8 (2.0-4.3)</td>
<td>.48</td>
<td>3.0 (2.0-5.0)</td>
<td>.39</td>
</tr>
<tr>
<td>Total cholesterol, mean (SD)</td>
<td>5.8 (1.0)</td>
<td>5.7 (1.1)</td>
<td>.74</td>
<td>5.6 (1.1)</td>
<td>.28</td>
</tr>
<tr>
<td>HDL cholesterol, mean (SD)</td>
<td>1.4 (0.4)</td>
<td>1.5 (0.5)</td>
<td>.51</td>
<td>1.4 (0.5)</td>
<td>.93</td>
</tr>
<tr>
<td>Triglycerides, median (IQR)</td>
<td>1.4 (1.1-2.0)</td>
<td>1.5 (1.1-2.0)</td>
<td>.65</td>
<td>1.5 (1.1-2.0)</td>
<td>.99</td>
</tr>
<tr>
<td>LDL cholesterol, mean (SD)</td>
<td>3.6 (0.9)</td>
<td>3.6 (1.0)</td>
<td>.66</td>
<td>3.4 (1.0)</td>
<td>.25</td>
</tr>
<tr>
<td>Total/HDL cholesterol ratio, mean (SD)</td>
<td>4.3 (1.3)</td>
<td>4.2 (1.3)</td>
<td>.65</td>
<td>4.2 (1.3)</td>
<td>.70</td>
</tr>
<tr>
<td>C-reactive protein, median (IQR)</td>
<td>1.4 (0.8-4.1)</td>
<td>1.6 (0.8-3.1)</td>
<td>.83</td>
<td>1.7 (0.7-3.8)</td>
<td>.85</td>
</tr>
</tbody>
</table>

$a$ Data are presented as medians with interquartile range (IQR) when skewed. $P$ values were calculated with $t$ test (continuous data), Mann-Whitney (skewed data), or chi-square (categorical data).
Effects on the Successful Participants

Table 2 and Figure 2 show the effects of the intervention at follow-up for the successful participants and the entire intervention group, both compared to the control group. Here we assess the magnitude of the effects in the group of successful participants and the total intervention group compared to the control group. Among the successful participants, time spent in moderate-to-vigorous intensity physical activity was higher (mean 18.8, SE 3.9 min/day) compared to the entire intervention group (mean 11.1, SE 2.1 min/day). The successful participants lost more body weight (mean 2.74, SE 0.40 kg) compared to the entire intervention group (mean 1.49, SE 0.26 kg), an 80% higher decrease. Beneficial effects were also seen for waist circumference with a decrease of mean 3.74 (SE 0.55) cm vs mean 2.33 (SE 0.36) cm in the successful participants vs the entire intervention group (62% higher decrease). In-line with the beneficial changes in body composition, significant improvements were seen in metabolic outcomes in the successful participants compared to the entire intervention group. Beneficial effects were seen for the homeostatic model assessment (HOMA) index, a marker for insulin resistance, with decreases of mean 0.23 (SE 0.06) and mean 0.20 (SE 0.05), respectively (15% higher decrease), and decreases for the cholesterol/HDL ratio of mean 0.39 (SE 0.11) and mean 0.20 (SE 0.07), a 95% higher decrease. For the Framingham risk score, a decrease was seen among the successful participants of 0.90% (SE 0.46) compared to 0.54% (SE 0.33) in the entire intervention group.

In a sensitivity analysis, we repeated all calculations with a different definition of “successful”; namely, only those who reached their personalized target in week 12 (n=40). We found similar results (data not shown).

Table 2. Results for clinical parameters and glucose metabolism of successful participants compared to the total control group.a

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Control group (n=112)</th>
<th>Total intervention group (n=114)</th>
<th>Successful participants (n=50)</th>
<th>Relative increase $^d$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean Δ (SE)</td>
<td>Mean Δ (SE)</td>
<td>Mean Δ (SE)</td>
<td></td>
</tr>
<tr>
<td>Clinical parameters</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>−0.82 (0.21)</td>
<td>−1.49 (0.26)</td>
<td>−2.74 (0.40)</td>
<td>&lt;.001 1.84</td>
</tr>
<tr>
<td>BMI (kg/m$^2$)</td>
<td>−0.29 (0.07)</td>
<td>−0.50 (0.09)</td>
<td>−0.91 (0.13)</td>
<td>&lt;.001 1.82</td>
</tr>
<tr>
<td>Waist circumference (cm)</td>
<td>−1.29 (0.34)</td>
<td>−2.33 (0.36)</td>
<td>−3.74 (0.55)</td>
<td>&lt;.001 1.62</td>
</tr>
<tr>
<td>Body fat (%)</td>
<td>−0.03 (0.24)</td>
<td>−0.88 (0.28)</td>
<td>−1.33 (0.34)</td>
<td>.001 1.51</td>
</tr>
<tr>
<td>Cardiovascular disease risk</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Framingham risk score (%)</td>
<td>−0.01 (0.31)</td>
<td>−0.54 (0.33)</td>
<td>−0.90 (0.46)</td>
<td>.13 1.67</td>
</tr>
<tr>
<td>Physical activity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5-day moderate-to-vigorous activity</td>
<td>−0.15 (1.5)</td>
<td>11.1 (2.1)</td>
<td>&lt;.001 18.8 (3.86)</td>
<td>&lt;.001 1.69</td>
</tr>
<tr>
<td>(min/day)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Biochemistry</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fasting venous glucose (mmol/L)</td>
<td>−0.13 (0.04)</td>
<td>−0.20 (0.05)</td>
<td>−0.14 (0.06)</td>
<td>.77 0.70</td>
</tr>
<tr>
<td>Ln$^e$ insulin (mU/L)</td>
<td>−0.04 (0.04)</td>
<td>−0.16 (0.04)</td>
<td>−0.20 (0.06)</td>
<td>.03 1.25</td>
</tr>
<tr>
<td>HbA$_1c$ (%)</td>
<td>−0.01 (0.01)</td>
<td>−0.05 (0.01)</td>
<td>−0.05 (0.02)</td>
<td>.07 1.00</td>
</tr>
<tr>
<td>Ln HOMA index</td>
<td>−0.06 (0.04)</td>
<td>−0.20 (0.05)</td>
<td>−0.23 (0.06)</td>
<td>.05 1.15</td>
</tr>
<tr>
<td>Total cholesterol (mmol/L)</td>
<td>−0.18 (0.05)</td>
<td>−0.25 (0.06)</td>
<td>−0.38 (0.09)</td>
<td>.08 1.52</td>
</tr>
<tr>
<td>HDL cholesterol (mmol/L)</td>
<td>−0.04 (0.02)</td>
<td>−0.008 (0.02)</td>
<td>0.03 (0.03)</td>
<td>.07 N/A</td>
</tr>
<tr>
<td>Ln$^e$ triglycerides (mmol/L)</td>
<td>−0.06 (0.02)</td>
<td>−0.10 (0.03)</td>
<td>−0.18 (0.04)</td>
<td>.02 1.80</td>
</tr>
<tr>
<td>LDL cholesterol (mmol/L)</td>
<td>−0.11 (0.04)</td>
<td>−0.17 (0.04)</td>
<td>−0.28 (0.07)</td>
<td>.08 1.65</td>
</tr>
<tr>
<td>Cholesterol/HDL ratio</td>
<td>−0.05 (0.05)</td>
<td>−0.20 (0.07)</td>
<td>−0.39 (0.11)</td>
<td>.007 1.95</td>
</tr>
<tr>
<td>Ln$^e$ C-reactive protein (mg/L)</td>
<td>−0.11 (0.09)</td>
<td>−0.12 (0.08)</td>
<td>−0.24 (0.15)</td>
<td>.50 2.00</td>
</tr>
</tbody>
</table>

$^a$P values between groups were calculated with linear regression. All P values were adjusted for age and sex.

$^b$P value for total control group vs total intervention group.

$^c$P value for total control group vs successful participants.

$^d$Relative increase of successful participants compared to total intervention group.

$^e$Ln=natural logarithm. Natural logarithm presented when data at baseline skewed.
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To explore the effect of physical activity, the entire intervention group was divided into tertiles based on the change in minutes spent in moderate-to-vigorous intensity physical activity. Because of technical errors, data on moderate-to-vigorous intensity physical activity counts were not available for 11 of 119 intervention group participants (9.2%), resulting in 3 tertiles with 36 participants. The lowest tertile showed, on average, a decrease of 6.75 (SD 8.20) minutes spent in moderate-to-vigorous intensity physical activity. The middle tertile showed on average an increase of 5.91 (SD 3.36) minutes and the highest tertile showed on average an increase of 34.37 (SD 21.52) minutes spent in moderate-to-vigorous intensity physical activity.

**Dose-Response Relationship of Physical Activity on Metabolic Outcomes**

Finally, we assessed the association of the increase in physical activity levels with metabolic outcomes in a dose-response relationship. Table 3 shows the tertiles that were made based on increase in minutes spent in moderate-to-vigorous intensity physical activity as objectively measured with the wrist-worn accelerometer. At baseline, no differences were found between tertiles with regard to physical activity levels. When change in minutes spent in moderate-to-vigorous activity increased, more participants were defined successful ($P$ for trend =.001).
Furthermore, it was shown that there was a significant association of increasing physical activity with decreasing body weight (highest tertile: mean –2.85, SE 0.51 kg; lowest tertile: mean –0.93, SE 0.35 kg; \( P \) for trend=.004), decreasing BMI (highest tertile: mean –0.88, SE 0.17 kg/m\(^2\); lowest tertile: mean –0.34 SE 0.12 kg/m\(^2\); \( P \) for trend=.02), and reduction in waist circumference (highest tertile: mean –3.69, SE 0.72 cm; lowest tertile: mean –1.58, SE 0.52 cm; \( P \) for trend=.03). Furthermore, it was shown that with increasing physical activity, there was a higher improvement in Framingham risk score (highest tertile: mean –1.28%, SE 0.76%; lowest tertile: mean 0.43%, SE 0.46%; \( P \) for trend=.045). Also for metabolic outcomes, a dose-response was seen for (levels of) HDL cholesterol, cholesterol/HDL ratio, and triglycerides, but not for fasting glucose or HbA\(_{1c}\).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Intervention group</th>
<th>( P ) for trend</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Baseline moderate-to-vigorous activity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>22.5 (17.9)</td>
<td>17.3 (16.5)</td>
</tr>
<tr>
<td>Range</td>
<td>2.4 to 87.2</td>
<td>0.8 to 92.0</td>
</tr>
<tr>
<td><strong>Δ minutes moderate-to-vigorous activity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>–6.75 (8.20)</td>
<td>5.91 (3.56)</td>
</tr>
<tr>
<td>Range</td>
<td>–25.8 to 1.60</td>
<td>1.70 to 14.2</td>
</tr>
<tr>
<td>Successful participants, n</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td><strong>Clinical parameters (mean ( Δ ), SE)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>–0.93 (0.35)</td>
<td>–0.64 (0.44)</td>
</tr>
<tr>
<td>BMI (kg/m(^2))</td>
<td>–0.34 (0.12)</td>
<td>–0.23 (0.15)</td>
</tr>
<tr>
<td>Waist circumference (cm)</td>
<td>–1.58 (0.52)</td>
<td>–1.92 (0.67)</td>
</tr>
<tr>
<td>Fat percentage</td>
<td>–0.46 (0.48)</td>
<td>–0.44 (0.35)</td>
</tr>
<tr>
<td><strong>Cardiovascular disease risk (mean ( Δ ), SE)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Framingham risk score (%)</td>
<td>0.43 (0.46)</td>
<td>–0.78 (0.52)</td>
</tr>
<tr>
<td><strong>Biochemistry (mean ( Δ ), SE)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Glucose (mmol/L)</td>
<td>–0.23 (0.10)</td>
<td>–0.15 (0.09)</td>
</tr>
<tr>
<td>Ln insulin (mU/L)</td>
<td>–0.14 (0.07)</td>
<td>–0.06 (0.08)</td>
</tr>
<tr>
<td>HbA(_{1c}) (%)</td>
<td>–0.04 (0.02)</td>
<td>–0.03 (0.02)</td>
</tr>
<tr>
<td>Ln HOMA index</td>
<td>–0.18 (0.08)</td>
<td>–0.09 (0.08)</td>
</tr>
<tr>
<td>Total cholesterol (mmol/L)</td>
<td>–0.29 (0.08)</td>
<td>–0.10 (0.10)</td>
</tr>
<tr>
<td>HDL cholesterol (mmol/L)</td>
<td>–0.10 (0.04)</td>
<td>0.01 (0.04)</td>
</tr>
<tr>
<td>Ln triglycerides (mmol/L)</td>
<td>0.003 (0.05)</td>
<td>–0.06 (0.05)</td>
</tr>
<tr>
<td>LDL cholesterol (mmol/L)</td>
<td>–0.19 (0.06)</td>
<td>–0.09 (0.08)</td>
</tr>
<tr>
<td>Cholesterol/HDL ratio</td>
<td>0.006 (0.08)</td>
<td>–0.15 (0.11)</td>
</tr>
<tr>
<td>Ln C-reactive protein (mg/L)</td>
<td>–0.11 (0.10)</td>
<td>–0.17 (0.13)</td>
</tr>
</tbody>
</table>

a\( P \) for trend was calculated with linear regression. \( P \) for trend was adjusted for sex and age, except for Framingham risk score for which age and sex are integrated.

**Discussion**

**Principal Results and Comparison to Prior Work**

The findings of the present study are fourfold. First, 42.0% (50/119) of the intervention group had reached their personalized target for daily physical activity. Second, we found almost doubled effects in body weight, BMI, and cholesterol/HDL ratio in those who successfully had reached their personalized daily physical activity target compared to the entire intervention group. Third, we found that men were more successful on reaching the personalized targets than women. Fourth, in the entire intervention group we found that metabolic outcome improved with increasing minutes spent on physical activity.

So far, studies have reported different results on improving daily physical activity in different age groups through a Web-based intervention. Limited studies report on elderly participants from the general population with regard to BMI, sedentary lifestyle, and comorbidities. Compared to a waiting list control group.
some studies reported an increase in moderate and vigorous intensity physical activity [21] or moderate intensity physical activity and walking [22], whereas other studies reported no significant differences in physical activity [23,24]. All these studies used self-report questionnaires for reporting on physical activity instead of objectively measured physical activity, making it hazardous to assess who had actually reached the targeted increase in physical activity. We report here that 42% of the entire intervention group had reached their personalized daily physical activity target when measured objectively. To our knowledge, data on participants successfully increasing objectively measured physical activity as targeted are very limited. The main reason for this is that very few of the studied interventions mention an objectively measured target increase.

A randomized controlled trial performed among 1071 participants (mean age 53 years; 57% of participants with a BMI $\geq 25$) studied the effect on nutrition and physical activity of a 12-week Internet program called Guide to Health (GTH only) that focused on nutrition and physical activity, the Guide to Health program plus a series of group-based support sessions (GTH+), and a waiting list control group. Physical activity was measured using a pedometer, counting steps/day with a target for all groups to increase physical activity with 2142 steps/day at posttreatment compared to baseline. In the GTH+ group, 41.7% increased the step count as targeted compared to the control group (24.4%, $P=0.07$), showing that the GTH+ group tended to be more likely to reach the step goal. The GTH only group showed that 35.8% successfully increased their step count [25]. Although the physical activity in this study was objectively measured in an alternate way, our results show a comparable success rate.

Our study showed many beneficial effects on body composition and metabolic outcomes, with a significant average body weight loss of 2.74 kg in 3 months for the successful participants. Furthermore, our trial showed beneficial effects on body composition and metabolic outcomes also in the control group. The latter finding indicates that we have selected a motivated study population who, while on the waiting list for the intervention, may have adopted other strategies to improve their level of daily physical activity. Furthermore, the finding stresses the importance of a well-chosen control arm in clinical trials. Trials of other Web-based physical activity interventions on body composition showed various results [25-27]. For example, the aforementioned Guide to Health study comparing 2 Web-based interventions directed at healthy nutrition and physical activity reported small effects in randomly assigned individuals of -0.10 kg or -0.25 kg on body weight, none of them significant at long-term follow-up [25]. Other studies reporting the results of non-Web-based interventions directed at improving physical health in sedentary obese elderly people showed a mean body weight loss of 1.8 kg [28] or a mean body weight loss -3.6% [29]. In view of these results, our study showed a large effect on body weight. However, for studies primarily directed at body weight loss (including behavioral components other than physical activity), larger effects were seen compared to our study and most other studies directed at improving daily physical activity [30].

In the present study, we showed a general 1.2-fold to 2-fold larger effect in the successful participants compared to the entire intervention in most parameters. In the dose-response analysis, we observed that with tertiles of increasing objectively measured physical activity, there was an increase in beneficial effects of the intervention on body composition and metabolic outcomes. Of note, those with the lowest baseline physical activity level had the highest increase in physical activity level. The fact that there is a linear relationship between the increase in objectively measured physical activity and beneficial changes in body composition and metabolic outcomes indicates that there is also a beneficial effect of the intervention in participants who did not reach the targeted physical activity goal. An interpretation may be that intervention programs should focus on how to increase the compliance of participants to the program and to set feasible physical activity goals leading to higher physical activity levels in general for all participants.

Our analyses showed men were more likely to be successful compared to women; when successful, men were more likely to increase the personalized target compared to women. These are interesting findings. It is known that studies on the effects of physical activity interventions were mainly conducted in females, emphasizing the need for data about physical activity interventions targeted to men [31]. A possible explanation for our finding could be our recruitment strategy has unintentionally selected for more motivated men compared to the recruited women. This is also reflected in the fact that we recruited more males than females overall. Because we found the successful group to have a higher chance of increasing the target, this may reflect an overrepresentation of highly motivated participants in the successful group. In this group, men were more likely to increase their goal, suggesting that men were more motivated then women.

Additionally, it is likely that in this age group, men are more likely than women to already have adopted more digital and electronic gadgets to their lifestyle. For instance, in this age group it is likely that the men had more experience with working with computers than women because men in this age category were more likely to have a job with computers compared to women, especially because it was a highly educated group. Alternatively, using digital solutions and personalized targets may be more effective in men compared to women in contrast to working out in groups, for instance. This may be the case in our group of highly educated, physically inactive men. Future research is needed to confirm these speculations in this subgroup.

Although it was shown that men were more likely to successfully reach the targeted physical activity level compared to women, it was not the primary goal of the present paper to analyze the determinants of parameters that determine which factors predict which participants were successful in reaching their individualized physical activity target. Such a determinant analysis will be performed in forthcoming studies and will address different research questions with the ultimate aim to better target different populations.

Our analyses show a dose-response relationship between increasing physical activity on metabolic outcome. One
consequence of this may be that reaching personalized targets is a useful way to stimulate individuals to adopt a lifestyle with a higher level of physical activity, but that the actual level of physical activity increase is less important. A flexible goal (as used in the present program) may, therefore, be very useful to keep participants motivated: even if the increase in physical activity is less than the initial target, there are still metabolic benefits.

In the present paper, we stratified our main analyses into those who were successful versus those who were not and performed a dose-response analysis. We found that for those who were successful, the health benefits were larger than in the total intervention group. Furthermore, we report on gender as a determinant of success; men were more likely to increase their personalized goal, suggesting that men were more motivated. Although the intention-to-treat analysis of the total intervention group shows that the intervention is effective, our stratified analysis shows that there is a subgroup in whom the effects are much bigger and what characterizes these participants. This identifies whom to target with the current intervention, what other groups need an adjusted targeting, and what the effects of the intervention may be when applied optimally in the optimal population. All these lessons may help in the design and adjustment of the present and comparable interventions, especially in the targeted aging population.

Limitations

A drawback of our study is that we selected highly motivated participants who were able to use the Internet, leading to a population with a high education level. This hampers generalizability. Furthermore, men were more likely to reach the personalized physical activity goals successfully making the absolute results of the successful participants more difficult to interpret. Furthermore, we did not measure the food intake, which can be of great importance when studying the effect of the intervention. Food intake may have a direct effect on energy balance and several of the metabolic outcomes. Finally, in the present analyses we did not aim to investigate the determinants of who was going to be successful. Such analyses would, for instance, involve a determinant and cluster analyses and is the topic of ongoing analyses. A strength of this study is that we objectively measured physical activity. Furthermore, although participants were generally overweight, our study population consisted of volunteers in which comorbidities were present, increasing the generalizability toward the general elderly population. Furthermore, this study shows that men were more likely to successfully reach their personalized goals, which is a promising result for future interventions directed at improving physical activity. Furthermore, this study is unique in analyzing the dose-response relationship of physical activity within the intervention group leading to new insights for intervention programs. Finally, because the intervention is a Web-based intervention, it is likely to have a better cost benefit compared to face-to-face physical activity interventions.

Conclusions

In conclusion, 42.0% (50/119) of the intervention group reached the end goal for daily physical activity, which was associated with a markedly better effect on metabolic outcomes compared to the effect in the entire intervention group. In this population, men were more successful at reaching the personalized physical activity targets. Findings demonstrate the large potential of Web-based interventions for improving health in the aging population by increasing physical activity, with possibilities for future improvements in increasing the proportion of the population reaching the targeted physical activity goal.
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Abstract

Background: Effective interventions are needed to reduce neurobehavioral impairments in children due to maternal alcohol use during pregnancy. Currently, health-counseling interventions have shown inconsistent results to reduce prenatal alcohol use. Thus, more research using health counseling is needed to gain more knowledge about the effectiveness of this type of intervention on reducing alcohol use during pregnancy. An alternative and promising strategy is computer tailoring. However, to date, no study has shown the effectiveness of this intervention mode.

Objective: The aim was to test the effectiveness of health counseling and computer tailoring on stopping and reducing maternal alcohol use during pregnancy in a Dutch sample of pregnant women using alcohol.

Methods: A total of 60 Dutch midwifery practices, randomly assigned to 1 of 3 conditions, recruited 135 health counseling, 116 computer tailoring, and 142 usual care respondents from February to September 2011. Health-counseling respondents received counseling from their midwife according to a health-counseling protocol, which consisted of 7 steps addressed in 3 feedback sessions. Computer-tailoring respondents received usual care from their midwife and 3 computer-tailored feedback letters via the Internet. Usual care respondents received routine alcohol care from their midwife. After 3 and 6 months, we assessed the effect of the interventions on alcohol use.

Results: Multilevel multiple logistic regression analyses showed that computer-tailoring respondents stopped using alcohol more often compared to usual care respondents 6 months after baseline (53/68, 78% vs 51/93, 55%; P=.04). Multilevel multiple linear regression analyses showed that computer-tailoring respondents (mean 0.35, SD 0.31 units per week) with average (P=.007) or lower (P<.001) alcohol use before pregnancy or with average (P=.03) or lower (P=.002) social support more strongly reduced their alcohol use 6 months after baseline compared to usual care respondents (mean 0.48, SD 0.54 units per week). Six months after baseline, 72% (62/86) of the health-counseling respondents had stopped using alcohol. This 17% difference with the usual care group was not significant.

Conclusions: This is the first study showing that computer tailoring can be effective to reduce alcohol use during pregnancy; health counseling did not effectively reduce alcohol use. Future researchers developing a health-counseling intervention to reduce alcohol use during pregnancy are recommended to invest more in recruitment of pregnant women and implementation by health care providers. Because pregnant women are reluctant to disclose their alcohol use to health professionals and computer tailoring preserves a person’s anonymity, this effective computer-tailoring intervention is recommended as an attractive intervention for pregnant women using alcohol.
Introduction

Alcohol use in pregnancy is a leading preventable cause of intellectual disability in children [1]. Due to accumulating evidence that even low levels of prenatal alcohol exposure can cause adverse neurobehavioral effects in children [2], many Western countries, such as the United States, Australia, and the Netherlands, officially recommend that pregnant women completely abstain from alcohol [3-5]. Nevertheless, more than 20% of pregnant women worldwide consume alcohol [6], with estimations accumulating to 35% to 50% in the Netherlands [4]. Effective interventions are needed to reduce the number of pregnant women who endanger the health of their fetuses by using alcohol in pregnancy.

Various interventions to reduce prenatal alcohol use have been described in reviews [7-9]; however, only 5 studies used a randomized controlled trial to test intervention effectiveness (ie, [10-14]). All these interventions applied health counseling; pregnant women were screened for alcohol use and participated in motivational interviews conducted by health professionals (eg, [15]). These studies suggest that health-counseling interventions may result in increased abstinence and a reduction in prenatal alcohol consumption. However, because of the inconsistency of the results, the paucity of studies, the relatively low number of total respondents, the high risk of bias of the studies due to lack of information on allocation concealment, and the complexities of interventions, many uncertainties remain about the most optimal conditions of these interventions [9].

An alternative and promising strategy is computer tailoring, an intervention in which advice is not delivered face-to-face, but via a computer [16]. The content of this advice is based on the answers of respondents to questions and is generated by a computer program. Consequently, the feedback is adapted to the specific characteristics of a particular individual, yielding the potential to provide messages highly tailored to the individuals' situation [17]. Computer-tailored messages have been shown to attract and keep an individual's attention [16,18] more than generic advice, resulting in a more thorough processing of information [19]. Computer tailoring has proven to be effective in changing different health-related behaviors [20,21], such as smoking [22], vegetable and fruit intake [23], and alcohol use [24,25]. To our knowledge, only 1 computer-tailored intervention for alcohol use in pregnancy has been developed. Tzilos and colleagues [26] found that users liked the program and appreciated the ease of use. Nevertheless, they did not find any significant difference in the reduction of alcohol use compared to an assessment-only condition, perhaps because their 1-month follow-up was simply too soon to find beneficial effects of the computer tailoring or because their phone-based follow-up led to a social desirability bias concealing real decreases in drinking. Thus, it has not been shown that computer tailoring can be effective in reducing prenatal alcohol use.

The goal of this study was to test the effectiveness of 2 different brief interventions to reduce prenatal alcohol use, a health counseling and a computer-tailored intervention, in comparison with usual care. In agreement with several national recommendations [3-5], our primary focus for the development of the interventions was that pregnant women who used alcohol in the beginning of their pregnancy stopped their alcohol use after having received an intervention. Thus, our first hypothesis was that women receiving health counseling or computer tailoring were more likely to stop using alcohol in pregnancy compared to women receiving usual care. However, for the pregnant women unwilling or unable to completely stop their alcohol use, we aimed at reducing their alcohol use because research has shown that the risk and severity of the effects of prenatal alcohol use are dose-related [27]. Consequently, our second hypothesis is that when women continued their alcohol use, those receiving health counseling or computer tailoring were more likely to reduce their alcohol use compared to those receiving usual care.

Methods

Ethical Approval and Registration

The study was approved by the Medical Ethics Committee of Maastricht University and the University Hospital Maastricht (MEC 09-3-070) and is registered with the Dutch Trial Register (NTR2058).

Sample

A sample size analysis, with power=.80, alpha=.05, intraclass correlation coefficient (ICC) of 0.01 (reported in a previous study as the median ICC for cluster-based studies in primary care [28]), an estimated quit rate of 40% in each of the experimental conditions versus 20% in the control condition, and the estimated inclusion of 30 midwifery practices, revealed that 9 respondents per practice were needed. Estimating 10% attrition over the trial period, we aimed to include 300 respondents at baseline. The estimated quit rate and attrition were based on a previous Dutch study on smoking cessation during pregnancy [29].

Eligibility criteria were ability to understand Dutch, aged 18 years or older, pregnant for a maximum of 12 weeks (because respondents received follow-up questionnaires until 6 months after baseline), and having drunk alcohol since knowing to be pregnant.
Procedures
Respondents were recruited from February to September 2011. Recruitment letters were sent to all midwifery practices in the Netherlands (N=540). Participating practices were randomly assigned to 1 of the 3 conditions (health counseling, computer tailoring, or usual care) by a computer software randomization device to avoid contamination. The practices informed their clients about the study by email or phone. When pregnant women agreed to participate, they were asked to visit the study website before their initial consultation. They could do this where and whenever they had access to the Internet.

During the recruitment period, it appeared that the inclusion of 9 respondents per practice would be too time-consuming. We decided to enroll 60 midwifery practices in total, expecting to recruit 4-5 respondents from each practice.

The study website included the baseline questionnaire (T0). Respondents could choose their own username and password and had to report their email address when signing up for the study. This way we could easily remove respondents with multiple identities from further analyses. Before providing informed consent, pregnant women were informed about the 3 study conditions and received information about the objectives of the study, the randomization procedure, and the incentive of a €10 voucher when respondents completed all questionnaires and institutional affiliations (“This research is conducted by the Dutch Institute for Alcohol Policy [STAP] and Maastricht University”). After providing online informed consent, eligible women gained access to the baseline questionnaire. Blinding of respondents was not possible because they had to take notice of whether they did or did not receive additional counseling from their midwife (after the baseline questionnaire) or tailored feedback via the computer (during the baseline questionnaire).

At both 3 and 6 months after the baseline questionnaire, all participants received an invitation by email (followed by 2 reminders after 2 and 4 weeks) for the first follow-up questionnaire (T1 and T2, respectively). Nonrespondents after 2 reminders were contacted by telephone to collect their data.

Interventions
Overview
The health counseling and computer-tailoring interventions were both based on the I-Change model [30], a theoretical model incorporating concepts from several social cognitive models, such as the Transtheoretical model [31] and the Theory of Planned Behavior [32]. The I-Change model distinguishes 3 phases of health behavior change (awareness, motivation, and action) and has been used successfully for developing various health promoting interventions, such as prenatal smoking cessation [29], smoking cessation [22,33,34], and increasing vegetable and fruit intake and physical activity [21].

Health Counseling
Midwives in the health-counseling condition received a brief manual explaining the health-counseling protocol and an intervention card with questions for the clients. On this intervention card, midwives could record the dates of the health counseling sessions and the clients’ answers to the midwife’s questions. Midwives received 3 hours of training on how to provide the health counseling. This training was given either at the research institute of the first author or at the practice of the participating midwife. The materials and training were based on earlier work on tobacco and pregnancy [29].

The health-counseling protocol consisted of 7 steps which were addressed in 3 feedback sessions. Feedback session 1, approximately 2 weeks after baseline assessment, consisted of 5 steps taking approximately 10 minutes of the initial consultation (Feedback 1-health counseling). In step 1, the midwife assessed the amount and frequency of alcohol use of the pregnant woman before and during pregnancy, of her partner during pregnancy, and the pregnant woman’s motivation to stop drinking alcohol. In step 2, women strongly motivated to stop alcohol consumption during pregnancy were prompted to state the advantages of abstinence. Moderately or not motivated women were asked to report on their perceived disadvantages of drinking during pregnancy. The midwife then advised them to stop drinking alcohol. In step 3, the barriers for successful abstinence and the mobilization of social support were discussed. In step 4, a self-help guide, adapted from an intervention on smoking in pregnancy [29], and relevant websites were mentioned. The midwife stimulated the pregnant woman to develop action plans for abstinence and coping with problems they might encounter when trying not to drink alcohol. If appropriate, access to alcohol addiction services was discussed. In step 5, women were asked to set a date for stopping their alcohol use (goal setting). Feedback session 2, approximately 8 weeks after baseline, consisted of step 6, which was addressed in approximately 1 minute (Feedback 2-health counseling). In this step, midwives again assessed the alcohol use of the pregnant women and asked her if she needed additional support for not drinking alcohol. Feedback session 3, approximately 14 weeks after baseline, consisted of step 7, which was also addressed in approximately 1 minute (Feedback 3-health counseling). In this step, midwives discussed alcohol use and its implications for breastfeeding.

Computer Tailoring
The computer-tailored intervention was developed using Tailorbuilder software (OSE, the Netherlands), a program which is specifically designed to develop Web-based computer-tailored interventions. Respondents in the computer-tailoring group received usual care from their midwife and computer-tailored feedback via the Internet, which was iterative and item-based [35]. Feedback 1, given immediately after baseline, consisted of 4 to 5 pages (Feedback 1-computer tailoring). This feedback was tailored to several respondent characteristics assessed in the baseline questionnaire: alcohol use, knowledge, risk perception, attitude, social influence, self-efficacy, intention, and action and coping plans. Specifically, the first feedback letter contained the recommendation of complete alcohol abstinence during pregnancy and information on possible consequences of prenatal alcohol use and the associated risk factors. In addition, feedback was provided on the respondent’s risk perception of prenatal alcohol use; her attitude (perceived advantages and disadvantages toward prenatal alcohol use and alcohol abstinence; perceived social influence (not) to drink during pregnancy; self-efficacy to refrain from prenatal alcohol use; and her perceived barriers for abstinence during pregnancy. Computer tailoring was based on earlier work on tobacco and pregnancy [29].

During the recruitment period, it appeared that the inclusion of 9 respondents per practice would be too time-consuming. We decided to enroll 60 midwifery practices in total, expecting to recruit 4-5 respondents from each practice.

The study website included the baseline questionnaire (T0). Respondents could choose their own username and password and had to report their email address when signing up for the study. This way we could easily remove respondents with multiple identities from further analyses. Before providing informed consent, pregnant women were informed about the 3 study conditions and received information about the objectives of the study, the randomization procedure, and the incentive of a €10 voucher when respondents completed all questionnaires and institutional affiliations (“This research is conducted by the Dutch Institute for Alcohol Policy [STAP] and Maastricht University”). After providing online informed consent, eligible women gained access to the baseline questionnaire. Blinding of respondents was not possible because they had to take notice of whether they did or did not receive additional counseling from their midwife (after the baseline questionnaire) or tailored feedback via the computer (during the baseline questionnaire).

At both 3 and 6 months after the baseline questionnaire, all participants received an invitation by email (followed by 2 reminders after 2 and 4 weeks) for the first follow-up questionnaire (T1 and T2, respectively). Nonrespondents after 2 reminders were contacted by telephone to collect their data.

Interventions
Overview
The health counseling and computer-tailoring interventions were both based on the I-Change model [30], a theoretical model incorporating concepts from several social cognitive models, such as the Transtheoretical model [31] and the Theory of Planned Behavior [32]. The I-Change model distinguishes 3 phases of health behavior change (awareness, motivation, and action) and has been used successfully for developing various health promoting interventions, such as prenatal smoking cessation [29], smoking cessation [22,33,34], and increasing vegetable and fruit intake and physical activity [21].

Health Counseling
Midwives in the health-counseling condition received a brief manual explaining the health-counseling protocol and an intervention card with questions for the clients. On this intervention card, midwives could record the dates of the health counseling sessions and the clients’ answers to the midwife’s questions. Midwives received 3 hours of training on how to provide the health counseling. This training was given either at the research institute of the first author or at the practice of the participating midwife. The materials and training were based on earlier work on tobacco and pregnancy [29].

The health-counseling protocol consisted of 7 steps which were addressed in 3 feedback sessions. Feedback session 1, approximately 2 weeks after baseline assessment, consisted of 5 steps taking approximately 10 minutes of the initial consultation (Feedback 1-health counseling). In step 1, the midwife assessed the amount and frequency of alcohol use of the pregnant woman before and during pregnancy, of her partner during pregnancy, and the pregnant woman’s motivation to stop drinking alcohol. In step 2, women strongly motivated to stop alcohol consumption during pregnancy were prompted to state the advantages of abstinence. Moderately or not motivated women were asked to report on their perceived disadvantages of drinking during pregnancy. The midwife then advised them to stop drinking alcohol. In step 3, the barriers for successful abstinence and the mobilization of social support were discussed. In step 4, a self-help guide, adapted from an intervention on smoking in pregnancy [29], and relevant websites were mentioned. The midwife stimulated the pregnant woman to develop action plans for abstinence and coping with problems they might encounter when trying not to drink alcohol. If appropriate, access to alcohol addiction services was discussed. In step 5, women were asked to set a date for stopping their alcohol use (goal setting). Feedback session 2, approximately 8 weeks after baseline, consisted of step 6, which was addressed in approximately 1 minute (Feedback 2-health counseling). In this step, midwives again assessed the alcohol use of the pregnant women and asked her if she needed additional support for not drinking alcohol. Feedback session 3, approximately 14 weeks after baseline, consisted of step 7, which was also addressed in approximately 1 minute (Feedback 3-health counseling). In this step, midwives discussed alcohol use and its implications for breastfeeding.

Computer Tailoring
The computer-tailored intervention was developed using Tailorbuilder software (OSE, the Netherlands), a program which is specifically designed to develop Web-based computer-tailored interventions. Respondents in the computer-tailoring group received usual care from their midwife and computer-tailored feedback via the Internet, which was iterative and item-based [35]. Feedback 1, given immediately after baseline, consisted of 4 to 5 pages (Feedback 1-computer tailoring). This feedback was tailored to several respondent characteristics assessed in the baseline questionnaire: alcohol use, knowledge, risk perception, attitude, social influence, self-efficacy, intention, and action and coping plans. Specifically, the first feedback letter contained the recommendation of complete alcohol abstinence during pregnancy and information on possible consequences of prenatal alcohol use and the associated risk factors. In addition, feedback was provided on the respondent’s risk perception of prenatal alcohol use; her attitude (perceived advantages and disadvantages toward prenatal alcohol use and alcohol abstinence; perceived social influence (not) to drink during pregnancy; self-efficacy to refrain from prenatal alcohol use; and her perceived barriers for abstinence during pregnancy. Computer tailoring was based on earlier work on tobacco and pregnancy [29].
use in specific situations, including suggestions on how to cope with these situations; the extent to which respondents were planning to undertake specific actions (action plans) to abstain from prenatal alcohol use; and how to cope with certain difficult situations (coping plans), including the formulation of personal plans in the shape of if-then statements [36]. The second feedback letter, 6 weeks after baseline, included personalized information on the respondents’ choice of characteristics assessed with the baseline questionnaire (eg, risk perception or attitude; Feedback 2-computer tailoring). Depending on the number of characteristics chosen by the respondent, this feedback consisted of 1 or 2 pages. The third feedback letter, given immediately after T1, consisted of 3 to 4 pages of ipsative feedback tailored to changes in the respondent characteristics assessed at T1 in comparison to the baseline questionnaire (Feedback 3-computer tailoring). Feedback letters were visible on the computer screen and also sent to the respondent by email. Figure 1 shows an example of items regarding action plans to abstain from prenatal alcohol use. Figure 2 shows an example of a tailored feedback message.

Figure 1. Screenshot and English translation of items regarding action plans to abstain from prenatal alcohol use.
Figure 2. Screenshot and English translation of personal advice regarding prenatal alcohol use.

**Usual Care**
Midwives in the usual care group were instructed to give routine alcohol care. In-line with national guidelines, midwives recommend complete alcohol abstinence to clients who are using alcohol in the initial consultation [37,38]. In practice, not much time is spent on this nor is it common to provide additional counseling or other information [39].

**Pretests of the Interventions**
The midwives’ manual of the health-counseling intervention was pretested among 5 midwives and the computer-tailoring intervention was pretested among 5 pregnant women using alcohol. The pretests yielded information about unclear questions and formulations in the manual and in the computer-tailoring intervention, which was used to improve the texts in the final versions of the health-counseling manual and computer-tailoring intervention.

**Measures**

**Baseline Questionnaire**
The baseline questionnaire required 15 minutes to complete, consisted of 92 questions, and was based on questionnaires in previous studies applying the I-Change model [40-42]. Questions assessed alcohol use in pregnancy (average alcohol use, binge drinking, and risky drinking), predisposing factors (drinking behavior before pregnancy, demographics, and smoking behavior), awareness factors (risk perception), and
motivational factors (attitude, social influences, and self-efficacy).

Average alcohol consumption during pregnancy was assessed with the 5-item Dutch Quantity-Frequency-Variability (QFV) questionnaire [43]. Respondents selected the type of alcoholic drinks that they had consumed since the beginning of their pregnancy, such as beer, wine, or cocktails. Respondents were asked to indicate how many working days (Monday to Thursday) on average they had consumed this type of alcohol since the beginning of their pregnancy. Additionally, they were asked to indicate the quantity (number of sips, glasses, or bottles) they had usually consumed of this type of alcohol on these occasions. Similar questions were asked concerning alcohol consumption during weekend days (Friday to Sunday). The average number of drinking working days multiplied by the average alcohol consumption per working day plus the average number of drinking weekend days multiplied by the average alcohol consumption per weekend day comprised the average weekly alcohol consumption during pregnancy.

We assessed 2 types of hazardous prenatal drinking behavior because previous research on alcohol use in pregnancy often used either of these types [44]. First, binge drinking in pregnancy was assessed by asking respondents if they ever had 4 or more standard glasses of alcohol (consisting of 10 grams of pure alcohol) on 1 day since they knew they were pregnant (0=no; 1=yes). Second, risky drinking during pregnancy was assessed with the validated T-ACE screening tool [45] (0=not risky drinking; 1=risky drinking).

Average alcohol consumption before pregnancy was also assessed with the QFV and was calculated similarly to the average weekly alcohol consumption during pregnancy.

Demographic information regarding age, education (primary school/basic vocational school, secondary vocational school/high school degree, higher vocational school/college degree/university degree), income (0.5 or less; 0.5-2; more than 2 times net Dutch median household income), and relationship status (0=no steady partner; 1=steady partner) was assessed. Pregnancy-related questions included number of weeks pregnant, number of prior pregnancies (0, 1, 2, or more than 2 prior pregnancies), and experience with complications in a previous pregnancy (0=no; 1=yes).

Respondents’ smoking behavior (in number of cigarettes per day) during and before pregnancy was assessed (“On average, how many cigarettes do you smoke per day?”).

Risk perception was operationalized with perceived likelihood that the baby would experience harm (“If I drink alcohol in pregnancy, the chance that it damages my baby is...”; 1=very low; 5=very high) and perceived severity of that harm (“If I drink alcohol in pregnancy, it is better for my baby’s health.” Cons of not drinking alcohol in pregnancy were assessed by another 6 items (α=.82), such as “If I do not drink any alcohol in pregnancy, it is better for my baby’s health.” Cons of not drinking alcohol in pregnancy were assessed by another 6 items (α=.82), such as “If I do not drink any alcohol in pregnancy, I feel more tense.”

Social support to abstain from alcohol in pregnancy was assessed with 3 items on a 5-point scale (α=.91) asking respondents whether they were supported by their partner, mother, and friends to abstain from alcohol in pregnancy, such as “My partner supports me not to drink alcohol in pregnancy” (–2=totally disagree; 2=totally agree).

Self-efficacy toward alcohol abstinence in pregnancy in social situations was assessed by 6 items on a 5-point scale (α=.90), such as “How easy it is for you to abstain from alcohol when your partner drinks alcohol” (–2=very difficult; 2=very easy).

Follow-Up Questionnaires

Posttest drinking behavior (“Have you had at least 1 sip of alcohol since the previous questionnaire?”; 0=no; 1=yes) and average weekly alcohol consumption since the previous questionnaire (assessed with the QFV) were assessed at T1 and at T2.

Analyses

The respondents who had had a miscarriage since the baseline were excluded from the analyses. The other respondents who did not complete the posttest questionnaire remained in the dataset and were considered as missing at random (MAR). Because respondents were nested in midwifery practices, all analyses were conducted using a mixed model analysis (SPSS v19).

To test whether conditions differed with regard to dropout, logistic mixed model analyses of dropout at T1 and T2 (0=no dropout; 1=dropout due to miscarriage, being unreachable, or being no longer interested to participate) were conducted with condition, age, education, steady partner, number of prior pregnancies, alcohol use before pregnancy, and smoking as independent variables.

To check for potentially confounding variables, univariate linear regressions with condition as predictor were performed and tested whether baseline characteristics of respondents differed between the 3 conditions.

In a set of multiple logistic mixed model analyses, we investigated the effect of condition in addition to the effect of covariates (concepts of the I-Change model) on posttest drinking behavior at T1 and T2 (0=not drinking; 1=still drinking). Significant interactions of covariates with condition were detected in a set of multiple logistic regression analyses conducted in a top-down procedure in which the least significant interaction, with P>.05, was omitted from a subsequent analysis. Significant main effects of covariates were also detected in a set of multiple logistic regression analyses conducted in a top-down procedure in which the least significant main effect, with P>.05, was omitted from a subsequent analysis. If there were no significant interaction effects with condition, we conducted a final multiple logistic regression with condition and the significant main effects of covariates and drinking behavior at T1 and T2 as outcome variable. If there were
significant interaction effects with condition, we probed the interaction to understand the role of condition. Following Hayes and Matthes [46], we used the pick-a-point approach and tested whether condition was significant at 3 points on the moderator variable (1 standard deviation below average, average, and 1 standard deviation above average).

For respondents who were still drinking alcohol at T1 and T2, we tested the effect of condition in addition to the effect of covariates on the reduction of alcohol use. We performed similar sets of analyses as described previously using multiple linear mixed model analysis to assess the effect of condition in addition to the effect of confounding and moderating variables on average weekly alcohol consumption. Because of a right-skewed distribution (relatively few respondents had a high average weekly alcohol consumption), a transformation by the natural logarithm was applied to the average weekly alcohol consumption at T1 and T2.

Finally, sensitivity analyses were conducted to test the robustness of the MAR assumption for the first hypothesis. These sensitivity analyses comprised the elaboration of 3 scenarios. First, all missing values were considered as still drinking alcohol; second, all missing values were considered as having stopped drinking alcohol. The third scenario entailed that women in the health-counseling condition who had quit alcohol were as likely as those who had not quit alcohol to return the follow-up questionnaire (eg, because of their connection with their midwife) whereas women in the computer tailoring and usual care conditions who had quit alcohol were twice as likely to return the follow-up questionnaire than those who had not quit alcohol (eg, because they wanted the researchers to know they had been successful). The robustness of the MAR assumption is supported when outcomes of these scenarios (including significant covariates) are similar to the outcomes of the analyses without the imputation of the missing values [47].

**Results**

**Recruitment Results**

The baseline questionnaire was completed by 393 respondents. In total, 135 respondents were assigned to the health-counseling condition, 116 respondents to the computer-tailoring condition, and 142 respondents to the usual care condition (Figure 3). These numbers varied slightly per condition because midwives in the 3 conditions yielded a slightly different number of participating women.

**Figure 3.** Flowchart of cluster randomized trial testing the effectiveness of health counseling and computer tailoring compared to usual care.
Selective Dropout

A total of 99 of 135 health-counseling respondents (73.3%), 77 of 116 computer-tailoring respondents (66.4%), and 108 of 142 usual care respondents (76.1%) completed T1. Multilevel logistic regression analysis with dropout (no/yes) at T1 as outcome variable and condition, age, education, steady partner, number of prior pregnancies, alcohol use before pregnancy, and smoking as covariates showed a significant fixed effect for having a steady partner. Respondents without a steady partner (OR 0.497, 95% CI 0.305-0.809; \( P = .005 \)) were significantly less likely to drop out at T1. Condition and random effects were not significant.

A total of 86 of 135 health-counseling respondents (63.7%), 68 of 116 computer-tailoring respondents (58.6%), and 93 of 142 usual care respondents (65.5%) completed the T2 questionnaire. Multilevel logistic regression analysis with dropout (no/yes) at T2 as outcome variable did not show a significant effect for condition or any other factor.

Sample Characteristics

Analyses on sample characteristics were conducted on the baseline characteristics of all respondents except 44 respondents with a miscarriage (114 health-counseling respondents, 111 computer-tailoring respondents, 124 usual care respondents; see Table 1). This sample had a mean age of 32.6 (SD 4.20) years. Most women were highly educated and had a medium income. The respondents were, on average, nearly 8 weeks pregnant, had been drinking almost 6 standard drinks of alcohol per week prior to pregnancy, and drank 1 standard drink of alcohol per week during pregnancy.

Multilevel analyses with sample characteristics as outcome variables and condition as predictor showed that computer-tailoring respondents drank significantly less alcohol before pregnancy compared to usual care respondents, and that health-counseling and computer-tailoring respondents smoked cigarettes more often compared to usual care respondents. Thus, alcohol use before pregnancy and smoking were considered potentially confounding variables in subsequent analyses. At the level of midwifery practices, respondents differed significantly with regard to educational level, income, and number of weeks of pregnancy indicating the necessity of a multilevel approach in the subsequent analyses.
Table 1. Baseline sample characteristics of Dutch pregnant women using alcohol (N=349).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Overall sample (N=349)</th>
<th>Health counselling (n=114)</th>
<th>Computer tailoring (n=111)</th>
<th>Usual care (n=124)</th>
<th>Condition effect, P</th>
<th>Random effect of midwifery practices, P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>32.56 (4.20)</td>
<td>31.75 (4.37)</td>
<td>32.31 (4.22)</td>
<td>33.53</td>
<td>.17</td>
<td>.07</td>
</tr>
<tr>
<td>Educational level, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>9 (2.6)</td>
<td>5 (4.5)</td>
<td>1 (0.9)</td>
<td>3</td>
<td>.15</td>
<td>.02</td>
</tr>
<tr>
<td>Medium</td>
<td>108 (31.2)</td>
<td>47 (42.0)</td>
<td>41 (36.9)</td>
<td>20 (16.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>229 (66.2)</td>
<td>60 (53.6)</td>
<td>69 (62.2)</td>
<td>100</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.93</td>
<td>.03</td>
</tr>
<tr>
<td>Low</td>
<td>35 (11.3)</td>
<td>14 (13.9)</td>
<td>9 (9.0)</td>
<td>12 (11.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td>170 (54.8)</td>
<td>56 (55.4)</td>
<td>62 (62.0)</td>
<td>52</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>105 (33.9)</td>
<td>31 (30.7)</td>
<td>29 (29.0)</td>
<td>45</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Steady partner, n (%)</td>
<td>198 (56.7)</td>
<td>73 (64.0)</td>
<td>66 (59.5)</td>
<td>59</td>
<td>.17</td>
<td>.33</td>
</tr>
<tr>
<td>Number of prior pregnancies, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>150 (43.0)</td>
<td>51 (44.7)</td>
<td>37 (33.3)</td>
<td>62</td>
<td>.79</td>
<td>.00</td>
</tr>
<tr>
<td>1</td>
<td>113 (32.4)</td>
<td>30 (26.3)</td>
<td>44 (39.6)</td>
<td>39</td>
<td>.15</td>
<td>.00</td>
</tr>
<tr>
<td>2</td>
<td>56 (16.0)</td>
<td>23 (20.2)</td>
<td>16 (14.4)</td>
<td>17</td>
<td>.23</td>
<td>.00</td>
</tr>
<tr>
<td>&gt;2</td>
<td>30 (8.6)</td>
<td>10 (8.8)</td>
<td>14 (12.6)</td>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of weeks pregnant, mean (SD)</td>
<td>7.87 (1.96)</td>
<td>7.96 (1.81)</td>
<td>7.73 (2.06)</td>
<td>7.92</td>
<td>.72</td>
<td>.02</td>
</tr>
<tr>
<td>Experienced complications in previous pregnancy, n (%)</td>
<td>76 (22.4)</td>
<td>23 (20.9)</td>
<td>26 (23.9)</td>
<td>27 (22.3)</td>
<td>.87</td>
<td>.92</td>
</tr>
<tr>
<td>Standard alcohol drinks per week during pregnancy, mean (SD)</td>
<td>1.13 (2.87)</td>
<td>1.44 (3.33)</td>
<td>1.21 (3.14)</td>
<td>0.76 (2.02)</td>
<td>.23</td>
<td>.72</td>
</tr>
<tr>
<td>Binge drinkers during pregnancy, n (%)</td>
<td>4 (1.2)</td>
<td>3 (2.7)</td>
<td>0 (0)</td>
<td>1</td>
<td>.17</td>
<td>—</td>
</tr>
<tr>
<td>Risky drinkers (T-ACE positive), n (%)</td>
<td>198 (57.4)</td>
<td>73 (64.6)</td>
<td>55 (50.9)</td>
<td>70</td>
<td>.13</td>
<td>.93</td>
</tr>
<tr>
<td>Standard alcohol drinks per week before pregnancy, mean (SD)</td>
<td>5.83 (7.35)</td>
<td>5.61 (8.88)</td>
<td>4.53 (4.61)</td>
<td>7.18 (7.59)</td>
<td>.06</td>
<td>.62</td>
</tr>
<tr>
<td>Smokes in pregnancy, n (%)</td>
<td>69 (20.2)</td>
<td>30 (27.0)</td>
<td>25 (23.4)</td>
<td>14</td>
<td>.01</td>
<td>—</td>
</tr>
</tbody>
</table>

\( ^a \) Single-level analyses were conducted on the characteristics binge drinking and smoking during pregnancy because in the multilevel analyses, the estimates of the variances of the random effects were 0 and the Hessian matrices were not positive definite.

\( ^b \) Indicates significant difference compared to usual care.

**Drinking Behavior at T1 and T2**

Our first hypothesis stated that women receiving health counseling or computer tailoring would be more likely to stop using alcohol in pregnancy compared to women receiving usual care at T1 and at T2. The results at T1 did not support our hypothesis. At T1, 64 of 99 health-counseling respondents (65%), 54 of 77 computer-tailoring respondents (70%), and 49 of 108 usual care respondents (45.4%) had refrained from alcohol. These differences were not significant (\( P=.79 \) for health counseling vs usual care; \( P=.15 \) for computer tailoring vs usual care; \( P=.23 \) for health counseling vs computer tailoring).

At T2, 62 of 86 health-counseling respondents (72%), 53 of 68 computer-tailoring respondents (78%), and 51 of 93 of the usual care respondents (55%) had refrained from alcohol. Table 2 presents the final model of the multilevel multiple logistic regression analyses with drinking behavior at T2 as outcome variable. The effects of the covariates (ie, alcohol use before pregnancy, smoking, age, education, perceived likelihood and perceived severity of risk due to prenatal alcohol use, pros and cons of not drinking alcohol in pregnancy, social support to abstain from alcohol in pregnancy, and social self-efficacy) were tested for significance and, if not significant, removed from the analysis model. The final analysis model showed that computer-tailoring respondents had refrained from alcohol significantly more often compared to usual care respondents, supporting our first hypothesis. However, the difference between health-counseling and usual care respondents was not significant (\( P=.26 \)). Moreover, the difference between computer-tailoring and health-counseling respondents was not significant (\( P=.32 \)).
Table 2. Final model of the multilevel multiple logistic regression analysis concerning drinking behavior at T2 (N=241).a

<table>
<thead>
<tr>
<th>Fixed effects</th>
<th>Estimated variance</th>
<th>B</th>
<th>SE</th>
<th>OR</th>
<th>95% CI</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health counselingb</td>
<td></td>
<td>0.52</td>
<td>0.46</td>
<td>1.68</td>
<td>0.68, 4.18</td>
<td>.26</td>
</tr>
<tr>
<td>Computer tailoringb</td>
<td></td>
<td>1.02</td>
<td>0.49</td>
<td>2.77</td>
<td>1.05, 7.34</td>
<td>.04</td>
</tr>
<tr>
<td>Age</td>
<td>-0.11</td>
<td>0.05</td>
<td>0.89</td>
<td>0.82, 0.98</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>Perceived likelihood</td>
<td>0.48</td>
<td>0.16</td>
<td>1.61</td>
<td>1.18, 2.19</td>
<td>.003</td>
<td></td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>0.53</td>
<td>0.18</td>
<td>1.69</td>
<td>1.19, 2.41</td>
<td>.004</td>
<td></td>
</tr>
<tr>
<td>Random effect</td>
<td>0.40</td>
<td>0.36</td>
<td></td>
<td></td>
<td>.13</td>
<td></td>
</tr>
</tbody>
</table>

a 6 respondents were lost because they had not filled in the questions about self-efficacy in social situations.
b Usual care is the reference category.

Average Weekly Alcohol Consumption at T1 and T2

Our second hypothesis stated that women who continued their alcohol use would be more successful in reducing their alcohol consumption after receiving health counseling or computer tailoring at T1 and at T2. This hypothesis was not supported at T1. Only considering respondents who had not stopped drinking alcohol (n=35 in health counseling; n=23 in computer tailoring; n=59 in usual care), health-counseling respondents drank on average 0.56 standard drinks of alcohol per week (SD 0.91), computer-tailoring respondents drank 0.27 units (SD 0.17), and usual care respondents drank 0.51 units (SD 0.54). These differences were not significant (P=.58 for health counseling vs usual care; P=.23 for computer tailoring vs usual care; P=.49 for health counseling vs computer tailoring).

Our second hypothesis was partially supported at T2. Table 3 summarizes the results of the multilevel multiple linear regression analyses with average weekly alcohol consumption at T2 for those respondents who had not stopped drinking alcohol (n=23 in health counseling; n=15 in computer tailoring; n=41 in usual care). Health-counseling respondents drank on average 0.77 standard drinks of alcohol per week (SD 1.36), computer-tailoring respondents drank 0.35 units (SD 0.31), and usual care respondents drank 0.48 units (SD 0.54). Due to the significant interaction effects of computer tailoring with alcohol use before pregnancy and computer tailoring with social support, the main effect of computer tailoring could not be interpreted (see Table 3). To understand for which persons computer tailoring had a significant effect on the reduction of their alcohol use and for which persons computer tailoring was not significant, we probed the interactions by means of the pick-a-point approach. This showed that computer tailoring significantly reduced the alcohol use at T2 compared to usual care among respondents who had an average (P=.007) or 1 standard deviation below the average of alcohol use before pregnancy (P<.001), but not among respondents 1 standard deviation above the average of alcohol use before pregnancy (P=.57). In addition, computer tailoring significantly reduced alcohol use at T2 compared to usual care among respondents average (P=.03) or 1 standard deviation below the average of social support (P=.02), but not among respondents 1 standard deviation above the average of social support (P=.87). The analyses additionally showed that health counseling was not significant.
Sensitivity Analyses for Missing-at-Random Assumption of Posttest Drinking Behavior (No/Yes)

We conducted sensitivity analyses for drinking behavior at T2 because with this outcome variable computer tailoring differed significantly from usual care. Scenario 1 entailed that all missing values were replaced with 1 (still drinking alcohol at T2). In scenario 1, 62 of 135 health-counseling respondents (45.9%), 53 of 116 computer-tailoring respondents (45.7%), and 51 of 142 usual care respondents (35.9%) refrained from alcohol. A multiple logistic regression analysis with drinking behavior 6 months after baseline according to scenario 1 as outcome variable showed that significantly more computer-tailoring respondents (72/116, 62.1%) and health-counseling respondents (98/135, 72.6%) refrained from alcohol than usual care respondents (65/142, 45.8%; \( P = .04 \) and \( P = .01 \), respectively).

Discussion

The goal of this study was to test the effectiveness of 2 different brief interventions to reduce prenatal alcohol use, a health-counseling and a computer-tailored intervention, in comparison with usual care. We hypothesized that women receiving a newly developed health counseling or computer-tailored intervention were more likely to stop (hypothesis 1) and reduce (hypothesis 2) their prenatal alcohol use compared to women receiving usual care. This effect study showed that after 6 months and 3 feedback letters, the computer-tailoring program was effective in stopping prenatal alcohol use and in reducing it under certain conditions compared to usual care; the health-counseling protocol was not.

The ineffectiveness of the newly developed health-counseling protocol was inconsistent with the significant effects of health-counseling interventions in the related field of smoking cessation in pregnancy [29,48,49]. One shortcoming of this effectiveness study was the lack of statistical power. The power was planned to be .80 but turned out to be approximately .50 due to a larger intraclass correlation and a higher percentage of usual care participants who continued drinking than estimated beforehand. Although this amount of power was sufficient to show a significant effect of the computer-tailoring intervention at 6 months after baseline, the 20% difference between health-counseling and usual care respondents who stopped drinking alcohol at T1 and the 17% difference at T2 were not

<table>
<thead>
<tr>
<th>Fixed effects</th>
<th>Estimated variance</th>
<th>B</th>
<th>SE</th>
<th>95% CI</th>
<th>( P )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health counseling(^b)</td>
<td></td>
<td>(-1.11)</td>
<td>0.92</td>
<td>(-2.94, 0.72)</td>
<td>.23</td>
</tr>
<tr>
<td>Computer tailoring(^b)</td>
<td></td>
<td>(0.64)</td>
<td>1.75</td>
<td>(2.92, 9.90)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Not smoking(^c)</td>
<td></td>
<td>(-1.23)</td>
<td>0.40</td>
<td>(-2.03, -0.43)</td>
<td>.003</td>
</tr>
<tr>
<td>Alcohol use before pregnancy</td>
<td></td>
<td>(0.00)</td>
<td>0.03</td>
<td>(-0.06, 0.06)</td>
<td>.95</td>
</tr>
<tr>
<td>Social support</td>
<td></td>
<td>(0.16)</td>
<td>0.16</td>
<td>(-0.16, 0.47)</td>
<td>.34</td>
</tr>
<tr>
<td>Health counseling(^b) + alcohol use before pregnancy</td>
<td></td>
<td>(-0.05)</td>
<td>0.05</td>
<td>(-0.15, 0.05)</td>
<td>.32</td>
</tr>
<tr>
<td>Computer tailoring(^b) + alcohol use before pregnancy</td>
<td></td>
<td>(-0.43)</td>
<td>0.12</td>
<td>(-0.67, -0.18)</td>
<td>.001</td>
</tr>
<tr>
<td>Health counseling(^b) + social support</td>
<td></td>
<td>(0.39)</td>
<td>0.24</td>
<td>(-0.08, 0.87)</td>
<td>.10</td>
</tr>
<tr>
<td>Computer tailoring(^b) + social support</td>
<td></td>
<td>(-1.38)</td>
<td>0.35</td>
<td>(-2.08, -0.67)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\) 2 respondents were not included because they had not reported the amount of alcohol use; 6 respondents were lost because they had not filled in the question about social support.

\(^b\) Usual care is the reference category.

\(^c\) Smoking is the reference category.

\[95\% \text{CI} = -0.67 \text{ to } 0.35, P = .06\].

In scenario 3, 36 of 49 missing values in the health-counseling condition (73%) were randomly replaced by 0 (not drinking alcohol at T2) and 13 of 49 missing values (27%) by 1 (still drinking alcohol at T2); in the computer-tailoring condition, 19 of 48 missing values (40%) were randomly replaced by 0 and 29 of 48 missing values (60%) by 1; in the usual care condition, 14 of 49 missing values (29%) were randomly replaced by 0 and 35 of 49 missing values (71%) by 1. A multiple logistic regression analysis with drinking behavior 6 months after baseline according to scenario 3 as outcome variable showed that significantly more computer-tailoring respondents (72/116, 62.1%) and health-counseling respondents (98/135, 72.6%) refrained from alcohol than usual care respondents (65/142, 45.8%; \( P = .04 \) and \( P = .01 \), respectively).
significant. It is unclear whether health counseling would have been found effective with more statistical power.

A second shortcoming of this study was the suboptimal implementation of the health-counseling intervention by the midwives. Our process evaluation showed that the health-counseling midwives gave counseling less extensively than they were trained [50]. For example, the majority of midwives did not offer the second and third counseling sessions because they thought their clients did not need or like to receive this successive counseling. Also, in the related field of smoking cessation in pregnancy, results were ineffective when health professionals were found to lack skills to implement their tasks as intended [29,51]. A review on the barriers and facilitators of the effective implementation of brief interventions for alcohol misuse does show that effective implementation requires adequate training in which practitioners obtain sufficient confidence and knowledge to address drinking behavior without being worried to upset patients [52].

Both shortcomings imply that the ineffectiveness of the health-counseling intervention may not be simply due to an unsuccessful protocol. Perhaps the health-counseling protocol would have led to significant effects on the reduction of prenatal alcohol use with a higher amount of power and a better implementation. Future researchers testing an intervention to reduce prenatal alcohol use are recommended to take these issues into consideration (eg, [53]).

This is the first study showing that computer tailoring is effective in reducing prenatal alcohol use. The presently reported effect is in-line with previous studies showing how computer tailoring can effectively change health-related behaviors, such as smoking [40], vegetable and fruit intake [23], and alcohol use [24]. This computer-tailoring intervention is a promising method to reduce prenatal alcohol use. The high percentage of pregnant women using alcohol in the Netherlands [4] shows that alternatives to usual care are needed. Previous research has shown that pregnant women are reluctant to disclose their alcohol use to health professionals (eg, [39]). Because computer tailoring preserves a person’s anonymity [54], computer tailoring may be an attractive intervention for these women. Moreover, the implementation of computer tailoring is not affected by barriers to the effective implementation of health counseling interventions, such as lack of resources, training, and support from management, as well as workload of practitioners providing health counseling [52]. Finally, previous research has shown that computer tailoring can be cheaper than a health-counseling intervention [55,56]; therefore, it may be a cost-effective method to decrease prenatal alcohol use, although additional research is needed to support this supposition.

A major strength of the present study was the use of a theoretical framework, which has been previously used in interventions for a variety of health behaviors (eg, [22,29,57]). In addition, both interventions used 3 feedback moments. Previous research on computer tailoring has shown that multiple feedback moments are likely to be more effective than a single feedback moment [58-60]. More research is needed to explore the optimal number of feedback moments for both computer tailoring and for health-counseling interventions. A limitation of the present study is the high percentage of dropout of respondents, especially in the computer-tailoring condition. Nevertheless, our sensitivity analyses show that the effectiveness of the computer-tailoring intervention is robust despite this high percentage of dropout. Another potential limitation is the reliance on self-report of alcohol use. Although the QFV is considered reasonably reliable [43], the use of more objective assessments, such as urine tests, may have yielded different results. Nevertheless, self-report methods of drinking (eg, QFV, the Alcohol Timeline Followback [61]) have been used in many studies on human drinking behavior because they are inexpensive, noninvasive, and acceptable to respondents [62]. Moreover, it is likely that the potential underreporting of alcohol use has occurred to an equal extent in the experimental and control conditions, upholding the effectiveness of computer tailoring. Finally, it was not possible to compare the effectiveness of computer tailoring with health counseling due to various differences in the set-ups of the interventions, including the anonymity of the respondents and the timing of the feedback. Only when the set-ups of the interventions are identical, future research will be able to compare the effectiveness of computer tailoring with health counseling.

To conclude, this research tested the effectiveness of 2 newly developed interventions to reduce prenatal alcohol use. Despite previous studies showing effects of health counseling in reducing prenatal alcohol use, our health-counseling intervention was not effective. Future studies testing health-counseling interventions are recommended to invest more in recruitment of pregnant women and implementation by health care providers. Our computer-tailoring intervention was effective in stopping and reducing prenatal alcohol use at 6-month follow-up. A cost-effectiveness study is recommended to determine the costs and effects associated with this intervention and compare them with the costs and effects of other interventions and/or usual care. A cost-effective computer-tailoring intervention would call for a broad implementation to prevent adverse neurodevelopmental effects in children due to light or moderate alcohol use.
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<thead>
<tr>
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</tr>
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<tbody>
<tr>
<td>ICC</td>
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</tr>
<tr>
<td>MAR</td>
<td>missing at random</td>
</tr>
<tr>
<td>QFV</td>
<td>Quantity-Frequency-Variability</td>
</tr>
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Abstract

Background: Automated health behavior change interventions show promise, but suffer from high attrition and disuse. The Internet abounds with thousands of personal narrative accounts of health behavior change that could not only provide useful information and motivation for others who are also trying to change, but an endless source of novel, entertaining stories that may keep participants more engaged than messages authored by interventionists.

Objective: Given a collection of relevant personal health behavior change stories gathered from the Internet, the aim of this study was to develop and evaluate an automated indexing algorithm that could select the best possible story to provide to a user to have the greatest possible impact on their attitudes toward changing a targeted health behavior, in this case weight loss.

Methods: An indexing algorithm was developed using features informed by theories from behavioral medicine together with text classification and machine learning techniques. The algorithm was trained using a crowdsourced dataset, then evaluated in a 2×2 between-subjects randomized pilot study. One factor compared the effects of participants reading 2 indexed stories vs 2 randomly selected stories, whereas the second factor compared the medium used to tell the stories: text or animated conversational agent. Outcome measures included changes in self-efficacy and decisional balance for weight loss before and after the stories were read.

Results: Participants were recruited from a crowdsourcing website (N=103; 53.4%, 55/103 female; mean age 35, SD 10.8 years; 65.0%, 67/103 precontemplation; 19.4%, 20/103 contemplation for weight loss). Participants who read indexed stories exhibited a significantly greater increase in self-efficacy for weight loss compared to the control group (F₁,₁₀₇=5.5, P=.02). There were no significant effects of indexing on change in decisional balance (F₁,₁₀₇=0.05, P=.83) and no significant effects of medium on change in self-efficacy (F₁,₁₀₇=0.04, P=.84) or decisional balance (F₁,₁₀₇=0.78, P=.38).

Conclusions: Personal stories of health behavior change can be harvested from the Internet and used directly and automatically in interventions to affect participant attitudes, such as self-efficacy for changing behavior. Such approaches have the potential to provide highly tailored interventions that maximize engagement and retention with minimal intervention development effort.

(J Med Internet Res 2014;16(12):e285) doi:10.2196/jmir.3702
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Introduction

Background

The importance of health behavior change on public health has been well established, with lifestyle behaviors such as smoking, physical activity, and diet widely acknowledged to have major impacts on morbidity and mortality [1]. Automated health behavior change interventions have the promise of providing much greater reach and lower cost compared with interventions delivered by professionals. However, automated interventions—whether delivered through the Web, mobile devices, telephone via interactive voice response (IVR), or other media—can be costly and time-consuming to author or adapt [2]. In addition, tailoring intervention messages to user characteristics, such as age, race, gender, geographic locale, literacy level, self-efficacy, and stage of change, is known to be important and lead to more efficacious outcomes [3]. However, manually authoring messages for every combination of tailoring parameters makes development even more expensive and unwieldy despite the existence of automated tools to assist in the process [2].

In this paper, we explore a fundamentally new approach to developing automated health behavior change interventions by leveraging existing health message content on the Internet. Specifically, we aim to repurpose existing personal stories of health behavior change reported in blogs, bulletin board posts, and publicly available emails as the source messages for automated health behavior change systems. For blogs alone, more than a million posts are made each day on the Web, with the most common topic being stories of personal experience [4].

Personal stories of health behavior change represent a particularly powerful messaging mechanism. Heath information that is grounded in the personal experience of members of a community is more likely to be engaging and less likely to be dismissed [5]. Curated, edited, and packaged personal stories have also been used in several health behavior interventions. For example, Houston et al [6] videotaped stories told by individuals with hypertension and used these in a DVD-based intervention to help other patients with hypertension control their chronic condition. In a randomized clinical trial with 299 participants, those receiving the story-based intervention had significantly lower blood pressure after 3 months compared to a control group that received attention-control DVDs [6]. In addition, many individuals prefer getting certain types of health information via informal communication with others rather than from health professionals. A recent poll by the Pew Internet and American Life project reported that 43% of respondents preferred practical advice about day-to-day health situations from medical professionals, whereas a surprising 46% preferred to get this advice from other informal sources and sources such as family, friends, and fellow patients [7].

There are 3 primary challenges in our approach: (1) determining how to find and curate stories that provide helpful information or motivation (ie, filter out misinformation and stories that could potentially be counterproductive or even do harm), (2) determining how to select the best story to provide to a user at a given time (the “indexing” problem), and (3) determining the best medium and manner of telling a selected story to a user. Our central focus in this paper is on the second problem, but we also explore 2 different mediums in our summative evaluation to provide some preliminary information to address the third problem. Succinctly stated, the indexing problem is how to choose the best story from among potentially millions of possibilities to tell a given user at a given time to maximize their likelihood of achieving a specified health behavior criterion at some time in the future.

We focused our pilot work in this area on weight loss promotion. Overweight and obesity have reached epidemic proportions in the United States, with 68.5% of adults overweight or obese (body mass index [BMI] 25 or greater), 34.9% obese (BMI ≥30), and 6.5% extremely obese (BMI ≥40) [8]. These conditions have been implicated in a range of health conditions, including heart disease, stroke, type 2 diabetes mellitus, and some types of cancer [9], and the economic impact of obesity alone was estimated at US $99.2 billion in 1995 [10].

In the remainder of this paper, we describe the development and validation of a health behavior change story-indexing algorithm informed by theories of health behavior change and health communication. We then describe an evaluation study in which we assess the impact of automatically indexed personal stories of weight loss on psychological constructs from behavioral medicine; specifically, stage of change, self-efficacy, and decisional balance for weight loss.

Related Work in Story Indexing

Story indexing has its roots in early story understanding systems in which story indexes were hand-coded for intelligent retrieval and inference [11]. Early work on story understanding focused on information extraction to identify the stories that contained specific topics of interest [12]. More recently, researchers have employed statistical methods of text classification to collect and classify stories from large online datasets. For example, Gordon et al [4] created a classifier that was able to identify a million personal weblog entries from the Spinn3r dataset. Some researchers also explored automated story indexing for advice giving. Domeshek et al [13] developed a system that used 500 indexes to enable retrieval of stories to be used for social advice.

Related Work in Storytelling by Conversational Agents

Several prior studies have now demonstrated the efficacy of health interventions delivered by automated natural language dialog [14]. In particular, animated conversational agents that simulate face-to-face counseling sessions with a health professional have been shown to be well-accepted and a good vehicle for conveying the social dimensions of health messages [15,16], and have also been used to deliver stories to users in health care interventions [17,18].

Story Corpus

We collected 260 stories from websites including PatientsLikeMe [19], Experience Project [20], HealthTalkOnline [21], and About.com [22], where people frequently write about their experiences with health behavior change. Table 1 shows the places from which the stories were sourced. The stories were
hand-selected (by the first author) to be first-person accounts of successful attempts to work toward weight loss behavior change, evidenced by self-reported improvements in motivation, intention to change, or specific behaviors.

The stories did not go through any other filtering process other than the manual selection. The stories were relatively short, with a mean 327 (SD 211, range 44-1076) words. An excerpt from a story in the corpus:

*My name is XXXX and I am 32 years old. Worst moment was seeing my son, pick up my bad eating habits. As a 1-year-old, he was having fries at McDonald's because that's what he saw me putting in my mouth. I read an article in my husband's health magazine about BMI and life expectancy; it said that being obese can shorten your life by 5 to 10 years. That was scary. I didn't want to miss out on any moments with my son just because of poor eating patterns. After that, every time I was tempted to have a fry, I'd think, “I could be here a little bit longer if I just eat better”...Weigh yourself twice a day every morning and night. It’s the best way to stay on track. Exercise, even if it’s only for 10 minutes. Anything is better than nothing. I also lift weights to boost my metabolism.*

Table 1. Sources of the stories and the number of stories selected from the sources.

<table>
<thead>
<tr>
<th>Website (sources of stories)</th>
<th>Number of stories</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experience Project [20]</td>
<td>40</td>
</tr>
<tr>
<td>PatientsLikeMe [19]</td>
<td>40</td>
</tr>
<tr>
<td>HealthTalkOnline [21]</td>
<td>40</td>
</tr>
<tr>
<td>About.com [22]</td>
<td>23</td>
</tr>
<tr>
<td>Weight Loss Resources [23]</td>
<td>20</td>
</tr>
<tr>
<td>Yahoo! Lifestyle [24]</td>
<td>20</td>
</tr>
<tr>
<td>Blubberbusters [25]</td>
<td>20</td>
</tr>
<tr>
<td>3 Fat Chicks on a Diet! [26]</td>
<td>15</td>
</tr>
<tr>
<td>Weight Loss Success Stories [27]</td>
<td>12</td>
</tr>
<tr>
<td>Fitbie [28]</td>
<td>9</td>
</tr>
<tr>
<td>People [29]</td>
<td>8</td>
</tr>
<tr>
<td>Good Housekeeping [30]</td>
<td>5</td>
</tr>
<tr>
<td>Ladies' Home Journal [31]</td>
<td>5</td>
</tr>
<tr>
<td>Woman's Day [31]</td>
<td>3</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>260</strong></td>
</tr>
</tbody>
</table>

**Story Indexing**

Our indexing algorithm was designed to select the best story to tell a particular user at a particular time based on theories from behavioral medicine, health communication, and linguistics. From behavioral medicine, we included indexes based on information from the transtheoretical model (TTM; also known as the “stages of change” model) to select stories that help advance a user in their behavior change trajectory. From health communication, we included indexes based on tailoring theory to select stories that were as relevant as possible to the user’s characteristics. From linguistics, we included indexes that selected stories based on assessments of story quality and positive affective tone. We describe each of these indexing features subsequently.

**Indexing Features from the Transtheoretical Model of Health Behavior Change**

The TTM of health behavior change posits that individuals change by progressing through a series of 5 well-defined stages, and that the messages and actions that are the most helpful to an individual at a given time are based on the stage they are in [32]. The 5 stages of change are precontemplation (people are not intending to take action in the foreseeable future), contemplation (people are intending to change soon), preparation (people are intending to take action in the immediate future), action (stage in which people have made specific modifications in their lifestyles), and maintenance (people are working to prevent relapse).

The TTM has been applied to a wide range of health behaviors, including weight loss [33]. In addition to the 5 stages, TTM defines 12 categories of specific behavior change activities (“processes of change”) and posits that the processes that are most helpful to a given person at a given time depend on the individual’s stage and the behavior being changed (Table 2). For example, consciousness raising (eg, researching the benefits of weight loss) is most helpful for individuals who are not yet considering change (precontemplation stage), whereas stimulus control (eg, putting a gym bag near the door as a reminder to exercise) is most helpful for those actively taking steps to change (action stage). Similarly, dramatic relief (eg, emotionally charged portrayals of the problems of overweight people) and environmental re-evaluation (eg, reflecting on the impact the
behavior has on the environment, such as society’s food supply) are most useful for precontemplators (Figure 1 shows the relationships for weight loss).

The TTM also posits that self-efficacy (the degree of confidence an individual has to change their behavior, based on social cognitive theory [34]) and decisional balance (the perceived pros and cons of change) [35] covary in systematic ways with stage of change, but with the exact nature of the relationship depending on the particular behavior being changed. In general, self-efficacy and pros increase monotonically, whereas cons decrease monotonically as an individual progresses through the 5 stages of change.

The stage of change construct reflects information about an individual’s intention to change their behavior in the future (precontemplation, contemplation, preparation) or the duration for which they have maintained change at a criterion level (action, maintenance). This specific temporal information rarely occurs in anecdotal stories of change and, even if it is explicitly or implicitly related in a story, it would require very sophisticated natural language processing to accurately extract. In comparison, specific behavior change activities (processes) are frequently mentioned in stories and are significantly easier to identify compared to information explicitly relating the author’s stage of change. Thus, in our approach we use text classification methods to automatically identify processes of change in stories as features for indexing. When the system indexes the best story to tell for a given user, it uses information about the user’s stage of change and the most relevant processes for that stage to index the best stories to tell.

Table 2. Processes of change used in indexing algorithm [32].

<table>
<thead>
<tr>
<th>Processes of change</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Consciousness raising</td>
<td>Attempt to seek out information concerning their problem behavior</td>
</tr>
<tr>
<td>2. Dramatic relief</td>
<td>Increased emotional experiences followed by reduced affect if appropriate action can be taken</td>
</tr>
<tr>
<td>3. Substance use</td>
<td>Use of medication</td>
</tr>
<tr>
<td>4. Social liberation</td>
<td>Increase in social opportunities</td>
</tr>
<tr>
<td>5. Self-re-evaluation</td>
<td>Cognitive and affective assessments of one’s self-image</td>
</tr>
<tr>
<td>6. Stimulus control</td>
<td>Removes cues for unhealthy habits and adds prompts for healthier alternatives</td>
</tr>
<tr>
<td>7. Helping relationship</td>
<td>Combine caring, trust, openness, and acceptance as well as support for the healthy behavior change</td>
</tr>
<tr>
<td>8. Counter conditioning</td>
<td>Learning of healthier behaviors that can substitute for problem behaviors</td>
</tr>
<tr>
<td>9. Reinforcement management</td>
<td>Consequences for taking steps in a particular direction</td>
</tr>
<tr>
<td>10. Self-liberation</td>
<td>Belief that one can change and the commitment and recommitment to act on that belief</td>
</tr>
<tr>
<td>11. Environmental re-evaluation</td>
<td>Affective and cognitive assessments of how the presence or absence of a personal habit affects one’s social environment</td>
</tr>
</tbody>
</table>

http://www.jmir.org/2014/12/e285/
Figure 1. Relation between stages and processes of change for weight loss [32].

Indexing Features From Tailoring Theory

Tailored health messages are those that are uniquely individualized to each person [36]. The most common approaches to tailoring involve selecting or adapting messages based on user characteristics, such as age, gender, race, and ethnicity. Message tailoring can be readily automated and computer-based tailored message interventions have been developed and evaluated. Computer-tailored messages have been shown to be significantly more effective at changing attitudes and behavior compared to nontailored messages in a number of studies [3]. Tailoring is thought to work by making messages more subjectively relevant and thus increasing the likelihood that individuals will process and internalize them [36].

In our approach, we used text classification methods to automatically identify demographic characteristics of authors based on the text of their stories, including age, gender, education level, and race. When the system indexed the best story to tell for a given user, it used information about the user’s demographics to index the best stories to tell by preferring stories whose authors matched the user along these dimensions.

Affective Tone Indexing Feature

Stories that have an overall positive emotional tone are known to be more engaging and impactful than stories that are negative [37]; in addition, emotion can play a significant role in certain
processes of change (eg, dramatic relief). Thus, we used text classification techniques to automatically compute the overall emotional tone (“sentiment”) of a story, both as a process-specific feature and as a user-invariant quality metric to prefer stories that are positive.

Text Coherence Indexing Feature

Finally, we used an existing algorithm (Coh-Metrix) to automatically compute the coherence of a given story as a rough measure of writing quality [38]. The Coh-Metrix scores were calculated for stories using the online Coh-Metrix tool. This metric indicates how semantically meaningful, continuous, and understandable a story is and, like affective tone, is used as a user-invariant quality metric to prefer stories that are more coherent. Stories with higher Coh-Metrix scores were selected above the stories with lower scores only when the stories scored equally on all other indexes.

Indexing Algorithm

A given story may describe several behavior change activities that span more than 1 process of change: thus, it may be important to identify all processes of change mentioned in a story. Use of a multiclass classifier that combines information from 12 independent binary classifiers may seem to be a reasonable approach. However, analysis of the set of processes of change that are most useful for each stage of change for weight loss yields only 5 unique sets of processes that need to be identified, decreasing the complexity of the text classification problem from 12 classes to 5 (Table 3). In sum, we have developed a relevant stage of change classifier using the processes of change as features.

Table 3. Relevant stage of change classifier [19].

<table>
<thead>
<tr>
<th>Class</th>
<th>Processes of change</th>
<th>Stage of change</th>
<th>Classification accuracy</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Consciousness raising, environmental re-evaluation, dramatic relief</td>
<td>Precontemplation</td>
<td>0.88</td>
<td>0.91</td>
</tr>
<tr>
<td>2</td>
<td>Consciousness raising, environmental re-evaluation, dramatic relief, helping relationship, social liberation</td>
<td>Contemplation</td>
<td>0.94</td>
<td>0.96</td>
</tr>
<tr>
<td>3</td>
<td>Helping relationship, social liberation</td>
<td>Preparation</td>
<td>0.87</td>
<td>0.93</td>
</tr>
<tr>
<td>4</td>
<td>Helping relationship, social liberation, self-liberation, self-re-evaluation, stimulus control, substance use, counter conditioning, reinforcement management</td>
<td>Action</td>
<td>0.98</td>
<td>0.95</td>
</tr>
<tr>
<td>5</td>
<td>Counter conditioning, reinforcement management</td>
<td>Maintenance</td>
<td>0.84</td>
<td>0.91</td>
</tr>
</tbody>
</table>

Indexing Algorithm Training and Accuracy Results

The stage of change classification algorithm training was performed using Adaptive Boosting (AdaBoost) [39] with weak learners using Weka [40]. Support vector machine, Naive Bayes, and regression classifiers were tried before settling with AdaBoost. The classifier producing the best accuracy without overfitting was selected for the task. The set of features used for classification included the presence of keywords for each process of change, sentiment scores of stories, part of speech (POS) tags, the position of keywords within a story, and any categorization tags associated with the story. Apache OpenNLP was used to obtain the parts of speech (eg, noun, verb) from the stories. The POS bigram and unigram counts in the story formed a set of features extracted. The keyword sets for each of the processes of change were formed from the stories. This feature was a binary valued indicator function. The value indicated if the story contained at least 1 keyword present in the keywords set defined for each process of change. As an example, the keywords for the substance use process of change (use of medication) included drugs, pills, medicine, tablets, etc. The indicator feature was generated to indicate the presence of substance use feature in the story. Similarly, the keywords for counterconditioning (learning of healthier behaviors that can substitute for problem behaviors) contained alter, change, substitute, lieu, etc. Helping relationship (combining caring, trust, openness, and acceptance as well as support for the healthy behavior change) keywords included mother, doctor, nurse, friend, help, motivate, etc. These indicator functions for each of the processes of change were constructed and feature values were generated which indicated the presence of process of change keywords in the story. For each of the keyword lists, the position feature was constructed which indicated the part of the story (beginning, middle, or end). This function used 3 values which indicated if the keywords were present in the first, second, or the last third of the story based on the word count. For instance, if the keywords for a particular process of change was present in the first 100 words of a 300-word story, the feature took the value of “beginning.” The same feature took the value of “end” if the substance use keyword was present in the last 100 words of the story. Stories containing dramatic relief processes of change generally contained higher sentiment scores. Numbers of noun and verb phrases were also used as a feature set obtained from Apache OpenNLP.

We trained our text classifiers on the corpus of 260 stories using calibration input from a crowdsourcing website. The calibration study was conducted using 260 participants on Amazon’s Mechanical Turk. Northeastern University’s institutional review board (IRB) approved the study. Participants each read a story from the corpus and answered 44 yes/no questions about it based on an existing processes of change questionnaire for weight loss [41]. These questions helped identify the processes of change from the stories by mapping each response to separate processes of change. The responses to these questionnaires were mapped to the individual processes of change of TTM. The interrater reliability test was conducted on the mapped processes of change rather than the responses to the 44 questions. We conducted interrater reliability tests for the processes of change
on 10 randomly selected stories by having 2 separate groups of users provide feedback. The resulting kappa was 0.80, indicating adequate reliability.

We used 10-fold cross-validation methodology to assess match accuracy on the story corpus. These values ranged from 83.8% to 98.1% for the 5 categories (Table 3).

We also constructed and trained text classifiers to automatically classify the gender of the story author using the same methodology as described previously. The age and race of the author were classified using regular expressions and their education level was computed using the story’s readability score [38].

The final story-indexing algorithm used a user’s demographic information (age, gender, education level, and race) and stage of change for weight loss (from a short questionnaire [35]) and scored each story in the corpus indicating the relative degree of relevance of the story to the user. The score was a weighted sum comprising of terms for degree of match between the user’s demographic information and stage of change and the corresponding feature automatically computed from the story, as well as terms for the overall positive affect (sentiment) and quality (coherence) of the story. We weighted stage of change 5 times greater than the other terms in the score calculation.

**Methods**

**Summary**

We conducted an evaluation study to determine the impact of indexed stories on the health behavior change attitudes of individuals. This study was also conducted using a crowdsourcing site and was approved by Northeastern University’s IRB. In this study, we sought to compare the impact of stories retrieved from the corpus by the indexing algorithm described previously and compared them to the impact of stories selected at random. We also sought to evaluate 2 different modalities for delivering the stories to individuals based on our prior work in using conversational agents for storytelling: an animated conversational agent vs text. Thus, our hypotheses were that for individuals interested in losing weight:

1. Indexed stories will have significantly greater impact than randomly selected stories on (1) changes in self-efficacy and decisional balance for weight loss and (2) ratings of story understandability, enjoyment, and identification with the story author.

2. Stories told by an animated conversational agent will have significantly greater impact than stories displayed in text on (1) changes in self-efficacy and decisional balance for weight loss and (2) ratings of story understandability, enjoyment, and identification with the story author.

To evaluate these hypotheses, we conducted a 2×2 full-factorial between-subjects experiment in which participants were randomized into 1 of 4 conditions according to 2 factors: (1) selection—stories were either selected using the indexing algorithm described previously (indexed) or selected at random (random) and (2) medium—stories were delivered either by a conversational agent (agent) or stories delivered in text (text).

**Recruitment**

The evaluation study was conducted using participants on Amazon’s Mechanical Turk. Participants were required to be US-based “Master Turkers” (most experienced) and willing to lose weight.

**Measures**

The following self-report measures were assessed at enrollment and at the end of the intervention:

1. Stage of change for weight loss was assessed at enrollment and at the end of the intervention using the weight loss stages of change short form [33,35].

2. Weight loss self-efficacy was measured at enrollment and at the end of the intervention using a validated 10-item questionnaire [42].

3. Weight loss decisional balance was measured using a 20-item questionnaire [35].

In addition, the following measures were assessed at the end of the intervention:

1. Enjoyment of stories was measured using a single-item scale question (“How enjoyable was the story?”).

2. Understandability of stories was assessed using items from a technology acceptance scale [43].

Identification with story was measured using 2 single-item scale questions (“How much can you identify with the story author?” and “How close were the experiences of the person in the story with yourself?”).

**Protocol**

After passing our eligibility criteria and agreeing to an unsigned informed consent, participants filled out pretest questionnaires measuring demographics, stage of change, self-efficacy, and decisional balance.

Participants were then presented with the first story, either selected using the indexing algorithm (for indexed condition) or at random (for random condition). In text conditions, the story was simply displayed in a large text box. In agent conditions, an animated conversational agent was displayed that told the story verbally using synthetic speech and synchronized nonverbal conversational behavior (Figure 2) [44]. Participants were then presented with a questionnaire assessing enjoyment, understandability, and identification with the characters mentioned in the story.

Participants were then presented with a second story (in the same study treatment as the first) followed by a second administration of the questionnaire assessing enjoyment, understandability, and identification. Finally, participants were given a second administration of the self-efficacy and decisional balance questionnaires.
Statistical Analysis

Data were analyzed using 2x2 ANOVAs in SPSS (IBM Corp, Armonk, NY, USA) with selection and medium as the independent factors.

Results

Participants

Participant demographics are shown in Table 4. The 107 participants were recruited from 29 states in the United States.

Table 4. Participant demographics.

<table>
<thead>
<tr>
<th>Measure</th>
<th>All participants</th>
<th>Agent Indexed (n=35)</th>
<th>Agent Random (n=19)</th>
<th>Text Indexed (n=26)</th>
<th>Text Random (n=23)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex (female), n (%)</td>
<td>55 (53.4)</td>
<td>18 (51)</td>
<td>10 (53)</td>
<td>15 (58)</td>
<td>12 (52)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>35.2 (11.1)</td>
<td>36.1 (12)</td>
<td>33.5 (11)</td>
<td>36.9 (10)</td>
<td>33.3 (11)</td>
</tr>
<tr>
<td>Race (white), n (%)</td>
<td>85 (82.5)</td>
<td>31 (89)</td>
<td>15 (79)</td>
<td>20 (77)</td>
<td>17 (74)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;High school</td>
<td>0 (0.0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>High school</td>
<td>18 (17.5)</td>
<td>7 (20)</td>
<td>3 (16)</td>
<td>3 (12)</td>
<td>5 (22)</td>
</tr>
<tr>
<td>&gt;High school</td>
<td>85 (82.5)</td>
<td>28 (80)</td>
<td>16 (84)</td>
<td>23 (89)</td>
<td>18 (78)</td>
</tr>
<tr>
<td>Stage of change, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precontemplation</td>
<td>67 (65.0)</td>
<td>24 (69)</td>
<td>12 (63)</td>
<td>17 (65)</td>
<td>14 (61)</td>
</tr>
<tr>
<td>Contemplation</td>
<td>20 (19.4)</td>
<td>5 (14)</td>
<td>5 (26)</td>
<td>5 (19)</td>
<td>5 (22)</td>
</tr>
<tr>
<td>Preparation</td>
<td>12 (11.7)</td>
<td>4 (11)</td>
<td>2 (11)</td>
<td>3 (12)</td>
<td>3 (13)</td>
</tr>
<tr>
<td>Action</td>
<td>4 (3.9)</td>
<td>2 (6)</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td>1 (4)</td>
</tr>
</tbody>
</table>

Only 4 of 107 participants withdrew from the study, all in the agent condition (2 in indexed, 2 in random). Therefore, 103 participants completed the entire study and were included in the final analysis; 53.4% (55/103) were female, the mean age was 34.85 (SD 10.8) years, and most were well educated (all had at least a high school education and 13.6%, 14/103 had graduate degrees).
Evaluation Outcomes

Table 5 summarizes results from the study. There were no significant effects of study manipulations on change in decisional balance for weight loss. There was a main effect of selection on change in self-efficacy for weight loss ($F_{1,107}=5.5, P=.02$) with indexed stories leading to significantly greater increases in self-efficacy compared to random stories. There was no effect of medium on change in self-efficacy ($F_{1,107}=0.04, P=.84$) and no significant interactions.

There was a significant main effect of medium on enjoyment of stories ($F_{1,98}=22.3, P<.001$), such that participants enjoyed reading stories themselves (text condition) significantly more compared to stories read by the agent (agent condition). There was no significant effect of selection on enjoyment.

There was a significant main effect of medium on identification with the story ($F_{1,98}=47.2, P<.001$), such that participants identified significantly more with stories in the text condition compared to those in the agent condition. There was also a trending main effect of selection on identification ($F_{1,98}=3.0, P=.09$) with participants identifying more with indexed stories compared to those selected at random.

Finally, there was a significant interaction of selection and medium on the rated understandability of stories ($F_{1,98}=4.5, P=.04$), such that participants receiving indexed stories rated those read by the agent as more understandable, whereas those who received random stories rated those delivered in text as more understandable. However, there was also a strong main effect of medium on understandability ($F_{1,98}=82.8, P<.001$) with participants in the agent group rating the understandability of their stories more highly overall compared to those in the text group.

Table 5. Primary outcomes by study condition.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Agent, mean (SD)</th>
<th>Random, mean (SD)</th>
<th>Text, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Indexed</td>
<td>Random</td>
<td>Indexed</td>
</tr>
<tr>
<td>Self-efficacy (post-pre)</td>
<td>5.54 (4.54)</td>
<td>0.68 (7.40)</td>
<td>3.54 (3.66)</td>
</tr>
<tr>
<td>Decisional balance (post-pre)</td>
<td>0.37 (6.19)</td>
<td>1.89 (9.04)</td>
<td>0.27 (5.61)</td>
</tr>
<tr>
<td>Enjoyment</td>
<td>2.15 (0.88)</td>
<td>2.45 (1.05)</td>
<td>3.15 (0.83)</td>
</tr>
<tr>
<td>Understandability</td>
<td>3.13 (0.85)</td>
<td>2.82 (0.99)</td>
<td>1.31 (0.69)</td>
</tr>
<tr>
<td>Identification</td>
<td>1.58 (0.73)</td>
<td>1.55 (0.71)</td>
<td>2.89 (0.86)</td>
</tr>
</tbody>
</table>

Discussion

Principal Results

Our first hypothesis (indexed stories will have significantly greater impact than randomly selected stories) received partial support, with indexed stories leading to significantly greater increases in self-efficacy and higher ratings of story understandability compared to stories selected at random. There was also a trend for indexed stories to lead to greater identification ratings. The lack of significant change in decisional balance could either be due to the complex relationship between self-efficacy and decisional balance (participants may not have been at the appropriate stage of change to see movement in both self-efficacy and decisional balance) or due to indexed stories acting uniquely on self-efficacy (confidence) without impacting decisional balance (perceived advantages or disadvantages of change).

However, our second hypothesis (stories told by an animated conversational agent will have significantly greater impact than stories displayed in text) received mixed support in the experiment. Although participants rated the understandability of stories more highly when read by an agent, they enjoyed them more and identified with them more when they read the stories from text. Medium had no effect on health behavior change attitudes.

Limitations

Relative to the millions of stories available on the Internet, the size of our experimental corpus of stories was tiny. However, we were able to demonstrate significant changes in health attitudes just with this small collection.

Our pool of participants was also very small and highly biased demographically. Although both genders were represented equally, Turkers are known to be younger, better educated, and earn more than the general US population [45].

Comparison With Prior Work

Houston et al [6] evaluated the impact of manually curated, edited, and packaged personal stories on health behavior change and demonstrated significant impacts on hypertension control compared to controls. However, this work is representative of the majority of research in behavioral medicine in which months or years are spent by experts developing and refining an intervention. In our approach, much of the intervention design is automated.

Lu [46] conducted a study in which she evaluated the effects of simulated blog posts on the health attitudes and intentions of individuals who read them. The posts were handcrafted to be either narrative (story) or nonnarrative, and to match study participants along various dimensions (“source similarity” which we have referred to as “tailoring”). Lu found that the tailoring effect was stronger in nonnarrative than narrative blogs. When the blogs were nonnarrative, those with health-related similarities were more effective at changing health-related
intentions than those with non-health-related similarities [46]. Although this study provides useful information that may improve our story-indexing approach, its objectives are fundamentally different from our goal of automatically selecting the best story to tell a given user from a collection of existing stories on the Internet.

Conclusions
We demonstrated the feasibility of automatically indexing stories of health behavior change gathered from the Internet and its ability to positively impact the health attitudes of individuals who read the stories. We plan to continue improving our indexing algorithm with better features, improved machine learning methods, and a much larger training corpus. We also plan to investigate automating the process of identifying health behavior change stories on the Internet based on existing work on identifying personal stories in blog posts [4]. Automatically identifying and selecting stories that meet a particular individual’s current needs and doing this in the context of a longitudinal health behavior change intervention represents a rich area of future research.
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Abstract

Background: Health promotion organizations are increasingly embracing social media technologies to engage end users in a more interactive way and to widely disseminate their messages with the aim of improving health outcomes. However, such technologies are still in their early stages of development and, thus, evidence of their efficacy is limited.

Objective: The study aimed to provide a current overview of the evidence surrounding consumer-use social media and mobile software apps for health promotion interventions, with a particular focus on the Australian context and on health promotion targeted toward an Indigenous audience. Specifically, our research questions were: (1) What is the peer-reviewed evidence of benefit for social media and mobile technologies used in health promotion, intervention, self-management, and health service delivery, with regard to smoking cessation, sexual health, and otitis media? and (2) What social media and mobile software have been used in Indigenous-focused health promotion interventions in Australia with respect to smoking cessation, sexual health, or otitis media, and what is the evidence of their effectiveness and benefit?

Methods: We conducted a scoping study of peer-reviewed evidence for the effectiveness of social media and mobile technologies in health promotion (globally) with respect to smoking cessation, sexual health, and otitis media. A scoping review was also conducted for Australian uses of social media to reach Indigenous Australians and mobile apps produced by Australian health bodies, again with respect to these three areas.

Results: The review identified 17 intervention studies and seven systematic reviews that met inclusion criteria, which showed limited evidence of benefit from these interventions. We also found five Australian projects with significant social media health components targeting the Indigenous Australian population for health promotion purposes, and four mobile software apps that met inclusion criteria. No evidence of benefit was found for these projects.

Conclusions: Although social media technologies have the unique capacity to reach Indigenous Australians as well as other underserved populations because of their wide and instant disseminability, evidence of their capacity to do so is limited. Current interventions are neither evidence-based nor widely adopted. Health promotion organizations need to gain a more thorough understanding of their technologies, who engages with them, why they engage with them, and how, in order to be able to create successful social media projects.

(J Med Internet Res 2014;16(12):e280) doi:10.2196/jmir.3614
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**Introduction**

**Health Promotion, Health Outcomes, and Technology**

One key strategy used in health promotion interventions is to engage a target audience among the general public, with the goal of improving health outcomes by influencing the behavior of that audience. The intended health concerns and behavioral goals will vary from project to project and the target audience might be a narrow demographic or broader and more general, but the basic nature of this particular aspect of health promotion is the same: a non-commercial marketing exercise in the name of a greater social good. This subset of health promotion can therefore be seen as a species of “social marketing”.

Understood as social marketing, health promotion interventions can be, should be, and indeed are being taken beyond traditional public service messages and familiar advertising campaigns [1-3]. Marketing of all forms has become increasingly sophisticated in the online era, with new media modalities and analytics enabling more targeted approaches to both commercial and social marketing. Among the numerous health promotion projects and engagement strategies being explored, new media technologies such as social media and mobile phone/tablet apps have attracted a great deal of interest from public health organizations and researchers [3,4].

The potential for using new media to achieve improved health outcomes is broader than social marketing alone. The interactive nature and the personal intimacy of these new technologies for an “always online” health consumer allows for their use in self-management and even in the delivery of some health services. However, in part because these techniques are in their infancy (and for other reasons that shall be discussed), early evidence of effectiveness and benefit is lacking.

The research reported here is intended to provide a current overview of the evidence surrounding consumer-use social media and mobile software (apps) for health promotion interventions, with a particular focus on the Australian context and on health promotion targeted toward an Indigenous audience. This intent and focus directed three component scoping surveys: (1) a survey of the uses of social media to reach Indigenous Australians for health promotion, (2) a survey of Australian health promotion/social marketing projects that make use of social media and mobile apps, and (3) a scoping study of peer-reviewed evidence for the effectiveness of social media and mobile technologies in health promotion, globally.

**The Internet and Social Media**

It has been 10 years since the average time that young Americans spent online exceeded the time they spent watching TV: a statistic that the general population in developed countries has gradually been catching up with. The time spent on online social media has ballooned since the introduction of dedicated social media platforms in 2004-2007 and now amounts to at least 20% of all time spent online, with that proportion again much higher in the youth demographic. Publicly available Web traffic measurements now rank the leading social media domain, Facebook.com, as either the first or second most popular domain in Australia, marginally ahead of or behind Google.com domains, depending on the methodology used. Indeed, some industry watchers have even speculated that the rapidly increasing proportion of online content being created, shared, and consumed within social media “walled gardens” may be altering the fundamental character of the Web, its openness, and how it is used.

For the moment though, and for the purposes of social marketing, including health promotion, the upshot of these changes is simple: social media is increasingly where the eyeballs are (not to mention fingertips). If there is a message to present or content to deliver, then establishing a social media presence represents both an opportunity and increasingly a requirement.

Social media also holds attractions for the social marketer beyond mere reach. For example, minimal resources are required to create a basic online presence in social media platforms such as Facebook: a Facebook page-making platform can generate a ready receptacle for publishing or publicizing updatable content, from simple comments and posts to images, video, and interactive media. The most salient and alluring promises of social media however (for health promotion and other social marketing) come with the social aspects of social media.

The “social” in social media refers to method and modality, rather than to goals or objectives as in “social marketing”. The activities that constitute social media—users forming social connections and carrying out social interactions via the medium of social media platforms—can be seen as the extension of natural human social networking into online spaces. Social media users add or re-transmit pictorial, textual, or multimedia content that they find interesting, sharing it with peers, circles of contacts, or the Web at large. Social media therefore combines the reach of mass media, but is integrated into and driven by the small-scale social networking of everyday people. The Holy Grail for any social marketer is for their message to be picked up and transmitted widely via online social networks (to “go viral”) and thereby radically magnify its reach and effect.

But social media is complex. First, because it is driven by user interest, it is up to the users to decide whether any particular content is taken up and re-transmitted (and with what framing, eg. serious or sarcastic). Second, the modalities of social media are themselves complex. Some social media is carried out via secondary features on specialized content-focused platforms (eg. YouTube.com), some within rich and freestanding feature-packages (such as with Facebook.com), and some via minimalist messaging and micro-blogging services (eg. Twitter.com). And the social media “workflow” of users can involve the mixing and matching of social media functions, online content, and other messaging and publishing tools (such as instant messaging/chat, Web forums, blogs, webpage comments, and even email) within a sophisticated ecosystem of online social behavior. Broad characterizations and analyses of social media usage must therefore be treated with caution, because social media is defined by use and function rather than by form or design.

For the health promotion practitioner, social media is therefore a complex beast with great potential for both success and failure—a way of starting and carrying on an actual conversation...
with the target audience (as long as their attention is acquired and retained), which has the potential to take on a life of its own (for better or for worse) or simply be ignored.

**Mobile Technology**
A second major trend in recent online behavior is that more and more “eyeball time” takes place on mobile devices outside the Web browser. In 2011 (only 4 years after the introduction of the first iPhone), sales of mobile phones overtook those of traditional desktop and laptop computers and the expectation is that tablet devices will do the same within 2 years [5]. The rapid uptake of these mobile devices has driven a whole new class of lightweight software—mobile apps—to suit compact, touch-screen interfaces and to integrate with telephony, GPS, and sensor features included in the always-on, battery-dependent mobile hardware.

Well-written mobile apps are, in effect, pre-packaged caches of interactive content, installed on devices that users carry about with them. Whereas traditional websites for example require a constant, reliable Internet connection to be accessed, users have mobile apps on their phone at all times, including when Internet access is spotty or when they’ve run out of data.

Mobile apps are therefore a tantalizing target for health promotion purposes—and for similar reasons to social media. The uptake of social media and mobile apps is user-driven: meaning they are interventions that can potentially be disseminated much more widely than a traditional intervention where subjects are individually recruited. Furthermore, the “buy-in” effect is potentially very significant for apps that successfully make it onto mobile devices and actually get used. As with social media projects then, the trick would be to design apps that are attractive and accessible to the target population, as well as constituting effective interventions.

**Indigenous Use of Social Media and Mobile Technology in Australia**
For the purposes of our review, the target population of interest is Indigenous Australians: a traditionally underserved population with a high prevalence of public health issues, with particular areas of concern such as smoking cessation, sexual health, and otitis media commonly identified by health care workers.

International studies have suggested that mobile devices can help traditionally underserved populations by leapfrogging economic and infrastructural bottlenecks—bringing connectivity to individuals in remote or underserved communities without having to wait for access to more traditional (and expensive) residential Internet or computer use [3]. But Indigenous cultures in Australia also deeply embed practices of social relatedness, kinship, and identity with specific priorities for communication and social interconnection despite the remoteness of some of these communities. As might be expected then, there is a high penetration of mobile phone usage among Indigenous Australians including those in rural and remote communities. Mobile phones are by far the most used technology among adolescents [6], surpassing TV, video games, and other forms of Internet access. In the past 5 years, affordable mobile phones with camera and messaging functions have spawned a “mobile phone culture” in some remote areas, where messages, pictures, and video clips flow freely among and between communities, often in culturally unique and creative ways [7].

The questions for health promotion in this area therefore are: what is being done, what can be done, and what should be done to leverage this rapid uptake of mobile and social media technologies among Indigenous Australians for health promotion purposes? Can mobile or social media technologies be effective for health promotion in such communities and, if so, then how? Questions such as these shaped the focus of this initial scoping research.

**Methods**

**Overview**
In consultation with a reference group drawn from the Australian Primary Health Care Research Institute (APHCRI) and the Aboriginal Health Council of Western Australia (AHCWA), the research reported in this study aimed to answer the following two research questions: (1) Literature: What is the peer-reviewed evidence of benefit for social media and mobile technologies used in health promotion, intervention, self-management, and health service delivery, with regard to smoking cessation, sexual health, and otitis media? and (2) Projects: What social media and mobile software have been used in Indigenous-focused health promotion interventions in Australia with respect to smoking cessation, sexual health, or otitis media, and what is the evidence of their effectiveness and benefit?

**Peer-Reviewed Literature**
The scoping study contained two review components. The first was a review of recent publications in peer-reviewed literature, following the framework outlined in Arksey (2003), with the intent to summarize and disseminate research findings and identify gaps in the existing literature. We included both original studies and systematic reviews, looking for evidence of benefit associated with relevant eHealth interventions. The literature search was conducted in November 2013 using Ovid/MEDLINE, searching for publications since 2011 (inclusive) using the following search strategy:

1. exp Health Promotion/ or Health Communication/ or Health Education/ or Social Marketing/ or Health Literacy/ or Preventive Medicine/ or Preventive Health Services/ or Primary Prevention/ or Delivery of Health Care/ or Health Services Accessibility/ or Sexual Behavior/ or Smoking Cessation/ or Smoking/ or Otitis media/ 2. exp Social Media/ or Cellular Phone/ or Text Messaging/ or computers, handheld/ 3. (facebook or social media or social networking or SMS or text messag$ or smart phone or smartphone or iPhone or iPad or new media or “Web 2.0”).af. 4. (facebook or social media or social networking or SMS or text messag$ or smart phone or smartphone or iPhone or iPad or new media or “Web 2.0”).m_titl. 5. 2 or 3 or 4 6. 1 and 5

Both primary studies and systematic reviews were collected and assessed by title and abstract for further review.
To be included, studies or reviews had to report on the impact of a health promotion intervention on health or behavioral outcomes, for example: smoking status, sexual health behavior, or improvements in relevant knowledge, attitudes, or intent. Qualitative and quantitative studies were included. All target populations (Indigenous or otherwise) were included.

Included studies used social media (on any platform) or mobile phone software or features (excluding voice features). Automated SMS (short message service) text messaging-only interventions were included on the basis that the basic character of such interventions could reasonably be reproduced using mobile software; other mobile, non-smartphone interventions were included on a similar basis of broad similarity.

Studies of direct communication methods between health services and patients or technological extensions of normal health service activities (eg, reminders or communication of test results) were excluded. Website-delivered interventions (with no social media component) were excluded. Speculative articles and publications not reporting empirical results were excluded. Study protocols and feasibility studies reporting only on acceptability of interventions were also excluded.

Systematic reviews were examined for scope of search, summative evidence reported, and conclusions regarding evidence according to the criteria of this scoping study (outlined above). Cited articles in systematic reviews were assessed for secondary inclusion in the same manner as primary studies.

Data were extracted into a template that recorded the study focus (technological modality and disease focus), method and study population, and evidence of impact or outcome. Multiple publications from the same study were grouped together. Evidence of impact or outcome was broken down according to four broad domains of improvement: knowledge or awareness of relevant health information, health-related attitudes (eg, self-reported behavioral intent or measures of self-efficacy), health-related behaviors, and health outcomes.

**Australian Projects**

The second component of the scoping exercise looked for (1) publically available mobile apps projects created or promoted by Australian health bodies (including government departments and agencies, Indigenous health organizations, and health promotion agencies) and targeted at Indigenous populations, and (2) social media projects and initiatives created or promoted by Australian health bodies (including government departments and agencies, Indigenous health organizations, and health promotion agencies) and targeted at Indigenous populations.

The primary method used was domain-restricted searches of the websites of these organizations, using the Google search engine with the search terms: “iphone”, “android”, “social media”, and “Facebook”. The term “site: [domain]” was included to search only indexed pages within the domains in question.

Descriptions of Indigenous public health projects maintained at the Centre for Excellence in Indigenous Tobacco Control [8] and the Australian Indigenous Health Infonet [9] were manually searched for mentions of social media and mobile software app components. Android and iOS app stores were searched using the search terms “Indigenous”, “Aboriginal”, “Smoking”, and “Health”.

Apps designed to be used by clinicians or other health professionals (eg, medical reference guides or clinical advice support apps) were excluded from the study. Inclusion criteria for both mobile software and social media apps were broad. Any app that appeared to be aimed at an Indigenous audience or which reported intentions in that regard was included. Any use of social media or mobile software apps within larger health promotion projects was included.

In all included cases, we also looked for publically available evaluations of these projects and evidence of benefit, as well as rudimentary measures of reach and uptake including number of “likes” or downloads on the relevant social media platforms and app stores. Process evaluations were not included.

**Results**

**Peer-Reviewed Literature**

Our search returned 560 results, which were screened by title and abstract, of which 28 were selected for further examination. Of these, 10 primary intervention studies met our inclusion criteria: six for smoking cessation, four for sexual health, and none for otitis media. Also included were seven systematic reviews: four of a general disease focus, which contained evidence relevant to our inclusion criteria, two specific to smoking cessation, and one specific to sexual health. From these review publications, we secondarily included a further eight publications specific to smoking (drawn from six discrete studies/data sets) and two specific to sexual health.

Two of our nine primary inclusions were also present in review publications; there was one secondary inclusion published during the interval for primary inclusion but not found by our search strategy.

Systematic reviews of a general focus are summarized in Table 1, with all smoking-specific studies in Table 2, and all sexual health-specific studies in Table 3. We found no studies focusing on otitis media that met the inclusion criteria.

One smoking cessation study and two sexual health intervention studies demonstrated some evidence of benefit with both knowledge of relevant health information and health-related attitudes, however none of these three demonstrated improvement in health-related behaviors. Statistically significant improvement in health-related behaviors was reported in four smoking cessation studies. Evidence for behavioral benefit after sexual health interventions was small or tentative and no studies attempted to measure benefits for direct health outcomes.

**Australian Projects**

We found five projects with significant social media health components targeted at the Indigenous Australian population for health promotion purposes. Of these, four primarily targeted smoking cessation and two targeted sexual health and/or behavior. We found no publically available evaluations of these projects that included evidence beyond that for process evaluation. Available metrics of reach and impact included...
Facebook page “likes” ranging between 383 and 2694 users, and 17,143 views in the case of one YouTube video.

We also found 29 examples of mobile phone apps produced, funded, or promoted by Australian health promotion bodies, four of which were identifiable for health promotion purposes targeting the Indigenous population, including three concerned with smoking cessation and behavior and one for otitis media awareness. We found no publically available evaluations of any of these apps. Available metrics of reach and impact from app stores suggested less than 100 installations for the least installed app and more than 5000 for the most popular, which was rated at 4.1/5 and 4.5/5 on the two most popular app stores. There were too few reviews to draw statistical conclusions in the case of the three apps most closely targeted at an Indigenous audience. These results are detailed in Table 4.

Table 1. Summary of general relevance reviews.

<table>
<thead>
<tr>
<th>Publication</th>
<th>Study summary</th>
<th>Findings/outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chou, WS et al, 2013. Web 2.0 for Health Promotion: Reviewing the Current Evidence. [3]</td>
<td>Systematic review of social media use in health settings. Reviews and commentaries, descriptive studies, intervention studies. N=1258 citations, n=34 included intervention studies. Only 10 small and/or pilot studies found where social media was used in interventions. 1 secondary inclusion: [19]</td>
<td></td>
</tr>
<tr>
<td>Free, C et al, 2013. The Effectiveness of Mobile-Health Technology-Based Health Behaviour Change or Disease Management Interventions for Health Care Consumers: A Systematic Review. [4]</td>
<td>Systematic review of literature 1990 – September 2010. All uses of mobile Meta-analysis including assessment of bias risk. N=36,314 citations, n=26 included interventions on health behaviors (n=75 total inclusions). SMS-smoking cessation trials (only) are shown to be effective in the meta-analysis. 5 secondary inclusions: [12,13,20-22]</td>
<td></td>
</tr>
</tbody>
</table>

aSMS: short message service
### Table 2. Summary of smoking cessation reviews.

<table>
<thead>
<tr>
<th>Publication</th>
<th>Study summary</th>
<th>Findings/outcomes (K=knowledge, A=attitude, B=behavior, H=health)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary studies</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Naughton, F et al, 2012. Randomized controlled trial evaluation of a tailored leaflet and SMS text message self-help intervention for pregnant smokers (MiQuit). [27]</td>
<td>RCT of text messaging as part of support package for smoking cessation. UK, 2008-2009. N=207 pregnant smokers. Intervention of tailored literature and intervention SMS vs standard self-help literature and evaluation SMS.</td>
<td>B - Mostly negative/Overall biochemically verified 3-month cessation trends not significantly higher in intervention group, except for women where 5 female participants quit (15%), significantly more than in control (0).</td>
</tr>
<tr>
<td>Ybarra, M et al, 2012. A text messaging-based smoking cessation program for adult smokers: randomized controlled trial. [28]</td>
<td>RCT of text messaging for smoking cessation. Turkey. N=151 adult smokers wanting to quit. Randomized into text messaging and brochure groups, 3-month follow-up.</td>
<td>B - Mostly negative/Overall biochemically verified 3-month cessation trends not significantly higher in intervention group, except for women where 5 female participants quit (15%), significantly more than in control (0).</td>
</tr>
<tr>
<td><strong>Systematic reviews</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Secondary inclusions from systematic reviews</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obermayer, JL et al, 2004. College Smoking-Cessation Using Cell Phone Text Messaging. [16]</td>
<td>Cohort study, N=46 young adult smokers, Web and text messaging “quit program” intervention for cessation.</td>
<td>B - Tentative/Smalk, uncontrolled pilot study with modest outcome measures. 43% participants attempted to quit for at least 24h and 17% had been abstinent for 1 week after 6 weeks. Included via [10].</td>
</tr>
</tbody>
</table>
### Findings/outcomes

(K=knowledge, A=attitude, B=behavior, H=health)

<table>
<thead>
<tr>
<th>Publication</th>
<th>Study summary</th>
<th>Findings/outcomes</th>
</tr>
</thead>
</table>
More participants had quit at 6 weeks in the intervention compared to control group: 239 (28%) vs 109 (13%). Intervention as effective in Maori as non-Maori. Long-term results compromised by incomplete follow-up and over-reporting of quit rate. Included via [4,10,18,23,29]. |
Statistically significantly higher repeated point abstinence rates (at 1, 3, 6 and 12 months) than control participants (22.3% vs 13.1%). Included via [10,29]. |
Mostly a feasibility study. Positive feedback from pilot group suggesting improved smoking abstinence (not verified). Included via [10]. |
No significant differences found in smoking variables around abstinence. Primarily a feasibility study. Included via [4,10,29]. |
Abstinence rates at 4 weeks significantly better for intervention group: 26% vs 12%. Included via [4,23,29]. |

---

**a**RCT: randomized controlled trial  
**b**SMS: short message service
### Table 3. Summary of sexual health reviews.

<table>
<thead>
<tr>
<th>Publication</th>
<th>Study Summary</th>
<th>Findings/outcomes (K=knowledge, A=attitude, B=behavior, H=health)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary inclusions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gold, J et al, 2011. A randomised controlled trial using mobile advertising to promote safer sex and sun safety to young people. [31]</td>
<td>RCT of SMS advertising for sexual health behavior. Victoria, Australia, 2009. N=7606 16-29 y/o mobile advertising subscribers randomized into “sex” or “sun” groups. Baseline and follow-up mobile phone questionnaire.</td>
<td>B - Mixed Significant OR (self-reported) for less sexually risky behavior (eg fewer sexual partners, always using condoms). Increased STI testing not found. Only 10% of participants completed any surveys, only 151 completed both baseline and follow-up surveys. Authors cite “challenges experienced during intervention implementation”.</td>
</tr>
<tr>
<td>Bull, S et al, 2012. Social media-delivered sexual health intervention: a cluster randomized controlled trial. [32]</td>
<td>Cluster RCT trial of Facebook messages for condom use. USA, October 2010-May 2011. N=1578 self/peer-recruited enrollees to a Facebook page with sexual health messages. Condom use surveyed at 2 and 6 months.</td>
<td>A - Negative, B - Positive/Tentative Small differences in condom use seen at 2 months (eg. 63% vs 57%, (P=0.03)), no effects seen at 6 months. No effect on self-efficacy or norms.</td>
</tr>
<tr>
<td><strong>Systematic reviews</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Secondary inclusions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moreno, MA et al, 2009. Reducing at-risk adolescents’ display of risk behavior on a social networking Web site: a randomized controlled pilot intervention trial. [19]</td>
<td>RCT of intervention to alter online displays of risky behavior. N=190 18-20 year olds with MySpace profiles. Intervention group sent single message from clinician.</td>
<td>B - Tentative/negative Online displays of risky sexual behavior slightly reduced 3 months after intervention, no significant change in other measures. Only online behaviors studied. Included via: [5,34]</td>
</tr>
<tr>
<td>Lim, MSC et al, 2012. Impact of text and email messaging on the sexual health of young people: a randomised controlled trial. [22]</td>
<td>RCT on 12-month program of email and text messages to young adults. S&amp;P: N=994 recruited at music festival. Self-reported behavior and knowledge via survey at recruitment, 3, 6, and 12 months.</td>
<td>K - Positive, A - Positive, B - Negative At 12 months, STI knowledge was higher in the intervention. Women (but not men) in the intervention group were more likely to have had an STI test or discuss sexual health with a clinician. No significant impact on condom use. Included via: [4]</td>
</tr>
</tbody>
</table>

\[\text{aRCT: randomized controlled trial} \]
\[\text{bSMS: short message service} \]
Table 4. Australian apps and social media programs with Indigenous focus.

<table>
<thead>
<tr>
<th>Name of app or campaign</th>
<th>Organization</th>
<th>Description</th>
<th>Evaluation or evidence of reach / impact</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stickin’ it up the smokes</td>
<td>Aboriginal Health Council of South Australia</td>
<td>Social Media – Smoking. Social marketing campaign with prominent Facebook page, targeting smoking cessation/abstinence for young Aboriginal women.</td>
<td>Reach/impact evaluation not available at time of study. Facebook page has 1274 likes, 0-19 likes per post.</td>
</tr>
<tr>
<td>It’s your choice! Have a voice! rights, respect, responsibility 2013</td>
<td>Aboriginal Health and Medical Research Council</td>
<td>Social Media – Sexual Health. Publicity campaign partnered with Indigenous Hip Hop Projects (IHHP), “bringing a state-wide arts based campaign to empower and educate Aboriginal adolescents to make informed choices about sexual and reproductive health and understand the negative impacts of alcohol and other drugs”. Facebook page included as part of broader campaign.</td>
<td>No publically available evaluation found. Facebook page has 2694 likes, 0-54 likes per post.</td>
</tr>
<tr>
<td>Kasa por yarn</td>
<td>Funded by Queensland Health.</td>
<td>Social Media – Sexual Health. Audio/video drama with YouTube and Facebook presence, funded by Queensland Health. Two series on Torres Strait Radio 4MW in 2011 and 2012. Storylines and characters were locally developed on Thursday Island.</td>
<td>No publically available evaluation found. Facebook page active 2011-2012, currently has 2639 likes. YouTube channel’s 42 videos have between 88 and 1936 views.</td>
</tr>
<tr>
<td>Rewrite your story</td>
<td>Nunkuwarrin Yunti of South Australia Inc.</td>
<td>Social Media – Smoking. Web–based campaign focused on social media, launched January 2013. Includes sophisticated website with interactive “pledge” feature, Facebook page, and YouTube channel hosting personal “stories” about smoking and smoking cessation.</td>
<td>No publically available evaluation found. Main website includes 402 “pledges and stories”. Facebook page active 2011-present, currently has 443 likes. YouTube channel’s 20 videos have between 8 and 1793 views.</td>
</tr>
<tr>
<td>NoSmokes.com.au</td>
<td>Menzies School of Health Research</td>
<td>Social Media/Mobile Software – Smoking. Suite of online projects/experiments designed for use by Aboriginal and Torres Strait Islander people, including mobile software, videos, and online games. Hosted from dedicated website, Facebook page, and YouTube channel.</td>
<td>Only focus-group/process evaluation currently available. Facebook page active 2010 to present has 383 likes, YouTube channel’s 33 videos have between 9 and 17,143 views.</td>
</tr>
<tr>
<td>Hip Hop Dance-Off</td>
<td>Menzies School of Health Research</td>
<td>Mobile Software – Smoking. Part of “No Smokes” suite of eHealth projects.</td>
<td>10 ratings on iTunes store, 1000-5000 installs on Google Play store.</td>
</tr>
<tr>
<td>No Smokes/So you think you can Quit?</td>
<td>Menzies School of Health Research</td>
<td>Mobile Software – Smoking. Part of “No Smokes” suite of eHealth projects. App available for iPhone, iPad, and Android.</td>
<td>9 ratings on iTunes store, 10-50 installs on Google Play store.</td>
</tr>
<tr>
<td>Quit for you, quit for two</td>
<td>Commonwealth Department of Health</td>
<td>Mobile Software - Smoking. Mobile app, part of government advertising campaign intended to encourage mothers from a “diverse background” to quit smoking. Includes tracker/educational component for baby progress and money saved, and an animated baby character will play games, assist with timing breathing, etc. Includes Quitline connection and other support options.</td>
<td>5000-10,000 installs on Google Play store with 21 ratings at 4.1/5, 6 ratings on iTunes store at 4.5/5.</td>
</tr>
</tbody>
</table>
Discussion

Summary of Findings

With our survey of the relevant peer-reviewed literature, our main finding was that the evidence of benefit for social media and mobile apps in the specific areas of interest for Indigenous health in Australia is, for the most part, tentative and scattered. The most compelling body of evidence, relevant to this study, comes from a series of international studies into text messaging for smoking cessation. The main positive results here begin with a 2005 study in New Zealand [11,12], which was then adapted for further studies in the United Kingdom [20,21] and Turkey [28]. While these results are promising for messaging-based encouragement programs (and apps that might mimic such functionality via mobile software), this is largely an isolated body of research on messaging interventions specifically, and the transferability of such results from the context of communication to purely automated applications is not clear.

In fact, no peer-reviewed research was found at all for mobile software apps as such and only a single study was found where a social media intervention was linked to a significant (though small) change in behaviors that were directly health-relevant [32]. The vast majority of included studies that examined evidence of benefit studied the use of SMS text or similar messaging services to provide reminders, education, or preventive health messages. The key technologies of interest with the lowest barriers of entry and highest potential for dissemination—mobile app software and social media—do not yet appear to have a significant body of peer-reviewed evidence examining their effectiveness.

Our scoping study found four extant uses of social media in specific public health projects targeting an Indigenous audience, in most cases utilizing ready-made platforms such as Facebook and YouTube. The four mobile software apps that met the inclusion criteria included two produced by the Australian Commonwealth Government, and two produced as part of a broader research effort into eHealth for smoking cessation: the “No Smokes” project, which is also included in Table 4.

Among these projects we found a mix of strategies, including health promotion content produced with participation from members of the intended audience (eg, Kasa por yarn), and social media use as an addition to a large health campaign touring schools and communities (It’s your choice! Have a voice!). In contrast, the projects from “No Smokes” and “Rewrite your story” appeared to rely on a more top-down or Web-based approach to dissemination. The two Commonwealth-funded mobile software projects also differed in how narrowly they focused on the Indigenous population, with “Care for kids’ ears” explicitly aimed at Indigenous children and caregivers, but the more widely used “Quit for you, quit for two” app appealing to a much broader audience and being only loosely tied to the government’s target to reduce the Indigenous smoking rate.

The Limited Scope of Evidence

Of the text messaging studies, a significant number have shown robust results for interventions to aid in smoking cessation for smokers trying to quit, either on their own or as part of a broader “quit smoking” program—a result confirmed in a recent systematic review and meta-analysis [4]. There is less evidence however for text messaging interventions for sexual health and other areas, though some studies here are also promising.

However, this imbalance of the evidence in favor of text messaging interventions is no doubt partly due to the relative maturity and ubiquity of this mobile technology (compared to mobile app software and social media), and may also speak to specific difficulties with conducting research on the newer technologies and/or publishing such research in peer-reviewed journals.

In any case, the lack of peer-reviewed or publically available evidence for interactive social media and mobile software projects is especially curious given the number of such projects being implemented in Australia alone.

We suggest that there are three distinct issues that may help explain this lack of evidence.

Study Limitations and the Terminology Problem

One distinguishing feature of research in this area is that the language itself can be fragmented and ambiguous. For example, the term “eHealth” is one of the oldest and most well-established, but ambiguously refers to many different kinds of communications technology: technologies for connecting consumers and health services, for interconnecting health services, for training purposes, or simply as an extension of eCommerce (ie, as advertising/marketing/sales systems for commercial health services [35]).

This ambiguity within the research literature alone has itself been an object of study and been recognized in systematic reviews, as summarized in a 2005 review by Oh et al: “As with most neologisms, the precise meaning of eHealth varied with the context in which the term was used. Nevertheless, it has been fairly well understood, and is now widely used by many academic institutions, professional bodies, and funding organizations. We recognized the impossibility of finding an universally acceptable, universally applicable formal definition, yet felt that a clearer understanding of the term could be achieved by reviewing the range of proposed meanings” [36].
The result of this phenomenon is that multiple definitions and formalizations have been used by researchers to try to capture only partially overlapping concepts, with little or no systematic approach between those researchers and consumers, health services, and content creators. This has also seen new terms being coined both in the health context (eg, mHealth for mobile phone-based technology use) and in the broader community to describe new trends in the overall technology marketplace (eg, Web 2.0). So the terms researchers might seek to use and their referential extension over time can be extremely volatile. Furthermore, the rapid growth and aggressive use of branding in this area of commerce and technology has created what might be called the Hoover, Xerox, or iPod effect: where brand names and proprietary eponyms like “Facebook” dominate (and in some cases predate) the use of generic terms like “social media”. In many of the titles and abstracts considered in this study, the brand names of technologies used (eg, Facebook) were the only text-searchable identifier of relevance, suggesting that standardized nomenclature in research is struggling to catch up with its subject matter.

It is beyond the scope of this study to consider whether this terminologically heterogeneous research environment implies genuine conceptual fragmentation, however, at a practical level at least, it certainly means that search strategies must either focus narrowly or aim for being thorough at the expense of subsequent workload. There are no good MeSH terms that capture the area of interest presented in this review and no simple, stable language for keyword text searches. For example, one recent systematic review used a search strategy with keywords that took up 2 pages and returned over 26,000 electronic citations for review, out of which 75 were eventually deemed relevant [4]. In terms of workload alone, this represents a formidable challenge for researchers.

The Measures Problem

A second issue is that the nature of the technology being used does not allow for clear implementation measures or clear outcome measures. For example, social media, websites, and app software are “use on demand” services in that they are engaged with by users to varying degrees and under a variety of conditions, so there is no “standard dosage” when seen as interventions. Likewise, these technologies provide a degree of distance and anonymity for subjects both inimical to following up outcomes (we do not know who is using it “in the wild”) and difficult to reproduce in controlled environments (normal conditions of use are very unlike controlled conditions).

These issues may help explain the lack of relatively robust evidence for such interventions when compared to text messaging interventions where dosage (ie, the messages sent and their content) is largely under the control of the researchers and can be standardized (with some variation) across hundreds of participants. We would argue that the very nature of interactive media here undermines the scope for large scale intervention studies.

The Institutional Problem

More speculatively, we suggest this will imply significant institutional hurdles that can be expected to work against the successful publication of research in this area, thereby lowering incentives for research investment.

The most obvious impediment is with regard to what is taken to be good evidence in health care research in general, when combined with the measures problem as described above. Because of the measures problem, it is difficult to conduct a randomized controlled trial of a social media or mobile app intervention that simultaneously approaches the gold standard for evidence in the health sciences and also studies real-world engagement with the intervention. Likewise, because real-world dissemination of apps and social media is user-driven, the capacity for robust recruitment and follow-up methodology is greatly impaired.

This is in stark contrast to text messaging interventions where dosage can be firmly under the control of researchers and delivered directly to recruited test subjects who can be directly contacted for follow-up purposes. The same features of social media and mobile software that give them great ease of use and massive disseminability therefore also make them relatively inimitable to traditional academic research. Social media and mobile software use is too slippery a fish for the standard research nets to catch.

So we can expect there to be a systematic barrier against the production of peer-reviewed publications in this area, which may be acting to de-incentivize much-needed research. This is not to say that evidence itself in this field is not possible and program evaluations are generally expected to be built in to publically funded health promotion projects (ie, to gather evidence regardless of foreseen academic output). Measures of reach and usage for apps and social media can be easily obtained from social media analytics and well-designed software to at least gain an understanding of the degree of uptake. However, even if good “reach” data is obtained, there is still a problem of recruitment for the sake of comparative data: recruiting the app/social media users for assessment of health, knowledge, or behavior status. And randomization into intervention and control groups faces further significant technical hurdles. These are fundamental challenges for both research and evaluation in this area, though there are some encouraging signs that innovative researchers can find ways to approach them in a robust manner [32].

One final piece of evidence in this regard concerns timeframe and turnaround of the research itself. Many of the studies we found were published several years after the initial data collection had been carried out and the systematic reviews found were similarly published at a considerable remove from the most recent publications reviewed in each. The optimistic outlook here is that perhaps this slow process is concealing a coming wave of recent mobile software or social media studies. However, it also further diminishes the value of conducting research in such a rapidly changing field; if not carefully designed for general applicability, by the time the research is published there is a non-trivial chance that the studied intervention is obsolete or that the target audience has moved on.

http://www.jmir.org/2014/12/e280/
Future Research

More research on social media and mobile software interventions is required to establish how effective these interventions are for health promotion purposes and under what conditions they can be made more so. However, there is also reason to think that there are several specific impediments to research in this area, which themselves call for further research.

The task for evidence-seeking research and evaluation projects in consumer-focused eHealth intervention is a challenging one, consisting of three distinct requirements: (1) incorporate all useful measures of reach, behavior, and use, (2) make a connection between these measures and (some measure of) health outcomes or health-relevant behavior, and (3) conduct this research in a manner that is comprehensible and rapidly disseminable for peer review.

At the abstract level, we have suggested that there are three areas that will need to be addressed. The process of doing this may require deeper health researcher engagement with the relevant literature in media studies, information technology, and eCommerce, to clarify the concepts and methods involved, converge more upon a common technical language, and develop evidential standards for the use of software analytics and other evidence not commonly found in health and medical research. This might be seen as a need for relevant research in knowledge translation and implementation: to better understand how to translate the principles of commercial success in social media and mobile software into effective health promotion interventions, and how to better integrate these methods into health research.

At a more applied level, there is greater urgency for researchers and health promotion professionals to cooperate in the evaluation of social media and mobile software interventions. As we found, there are numerous projects in Australia alone that could constitute valuable experiments if the right data were also able to be gathered and the results made applicable for peer review and public dissemination.

Concerning the limitations of this scoping study, while we are satisfied that we have sampled a suitable cross-section of research literature and existing projects for our particular purposes, our focus on specific health topics make it likely we have missed some relevant studies and initiatives. Future studies into similar literature (eg, investigating different target conditions) would be advised to carefully consider search strategies as used in the many systematic reviews in eHealth now available. Our survey of Indigenous health programs was also limited to examining publically available information and will not have captured evaluation activity that is underway or planned.

Indigenous Australia

Finally, we conclude by returning to consider our original framing question: how might social media and mobile technologies best be leveraged for maximum reach and best health outcomes among Indigenous populations? To answer this question would be to consider one further issue inherent to the interactive and collaborative nature of social media and mobile technologies: the unpredictable and culturally-specific nature of their use.

The adoption of an online social media platform is a paradigmatically chaotic social process and appears to occur when one becomes the dominant available space for an already socially self-identifying population to move (at least some of) their social networking activities into. It is well understood that the uptake of social media platforms and mobile software has varied widely according to language, culture, and demographics, and for a variety of sometimes surprising reasons. Usage is driven by the utility of social connections and coherence, but unexpected contingencies often seem to be deciding factors, which explains, for example, why Facebook dominates in English-speaking countries, while it was Orkut (an early attempt at a social network by Google) that rose to early dominance in Brazil and India [37]. Among some Indigenous communities in the Northern Territory, a similar contingency occurred with the rapid uptake of “Divas Chat”, a minimal messaging and social network platform attached to Telstra pre-paid services, but which offers greater reliability in such remote communities [38,39].

Observations such as this (and consideration of the cultural uniqueness of rural and remote Indigenous communities) raise several questions relevant to researchers looking at this area. Of particular interest here is: do culturally-specific modes and organizing principles around “offline” social networking produce specific ways of engaging with online social media and/or absorbing the content therein?

Addressing considerations such as these is certainly not just the domain of health and medical Internet researchers; they touch on how the introduction of modern media influences a community and how technology coexists with culture. Therefore, a full understanding of what might work, and how, may require cross-disciplinary research including the contributions from, for example, cultural researchers and social anthropologists—and, of course, the communities themselves.

Conclusions

Social media and mobile software interventions are already being used for health promotion and appear to hold great promise, especially for Indigenous or other traditionally underserved populations. However, the current evidence for their effectiveness or health benefit is sparse and mixed. This lack of evidence should not necessarily be seen as an indictment, as it is perhaps to be expected given the mercurial and elusive nature of these interventions and how target populations engage with them. Nevertheless, intervention projects being developed in this area, no matter how well thought out or enthusiastically pursued, cannot be described as entirely evidence-based given the current state of the evidence.

However, for health promotion, there is no real alternative but to engage with social media and mobile software technology, as these forms of online interaction are becoming increasingly ubiquitous at the expense of more traditional media. This means that a more thorough and professional understanding of these technologies will increasingly be called for, at the level of the
technologies themselves, but also with regard to how they are in turn engaged with by the specific populations of interest.
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Abstract

Background: While Web-based interventions have been shown to assist a wide range of patients successfully in managing their illness, few studies have examined the relative contribution of different Web-based components to improve outcomes. Further efficacy trials are needed to test the effects of Web support when offered as a part of routine care.

Objective: Our aim was to compare in regular care the effects of (1) an Internet-based patient provider communication service (IPPC), (2) WebChoice, a Web-based illness management system for breast cancer patients (IPPC included), and (3) usual care on symptom distress, anxiety, depression, (primary outcomes), and self-efficacy (secondary outcome). This study reports preliminary findings from 6 months' follow-up data in a 12-month trial.

Methods: We recruited 167 patients recently diagnosed with breast cancer and undergoing treatment from three Norwegian hospitals. The nurse-administered IPPC allowed patients to send secure e-messages to and receive e-messages from health care personnel at the hospital where they were treated. In addition to the IPPC, WebChoice contains components for symptom monitoring, tailored information and self-management support, a diary, and communication with other patients. A total of 20 care providers (11 nurses, 6 physicians, and 3 social workers) were trained to answer questions from patients. Outcomes were measured with questionnaires at study entry and at study months 2, 4, and 6. Linear mixed models for repeated measures were fitted to compare effects on outcomes over time.

Results: Patients were randomly assigned to the WebChoice group (n=64), the IPPC group (n=45), or the usual care group (n=58). Response rates to questionnaires were 73.7% (123/167) at 2 months, 65.9 (110/167) at 4 months, and 62.3% (104/167) at 6 months. Attrition was similar in all study groups. Among those with access to WebChoice, 64% (41/64) logged on more than once and 39% (25/64) sent e-messages to care providers. In the IPPC group, 40% (18/45) sent e-messages. Linear mixed models analyses revealed that the WebChoice group reported significantly lower symptom distress (mean difference 0.16, 95% CI 0.06-0.25, P=.001), anxiety (mean difference 0.79, 95% CI 0.09-1.49, P=.03), and depression (mean difference 0.79, 95% CI 0.09-1.49, P=.03) compared with the usual care group. The IPPC group reported significant lower depression scores compared with the usual care group (mean difference 0.69, 95% CI 0.05-1.32, P=.03), but no differences were observed for symptom distress or anxiety. No significant differences in self-efficacy were found among the study groups.

Conclusions: In spite of practice variations and moderate use of the interventions, our results suggest that offering Web support as part of regular care can be a powerful tool to help patients manage their illness. Our finding that a nurse-administered IPPC...
alone can significantly reduce depression is particularly promising. However, the multicomponent intervention WebChoice had additional positive effects.

**Trial Registration:** Clinicaltrials.gov:NCT00971009; http://clinicaltrials.gov/show/NCT00971009 (Archived by WebCite at http://www.webcitation.org/6USKezP0Y).
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**Introduction**

The number of Web-based support systems to enhance self-management for people living with health conditions has increased rapidly in the last decade, and such interventions have been shown to assist a wide range of patients [1-11]. In cancer care, Web-based support systems are described as helpful for individuals [12]. This includes findings of increased health information competence [13,14], emotional processing [13], fighting spirit [15], social support [14,16], quality of life [16,17], as well as reductions in symptom distress [18,19], and decrease in depression and anxiety scores [17].

However, it can be difficult to distinguish which components of Web-based support systems are most beneficial for patients, and little is known about the relative contribution of different components [13]. In a study of a support system for cancer patients by Baker et al, different features of the system were tested and compared [13]. Results suggested that the benefit of the system was connected to the information (about cancer, Web links, news, etc) and support services (support from peers and professionals), and that complex services such as coaching and tailoring of content did not produce benefits beyond simple access to the Internet. Another study of the same support system highlighted that benefits depend on how a patient uses a system, far more than the total amount of exposure or type of content that is chosen [20]. Overall time spent on the system showed no relation to outcomes. Improvement in patient status was connected to the commitment to use the system over time, independent of how much time they spent on the system. However, high use of communication services (discussion groups and “ask experts or peers”) were associated with decreased negative emotions. Knowledge of the use and effects of single components on patient outcomes will be important to determine component candidates for inclusion in Web-based support systems [13,16,21].

One component often offered as part of multicomponent systems, or as a standalone service, is e-messages. Several studies report benefits from using Internet-based patient-provider communication services (IPPC) for communication between patients and health care providers in terms of assisting patients in managing illness and improving health outcomes [22-24], addressing unmet communication needs [25,26], increasing satisfaction [23,27], and improving quality of care [22,27]. Most of these studies used IPPCs between patients and physicians. In an earlier study of WebChoice, the same Web-based support system for cancer patients used in this study, the nurse-administered IPPC was used by patients to ask questions and raise concerns related to symptom experiences, fear of relapses, and uncertainty in everyday life [18,28]. The IPPC was rated by patients as the most valuable component of WebChoice [29]. High levels of satisfaction with a nurse-administered IPPC were also reported in a study by Cornwall et al [30], but effects on patients’ outcomes of IPPCs alone are rarely described. Thus, we know little about the effect of standalone IPPCs and patient outcomes and how they compare to more comprehensive Web-based support systems where IPPCs are one of several components. In addition, as Web-based support systems require many resources in system development and updating compared to an IPPC, it is interesting to test the effects of these two intervention types compared to usual care.

WebChoice is a Web-based illness management support system based on patient-centered principles and designed to support cancer patients in self-management of their illness, independent of location and time [31]. The purpose of WebChoice is to help cancer patients reduce their symptom distress, improve emotional well-being, and enhance self-efficacy. Results from a previously randomized clinical trial (RCT) that followed 325 breast cancer and prostate cancer patients for 1 year showed that patients with access to WebChoice had significantly reduced symptom distress compared with the usual care control group [18]. Patients in the WebChoice group also had significant within-group improvements in depression during the study period. In addition, the control group experienced significant deterioration in self-efficacy and health-related quality of life during the study. One of the WebChoice features most valued by the study participants, as reported in the previous study, was the opportunity to send e-messages to expert nurses in cancer care, who responded to patients’ questions and concerns within 24 hours [29]. In the RCT described above, WebChoice was offered as a service to patients independent of location and clinical practice. The patients were recruited through advertisements and postal mail. The nurses who answered the e-messages had no treatment responsibilities and did not know the patients. Thus, so far we do not know if similar effects would be achieved if WebChoice or an IPPC were offered as an integrated part of regular care.

As several studies show benefits to Web-based support systems, it is timely to examine the relative contribution of different components of these multicomponent support systems aiming to improve selected outcomes. As cancer patients experience their illness primarily through symptoms, reduction of symptom distress, anxiety, and depression are important indicators of the success of illness management support. Furthermore, there is a...
need to test the effects of Web-based support as a part of regular care.

The aims of the study were therefore to test and compare the effects of (1) an IPPC, (2) the multicomponent WebChoice intervention (including an IPPC), and (3) usual care (control group) on symptom distress, anxiety, and depression (primary outcomes), as well as self-efficacy (secondary outcome) after 6 months of follow-up. In addition, explorative sub-analyses were performed to detect whether the outcomes were associated with the actual use of the interventions. We hypothesized that the WebChoice group compared with the usual care group would have better outcomes than the IPPC group compared with the usual care group. We also hypothesized that both groups would have better outcomes than the usual care group, on both primary and secondary outcomes.

Methods

Subjects and Settings

We conducted an RCT with three groups: two intervention groups (the IPPC service and WebChoice) and a usual care group (clinical trial NCT00971009). Due to slower recruitment than anticipated, we had to stop inclusion after 200 consenting participants, before the calculated sample was obtained. The current paper reports on 167 patients for whom 6-month follow-up data were available at the time this paper was written. These participants were recruited between May 2010 and September 2012.

Inclusion criteria were recent diagnosis of breast cancer treated with surgery, or under treatment with radiation, chemotherapy, hormone therapy, or combinations of those (maximum 12 months after surgery), age over 18 years, able to write/read and speak Norwegian, having access to the Internet at home, and having a public key infrastructure (PKI) solution for secure system access.

Study participants were recruited from three hospitals in Norway—one university hospital and two regional hospitals—at breast diagnostic centers or the ambulatory chemotherapy, radiation, and surgical units. Participants did not receive any incentives for participating in the study.

See Multimedia Appendix 1 for the consent form and Multimedia Appendix 2 for the CONSORT-EHEALTH checklist [32].

Study Procedures

Eligible patients scheduled for surgery or coming in for checkups after surgery or treatment were identified by the study nurses at the hospitals and provided with information about the study. Upon patients’ arrival at the clinic, the study nurses met the patients, provided brief information about the study, and asked if they were interested in participating. If the patients agreed, the nurse informed them about the study’s purpose and procedures and asked for written informed consent. Consenting patients completed baseline questionnaires before randomization.

After completion of baseline questionnaires, patients were randomized according to a pre-defined automated computerized block randomization, with a block size of 42 stratified by site. Due to the content of the interventions, patients could not be blinded to which arm they were randomized.

Patients randomized to the usual care group were followed up as usual at the hospitals where they were treated. Patients who were randomized into the IPPC or WebChoice groups were informed and instructed in the use of the IPPC or WebChoice. They received a printed user manual with instructions for use, how to log on to the system, and an address and phone number to contact for help if needed. The only in-person information given was instructions on how to access the site and how to connect with the study support service if questions occurred. The study nurses showed them where in the user manual they could go to find information about how to access the site and how to connect with the study support service if needed. In addition, the participants were informed that they could use the IPPC or any component of WebChoice as much or as little as they liked and that using the system was entirely voluntary. The IPPC component was the same for both intervention groups.

After being informed about group assignment, the patients were given access to the interventions the same day. They received an automatic welcome message when the system was ready to use. There was an option to be notified by text message or regular email when new messages appeared in the system. Most participants wanted this notification. All participants were sent questionnaires by postal mail at 2, 4, and 6 months after enrolling.

In total, 20 care providers answered questions from patients: a dedicated group of expert nurses (n=11) and physicians (n=6) in breast cancer care, and social workers (n=3) at the hospital where the patients were treated. They were thoroughly trained in administering the IPPC, technically as well as in codes of conduct for online communication with patients. There was a clear schedule for who was responsible for answering patients’ messages. The nurses were frontline and received all messages first. If necessary, they could forward the message to other health care providers. If considered important, information from e-messages could be copied into the medical record and made available for other health care providers. When new questions arrived in the system, the recipient was notified through the hospital’s email system or by text message. The same providers answered e-messages from both the IPPC and WebChoice groups using the same interface. However, they were not entirely blinded to the intervention group assignment because this was sometimes disclosed by patients through the messages. The health care providers had no access to details about how patients used other components of WebChoice. They did not receive any reimbursement or additional dedicated time for answering secure e-messages from the participants.

The study was approved by the Regional Committee for Medical and Health Research Ethics and the Data Security Inspectorate in Norway. Written informed consent was obtained from all participants. All data were submitted to a secure server using an encrypted connection. Patients and health care personnel were authenticated using a public key solution that is currently used by Norwegian banks as a security platform. This means the users’ logon procedure is the same whether they log on to
their online bank or to IPPC/WebChoice. Thus, patients did not need to learn a new procedure.

The system experienced a 9-day period of downtime during the first year due to technical problems at the hospital server that hosted the application. No changes were made to the interventions during the trial period apart from fixing minor bugs. The interventions could be used from different Internet browsers and were independent of Internet connection speed.

**Description of the Two Interventions**

**Internet-Based Patient-Provider Communication Intervention**

The IPPC is a further development of the IPPC component described in a previous study of WebChoice [18,33]. It allows patients to seek help from health care personnel at their treatment hospital. They can ask questions, share experiences with, or get advice from oncology nurses. If needed, the nurse can pass on their question to physicians and social workers (Figure 1). The system has a high security level, where both patients and health care providers log into the system with strong authentication keys. Care providers had access to the patients’ medical records at the hospital. The patient questions were asynchronous and were answered within 2 work days (usually within 1 day).

**WebChoice Intervention (Internet-Based Patient-Provider Communication Included)**

WebChoice was developed in close cooperation with users and health care personnel [31]. After testing the system in an RCT [18], it was refined based on responses from users through questionnaires and focus groups. In addition, a blog feature was included. The WebChoice version tested in the current study targeted breast cancer patients and contained the following components in addition to the IPPC service [34] (Figure 2):

1. An assessment component where patients could monitor their symptoms, problems, and priorities for support along physical, functional, and psychosocial dimensions. From a predefined list, patients could choose symptoms and problems they were experiencing, rate the burden of these, and indicate where they needed help. This information could be used to monitor improvement/deterioration of the condition, indicate when to alert health care personnel, prepare for a hospital/physician consultation, improve patient-provider communication, or obtain immediate access to the self-management advice components described below.

2. An advice component provided illness self-management support. The patients’ self-reported symptoms triggered the display of appropriate self-management activities that patients could choose from to relieve symptoms and problems. The component could also be used without finishing an assessment first. Each choice contained an explanation of what the activity was, how to perform it, potential risks, side effects, contraindications, when to contact a physician, levels of evidence, references to the source of the evidence, and links to other reliable websites for related information. The advice component was updated once a year.

3. An information component where patients had access to other reliable Web sources in Norwegian and English, such as information about tests, treatments and potential side effects, lifestyle suggestions, and information about patients’ legal rights. External links were automatically checked every fourth week to ensure they were still active.

4. A communication component for sharing experiences with other patients. Patients could participate in an online forum group discussion that allowed them to exchange messages anonymously with other patients or use a blog. The forum and blog were monitored by nurses at our research center. The nurses did not participate in the forum or blog but
answered two postings in the forum not answered by the other participants.

5. An electronic diary where patients could keep personal notes.

Figure 2. Screenshot of the WebChoice overview page.

Measures and Data Collection

Overview

The primary outcomes were symptom distress, anxiety, and depression. The secondary outcome was self-efficacy. All outcomes were measured at baseline, 2, 4, and 6 months thorough self-assessed questionnaires sent to participants by postal mail.

Demographic Characteristics

Patients provided information on age, marital status, level of education, employment status, income, and the use of Internet services.

Patient Characteristics

The time of diagnosis and stage of disease were obtained from the medical record. Based on the patients’ tumor (T), node (N), and metastasis (M) classification at the time of diagnosis, the stage of disease was classified into 5 stages (0=ductal carcinoma in situ, to 4=advanced-stage disease) using the TNM Classification of Malignant Tumours of the Union for International Cancer Control guidelines [35].

Comorbidity

Patients completed the Self-Administered Comorbidity Questionnaire (SCQ-19), which evaluated the number of, treatments for, and functional impact of health problems. It includes 16 common comorbidities and three optional conditions [36]. The total SCQ-19 score can range from 0-57 when the three optional items are used. It is a clinical scale, with established validity and reliability [36], for the assessment of comorbidities in patients with chronic medical conditions. A higher total score indicates a more severe comorbidity profile.

Symptom Distress

Symptom distress was measured by using the 32-item Memorial Symptom Assessment Scale (MSAS) [37], which lists physical and psychological symptoms that occur due to cancer or its treatment. For each symptom, patients were asked to indicate whether they had had the symptom during the previous week. If they had experienced the symptom, they were asked to rate its frequency, severity, and distress. Symptom frequency and severity was rated using a 4-point Likert scale. Symptom distress was rated using a 5-point Likert scale. The reliability and validity of the MSAS are well established [37], and MSAS has previously been used in breast cancer populations [38].
scores indicate greater symptom distress. Cronbach alpha coefficient for our sample at baseline was .85.

**Anxiety and Depression**

Anxiety and depression were measured with the Hospital Anxiety and Depression Scale (HADS) [39], a 14-item, self-report measure of psychological distress. The HADS is divided into 2 subscales: anxiety (HADS-A) (7 items) and depression (HADS-D) (7 items). Respondents are asked to indicate which of 4 response options (rated from 0-3; score range, 0-42) comes closest to describing how they have been feeling in the previous week for each item. Scores from 0-7 on the subscales are regarded as being in the normal range; a score of 11 or higher indicates a probable presence of a mood disorder, and a score of 8-10 is suggestive of the presence of the state [40]. The scale is found to perform well in assessing the symptom severity of anxiety disorders and depression in hospital settings, in primary health care and in the general population [41], and has demonstrated acceptable reliability in cancer populations [42]. Cronbach alpha coefficient is reported to vary from .68-.93 for HADS-A, and for HADS-D from .67-.90 [41]. In our sample, Cronbach alpha at baseline was .83 for HADS-A and .76 for HADS-D.

**Self-Efficacy**

Self-efficacy was measured with the Cancer Behavioral Inventory (CBI) version 2.0 [43], a 33-item instrument that measures coping self-efficacy with cancer-related stress on 7 dimensions: (1) maintenance of activity and independence, (2) seeking and understanding medical information, (3) stress management, (4) coping with treatment-related side effects, (5) accepting cancer and maintaining a positive attitude, (6) affective regulation, and (7) seeking support. Responses on 9-point Likert scales ranged from 1 (not at all confident) to 9 (totally confident). Higher scores indicated greater self-efficacy. CBI was used in a previous study testing WebChoice among breast and prostate cancer patients [18] and, according to Merluzzi et al, has good internal consistency with a Cronbach alpha coefficient reported of .94 [43]. Cronbach alpha coefficient for our sample at baseline was .96.

**System Use**

Data on system use were extracted from the user logs on the server. Information was collected on how many times the users had logged on and which components of WebChoice were accessed or used actively.

**Analysis**

**Overview**

Data on baseline characteristics are presented as medians and ranges for continuous variables and as proportions with percentages for categorical data. Differences between users and non-users were analyzed using the chi-square test for pairs of categorical variables. The Mann-Whitney-Wilcoxon test was used for continuous data with skewed distributions.

**Effectiveness**

For analysis of between-group differences in symptom distress, anxiety, and depression (primary outcomes) and self-efficacy (secondary outcome), linear mixed models (LMM) for repeated measures were fitted. A diagonal covariance structure was used to model dependencies among measurements on the same individual at different time points. Models for each outcome consisted of 3 effects: measurement occasion (time), interventions (WebChoice, IPPC, usual care), and the interaction of time and intervention. All measured time points of the outcome variables are considered and the LMM approach therefore adjusts for baseline differences. To test whether potential confounders impacted the results, LMM adjusted for variables such as site, age, marital status, education, time since diagnosis, stage of disease, and comorbidity were fitted. Compared to the unadjusted models, these adjusted models revealed even larger differences in favor of the intervention groups compared to the usual care group. Taking the limited sample size into account and aiming to avoid over fitting, only the results from the unadjusted models are presented. As no statistically significant differences were observed between the study groups on demographic and disease-related factors at baseline, these models were not further adjusted for the possible confounders. The authors are aware that this might underestimate the true differences between the groups. Analyses of primary and secondary outcomes were conducted on an intention-to-treat basis, including all participants in each group, independent of whether they were users or non-users of the interventions. The model parameters are estimated using the classical maximum likelihood approach. No imputation of missing data was necessary or performed, as the LMM uses all data available to estimate the covariance matrix and model the dependencies. The results are presented as P values for the overall effect of the variables when baseline score and all time points are included. Moreover, overall mean differences are presented, that is, the difference between groups adjusted for baseline scores and taking all time points into consideration. Report of overall mean differences was chosen as we were interested in differences between the groups over the entire 6-month period.

**Explorative Sub-Analyses**

In addition, explorative sub-analyses were performed to detect whether the outcomes were associated with the actual use of the interventions. LMM for repeated measures were fitted. Models for each outcome were fitted with three factors: measurement occasion (time), interventions (user/non-user of WebChoice and IPPC), and the interaction of time and intervention. Age was added as a covariate because age is known to be associated with use of Web-based tools [44,45]. Analyses were carried out using SPSS version 18.0. P-values <.05 were considered statistically significant, and all tests were two-sided.

**Results**

**Participation Rates**

The trial flow chart (Figure 3) shows the recruitment and retention at baseline and at 2-, 4- and 6-month follow-up. From May 2010 to September 2012, 522 breast cancer patients were assessed for eligibility. Of these, 138 did not meet the inclusion criteria, mostly due to lack of Internet access, and 176 declined...
to participate. Non-participants were slightly older; the median age among those who did not meet the inclusion criteria was 67 years and among those who declined to participate, 59 years. Frequent reasons given for declining were lack of experience with computers/Internet or that they had too much on their mind related to their illness. The 176 patients who agreed to participate in the study were randomized after filling in baseline questionnaires. Nine patients were excluded due to incomplete baseline data, leaving a sample of 167. During 6 months of follow-up, we had a 14% (23/167) attrition rate. Information on reasons for withdrawal is not available. There was no association between baseline characteristics and those who left the study. At the 6-month measurement, 62% (104/167) answered the questionnaires: WebChoice 62% (40/64), IPPC 57% (25/45), and usual care group 67% (39/58).

Figure 3. Flow of participants throughout the trial.

Baseline Characteristics
There were no statistically significant differences in demographics, disease-related factors, or outcome measures between participants in the three groups at baseline (Table 1).
Table 1. Baseline demographic and illness characteristics (n=167).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>WebChoice (n=64)</th>
<th>IPPC (n=45)</th>
<th>Usual care (n=58)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age in years, median (range)</strong></td>
<td>51 (37-79)</td>
<td>50 (31-66)</td>
<td>53 (36-69)</td>
<td>.21</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.63</td>
</tr>
<tr>
<td>Married/cohabitating</td>
<td>52 (82)</td>
<td>34 (76)</td>
<td>43 (77)</td>
<td></td>
</tr>
<tr>
<td>Single/divorced</td>
<td>11 (18)</td>
<td>11 (24)</td>
<td>13 (23)</td>
<td></td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.29</td>
</tr>
<tr>
<td>Elementary/high school</td>
<td>23 (37)</td>
<td>22 (49)</td>
<td>30 (54)</td>
<td></td>
</tr>
<tr>
<td>University/college ≤4 years</td>
<td>24 (39)</td>
<td>14 (31)</td>
<td>12 (21)</td>
<td></td>
</tr>
<tr>
<td>University/college &gt;4 years</td>
<td>15 (24)</td>
<td>9 (20)</td>
<td>14 (25)</td>
<td></td>
</tr>
<tr>
<td><strong>Household annual income, (NOK) , n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.46</td>
</tr>
<tr>
<td>&lt;400,000</td>
<td>8 (13)</td>
<td>12 (27)</td>
<td>10 (18)</td>
<td></td>
</tr>
<tr>
<td>400,000 to 600,000</td>
<td>14 (23)</td>
<td>9 (20)</td>
<td>18 (32)</td>
<td></td>
</tr>
<tr>
<td>600,000 to 800,000</td>
<td>19 (31)</td>
<td>11 (24)</td>
<td>13 (23)</td>
<td></td>
</tr>
<tr>
<td>&gt;800,000</td>
<td>21 (34)</td>
<td>13 (29)</td>
<td>15 (27)</td>
<td></td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.54</td>
</tr>
<tr>
<td>Full-time/part-time work</td>
<td>21 (33)</td>
<td>18 (41)</td>
<td>14 (26)</td>
<td></td>
</tr>
<tr>
<td>Sick leave/disability benefits</td>
<td>34 (54)</td>
<td>22 (50)</td>
<td>32 (58)</td>
<td></td>
</tr>
<tr>
<td>Retired/other</td>
<td>8 (13)</td>
<td>4 (9)</td>
<td>9 (16)</td>
<td></td>
</tr>
<tr>
<td><strong>Stage of disease, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.53</td>
</tr>
<tr>
<td>0</td>
<td>2 (3)</td>
<td>1 (2)</td>
<td>5 (9)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>24 (38)</td>
<td>21 (47)</td>
<td>26 (45)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>32 (50)</td>
<td>20 (47)</td>
<td>24 (41)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>6 (9)</td>
<td>2 (4)</td>
<td>3 (5)</td>
<td></td>
</tr>
<tr>
<td><strong>Psychosocial factors, median (range)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Symptom distress</td>
<td>.47 (.03-1.49)</td>
<td>.52 (.03-1.76)</td>
<td>.59 (.05-1.86)</td>
<td>.36</td>
</tr>
<tr>
<td>Anxiety</td>
<td>4.0 (0-16)</td>
<td>5.0 (0-17)</td>
<td>4.0 (0-15)</td>
<td>.38</td>
</tr>
<tr>
<td>Depression</td>
<td>1.5 (0-11)</td>
<td>2.0 (0-10)</td>
<td>2.0 (0-14)</td>
<td>.37</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>247 (110-297)</td>
<td>214 (101-297)</td>
<td>238 (102-297)</td>
<td>.11</td>
</tr>
<tr>
<td>Months since diagnosis, median (range)</td>
<td>1 (0-10)</td>
<td>0 (0-9)</td>
<td>1 (0-10)</td>
<td>.16</td>
</tr>
<tr>
<td>Comorbidity, median (range)</td>
<td>2 (0-10)</td>
<td>2 (0-16)</td>
<td>2.0 (0-13)</td>
<td>.51</td>
</tr>
<tr>
<td><strong>Sending/receiving email, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.09</td>
</tr>
<tr>
<td>&gt;1x/week</td>
<td>57 (91)</td>
<td>37 (82)</td>
<td>53 (95)</td>
<td></td>
</tr>
<tr>
<td>≤1x/week</td>
<td>2 (3)</td>
<td>6 (13)</td>
<td>3 (5)</td>
<td></td>
</tr>
<tr>
<td>≤1x/month</td>
<td>4 (6)</td>
<td>2 (4)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>Reading information on Internet, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.28</td>
</tr>
<tr>
<td>&gt;1x/week</td>
<td>54 (87)</td>
<td>36 (80)</td>
<td>43 (78)</td>
<td></td>
</tr>
<tr>
<td>≤1x/week</td>
<td>3 (5)</td>
<td>2 (4)</td>
<td>7 (13)</td>
<td></td>
</tr>
<tr>
<td>≤1x/month</td>
<td>5 (8)</td>
<td>7 (16)</td>
<td>5 (9)</td>
<td></td>
</tr>
<tr>
<td><strong>Participation in social media/groups, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.67</td>
</tr>
<tr>
<td>&gt;1x/week</td>
<td>28 (45)</td>
<td>18 (40)</td>
<td>20 (36)</td>
<td></td>
</tr>
<tr>
<td>≤1x/week</td>
<td>7 (11)</td>
<td>9 (20)</td>
<td>8 (15)</td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>27 (44)</td>
<td>18 (40)</td>
<td>27 (49)</td>
<td></td>
</tr>
</tbody>
</table>
Effectiveness

Figure 4 and Table 2 provide the patients’ self-reported scores for the primary outcomes of symptom distress, anxiety, and depression. When measurements at all four time points were included in the model, the WebChoice group reported significantly lower symptom distress over time (mean difference -0.16, 95% CI -0.25 to -0.06, \( P = .001 \)), anxiety (mean difference -0.79, 95% CI -1.49 to -0.09, \( P = .03 \)), and depression (mean difference -0.79, 95% CI 1.18 to -0.05, \( P = .03 \)) compared with the usual care group. Over time, the IPPC group had significantly lower depression scores compared with the usual care group (mean difference -0.69, 95% CI -1.32 to -0.05, \( P = .03 \)), but no differences were observed for symptom distress or anxiety. Time by condition interactions was examined, but no significant results detected. There were no statistically significant differences over time between the two intervention groups on symptom distress, anxiety, and depression (data not shown).

The WebChoice group tended to score higher than the usual care group on self-efficacy (secondary outcome) over time (mean difference 8.81, 95% CI -0.92 to 18.53, \( P = .08 \)) (Table 2 and Figure 4). No statistically significant differences were found over time between the IPPC group and the usual care group on self-efficacy.

Table 2. Effect of IPPC (n=45) and WebChoice (n=64) compared with the usual care group (n=58) on outcome variables: summary of basic mixed models.

<table>
<thead>
<tr>
<th></th>
<th>WebChoice</th>
<th>IPPC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean diff( ^a )</td>
<td>95% CI</td>
</tr>
<tr>
<td>MSAS total</td>
<td>-0.16</td>
<td>-0.25 to -0.06</td>
</tr>
<tr>
<td>HADS-A</td>
<td>-0.79</td>
<td>-1.49 to -0.09</td>
</tr>
<tr>
<td>HADS-D</td>
<td>-0.61</td>
<td>-1.18 to -0.05</td>
</tr>
<tr>
<td>CBI</td>
<td>8.81</td>
<td>-0.92 to 18.53</td>
</tr>
</tbody>
</table>

\( ^{a}\)Based on estimated marginal means. Analyses adjusted for baseline scores.
Figure 4. Estimated marginal means of (A) symptom distress (MSAS Total), (B) anxiety (HADS Anxiety), (C) depression (HADS Depression), and (D) self-efficacy (CBI Total) for the usual care group (n=58), the IPPC group (n=45), and the WebChoice group (n=64).

System Use

In accordance with the CONSORT-EHEALTH checklist [32], we analyzed the use of IPPC and WebChoice among those who had access to the applications. Among those randomized to the IPPC, 40% (18/45) sent at least an e-message and were defined as users (Table 3). In the WebChoice group, 77% (49/64) logged on at least once during the 6 months, and 39% (25/64) sent e-messages. We defined the two-thirds (41/64) who accessed WebChoice more than once as users. We required patients to log in at least twice before we defined them as users because patients who logged in only once may have read only the welcome message and never actually used the system. The users logged on a median 7 times (range 2-41).

Table 3 shows the use of the IPPC and the usage of different components in WebChoice among the users. Of the WebChoice users, 61% (25/41) sent e-messages, 20% (8/41) posted in the discussion forum, and 37% (15/41) posted their own blogs. However, patients visited the IPPC, forum, and blog more often to read information without submitting their own postings. Reading of other blogs was the component most highly accessed (total 684; range 0-58, median 14). The advice components were also highly accessed (total 317; range 0-62; median 5).

The IPPC messages were mainly answered by nurses within their regular working hours. Of the 153 messages sent by the respondents, 22% (33/153) were passed on to and answered by physicians. Only one message was passed on to social workers.
Patient questions posed through the IPPC were always answered via secure e-messages. In a few instances, the nurses informed the patient that they could contact her by phone to discuss issues voiced in the message. Time spent on answering messages was not measured. However, there were no indications that the nurses or physician felt the e-message answering task had been too time consuming for them during the study.

There were no differences between users and non-users in either intervention group on any demographic or disease-related variables.

Table 3. Usage of components in WebChoice (n=41) and IPPC (n=18) over 6 months of access.

<table>
<thead>
<tr>
<th>Components</th>
<th>Users WebChoice (n=41)</th>
<th>Users IPPC (n=18)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Times accessed</td>
<td>Times accessed</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>IQR</td>
</tr>
<tr>
<td>Total visits</td>
<td>7</td>
<td>11</td>
</tr>
<tr>
<td>E-messages sent</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Total e-messages visits</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>Assessments</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Assessment visits</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Advice views</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>Information section visits</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Posts in forum</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Forum visits</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Posts in blog</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>View of others’ blogs</td>
<td>14</td>
<td>19</td>
</tr>
<tr>
<td>Diary notes</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Diary visits</td>
<td>3</td>
<td>6</td>
</tr>
</tbody>
</table>

*aIQR=intequartile range.

Exploratory Analysis: Effect of System Use on Outcomes

No differences were detected between users and non-users of WebChoice or IPPC on symptom distress, depression, or self-efficacy (data not shown). The users of the IPPC had significantly lower scores on anxiety compared with the non-users (mean difference -1.28, 95% CI -2.54 to -0.01, \( P=0.047 \)). No such differences between users and non-users were observed in the WebChoice group (data not shown).

Discussion

Principal Results

The current effectiveness study demonstrates that access to the multicomponent Web-based support system WebChoice for 6 months, among women with breast cancer within the first year after diagnosis, reduced symptom distress and levels of anxiety and depression scores. A tendency towards increased self-efficacy could also be detected for the WebChoice group. This is promising given three diverse practice settings in regular care. Also noteworthy is the finding that access to an IPPC alone reduced depression scores. These results support the hypothesis of the WebChoice group having better outcomes than the IPPC group in symptom distress and anxiety, compared to the usual care group. The IPPC group had a similar effect on reduction of depression as WebChoice, however, and the WebChoice group did not have better self-efficacy than the IPPC group compared to usual care.

Our findings are in line with previous research showing that Web-based support systems in cancer populations can decrease depression and anxiety scores [17] and reduce symptom distress [18,19]. The reported effects in our study were detected despite a smaller sample size than initially calculated. However, in this study participants were more homogenous compared with the previously published study [18] that included both women with breast cancer and men with prostate cancer. In addition, the previous study included patients with recurrence of disease and metastasis, and patients were included independent of time since diagnosis (mean time since diagnosis 2.2 years), whereas patients in our study were included within the first year after diagnosis (median time since diagnosis 1 month).

One possible explanation for our significant results might be that both WebChoice and IPPC might meet unmet needs reported by cancer patients, such as needs within the communication, information, psychosocial, psychological, and supportive care domains, generally highest during the treatment phase [46]. WebChoice allows patients to monitor their psychological, psychosocial, and physical symptoms and also get individually tailored information and support on how to manage their symptoms through the advice component. The information component can offer educational information through access to other reliable Web sources. Through
WebChoice, patients are also able to read the information repeatedly when it suits them. Other studies suggest that Web-based information sources are used for different purposes [47] and that it can be easier to address sensitive information through email service than in personal encounters with health care professionals [25]. Offering self-management interventions in this early phase might be especially helpful. The need for early interventions was also supported by a study of an IPPC service similar to the one in the current study, where the need for such a service was described as being most prominent during the first phase after discharge from hospital [25].

Our results indicating that the IPPC reduced depression scores are especially promising, as depression is one of the most debilitating symptoms people can have and is highly prevalent among cancer patients [48,49]. This result was detected despite respondents being recruited from different settings with variations in organization of care, which holds promise for IPPCs as effective interventions for reduction of depression scores among breast cancer patients across settings.

The IPPC’s ability to reduce depression scores might relate to indications that patients with higher scores of depression, in addition to higher symptom distress and low social support, are high users of the IPPC service in WebChoice [47]. As such, the IPPC is an intervention that is used by those with high illness burden, a group with high needs, and potential for improvement. The median baseline scores of both anxiety and depression were below the defined cut-off scores of 8, which is predictive for presence of anxiety and depression [40,41]. However, reduction of scores indicates that people are feeling better. Our limited sample size did not allow analyses on how the intervention affected the individuals who had scores of 8 or more.

Whether the differences in effects of the IPPC and WebChoice are related to the additional features contained in WebChoice is not clear. The IPPC feature might be used differently in the two groups, and as such we were not able to fully disentangle the effect of the IPPC feature. The patients would have had to be allocated to separate conditions in order to test different features. However, as in the IPPC group where 40% (45/115) sent e-messages, 39% (25/64) in the WebChoice group sent e-messages, suggesting that interest in using this component is the same, independent of other features available.

Use and Relation to Effects

Use was not connected to the observed effects on symptom distress and depression in the current study. Similar results were observed in the previous study of WebChoice [18]. The findings that IPPC users had significantly lower scores on anxiety ($P=0.047$) than the non-users must be interpreted with caution. The groups compared were small (18 users and 27 non-users), and thus the finding might be spurious. WebChoice is an illness management support system designed to support cancer patients in self-management of their illness. The system offers different components, so participants can use what they prefer without any push to use the system. Our findings of positive effects in the study despite user frequencies of just 64% (WebChoice) and 40% (IPPC) might relate to the psychological effects of the sheer possibility of using the system when needed. Interviews with non-users of a similar IPPC revealed that even if they did not use the system, they liked having the possibility [50]. The assurance that someone is available and can answer the questions important to a patient may contribute to the effects observed on depression in the current study. The opportunity to get the information needed for self-management of symptoms and problems, independent of time and location, might also contribute to the other findings of reduced symptom distress and anxiety.

Limitations

Several limitations need to be addressed. The first limitation concerns the small sample size. A larger sample would have increased the validity of the study but would also have prolonged the time needed for recruitment. In the recruitment process, most of the potential participants were approached. However, only a third of those approached were included. Lack of access to Internet, the most frequent reason for not meeting the inclusion criteria, was reported by 19% (98/522) of those approached. Among those who were eligible, a frequent reason given for declining participation was that patients judged their computer and Internet skills as poor. One way to increase the participation rates might be to offer a demonstration of the interventions at the time of inclusion.

A smaller sample size than initially calculated and the attrition rate during the study reduced statistical power for our analyses. Because we had to stop inclusion of participants before the a priori calculated sample was obtained, block randomization led to different sample sizes in the three groups, with the least participants in the IPPC group. The project was also subject to high attrition during the study, which is not uncommon in studies of eHealth interventions [51]. In addition, the IPPC group had the lowest number of completers of questionnaires at 6 months. Our analysis should thus be interpreted with caution, and additional research is needed to confirm our results.

Another limitation relates to low use of the interventions. The analyses of the intervention groups compared to the usual care group therefore compare the effects of a little used intervention. However, as the effects were detected through intention to treat analysis, the effect might be connected to the option and possibility of using the system, not necessarily to actual use. Our post hoc analyses of usage and its relation to outcomes were based on a smaller sample, comparing users and non-users, and must be viewed as an exploratory analysis only.

Interventions such as WebChoice, which offer components where people interact with each other (forum and blog), need a critical mass in order to be fully utilized. A study period of 6 months, an inclusion period of nearly 2.5 years, and the three-armed study design resulted in few participants receiving the WebChoice intervention simultaneously. This could be an explanation for low use of the discussion forum in this study.

Patients included in the study were younger (median age 52) than those who were excluded (median age 67) or who declined to participate (median age 59). In addition, the participants had higher education levels than the average level of education in Norway, suggesting that they were not representative of all age and educational groups among breast cancer patients. This, together with the small sample size, rate of declining...
participation, and the attrition from the study likely lowers the
generalizability of the findings. On the other hand, the patients
were recruited from three different hospitals across the country,
which increased generalizability of findings across practice
settings. Finally, nearly 50% of the participants were included
right after the time of diagnosis. However, the other half was
included at 1-10 months after diagnosis. As such, they were in
different phases in their treatments and experienced different
side effects at the time of questionnaire completion. This might
have influenced the symptoms reported on the MSAS and
HADS. On the other hand, this variability might strengthen our
results.

Implications
This study illustrates the feasibility of offering parts of
Web-based support systems in regular care, as the IPPC
components were answered by nurses/physicians at the hospital
where the patients were treated, providing the patients with easy
access to the expertise, without a face-to-face appointment. The
IPPC service, with its ability to reduce depression scores, will
be an important component to integrate in Web-based support
systems and can also be offered as a standalone system.

The integration of Web-based support into clinical practice will
require some changes, and changing routines in care is challeng[52-54]. There are reports of skepticism among care
providers about use of IPPCs in routine care [55,56]. Some
health care providers have expressed concerns that the use of
e-messages might disrupt existing workflows and increase
workloads [55]. Patients, however, expect to be able to
communicate with their health care providers through e-messages [27,55,57], and integration of the IPPC (as a
standalone service or as part of multicomponent support systems) does not require a huge change in health care routines.
In this study, only a few nurses and physicians were trained to
answer the IPPC. The number of e-messages in the study was
moderate and most were answered by nurses, during their
regular working hours. As such, the IPPC did not interfere with
the workflow of the entire staff, and the number of e-messages
was reported as manageable. The nurses answering the IPPC
performed their new task during regular working hours, without
any incentives. This indicates that it is feasible to implement
IPPCs in regular care and that the service can be managed and
answered by nurses. If clinicians recognize Web-based support
as effective and easy-to-access resources for their patients’
self-management support and outcomes, they might be more
receptive to these types of interventions or added service options
[58].

In the current study, the e-messages were primarily answered
by nurses and passed on to physicians only if needed, which
indicates that the IPPC can successfully be managed by nurses
on the front line. Nurses are described as having a holistic
approach to patients, focusing on emotional issues, consequences
of disease, and illness information [59]. They are thus well
equipped to answer questions and concerns and are reported to
be sensitive to and able to respond to patients’ emotions
expressed through e-messages [60].

WebChoice, with all its features, had added effects compared
with the IPPC alone. However, development and updating of
systems such as WebChoice require far more resources than an
IPPC service alone. Furthermore, IPPCs can be used for different
patient groups independent of diagnosis, as the patient and
provider are the ones who create the content.

Further Research
An aspect that remains to be tested is whether Web-based
support systems are more effective when health care personnel
with treatment responsibilities for the patients answer messages
within the system, rather than health care personnel without this
knowledge (patients can send e-messages anonymously). To
obtain a deeper understanding of experience with the use of
IPPC in routine care, we are currently interviewing nurses and
physicians who have answered e-messages in this study. This
experience is important to guide the implementation processes
in the future. In addition, as most studies report on services
between patients and physicians, more research is needed to
test similar services managed by nurses. Finally, the positive
effects on patients’ outcomes, despite moderate user frequencies
and almost no differences detected between users and non-users,
calls for further research examining how the psychological effect
of simply having access to information and support might impact
outcomes.

Conclusions
In spite of the practice variations at three different hospitals,
and moderate use of the IPPC service and WebChoice by study
patients, our preliminary results suggest that offering Web-based
support as a part of regular practice can be a powerful tool to
help patients manage their illness. Our finding that the
nurse-administered IPPC alone significantly reduced depression,
a highly debilitating symptom, is particularly promising, as an
IPPC can be implemented in different settings. However, the
multicomponent support system, WebChoice, had additional
positive effects on reducing anxiety symptoms and symptom
distress.
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Abstract

Evidence supporting the efficacy of behavioral interventions based on principles of cognitive behavioral therapies has spurred interest in translating these interventions for delivery via the Internet. However, the benefits of this dissemination method cannot be realized unless the translated interventions are as effective as possible. We describe a challenge that must be overcome to ensure this occurs—Internet interventions must retain therapeutic components and processes underlying the success of face-to-face interventions on which they are based. These components and processes vary in the ease with which they can be translated to the online environment. Moreover, some are subtle and may be overlooked, despite being recognized as essential to the success of face-to-face interventions. We provide preliminary guidance for retaining critical therapeutic components and processes in the translation process, using Pain Coping Skills Training for osteoarthritis pain to illustrate methods. Directions for future research are also discussed.
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Introduction

Interest in developing and disseminating effective behavioral interventions is driven by the critical role behavior plays in the most prevalent physical and mental health problems in the United States and elsewhere [1,2]. Empirical support for the efficacy of behavioral interventions has been shown in research focused on disease prevention (eg, seeking to increase health promoting behaviors or to decrease health-damaging behaviors [3-6]) as well as research focused on helping people manage symptoms of diagnosed physical and mental health problems (eg, persistent pain or depression [7-10]). For example, studies of behavioral approaches to treating persistent musculoskeletal pain, cancer pain, and other types of persistent pain are yielding growing evidence for the efficacy of interventions based on cognitive behavioral therapies (CBT; eg, [9,11-13])—the most commonly researched and used psychotherapeutic approach [10]. Increasing awareness of the individual and public health risks associated with pharmacologic treatments for persistent pain [14,15] may add impetus to efforts to develop evidence-based behavioral pain treatments.

Despite the growing number of empirically supported behavioral interventions, only a small proportion of people who could benefit from them are currently able to access them. Barriers that limit access to these interventions are often interrelated and...
include difficulties integrating them into clinical care (eg, due to reimbursement problems or misconceptions held by health care providers about their efficacy or ideal use), the lack of available therapists in some geographic regions, the substantial time and resources needed to deliver them, the shortage of qualified therapists, and the need for people to travel to in-person sessions held at a set time [16,17].

As noted by a number of researchers [18-20], these and other barriers can be addressed by translating effective interventions for dissemination via the Internet, using interactive technologies that allow people to access them through home computers and mobile computing platforms. Internet interventions address the needs of people unable or unwilling to attend in-person treatment sessions (eg, because they are too busy, live in a remote area, lack transportation or other resources, have physical disabilities, dislike individual or group therapies, or are concerned about privacy or stigma). These individuals can complete these interventions at home, at their own pace, with access unlimited by time or day, reviewing information as often as they like. By eliminating the need for in-person meetings, Internet interventions also address barriers related to the substantial time and resources needed to deliver interventions in a face-to-face setting.

However, fully realizing these benefits requires that both interventions be efficacious. Evidence shows that Internet interventions can produce effect sizes comparable to effects of face-to-face interventions [21-25] or other forms of treatment, including medications [26]. Yet, their effects can also be disappointing even in studies that are relatively strong methodologically (eg, [27-29]). Small effect sizes suggest room for improvement, as do generally high attrition rates. One fundamental problem that may contribute to insufficient efficacy involves the extent to which Internet interventions maintain the integrity of the face-to-face interventions on which they are based. Some key components and processes of CBT-based therapies have been widely studied (eg, ways to increase self-efficacy for engaging in a behavior [30-32]). Others are less well understood (eg, subtleties in the ways that well-trained therapists interact with participants to increase engagement in intervention activities). Consequently, some of these components and processes will be more difficult than others to reproduce online. The goals of this paper are to highlight the importance of ensuring that critical therapeutic components are present and therapeutic processes are engaged when translating face-to-face interventions for Internet delivery, to provide preliminary guidance for doing so, and to describe directions for future research to support this effort.

CBT-based interventions share the assumption that people’s behavioral and emotional responses are determined not solely by objective features of the world (eg, lack of reinforcement for remaining active), but rather by how people construe them; that is, their cognitive appraisals. Therapeutic components and processes of these interventions and typical methods through which they are delivered in face-to-face interventions arise from this assumption. Accordingly, these interventions typically teach participants to use skills for identifying, reality testing, and changing maladaptive cognitions (eg, beliefs, expectations, attributions) and behaviors (eg, a sedentary lifestyle, fearful avoidance of activities they are capable of doing) that contribute to current physical or psychological symptoms or increase risk for future symptoms [33,34].

In this discussion, we will use Pain Coping Skills Training (PCST) for osteoarthritis (OA) pain [35] as a case study to illustrate methods for translating a face-to-face CBT-based intervention for delivery as an Internet-based program. PCST is most often presented by a trained therapist in an individual or group setting over the course of 10-12 weeks. The skills taught in PCST have been shown to reduce pain and disability caused by OA, cancer, and other disorders [36-41]. They target cognitions involving pain catastrophizing (exaggerated negative beliefs about pain [42]) and behaviors involving learned, maladaptive responses to pain such as spending excessive time reclining. For example, people with persistent pain engaging in PCST learn how to pace physical activities so as to gradually increase their activity and return to activities they found meaningful and enjoyable (called “activity pacing” or “activity-rest cycling” [43,44]).

Translating Face-to-Face Cognitive Behavioral Interventions for Internet Delivery

Overview
This section summarizes important therapeutic components and processes in CBT-based interventions, as they are applied in PCST, describes methods used to engage them in face-to-face PCST, and explains our methods for maintaining their integrity when translating PCST to an Internet intervention called PainCOACH. Rather than providing an exhaustive list of all possible methods, our intent is to offer a case study and to encourage research to guide development of best practices for future translation efforts. We begin by summarizing the structure of the PainCOACH program and our general translation approach and then discuss decisions we made about how to implement specific therapeutic components and processes of face-to-face PCST in the online environment.

PainCOACH Structure
PainCOACH is an automated program (ie, it does not include therapist contact) that includes eight 35- to 45-minute training sessions, each teaching a cognitive or behavioral coping skill drawn from face-to-face PCST. Participants complete one session per week over 8 weeks. Session 1 starts with an overview of the PainCOACH program, PCST, and the intervention’s therapeutic rationale (a simplified version of gate control theory) [45]. This overview is followed by training in the first pain coping skill: progressive muscle relaxation. Sessions 2-7 teach, respectively, brief relaxation skills (ie, “mini-practices”), activity-rest cycling, pleasant activity scheduling, cognitive restructuring (“coping thoughts”), pleasant imagery, and problem solving. The eighth session consolidates learning and teaches strategies for long-term skill use. Between sessions, participants are asked to practice their newly learned skill and any skills they learned in past sessions.
The program also includes supplementary modules to enhance engagement and facilitate practice. One of these modules (COACHtrack) allows participants to self-monitor their progress by reviewing and changing practice goals, recording practices and “coping confidence” (self-efficacy), viewing graphic summaries of progress over time, and managing automated practice reminders. A second module (COACHchat) allows participants to read about others’ experiences using the pain coping skills and to submit descriptions of their own experiences. COACHchat was designed to provide some of the benefits of observational learning [46] that people get in face-to-face PCST when it is provided in small groups. Finally, the program includes a module (MyCOACH) that provides information about the program, the study team, and actions to take in a medical or mental health emergency.

The PainCOACH home page (Figure 1) provides a portal to these modules, the training sessions, and other program features. One additional feature on the home page is a “toolbox” icon that appears next to each session once it has been completed. Selecting the toolbox gives participants easy access to segments of completed training sessions they might like to review. The home page also displays reminders and encouraging messages as well as badges participants earn by completing training sessions and selected tasks (eg, practicing skills, or reading or posting experiences in COACHchat).

The modules, sessions, and features are controlled by a programming component that applies an “expert systems” approach [47]. That is, it pairs decision rules (in the form of tailoring algorithms) with a knowledge database to simulate the behavior and judgment of an expert—in this case, a highly trained therapist experienced in delivering face-to-face PCST. The decision rules customize (tailor) participants’ experience in the program based on their responses and progress through the program. Examples of tailoring are provided in the next section.

The program was developed using standard usability guidelines [48], to ensure that it would be easy to use and appropriate for a diverse population (eg, consistency in screen design and navigation, easy-to-read text, understandable language). Usability was also enhanced by ensuring that each of PainCOACH’s eight sessions share a similar structure. Briefly, sessions begin with a review of practice completed in the prior week (except in session 1, where this segment is replaced by the introduction). Next, a new skill is introduced and participants are given the chance to try it and to evaluate their experience. After tailored feedback and remediation are provided, participants are reminded of the importance of practicing learned skills. They are taught strategies for prompting the practice of each new skill in the coming week. Sessions end with a reminder to complete the subsequent session in a week and to use COACHtrack and COACHchat.

Figure 1. PainCOACH Home Page.

Translation Approach
Our challenge was to translate a highly interactive, collaborative face-to-face intervention to an automated Internet intervention, using technology to detect and address problems that would normally be handled by a trained therapist. For instance, in a face-to-face setting a therapist can monitor participants’ verbal and non-verbal cues for signs that they do not understand or agree with information being communicated—problems that would reduce the efficacy of the intervention. Our task was facilitated by the fact that we began with a well-characterized intervention. In addition, we relied on specialized clinical expertise to ensure that activities participants completed in PainCOACH were as likely as possible to have the same therapeutic effects as activities they would complete in face-to-face PCST; our development team included 4 clinical psychologists with over 90 years of combined experience delivering face-to-face PCST and similar therapies—our expert therapists. Discussion of our translation process highlights some of the critical guidance they provided.

Translation began with screen-by-screen plans laying out the PainCOACH program’s content and function, based on content from materials and scripts used in face-to-face PCST sessions. To ensure that participants would not only learn about skills, but also master how to use them, these initial plans were guided by principles of Social Cognitive Theory [46,49], adult learning [50,51], and multimedia instruction [52]. For instance, this body of literature led us to include simple interactive exercises to enhance mastery of new skills, persuasive arguments regarding participants’ ability to engage in target behaviors (social persuasion), and social modeling. With respect to the latter, we supplemented educational content with information presented by “characters”; that is, actors (an African American man, a
Latina woman, and a white woman) selected to represent average members of our population in terms of their physical appearance and age. Each was given a name and persona that carried throughout the program. They reinforced main points and modeled use of skills in daily life, including barriers to using skills and ways to overcome those barriers.

The development team then met to refine the initial plans, discussing intervention components or processes that posed special challenges for translation. A primary focus of these discussions was to develop solutions that ensured the program would engage therapeutic components and processes present in face-to-face PCST, as shown in Table 1, column A. In most cases our solutions represented our expert therapists’ clinical judgment because there is currently little empirical evidence to guide these kinds of decisions. We incorporated our expert therapists’ knowledge and experience into the PainCOACH program through its content libraries and “expert systems” tailoring algorithms, described above. At times, we tried to ensure the user experience would be consistent with features of face-to-face PCST (eg, in terms of the information and feedback provided, how it was worded, training techniques, and decision rules) [47]. At other times more adaptation was needed. We describe informative examples in the next section.

Translating Intervention Content

As shown in Table 1, column A, the first therapeutic component of PCST (and other CBT-based interventions) involves providing participants with relevant knowledge. In PCST, this knowledge begins with a plausible therapeutic rationale [53] explaining the causal link between use of pain coping skills and the ability to attain positive, desired outcomes (eg, reduced pain). The rationale provides a framework for learning skills and promotes a sense of control and positive outcome expectancies, leading to better treatment outcomes [54,55].

For PCST, the rationale uses a simplified description of Melzack and Wall’s [45] gate control theory to explain how behaviors, cognitions, and emotional responses can affect the experience of pain [53]. Additional knowledge provided in face-to-face PCST sessions focuses on explaining the skills, and providing written materials and graphics to illustrate concepts and reinforce learning.

One goal of translating this educational content to PainCOACH was to enrich it with multimedia capabilities of the online environment. Guided by usability guidelines as well as principles of adult learning [50,51] and multimedia instruction [52], animation and graphics were strategically incorporated to draw attention to key points, and simple interactive exercises were used to support learning and engagement. Participants controlled the pace of learning by using simple buttons (eg, “next” or “back”) to advance through screens that presented “chunks” of related information. In addition, research on relational agents and participant input led us to attempt to increase engagement, accountability, and adherence by minimizing onscreen text and instead having a female virtual Coach [56,57] guide participants through the PainCOACH program. An audio track of the Coach’s voice runs throughout the program. She greets participants at the beginning of each session and provides verbal instruction, feedback, and encouragement throughout the session. Her manner is conversational, empathetic, and warm. Pedagogical agents with these kinds of characteristics can promote better learning by cueing people to respond as if they are engaging in a social interaction, in turn promoting social bonding and greater motivation and cognitive processing [58-60]. All audio and onscreen text used simple, conversational language.

During the translation process, our team’s expert therapists identified the concepts or skills participants were most likely to have concerns about. Rather than having concerns linger and interfere with learning, screens addressing common concerns are used in key places throughout the program. In some places they are presented on buttons participants can press to get more information, and the responses they get are presented using language trained therapists would use in face-to-face PCST. Alternatively, in some parts of the program we addressed common concerns by having our “characters” provide social persuasion and modeling. For instance, if our team’s expert therapists indicated that some participants question the value of a particular skill, we might have a character appear onscreen talking about how he questioned its value but then tried it and found it to be helpful (eg, “I didn’t think this would work for me, but I decided to give it a try…”). Of course, it is possible that some participants will have concerns we did not anticipate and address; this is a downside of an automated program.

However, because we were guided by therapists with considerable experience delivering PCST, we were confident we had covered the most common concerns that could interfere with learning.

One skill, cognitive restructuring, involves teaching participants to recognize and challenge overly negative thoughts that affect their pain. It presented a challenge to translate to PainCOACH because it is relatively abstract and therefore potentially difficult for participants to understand and apply. We addressed this challenge, in part, by breaking education about this skill into two sessions. First we introduced the concept of “unhelpful automatic thoughts” with animated examples and social modeling to show examples in the context of daily life. Then participants were asked to use a worksheet (provided in a printed program workbook) to track their unhelpful automatic thoughts, the situations in which they occurred, and any emotional and physical consequences they noticed in the coming week. We reasoned that completing this homework and receiving feedback on these initial experiences would set the stage for the next session’s training in how to reduce unhelpful automatic thoughts using “coping thoughts” (ie, cognitive restructuring), which included interactive exercises that helped participants apply this new educational material to experiences they had tracked in their prior week’s homework.

It is important to note that education alone is not sufficient for ensuring mastery of pain coping skills, nor is it sufficient for ensuring that participants can use the skills appropriately and consistently in daily life. Rather, education is part of a more comprehensive training approach. One distinctive feature of PCST, as with CBT-based interventions in general, is that face-to-face training is delivered in sessions that are highly collaborative (the second therapeutic component in Table 1, column A). Therapists use a variety of methods to help
participants master new skills and to increase their motivation to use them regularly in daily life—a necessity if the skills are to have a positive influence on health and well-being.

Some methods therapists use to achieve these goals in face-to-face PCST are summarized in Table 1, column B, and examples of ways this component was implemented in PainCOACH are summarized in column C. For instance, therapists use behavioral rehearsal to help participants develop a first-hand understanding of how it feels to use a skill effectively. They typically model a new skill, guide participants as they complete experiential exercises (eg, role play, guided discovery, behavioral experiments), observe participants’ performance to ensure adequate learning, and provide corrective feedback and encouragement. These exercises help participants build proficiency and self-efficacy for using the skills [49] and reinforce positive outcome expectancies, in turn increasing the probability they will have positive experiences that increase their motivation to use the skills.

One example of how collaborative skills training was translated to PainCOACH is a process we referred to as “unpacking” a participant’s experience with using a new skill. Unpacking is a process through which participants learn to be aware of their emotional, cognitive, and behavioral responses to practicing a skill—how and where they are doing it, how it makes them feel, which aspects of the practice worked well or poorly, and how they might alter their practice to be more effective in the future. Its goal is to help them understand and benefit from practice. In a face-to-face PCST, the therapist would ask a series of questions to highlight features of the practice experience (eg, “what changes did you notice in your body or in what you were feeling or thinking while you practiced?”), monitoring participants’ verbal and nonverbal responses to address unspoken thoughts, concerns, or questions. These activities help participants recognize and appreciate positive experiences during practice. They also build participants’ self-efficacy for recognizing and solving problems that lead to negative experiences that can reduce motivation to use skills. In sum, unpacking is complex and subtle yet critical for learning and, ultimately, behavior change. We believe this important process is likely to be overlooked in unguided Internet interventions and that it is likely to be used insufficiently in guided Internet interventions that include minimal therapist contact [61], or when the therapist role is enacted by individuals who are not trained therapists.

For PainCOACH, we developed an interactive unpacking exercise that participants completed after practicing selected skills. For instance, participants were educated about progressive muscle relaxation in Session 1, then followed the Coach’s audio instructions to try the skill. After they finished the practice, the Coach walked them through the unpacking exercise. The first step in the unpacking exercise was designed to address a challenge that the team’s expert therapists alerted us to—participants do not always notice or pay attention to sensations and other experiences they have when they first practice a new skill. This kind of self-examination is new and unfamiliar to most participants. Consequently, we chose to have our three characters model this process. Specifically, the Coach introduced the idea that people have different experiences when they try progressive muscle relaxation and then explained to participants that they could hear the characters describe their first experience with progressive muscle relaxation by selecting each character’s picture. The characters’ responses were designed to model how a person would notice and describe common positive or negative experiences with progressive muscle relaxation: William mentioned a common physical sensation (legs feeling heavy, like they were sinking into his chair), Linda noted a sense of calm that lasted even after the practice ended, and Patricia discussed being distracted by her thoughts before realizing she could put her worries aside for a while to focus on relaxing (modeling a solution).

The next step in the unpacking exercise was to allow participants to report their own experiences and receive feedback from the Coach. Continuing the session without having the Coach ask about and respond appropriately to participants’ experiences would frustrate those who had negative experiences (eg, because the Coach did not understand their problems and demonstrate concern about their learning) while missing an important opportunity to reinforce positive experiences. A responsive “dialogue” between the Coach and participants was important for building the working alliance so critical to CBT-based therapies. In order to implement this dialogue, PainCOACH’s expert system needed information that could be used to tailor the Coach’s response. We chose a simple interactive exercise to get this information. The Coach asked participants what they had experienced during their practice, and they responded by dragging and dropping boxes labeled “more of this”, “less of this”, and “no change in this” into boxes labeled with positive and negative experiences commonly reported by participants in face-to-face PCST. Thus, a participant might report a relatively positive experience by reporting increases in feeling relaxed, happy, and clear-headed and decreases in pain, stiffness, and muscle tension, with no change in other phenomena. Another participant might report a relatively negative experience, such as increases in feeling fidgety and sleepy, with no decrease in muscle tension. Participants’ responses were used by the tailoring algorithm to provide appropriate feedback (eg, reinforcing positive experiences or normalizing and addressing negative experiences). Finally, the unpacking exercise ended with the Coach introducing a list of common concerns and problems that participants could select to get reassurance, normalization, and tips on how to resolve them. The goal was to resolve those that could reduce participants’ motivation or self-efficacy for using the skill. All of these steps in the PainCOACH unpacking exercise were evaluated in user testing, as described below, to ensure they were intuitive to use and made participants feel understood and supported.

The third therapeutic component of PCST (shown in Table 1, Column A) involves self-monitoring. Participants are taught to recognize pain-relevant patterns of behavior, emotions, and cognitions in their daily life. In face-to-face PCST, therapists provide worksheets to facilitate self-monitoring and discussion, in turn helping participants recognize when and how to use pain coping skills (see column B). As summarized in column C, we implemented self-monitoring in PainCOACH by having the Coach teach participants to complete worksheets (provided in a printed program workbook), illustrating this task with animated
graphics, then having participants complete interactive exercises to learn how to recognize their own maladaptive behaviors, emotions, and cognitions and the situations in which they occur.

The next therapeutic component of PCST (the fourth component in Table 1, Column A) helps ensure that participants are able to use skills appropriately and stay motivated to do so over time. This is a critical part of training because health benefits require that the skills are used in daily life. Examples of ways therapists deliver this component in face-to-face PCST are summarized in column A. For instance, participants are expected to practice using the skills outside of sessions to ensure they gain experience using skills in various life situations, develop confidence in their ability to use them, and develop an ability to apply them in a flexible manner to meet varying challenges of daily life. In PCST, like other CBT-based pain interventions, participants are not expected to use all of the skills they learn all of the time. Rather, they learn to identify the skills they find most helpful and to incorporate them into a plan to prevent or manage pain flares.

It is also important to understand participants’ experiences with practice; they are not likely to keep using skills if they do not find them to be useful or if they dislike using them for other reasons. Accordingly, after participants learn a new skill in face-to-face PCST, they work with their therapist to develop goals and plans for practice. Then, in their next session, therapists and participants review whether practice sessions and goals were completed and discuss successes and/or problems participants experienced. The therapist helps participants recognize successful experiences, reinforcing them and problem solving as necessary.

Features of the PainCOACH program summarized in Table 1, column B, were designed to correspond with these important activities. The Coach explains the importance of practice early in the program. That message is reiterated throughout the program, and various program features support and reward practice. For instance, at the end of each training session the Coach suggests strategies for remembering to practice, then leads participants through an interactive exercise to set practice goals for the newly learned skill. Participants are periodically reminded to update their goals in COACHtrack, which also allows them to record practices they complete between sessions and to generate a graph showing their progress over time. They are rewarded for completing practices with badges recognizing their accomplishments. In addition, at the beginning of each session, the Coach reviews participants’ completion of practices in the prior week. She uses any practices participants entered in COACHtrack as a starting point (e.g., “I see from COACHtrack that you practiced your activity/rest cycle last week…” or allows them to indicate a number before continuing. For participants who have not practiced, the Coach provides information to troubleshoot reasons this may have occurred and reiterates the importance of practice, guided by tailoring algorithms to ensure the information and suggestions are appropriate. The wording of these communications was carefully crafted to reflect approaches therapists use in face-to-face training (e.g., to develop a strong working alliance, as described next). PainCOACH also lets participants set up automated practice reminders delivered as an email, text message, or telephone message.

Session 8 of the program also promotes ongoing use of the skills through its focus on preparing participants to continue using skills over time. Participants complete exercises that involve thinking about which skills they have used most and found to be most helpful. They also play a game that asks them to consider the kinds of situations that might lead them to use different skills. It presents scenarios, asks them to select which skills they would use in the scenarios, and provides feedback on their selection of skills. Other exercises help them think about setbacks that might reduce their use of skills and how to overcome them.

The last key component of CBT-based interventions shown in Table 1 [45,50,62], column A, is the working alliance that therapists develop with participants. Specifically (as summarized in column B), they provide treatment in a warm, accepting manner that communicates partnership in the process of behavior change. They assess and monitor participants’ ongoing level of understanding, motivation, and investment in the intervention and the factors that interfere with treatment success. They also adjust the intervention as needed, based on their knowledge of psychosocial factors that affect participants’ engagement in treatment. Taken together, these methods enable the development of a working alliance.

It is currently unclear whether it is critical to develop this kind of alliance in Internet interventions. Some research suggests that it might not be [63,64], but other research has found that developing a greater alliance is associated with better outcomes in Internet interventions [65]. More research is needed to clarify whether the importance and nature of the working alliance differs in face-to-face versus Internet interventions. When translating face-to-face PSCT for delivery in PainCOACH, we considered it to be important and took steps to ensure participants developed the sense that behind the program text, audio, and exercises was an empathetic therapist who understood them, cared about their pain, and was collaborating with them to find ways to manage it (summarized in column C). For instance, our decision to have the program led by a virtual Coach was motivated in large part by a desire to facilitate development of a strong working alliance. As noted above, this program feature was also expected to increase engagement, accountability, and adherence [53,54]. Images of the Coach (which change so that her body language and facial features correspond to ideas being expressed) appear onscreen frequently. Her manner is conversational, empathetic, and warm. She greets participants when they begin sessions and speaks directly to them throughout the program, including setting up an appointment with them to return for the next week’s session. Tailoring algorithms are used to ensure her feedback and responses are personalized so that participants feel that they are understood. Her dialogue was carefully crafted to use techniques that therapists are trained to use to promote development of a working alliance in face-to-face PCST (and other CBT-based interventions).
<table>
<thead>
<tr>
<th>A</th>
<th>Therapeutic components of CBT interventions</th>
<th>B</th>
<th>Methods for delivering them in face-to-face interventions</th>
<th>C</th>
<th>Examples of methods for delivering them in Internet-based interventions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Relevant knowledge (education)</td>
<td>Therapist provides verbal education in highly interactive and collaborative manner</td>
<td>Multimedia education; Interactive exercises to assess learning and provide remediation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Therapeutic rationale: Simplified explanation of Gate Control Theory [45] and how cognitions, behaviors, and emotions and description of how changing them would achieve treatment goals. Information about skill: Description of skill, referencing processes described in rationale, along with explanation of how and when it is used in daily life.</td>
<td></td>
<td>Concerns addressed through text covering “frequently asked questions”, social modeling (ie, stories told by characters similar to the target audience), or providing ability to ask questions and get personalized response (eg, via email)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Therapist provides written educational materials to reinforce learning</td>
<td>Ability to revisit material as needed</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Graphics used to illustrate concepts and reinforce learning</td>
<td>Easy to access supportive resources (eg, audio recordings to guide practices available for download or accessible through mobile technologies)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Therapist models skill to demonstrate its proper use</td>
<td>Ability to revisit material as needed</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Collaborative skills training, focused on developing mastery of skills and self-efficacy for using them in daily life</td>
<td>Therapist guides participant through coping skills practice (behavioral rehearsal)</td>
<td>Program guides participant through behavioral rehearsal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Therapist observes performance to ensure adequate learning, providing corrective feedback</td>
<td>Interactive exercises help participant identify problems experienced during behavioral rehearsal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Therapist solicits information about participant’s experience with behavioral rehearsal</td>
<td>Computer-tailed corrective feedback</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Therapist highlights positive experiences</td>
<td>Interactive exercises to help participant recognize positive experiences</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Therapist provides feedback about performance to promote self-efficacy and positive outcome expectancies</td>
<td>Computer-tailed feedback appropriate to participant’s report of problems and positive experiences during behavioral rehearsal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Therapist instructs participant in how to use skills and associated worksheets outside of sessions</td>
<td>Interactive exercise to assess and promote self-efficacy and positive outcome expectancies</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Participant practices skill outside of session</td>
<td>Multi-media instruction in how to use skills and worksheets outside of sessions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Participant tracks practices and experiences with paper worksheet</td>
<td>Examples of skill and worksheet use modeled by simulated participants</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Immediate computer-tailed feedback to reinforce practice</td>
<td>Interactive exercises to help participant develop personalized plan describing where and when skills and worksheets will be used</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Graphics show progress over time</td>
<td>Participant practices skill outside of session</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Therapeutic components and processes of cognitive behavioral therapies.
<table>
<thead>
<tr>
<th>A</th>
<th>Therapeutic components of CBT interventions</th>
<th>B</th>
<th>Methods for delivering them in face-to-face interventions</th>
<th>C</th>
<th>Examples of methods for delivering them in Internet-based interventions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>3. Self-monitoring: Recognizing and recording experiences to promote use of skills</strong></td>
<td>Participant and therapist identify participant’s maladaptive cognitions, behaviors, and emotions and the internal and external cues associated with them (eg, emotions, environmental factors, social/interpersonal factors).</td>
<td>At subsequent session, therapist reviews worksheet with participant to provide feedback regarding frequency and adequacy of skill use</td>
<td>Interactive exercises identify and troubleshoot problems and draw attention to positive experiences</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Therapist shows participants how to complete worksheets that facilitate self-monitoring (eg, “thought records” used to record thoughts associated with negative responses)</td>
<td>Therapist provides feedback to reward skill practice and to reinforce future practice</td>
<td>Immediate computer-tailored feedback about frequency and adequacy of skill use</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Multimedia instruction in how to complete worksheets</td>
<td>Interactive exercises help participant identify maladaptive cognitions, behaviors, and emotions and the internal and external cues associated with them (eg, emotions, environmental factors, social/interpersonal factors).</td>
<td>Badges, unlocked features, or other rewards to recognize skill practice and to reinforce future practice</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Ensure appropriate, enduring use of skills in daily life</td>
<td>Therapist works with participant to set appropriate practice goals</td>
<td>Participant and therapist identify participant’s maladaptive cognitions, behaviors, and emotions and the internal and external cues associated with them (eg, emotions, environmental factors, social/interpersonal factors).</td>
<td>Electronic worksheets (eg, using mobile technologies)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Therapist works with participant to develop personalized strategies for meeting goals</td>
<td>Multimedia instruction in how to complete worksheets</td>
<td>Multimedia education on setting appropriate practice goals</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Therapist provides worksheet to record goals and track goal-related behaviors</td>
<td>Interactive exercises help participant set goals</td>
<td>Interactive exercises help participant set goals</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Therapist works with participant to identify barriers to goal attainment and problem solve as necessary</td>
<td>Multimedia education showing strategies for meeting goals (including modeling by simulated participants)</td>
<td>Multimedia education showing strategies for meeting goals (including modeling by simulated participants)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Therapist works with participant to increase goals over time, being responsive to participant preferences</td>
<td>Participant records goal-related behaviors in program (eg, on computer or mobile device)</td>
<td>Ability to set up automated reminders (eg, phone calls, email, text messages, coordination with wearable monitors)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Therapist recognizes goal attainment to enhance participant self-efficacy</td>
<td>Graphical display show goal attainment over time</td>
<td>Interactive exercises to identify barriers to goal attainment, with computer-tailored guidance for how to overcome them</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Therapeutic/working alliance</td>
<td>Therapist behaviors (warmth, acceptance, collaborative approach) promote therapist-participant bond and ability to agree on goals and tasks</td>
<td>Discussion with therapist regarding possible future setbacks that could affect ongoing use of skills</td>
<td>Interactive exercises to generate personalized list of possible future setbacks that could affect ongoing use of skills</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Therapist guides participant in developing a plan to cope with setbacks</td>
<td>Therapist recognizes goal attainment to enhance participant self-efficacy</td>
<td>Interactive exercise to develop plan to cope with setbacks (eg, applying research on implementation intentions to create a specific if-then plan) [62]</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Use of “virtual coach” (a relational agent; [57]) to build social-emotional relationships with participant by emulating face-to-face interaction with therapist</td>
<td>Discussion with therapist regarding possible future setbacks that could affect ongoing use of skills</td>
<td>Multimedia education describing possible future setbacks, modeled by simulated participants</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Therapist behaviors (warmth, acceptance, collaborative approach) promote therapist-participant bond and ability to agree on goals and tasks</td>
<td>Therapist guides participant in developing a plan to cope with setbacks (eg, applying research on implementation intentions to create a specific if-then plan) [62]</td>
<td>Interactive exercise to generate personalized list of possible future setbacks that could affect ongoing use of skills</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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User and Pilot Testing

Our iterative development process included both user testing and pilot testing, with the overarching goal of ensuring the PainCOACH program was technologically sound, engaging, and easy to understand and use by our target population—older adults with OA of the hip or knee and OA-associated persistent pain, some of whom would be rural and of low socioeconomic status.

Two rounds of user testing were conducted early in the development process with 49 participants drawn from our target population, selected to be diverse in terms of gender (female: 55%, 27/49), race (Non-Hispanic white: 51%, 25/49; African American: 49%, 24/49), education (from less than high school to graduate degrees), and experience using computers and the Internet (from none to daily). They ranged in age from 53-87 years old (with an average age of 67). Groups of participants were provided with an introduction to the PainCOACH program and study goals, then met one-on-one with a trained study staff member who observed them as they worked through selected sessions and used a semistructured interview to gather feedback. In the first round, participants provided feedback on the content and functionality of a working prototype of the program’s home screen and session 2. In the second round, participants provided feedback on the content and functionality of the revised session 2, plus two additional sessions. Across both rounds of user testing, positive feedback indicated a high degree of enthusiasm for learning PCST and using an Internet intervention for doing so. Many features of the program were well liked, including the overall look of the program, the Coach, learning about others’ experiences using PCST (ie, the characters), the information that was provided, and the skills being taught. Feedback also revealed a need for various refinements, including redesigning the home screen to clarify its features and functions, eliminating most exercises that required typing (because of confusion about using the tablet computer’s onscreen keyboard), reducing text and making it larger, and making some navigation features and exercises more intuitive.

When a working prototype of the entire program was complete, eight participants pilot tested it at home. All had OA of the hip or knee and were screened for having significant OA pain. The sample was 75% female (6/8), 63% Non-Hispanic white (5/8), and 38% African American (3/8), aged 54-76 (average age 68 years), and diverse in terms of annual income (less than US $15,000 to approximately $75,000), education (less than high school to a graduate degree), and experience using computers and the Internet (none to daily). After an in-person orientation meeting, participants were asked to complete the PainCOACH program within 2 weeks. Our goal was not to have them learn and use the pain coping skills, but rather to provide feedback on technical problems and any aspects of the program that were difficult, confusing, or frustrating to use. Pilot test participants were given a notebook with screenshots to aid in noting and reporting problems, which were communicated to us throughout pilot testing in brief phone interviews. At the conclusion of the pilot test, participants completed a questionnaire to report usability. Overall, feedback was highly positive. For instance, most participants strongly agreed or agreed that it was easy to log into PainCOACH and navigate through it, they felt confident using it, and they thought it was easy to use. All agreed or strongly agreed that the information was useful, that it made them feel that pain coping skills were important to learn, and that the exercises and stories about other people’s experiences helped them understand the information. The pilot test guided final refinements to the program, with most changes involving needing to optimize the speed at which the program’s audio downloaded and to ensure participants had a strong enough Internet connection to access the program. Once these final refinements were made, we began a small-scale randomized controlled trial to evaluate its effects on key participant outcomes, acceptability, and feasibility. Feedback from the trial, in addition to evidence for the program’s efficacy, will be used to make additional refinements for a larger scale evaluation.

Discussion

The benefits of delivering proven behavioral interventions via the Internet are compelling and address goals related to individual and public health. However, achieving these goals requires that the Internet versions of these interventions be as effective as possible. In the present paper, we highlighted one critical, but underappreciated challenge that must be overcome to ensure this occurs—behavioral Internet interventions must retain therapeutic components and processes underlying the benefits of the face-to-face interventions on which they are based (eg, knowledge, collaborative skills training, self-monitoring, ensuring appropriate and enduring use of skills, and working alliance). In the case of CBT-based interventions, these components and processes vary in the ease with which they can be translated to an interactive, online environment. Moreover, some are subtle and may be overlooked in the
translation process. Failing to engage them is likely to limit the efficacy of otherwise promising interventions, including those that are automated and therefore do not include therapist contact.

Unfortunately, little empirical evidence exists to guide decisions that must be made during the translation process. In light of the dearth of evidence, we argue that these interventions are more likely to be maximally effective if they are developed in close collaboration with expert therapists. Their professional training in the clinical application of the science of behavior change, paired with their extensive hands-on experience delivering an intervention in person, allows a development team to anticipate parts of the intervention during which participants will have problems learning and applying skills; the specific problems they will have; the best time-tested solutions for resolving the problems; and how to deliver those solutions so that participants are most likely to accept and benefit from them. Expert therapists are uniquely able to provide this critical input.

Close collaboration with expert therapists is likely to be especially critical for automated interventions that do not include any interaction with a therapist because these interventions depend solely on the adequacy of the computer program for their benefits. That is, their involvement facilitates use of an “expert systems” approach [47], which we implemented by approximating a real clinical encounter (eg, how a therapist assesses participants’ needs, makes decisions based on those needs, and provides feedback in face-to-face PCST). We have highlighted one approach, but others certainly exist and more will arise as new technologies emerge and mature. Of course, each approach must be evaluated with research. It seems likely that research could find other effective strategies for engaging therapeutic processes online. Theoretical models of behavior change developed specifically for Internet interventions may be useful as a starting point for this work [66,67], as can research showing the most effective components of behavioral interventions [68].

Indeed, it has been noted that simulating interactions as they occur in a face-to-face setting may not always be the ideal goal. Rosser et al [69] propose that differences in how people interact with other people compared to how they interact with machines—or with other people via machines—will sometimes require therapeutic methods to be adapted rather than directly translated for Internet delivery. We agree and add that methods of engaging therapeutic processes may also be fundamentally changed—and potentially strengthened—by technological capabilities of the Internet. Consider, for instance, the goal of educating participants. Compared to written materials and graphics used in the face-to-face setting, it may be possible to enhance learning and mastery of new information through use of multimedia skills training paired with experiential exercises in which participants apply new knowledge to solve problems [52,70]. Likewise, new sensor technologies and smartphone applications may enable more effective self-monitoring than paper-and-pencil worksheets. Sophisticated use of emerging technologies such as wearable sensors, natural language processing, and machine learning could make self-monitoring less burdensome and more likely to help people detect and change maladaptive behaviors. Best practices for these and other uses of technology will need to be established with research.

If PainCOACH succeeds in improving pain and related outcomes, its success will provide only indirect evidence for the importance of ensuring that CBT-based Internet interventions (and particularly automated interventions) maintain the integrity of their corresponding face-to-face interventions. The trial testing PainCOACH was not specifically designed to evaluate the program’s engagement of the same therapeutic processes as those engaged by face-to-face PCST. Conversely, if PainCOACH does not succeed in improving participant outcomes, it will not necessarily invalidate our argument; there are many reasons an Internet intervention may fail. Thus, the strongest foundation for development of CBT-based Internet interventions requires research focused specifically on evaluating the importance of each therapeutic component and establishing best practices for translating them to the Internet. Similar to usability standards that help researchers develop Internet-based interventions that are easy to use and engaging, it should be possible to develop empirically supported standards for translating or adapting critical therapeutic components and processes of face-to-face CBT and other therapies to the Internet. Innovation will always be important, but these kinds of standards would be an invaluable starting point to ensuring more efficient use of resources.
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Abstract

Background: Doctors are uncertain of their ethical and legal obligations when communicating with patients online. Professional guidelines for patient-doctor interaction online have been written with limited quantitative data about doctors’ current usage and attitudes toward the medium. Further research into these trends will help to inform more focused policy and guidelines for doctors communicating with patients online.

Objective: The intent of the study was to provide the first national profile of Australian doctors’ attitudes toward and use of online social media.

Methods: The study involved a quantitative, cross-sectional online survey of Australian doctors using a random sample from a large representative database.

Results: Of the 1500 doctors approached, 187 participated (12.47%). Most participants used social media privately, with only one-quarter not using any social media websites at all (48/187, 25.7%). One in five participants (30/155, 19.4%) had received a “friend request” from a patient. There was limited use of online communication in clinical practice: only 30.5% (57/187) had communicated with a patient through email and fewer than half (89/185, 48.1%) could offer their patients electronic forms of information if that were the patients’ preference. Three in five participants (110/181, 60.8%) reported not being uncomfortable about interacting with patients who had accessed personal information about them online, prior to the consultation. Most of the participants (119/181, 65.8%) were hesitant to immerse themselves more fully in social media and online communication due to worries about public access and legal concerns.

Conclusions: Doctors have different practices and views regarding whether or how to communicate appropriately with patients on the Internet, despite online and social media becoming an increasingly common feature of clinical practice. Additional training would assist doctors in protecting their personal information online, integrating online communication in patient care, and guidance on the best approach in ethically difficult online situations.

(J Med Internet Res 2014;16(12):e267) doi:10.2196/jmir.3589
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Introduction

There is widespread international disquiet about the ramifications of online and social media on clinical practice [1-7]. Doctors are uncertain of patient expectations [8,9], and of their ethical and legal obligations when using online communication [10,11]. However, there has been limited quantitative research into doctors’ usage of this technology or their attitudes toward it [12-14]. As a consequence, professional guidelines aimed at providing ethical and practical oversight have been written with little empirically derived data.

The current standards of professional communication in medicine were developed with traditional face-to-face consultations as the template. This model of professionalism
has not transferred easily to an online environment and doctors are being left to act using their own intuition as new online ethical dilemmas arise [15-17]. For example, there is uncertainty as to how a doctor ought to respond to a “friend request” from a patient via social media, despite poor handling of the situation potentially affecting the viability of the therapeutic relationship [18]. Intuitions may differ between different age cohorts. Younger doctors, who use social media frequently [19], may be more comfortable communicating online [20,21] than senior doctors, who have limited familiarity with the technology.

While concerns about online searching [22,23], privacy [24], and professionalism [25] have been suggested as barriers to the use of social media by doctors, the slow adoption of social media also represents a possible lost opportunity for the medical profession at large to engage with patients and the general community. There is a need to examine the impact of the use of social media on physicians’ knowledge, attitudes, skills, and behaviors in practice [26] and the influence of concerns about ethics, professionalism, and privacy upon that use [25,27].

The aim of our study was to investigate and quantify the current use of social and online media by doctors and gauge attitudes toward possible professional dilemmas when communicating with patients online in order to assist in the improvement of social media guidelines for effective use in clinical practice.

Methods

Participants

We selected a random sample of 1500 medical practitioners, who had email addresses on the Australasian Medical Publishing Company (AMPCo) database. The AMPCo database holds the contact details of 65,536 doctors, representing 93% of all doctors in Australia [28]. A total of 49% of the database had email addresses. AMPCo extracted all names using an automated randomization process that selects contacts proportionally from their database by age, gender, and location. Study investigators were unaware of the identity of any participant. This sample size was selected following review of expected response rates to unsolicited, non-incentivized, online medical research surveys [27,29-32] and in consultation with other large Australian-based surveys.

All participants were sent an invitation email including a link to an online survey and a participant information sheet explaining the rationale for the study. A repeat email was sent to non-responders 4 weeks later. No financial or educational incentives were provided to participants. Data was collected for 8 weeks from October to December 2013. All responses were automatically recorded via the survey platform and downloaded into an SPSS database. The study was approved by the University of Sydney Human Research Ethics Committee.

Questionnaire

The survey questionnaire was developed after a literature review following the Checklist for Reporting Results of Internet E-Surveys (CHERRIES) guideline [33]. It covered five broad areas of patient-doctor online interaction: (1) current participant usage, (2) general online behavior, (3) doctors’ personal information online, (4) patients’ information online, and (5) appropriate patient-doctor online interaction. Questions were multiple choice. A draft questionnaire was piloted and revised to a final survey of 36 items (plus demographic information) that took approximately 10 minutes to complete (see Multimedia Appendix 1).

Analysis

Data were analyzed with IBM SPSS Statistics 20 statistical software. Statistical approach was based upon distribution of responses. We compared proportions using chi-square analysis; means were compared using t tests. Logistic regression was used to estimate the association between social media use and doctor profile.

Results

Participants

Of the 1500 doctors who received the invitation email, 190 logged on to the survey and 187 completed it yielding a response rate of 12.47%. The participants were drawn from all states and territories of Australia and were representative of a broad range of specialties. The demographics of the participants were largely similar to that of the AMPCo database (Table 1), although a larger than expected proportion of participants (33.1% vs 23% [34]) identified as working in a rural location. The survey responses were generally consistent across all demographic groups. We have noted the exceptions to this in the text below.
Table 1. Participant demographics (n=187).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Current age (in years)</strong></td>
<td></td>
</tr>
<tr>
<td>Less than 25</td>
<td>2 (1.1)</td>
</tr>
<tr>
<td>25-35</td>
<td>43 (23.0)</td>
</tr>
<tr>
<td>36-45</td>
<td>40 (21.4)</td>
</tr>
<tr>
<td>46-55</td>
<td>45 (24.1)</td>
</tr>
<tr>
<td>56-65</td>
<td>29 (15.5)</td>
</tr>
<tr>
<td>66-75</td>
<td>11 (5.9)</td>
</tr>
<tr>
<td>Greater than 75</td>
<td>5 (2.7)</td>
</tr>
<tr>
<td>Missing</td>
<td>12 (6.4)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>95 (50.8)</td>
</tr>
<tr>
<td>Female</td>
<td>80 (42.8)</td>
</tr>
<tr>
<td>Missing</td>
<td>12 (6.4)</td>
</tr>
<tr>
<td><strong>Rural or metropolitan</strong></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>58 (31.0)</td>
</tr>
<tr>
<td>Metropolitan</td>
<td>117 (62.6)</td>
</tr>
<tr>
<td>Missing</td>
<td>12 (6.4)</td>
</tr>
<tr>
<td><strong>Professional role</strong></td>
<td></td>
</tr>
<tr>
<td>Intern / junior medical officer</td>
<td>17 (9.0)</td>
</tr>
<tr>
<td>Doctors undertaking specialty training</td>
<td>36 (19.2)</td>
</tr>
<tr>
<td>Specialist physicians</td>
<td>72 (38.5)</td>
</tr>
<tr>
<td>General practitioner</td>
<td>46 (24.6)</td>
</tr>
<tr>
<td>Not presently practicing</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>Retired</td>
<td>2 (1.1)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>Missing</td>
<td>12 (6.4)</td>
</tr>
<tr>
<td><strong>Private or public practice</strong></td>
<td></td>
</tr>
<tr>
<td>Private only</td>
<td>65 (34.8)</td>
</tr>
<tr>
<td>Public only</td>
<td>71 (38.0)</td>
</tr>
<tr>
<td>Both public and private</td>
<td>37 (19.8)</td>
</tr>
<tr>
<td>Not applicable</td>
<td>2 (1.1)</td>
</tr>
<tr>
<td>Missing</td>
<td>12 (6.4)</td>
</tr>
<tr>
<td><strong>Years since graduation</strong></td>
<td></td>
</tr>
<tr>
<td>Less than 10</td>
<td>48 (25.7)</td>
</tr>
<tr>
<td>10-19</td>
<td>39 (20.9)</td>
</tr>
<tr>
<td>20-29</td>
<td>37 (19.8)</td>
</tr>
<tr>
<td>30-39</td>
<td>37 (19.8)</td>
</tr>
<tr>
<td>40-49</td>
<td>9 (4.8)</td>
</tr>
<tr>
<td>Greater than 50</td>
<td>5 (2.7)</td>
</tr>
<tr>
<td>Missing</td>
<td>12 (6.4)</td>
</tr>
</tbody>
</table>
Current Online and Social Media Use by Doctors

Most participants used social media at least once a week and only one-quarter did not use any social media websites at all (48/187, 25.7%). The most commonly used platform was Facebook (112/187, 59.9%). Most participants (147/187, 78.6%) used social media in non-work hours, and of those, 16.3% (24/147) used social media more than 1 hour per day. In comparison, 38.0% (71/187) of participants used social media in work hours, with only 4.2% of those using the technology more than 1 hour per day.

There was a linear relationship between increasing age and decreasing social media use (OR 10.3, 95% CI 2.8-42.4). All interns, junior medical officers, and doctors undertaking specialty training used some form of social media compared with 72.2% (52/72) of specialist physicians and 69.6% (32/46) of general practitioners (P < 0.001).

Attitudes Toward, and Utilization of, Online Patient-Doctor Communication

Attitudes toward the use of social media with patients were divided. Although 67.0% (124/185) of participants agreed it might be appropriate for a doctor to interact with their patient via email, only 30.5% (57/187) of participants volunteered that they had done so. Only 1 of the 187 respondents had used social media (e.g., Twitter or Facebook) to communicate with patients and only 21.2% (38/179) believed it would be appropriate to do so. Over one-third (63/185, 34.1%) of participants did not have a website or online presence for their practice, and over half (96/185, 51.9%) could not offer their patients electronic forms of information if that was a patient’s preference.

In contrast to these low rates of online communication, doctors frequently spoke to their patients about online resources; 69.7% (129/185) had discussed online information sources (such as websites about their disease), though fewer had discussed social media resources such as online support groups (73/185, 39.5%). General practitioners were far more likely than specialist physicians to speak with their patients about Internet usage and online resources (44/46, 95.7% vs 43/72, 59.7%, P = 0.005). Rural and regional doctors were also more likely to have discussed Internet resources with their patients than their urban colleagues (45/58, 77.6% vs 77/117, 65.8%, P = 0.006).

Patient-Doctor Interaction on Facebook

Despite the very low rates of social media use in a professional setting, there were high rates of use in private with women being much more likely to use Facebook than men (59/80, 73.8% vs 49/95, 51.6%, P = 0.03). One in five participants (30/155, 19.4%) had received a friend request from a patient they only knew and interacted with professionally. When asked how they would respond to a patient who had sent them a friend request, participants were split in their responses (Table 2). Most commonly they would decline the request and do nothing more (54/155, 34.8%). Only 2.6% (4/155) would accept the friend request. Over half (89/155, 57.4%) thought it appropriate for a doctor to maintain a personal Facebook profile, though less than one-quarter (37/155, 23.9%) were comfortable with a patient being able to access content about the doctor posted on that page (such as photos posted by others).

Protection of Personal Information Online

Most participants (110/181, 60.8%) reported they would not be comfortable interacting with a patient who had accessed personal information about them online prior to the consultation and 17.1% (31/181) of participants had experienced someone else posting information online about them, which they would not want patients to see. Although not common, some participants had interacted with patients who described information about them which they had not made available and which the patient had interacted with patients who described information about them which they would not want patients to see. No participant aged over 65 years knew how to do this, compared with 7% (3/45) aged 46-55 years, and 50% (1/2) aged under 25 years (P = 0.01). Females were more likely than males to control and curate their online profile, including adjusting privacy settings (38/80, 48% vs 25/95, 26%, P = 0.05).

Most participants (119/181, 65.8%) were hesitant to immerse themselves more fully in social media and online communication due to worries about public access and legal concerns.

Other Ethical Dilemmas

Doctors were also unsure if they had a duty to rebut inappropriate or inaccurate information posted online; with 38.1% (69/181) saying that doctors did and 29.3% (53/181) saying they did not, with the rest being undecided. There was no consensus about the appropriateness of accessing publically

Table 2. Doctors’ response to friend request from a patient (n=155).

<table>
<thead>
<tr>
<th>How would you respond to a patient who sent you a friend request on Facebook?</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accept the request</td>
<td>4 (2.6)</td>
</tr>
<tr>
<td>Decline the request and do nothing more</td>
<td>54 (34.8)</td>
</tr>
<tr>
<td>Decline the request and send a private message explaining why</td>
<td>18 (11.6)</td>
</tr>
<tr>
<td>Decline the request and discuss at the next consultation</td>
<td>44 (28.4)</td>
</tr>
<tr>
<td>Do nothing</td>
<td>35 (22.6)</td>
</tr>
</tbody>
</table>
available information about a patient and whether to broach that with the patient (Table 3).

Even in an emergency, 26.7% (48/180) of participants would not use publicly available online information (eg, a patient’s Facebook page for information regarding a suicide attempt). Despite the split responses, 16.1% (29/180) of participants had already searched for information about a patient online (Table 4).

Table 3. Doctors’ use of publically available patient information (n=180).

<table>
<thead>
<tr>
<th>If you were to use publicly available online information about a patient to assist in their treatment, would you, as the doctor, discuss it with the patient?</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes, always</td>
<td>72 (40.0)</td>
</tr>
<tr>
<td>Yes, sometimes</td>
<td>18 (8.9)</td>
</tr>
<tr>
<td>Yes, rarely</td>
<td>4 (2.2)</td>
</tr>
<tr>
<td>No</td>
<td>4 (2.2)</td>
</tr>
<tr>
<td>Unsure</td>
<td>37 (20.6)</td>
</tr>
<tr>
<td>I would not use publicly available online information</td>
<td>47 (26.1)</td>
</tr>
</tbody>
</table>

Table 4. Examples of online ethical dilemmas.

<table>
<thead>
<tr>
<th>Dilemma</th>
<th>Yes n (%)</th>
<th>No n (%)</th>
<th>Unsure n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do doctors have a duty to rebut inappropriate or inaccurate health information posted online? eg, a blogger saying that sex without a condom is safe.</td>
<td>69 (38.1)</td>
<td>53 (29.3)</td>
<td>59 (32.6)</td>
</tr>
<tr>
<td>Have you at any time searched for publicly available online information about a patient? eg, “Googled” a patient to find more information about them.</td>
<td>29 (16.1)</td>
<td>150 (83.3)</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>Is it appropriate for doctors to look up publicly available online information about a patient in an emergency? eg, searching a patient’s Facebook page for information following a suicide attempt.</td>
<td>68 (37.8)</td>
<td>48 (26.7)</td>
<td>64 (35.6)</td>
</tr>
<tr>
<td>Is it appropriate for doctors to look up publicly available online information about a patient as part of regular clinical practice? eg, monitoring a pro-anorexia forum for posts made by one of your patients.</td>
<td>30 (16.7)</td>
<td>77 (42.8)</td>
<td>73 (40.6)</td>
</tr>
</tbody>
</table>

Discussion

Current Usage of Online and Social Media by Doctors is Limited

Our results confirm our hypothesis that Australian doctors have yet to fully integrate online communication and social media into their clinical practice, and many are unable to protect their personal information online.

Although Australian doctors frequently used social media in their own private lives, their use during their working day is minimal. This reflects similar usage patterns noted among US doctors [27]. Few changes have been made to integrate online communication into clinical practice (including resources as basic as email), despite this being a common expectation for client communication in most other professions. Over half of participants are unable to send information electronically; many practices cannot offer their patients the option of electronic communication at all, even if that is their preference. As a result, patients are not even given the choice of online communication in most medical facilities.

The relationship between age and social media use is not surprising. Younger doctors have grown up with online communication, and frequent personal use may have instilled confidence in their ability to navigate any potentially hazardous ethical dilemmas. In comparison, older doctors have not been as involved in the progressive integration of social media into daily life, nor the increasing volume of its use. As a result, social media fluency can vary greatly within a cohort of doctors within the same practice or hospital, interacting with the same patients.

In contrast to this low professional usage, many doctors are discussing Internet and social media resources with their patients. General practitioners (44/46, 96%) and rural doctors (44/58, 76%) report an extremely high rate of discussion about online resources, perhaps reflecting the central role of online health resources as part of primary care, especially in geographically distant centers, and the potential for further integrating online and social media in other areas of medical practice.

Doctors Are Unsure as to How to Respond to Online Ethical Dilemmas

Although patient-doctor online communication is currently limited, doctors are still encountering online ethical dilemmas. One in five doctors had already found themselves in situations where the traditional boundaries of the doctor-patient relationship had been stretched by a friend request on social media. This figure was considerably lower than the 34.5% of practicing physicians who reported receiving such a request from a patient reported in a recent US study [27].
questioned about how they would react in such a situation. Australian doctors were evenly distributed as to whether they would respond to or ignore the request and how they would do that, reflecting the absence of consensus on how best to approach such a situation.

Equally problematic was the question of whether it is appropriate to view publicly available online information about patients, even in an emergency, and whether patients should be made aware that this information had been accessed. It is interesting to reflect upon whether a post on Facebook about a suicide attempt is any different to a written suicide note, as few would have any ethical concerns about reading the latter. Perhaps most surprisingly, given the readiness to discuss online resources with patients, doctors were unwilling to become involved in online discussions about the accuracy or appropriateness of online material or blogs. This may in turn be related to their uncertainty about the Internet and social media.

**Doctors’ Personal Information Is Not Adequately Protected**

Doctors were concerned about legal issues when communicating with patients online and reported that privacy and legal concerns were driving their reluctance to participate more fully in social media. These concerns are comparable to those shown in other countries [27] and remain unaltered despite the development of guidelines for social media published by professional organizations before and during the study period [35-39]. The majority of doctors (125/181, 69.0%) stated they would be uncomfortable interacting with patients who had accessed online information about them prior to a consultation. Yet few take specific measures to manage and edit the information available about themselves online. Only one in five (39/181, 21.6%) know what to do if a compromising photo of them is posted without their permission, with 17.1% saying that information about them they wouldn’t want patients to see had already been posted. This limited competency in managing the online information available about them means that the possible advantages of an Internet presence are lost and increases the risk of negative experiences, further reinforcing avoidance of the use of social media.

Many doctors believe they should not have a personal profile, to avoid such dilemmas coming about. This only further marginalizes doctors from developing experience and fluency in the use of the technology and ignores the fact that as time goes on a doctor’s online profile will be developed even without their participation via the increasing use of third-party review sites [40,41] such as RateMDs.com and Google Reviews.

What is most evident from the results of this study is that the permeation of online and social media into everyday life is placing doctors in new situations that they find difficult to navigate. It is clear that the standards and practices that have previously guided everyday patient-doctor interactions are being placed in a new light as the profession adapts old understandings to new communication tools. For some, social media may simply be another innocuous form of communication, like a phone call or a text message. While others may consider the personal information about themselves available on social media to be only appropriate for their closest friends and family.

**Limitations of the Research**

The findings of the study are weakened by the modest response rate of 12.5%, though this is similar to that obtained by other studies using online collection [27,42]. As we only invited doctors via email this will have removed a number of participants who do not have an email address (51% of the AMPCo database do not have recorded email addresses). It is also likely that we elicited responses from doctors who are more interested in social media, potentially biasing our sample. This is likely to be in the direction of a group more cognizant with the use of the Internet and social media. Nevertheless, because our findings demonstrate a range of attitudes toward appropriate social media use with a population more engaged with social media, our study, if anything, likely underestimates doctors’ discomfort with using social media.

**Future Directions**

This study reveals two key areas where research must be directed. First, consensus must be reached on how doctors should behave online. This requires an expanded investigation of global and country-specific standards for online communication and for professional bodies to make these expectations included as part of training and professional development. Second, current ethical and professional guidelines may be ineffective in guiding appropriate patient-doctor interaction online and informing doctors in how to protect their personal information. Therefore, a reappraisal of how these guidelines are promulgated needs to occur. Change in behavior in such a central part of medicine will require active engagement rather than the passive diffusion of guidelines. The researchers intend to repeat the study in 5 years and provide the survey tool to assist further social media research internationally.

**Conclusion**

Our study is a comprehensive description of current online and social media behavior of doctors. It underlines the continuing need to improve the online capabilities of doctors and refine online and social media guidelines for doctors, which have so far done little to improve the uncertainty of doctors online. It finds a surprising reluctance to engage with the new media despite the demands of the community. The results will also allow us to map emerging trends in social and electronic media use, bringing future ethical issues to light as online communication becomes more and more relevant to clinical practice.
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Abstract

Background: Wikipedia is one of the most accessed sources of health information online. The current English-language Wikipedia contains more than 28,000 articles pertaining to health.

Objective: The aim was to characterize individuals’ motivations for contributing to health content on the English-language Wikipedia.

Methods: A set of health-related articles were randomly selected and recent contributors invited to complete an online questionnaire and follow-up interview (by Skype, by email, or face-to-face). Interviews were transcribed and analyzed using thematic analysis and a realist grounded theory approach.

Results: A total of 32 Wikipedians (31 men) completed the questionnaire and 17 were interviewed. Those completing the questionnaire had a mean age of 39 (range 12-59) years; 16 had a postgraduate qualification, 10 had or were currently studying for an undergraduate qualification, 3 had no more than secondary education, and 3 were still in secondary education. In all, 15 were currently working in a health-related field (primarily clinicians). The median period for which they have been an active editing Wikipedia was 3-5 years. Of this group, 12 were in the United States, 6 were in the United Kingdom, 4 were in Canada, and the remainder from another 8 countries. Two-thirds spoke more than 1 language and 90% (29/32) were also active contributors in domains other than health. Wikipedians in this study were identified as health professionals, professionals with specific health interests, students, and individuals with health problems. Based on the interviews, their motivations for editing health-related content were summarized in 5 strongly interrelated categories: education (learning about subjects by editing articles), help (wanting to improve and maintain Wikipedia), responsibility (responsibility, often a professional responsibility, to provide good quality health information to readers), fulfillment (editing Wikipedia as a fun, relaxing, engaging, and rewarding activity), and positive attitude to Wikipedia (belief in the value of Wikipedia). An additional factor, hostility (from other contributors), was identified that negatively affected Wikipedians’ motivations.

Conclusions: Contributions to Wikipedia’s health-related content in this study were made by both health specialists and laypeople of varying editorial skills. Their motivations for contributing stem from an inherent drive based on values, standards, and beliefs. It became apparent that the community who most actively monitor and edit health-related articles is very small. Although some contributors correspond to a model of “knowledge philanthropists,” others were focused on maintaining articles (improving spelling and grammar, organization, and handling vandalism). There is a need for more people to be involved in Wikipedia’s health-related content.

(J Med Internet Res 2014;16(12):e260) doi:10.2196/jmir.3569
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Introduction
Wikipedia is a free online encyclopedia created through the collaborative efforts of volunteers. As an open wiki, anyone can freely add to, modify, or delete its contents. It has become a major source of health-related information for health care professionals, students, patients, and the general public.

Wikipedia is the largest online encyclopedia with more than 26 million articles in 287 different languages and more than 4 million in the English-language Wikipedia [1]. It currently ranks as the sixth most-visited site on the Internet [2], attracting over 365 million unique visitors monthly or 29.5% of global Internet consumers [3,4]. Seeking health information online is now commonplace and widespread globally [5-11]. As of March 2013, the English-language Wikipedia contained more than 28,216 medical articles [12] and is a prominent repository of online health information. When health terms are searched in popular search engines such as Google and Yahoo, Wikipedia appears in the top 10 results 71%-85% of the time [13]. Wikipedia’s global popularity as an online health resource has also been observed among physicians, with 70% reporting using it in a study [14].

Wikipedia has attracted controversy around the reliability of its entries [15]. A comparison of science-related topics with Encyclopaedia Britannica indicated a comparable error rate [16]. Czarnecka-Kujawa and colleagues [17] found Wikipedia’s medical specialty entries were comprehensive (compared with ICD-9/10) and had moderate reliability. The risks associated with misinformation have raised the standards of control on Wikipedia where there are numerous policies, guidelines, and collaborative systems in place to ensure the quality of information [18]. The focus of these has been on biographical articles where there is a threat of libel litigation rather than on health-related articles, but there are many specific guidelines on medical topics. Although the reliability of Wikipedia is of great importance, it is not the primary field of enquiry for this study. We suggest that the debate around the reliability of information is too simple. Equally accurate articles can have different focuses, different styles of writing, and so on, all which may affect how useful articles are for different audiences and how different audiences use articles. The content of Wikipedia articles ultimately depends on those who contribute to Wikipedia (Wikipedians) and their reasons for doing so, and this is our focus.

There are 18 million registered accounts on Wikipedia. Several studies have examined the characteristics of Wikipedians: they are more familiar with the topics they edit than average Internet users [19] and more often male [20-22]. A 2011 Wikimedia survey of more than 5000 Wikipedians found an average age of 28 years, with 61% having a university degree, 18% a Master’s, and 8% a Doctoral degree. Previous studies examined culturally bound differences in Wikipedia contribution [23] and found Wikipedians score significantly lower on agreeableness, conscientiousness, and openness in the Big Five personality traits compared to non-Wikipedians [24]. However, characteristics of those specifically editing health-related pages have not been described.

A number of studies have examined knowledge-sharing intention and behavior [25-27]. Knowledge-sharing behavior has traditionally been studied in an organizational context; recently its principles have been applied to electronic networks [28]. This study assumed that contribution to Wikipedia can be classified as knowledge-sharing behavior because individuals largely engage by contributing what they know to specific pages.

Research on knowledge-sharing behavior has revealed 2 classes of motivations. These are intrinsic motivations, such as internal feeling of enjoyment and satisfaction [29], and extrinsic or goal-directed motivations, such as obtaining a reward and reputation [30]. The expectation of either obtaining the internal gratification or extrinsic returns may motivate individuals. However, Wikipedia poses a departure from conventional modes of knowledge-sharing behavior. Wikipedia is the prime example of a “commons-based peer production” model [31,32]. Wikipedians do not receive monetary or formal awards for their voluntary contributions and their unconventional modes of engagement have received scholarly attention [33,34]. Therefore, conventional motivational theory may be circumscribed in the context of Wikipedia and it is individual personality differences that affect how the information is produced and used. For example, Kuznetsov [35] found that Wikipedians are motivated by a process of interrelated value systems, such as altruism, reciprocity, community, autonomy, and reputation. It would be reasonable to surmise that in Wikipedia the exchange of knowledge is not based on interpersonal relationships (ie, intrinsic, extrinsic gains), but on the relative merit and importance one assigns to the context in which knowledge is shared [20,30,34].

Recognizing the limitations of conventional motivational theory, Leonard et al [36] proposed a model of self-concept motivations: the individuals are motivated to perform a behavior based on their inherent standards (internal self-concept) or standards that are in accordance with a reference group (external self-concept). The individual’s motivations stems either from meeting a set of perceptions of the self (ie, of their own values and competencies) or the perceptions of the ideal-self (ie, of values, competencies, and success of the reference group). Applying this to Wikipedia, Yang and Lai [20,30] observed that internal self-concept-based motivation is the chief motivation predictor in knowledge-sharing intention and behavior. Individuals were most likely to share knowledge in Wikipedia due to the confidence in their capabilities, affirmed by the concept of self-efficacy. Studies on organizational knowledge sharing have shown that self-efficacy is the crucial predictor of knowledge-sharing intention and behavior [25,37]. Yang and Lai [30] also revealed that the quality of the information and the quality of the information system yielded a positive attitude toward Wikipedia. Prior research of individual behavior has demonstrated that individual attitudes are good predictors of
behavior and have been found to be crucial in knowledge-sharing intention and behavior [21,26,27,35,38].

These prior studies suggest the motivations behind Wikipedia contributions, highlighting that motivated behavior rarely pertains to a single motivation [39]. Considering the lack of data on motivations of Wikipedia contributors, a growing number of health-related queries online and Wikipedia’s status as a prominent resource for health information, it is important to answer the question of who contributes to the health-related Wikipedia pages and why.

Methods

Design

We employed a cross-sectional design. The study was conducted between May to September 2012. The recruited sample were Wikipedia users with an editing history in health-related entries in the English-language Wikipedia. The first part of the study used a questionnaire, whereas the second part used semi-structured interviews.

Ethics

The study was approved by the University College London (UCL) Ethics Committee and the Wikimedia Foundation Research Committee.

Article Sampling

To sample contributors of health-related articles, we first generated a sample of health-related articles on Wikipedia. It is difficult to sample from all health-related articles on Wikipedia. Wikipedia articles are sorted into categories, but this task is done in the same way as all Wikipedia editing and is incomplete. Articles vary in size, importance, and how often they are accessed. Defining what constitutes being health-related is also difficult, with many marginal cases.

An earlier study on Wikipedia extracted health-related keywords from 3 indexes of the online health service websites, namely MedlinePlus, National Health Service (NHS) Direct Online, and the National Organization of Rare Disorders (NORD), the last to oversample rarer conditions [12]. Their lists of keyword phrases consisted of 1726 items for MedlinePlus, 966 items for NHS Direct Online, and 1173 items for NORD. We randomly selected 11 keyword phrases from each of these lists. These were entered into the search box on Wikipedia and the best matching article chosen. In addition, the study used articles listed under the category of Selected Articles on the Wikipedia Portal Medicine [40], constituting a set of articles the Wikipedia community have chosen to highlight as being of high quality and interesting. The 11 most recently edited articles were chosen from the selected article list from between July 11-25, 2012. The final sampled articles list is shown in Table 1.

Having produced a sample of articles, a sample of contributors was produced by selecting the most recent 5 contributors for each article listed under the “history” tab.

Table 1. The sampled articles list for each of the medical databases and Wikipedia Portal Medicine. For the first 3 columns, the first term is the keyword phrase selection, whereas the bracketed term refers to the Wikipedia article name if it was not the same.

<table>
<thead>
<tr>
<th>MedlinePlus</th>
<th>NHS Direct</th>
<th>NORD</th>
<th>Wikipedia Portal Medicine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barrett’s esophagus</td>
<td>Contact dermatitis</td>
<td>Very long chain acyl CoA dehydrogenase deficiency (very long-chain acyl-coenzyme A dehydrogenase deficiency)</td>
<td>Asthma</td>
</tr>
<tr>
<td>Menopausal hormone therapy (hormone replacement therapy (menopause))</td>
<td>Oral thrush (oral candidiasis)</td>
<td>Fiber type disproportion (congenital fiber type disproportion)</td>
<td>Insulin</td>
</tr>
<tr>
<td>Living wills (advance health-care directive)</td>
<td>Epidermolysis bullosa</td>
<td>Congenital fibrodysplasia ossificans progressiva (fibrodysplasia ossificans progressiva)</td>
<td>Helicobacter pylori</td>
</tr>
<tr>
<td>AMD (muscular degeneration)</td>
<td>Indigestion</td>
<td>Pancreatic islet cell tumor (pancreatic cancer)</td>
<td>Forensic facial reconstruction</td>
</tr>
<tr>
<td>Methamphetamine</td>
<td>Artificial insemination</td>
<td>Dubin Johnson Syndrome</td>
<td>Metabolism</td>
</tr>
<tr>
<td>Osteonecrosis (avascular necrosis)</td>
<td>Rectal examination</td>
<td>L1 syndrome (MASA syndrome)</td>
<td>Influenza</td>
</tr>
<tr>
<td>ERT (hormone replacement therapy)</td>
<td>Rheumatic fever</td>
<td>Leukodystrophy, metachromatic (metachromatic leukodystrophy)</td>
<td>Sexually transmitted disease</td>
</tr>
<tr>
<td>Staphylococcal infections (Staphylococcus)</td>
<td>Vitiligo</td>
<td>Cerebral palsy</td>
<td>Female hysteria</td>
</tr>
<tr>
<td>Arthrography</td>
<td>Nasal polyps (nasal polyp)</td>
<td>Irritable bowel syndrome</td>
<td>Vacutainer</td>
</tr>
<tr>
<td>Arm injuries and disorders (median nerve palsy)</td>
<td>Bulimia</td>
<td>Mesothelioma</td>
<td>Nutrition</td>
</tr>
<tr>
<td>Implantable defibrillators (implantable cardioverter defibrillator)</td>
<td>Psychotherapy</td>
<td>Cataracts (cataract)</td>
<td>2007 Bernard Mathews H5N1 outbreak</td>
</tr>
</tbody>
</table>
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Wikipedia users may register and create an account or they may edit articles without registering (or without logging into their registered account), in which case their edits are shown as coming from an Internet Protocol (IP) address. We included both registered (account) and nonregistered (IP address) contributors. Bots (automated or semiautomated software tools) were excluded. Every account and every editing IP address has or can have a Talk page, where a standardized invitation message was placed. NF set up a Wikipedia account for the purposes of recruitment [41].

A total of 44 articles were selected, which could have yielded up to 220 contributors to contact. In practice, many individuals came up more than once in the sampling frame, in which case, accounts not previously contacted were chosen until 220 different accounts were contacted.

The invitation message included brief information about the purpose of the study and the selected members were asked to follow a link that took them to NF’s Wikimedia Commons page [41] containing instructions for participation and information about the study. The instructions asked participants to complete a Web-based questionnaire by clicking on the provided hyperlink. This was run through UCL’s Opinio system [42].

A 16-item questionnaire included questions referring to participants’ characteristics, such as age, country of residence, employment, education, and Wikipedia editing history (including types of edits, editing in other languages, and number of health-related pages edited). The survey also included the question “What are your main motivations for editing health-related pages on Wikipedia?” with a free-text response. The penultimate item asked participants whether they would be willing to be interviewed and the final item asked for contact details (Wikipedia username or email address). A total of 32 complete survey responses were received (response rate 14.5%). Of these, 91% (29/32) agreed to be interviewed.

Participants
All participants were registered Wikipedians who had previously edited at least 1 health-related page on the English-language Wikipedia. A total of 32 Wikipedians (31 male and 1 female) volunteered to participate and completed the questionnaire. Due to time constraints, only 17 participants were interviewed through Skype, via email, or in person at UCL (in London). The reason for a much smaller proportion of participants interviewed than indicated is that they did not respond when contacted to be interviewed. All interviewees returned a signed and dated copy of the informed consent form. The age of the questionnaire respondents ranged from 12 to 59 years with a mean of 37 (SD 13) years. The mean age of the interview sample was 40 years.

Interviews
Overview
Two different semi-structured interview formats were used, but using the same interview schedule, developed around topics exploring participants’ personal characteristics and individual motivations around editing Wikipedia. The questions were open-ended and were presented in the same order in both interview settings. The interview guides were developed by eliciting information around the topic of interest (ie, experience and motivations for editing) [43]. The interviews followed a general-to-specific approach and interviews were piloted before full use and slight amendments made following a reflexivity exercise [44].

Interview Schedule
The first interview schedule consisted of 25 questions that participants were asked to answer in a written format and return the completed answers to the researcher via email. The second schedule allowed participants to respond to the questions directly
either face-to-face or via Skype. Responses were recorded with a digital voice recorder. Both schedules incorporated questions (described subsequently). In most cases, the interview answers prompted issues requiring further exploration, which was done in an unstructured manner. If a participant responded by email, additional questions were sent via email. Face-to-face and Skype interviews lasted 30-120 minutes. Written responses contained from 969 to 3475 words. The list of questions used in the interview were:

1. What do you do and what are your specific interests?
2. What propelled you to start editing Wikipedia health-related pages?
3. Why did you edit the specific health-related page(s)?
4. Are your interests related to your Wikipedia edits?
5. Why do you edit with an account vs nonaccount?
6. What type of vandalism do you revert and why?
7. Do you have a particular group of readers in mind when you are editing health-related Wikipedia pages?
8. What are your main motivations for editing health-related content on Wikipedia?
9. Please talk about your reasons for editing health-related Wikipedia pages and comment on whether the reasons are entirely personal or driven by any external factors (such as a group of people, organization, or a particular individual)?
10. Are there any factors you can think of that would impact your motivations for editing health-related content on Wikipedia?
11. Some people say that one of their main motivations is to promote collaboration between patients, carers, and medical professionals. Is this the case for you?
12. What are your views on the quality of the health-related content on Wikipedia?

Data Analysis

A free-text section of the questionnaire was included and analyzed with the interview content. All interviews were transcribed verbatim. The transcripts were analyzed according to grounded theory realist analysis [44,45]. Grounded theory is a well-documented method to explore a concept within a specific context.

Transcripts were systematically coded line-by-line by NF until initial descriptive labels of motivations emerged. These labels were clustered to form a set of concepts that informed the coding paradigm. The new emerging codes were constantly checked retrospectively and prospectively against the higher order categories through constant comparative method [45,46]. NF’s reflections were noted as memos, which also included instances of negative cases [44]. A sample (6/32) of interviews were independently coded by HP and 2 other health psychology researchers and no disagreements were noted.

Results

Summary

Almost half of the participants (47%, 15/32) reported currently working in a health-related field, generally as physicians. Of these, 6% (2/32) indicated that their edits were exclusively health-related. The rest of the health-related employment fields covered lung cancer research, health education, health psychology research, regulatory affairs, medical literature, chemistry research, pharmaceutical industry, and health-related advertising. Participants who indicated they were not currently employed in a health-related field (53%, 17/32) did not usually list their professions, but those who were interviewed worked in fields such as engineering, theology, literature, and a couple of participants were students (Table 2).

The reported edits for health-related pages ranged from 1 to more than 50,000. Edit counts do not necessarily reflect the types of edits performed. Of the sample, editorial activities were reported as 16% (5/32) performing primarily major edits, such as adding content and providing quality references, whereas 28% (9/32) reported performing primarily minor edits described as “maintenance issues” that included reverting vandalism, correcting errors, paragraphing, grammar and style, linking articles, checking sources, and simplifying prose. In all, 56% (18/32) reported performing both types of edits. The edit category was self-selected on a demographics questionnaire by respondents and further details provided in the free-comment section.

Country of residence included the United States (n=12), United Kingdom (n=6), Canada (n=4), Australia (n=2), and 1 each in Sweden, The Netherlands, France, Austria, Malaysia, South Africa, and Columbia.

A substantial proportion reported speaking more than 1 language (66%, 21/32), which included French (n=11), Spanish (n=6), German (n=4), Dutch (n=2), Swedish (n=2), and 1 participant each for Chinese, Italian, Afrikaans, Malay, and Bengali. Of the multilingual sample, 25% (8/32) also reported editing Wikipedia pages in these languages.

Approximately 90% (29/32) of Wikipedians were also active contributors in domains other than health, which included both very specific and general descriptors related to topics such as religion, languages, literature, history, sport, politics, architecture, engineering, pop culture, geology and mythology.

Emergent Categories

People contribute to Wikipedia in different capacities and for various different reasons. The method of realist grounded theory allowed for the emergence of an explanatory theoretical framework. Three interlinked themes that arose from the data were identified and labeled as “help,” “education,” and “responsibility.” Each of these comprised a set of subcategories, shown in Figure 1. In addition, 2 further categories namely “personal fulfillment” and “attitude toward Wikipedia” had a significant motivating quality and were included in the resulting model.

The 3 core motivational systems result in a motivated behavior: contribution to Wikipedia. Contribution, which results in knowledge building or knowledge growth, is also Wikipedia’s core mission and concept as “sum of all knowledge.”
Table 2. Participant characteristics (N=32).

<table>
<thead>
<tr>
<th>Variable</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>31 (97)</td>
</tr>
<tr>
<td>Female</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Age (band)</td>
<td></td>
</tr>
<tr>
<td>10-20</td>
<td>4 (12)</td>
</tr>
<tr>
<td>21-30</td>
<td>6 (19)</td>
</tr>
<tr>
<td>31-40</td>
<td>11 (34)</td>
</tr>
<tr>
<td>41-50</td>
<td>4 (12)</td>
</tr>
<tr>
<td>51-60</td>
<td>7 (23)</td>
</tr>
<tr>
<td>Highest level of education</td>
<td></td>
</tr>
<tr>
<td>Secondary school</td>
<td>3 (9)</td>
</tr>
<tr>
<td>Still at school</td>
<td>3 (9)</td>
</tr>
<tr>
<td>College/university degree (eg, BSc, BA)</td>
<td>8 (25)</td>
</tr>
<tr>
<td>Studying as an undergraduate student</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Master's university degree (eg, MA, MSc)</td>
<td>6 (19)</td>
</tr>
<tr>
<td>Doctorate/professional degree (eg, PhD, MD)</td>
<td>10 (31)</td>
</tr>
<tr>
<td>Employment</td>
<td></td>
</tr>
<tr>
<td>Yes-full time</td>
<td>20 (62)</td>
</tr>
<tr>
<td>Yes-part time</td>
<td>5 (16)</td>
</tr>
<tr>
<td>No</td>
<td>6 (19)</td>
</tr>
<tr>
<td>Retired</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Currently working in a health-related field</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>17 (53)</td>
</tr>
<tr>
<td>Yes</td>
<td>15 (47)</td>
</tr>
<tr>
<td>Wikipedia editing history</td>
<td></td>
</tr>
<tr>
<td>&lt;6 months</td>
<td>1 (3)</td>
</tr>
<tr>
<td>&lt;1 year</td>
<td>3 (9)</td>
</tr>
<tr>
<td>1-2 years</td>
<td>5 (16)</td>
</tr>
<tr>
<td>3-5 years</td>
<td>8 (25)</td>
</tr>
<tr>
<td>5-8 years</td>
<td>10 (31)</td>
</tr>
<tr>
<td>≥8 years</td>
<td>5 (16)</td>
</tr>
<tr>
<td>Health-related pages edited</td>
<td></td>
</tr>
<tr>
<td>&lt;10</td>
<td>5 (16)</td>
</tr>
<tr>
<td>Approximately 10-20</td>
<td>5 (16)</td>
</tr>
<tr>
<td>Approximately 20-30</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Approximately 30-50</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Approximately 50-100</td>
<td>5 (16)</td>
</tr>
<tr>
<td>&gt;100</td>
<td>14 (44)</td>
</tr>
<tr>
<td>Types of edits</td>
<td></td>
</tr>
<tr>
<td>Mainly minor</td>
<td>9 (28)</td>
</tr>
<tr>
<td>Mainly major</td>
<td>5 (16)</td>
</tr>
<tr>
<td>Both</td>
<td>18 (56)</td>
</tr>
</tbody>
</table>
Motivation Help

All Wikipedians in the study shared a goal of using their skills in order to improve Wikipedia. This was expressed with phrases such as maintaining, ensuring, providing, building, removing, taking care of, adding, clearing, weeding, simplifying, verifying, sharing, expanding, fixing, and helping. These activities can be understood as encompassing both major and minor edits. There was an almost unanimous answer to the question about what propelled the participants to begin editing Wikipedia, shown in this example:

I found a mistake and I discovered that I could fix it. That has propelled most of my work on the site since then.

It was observed that the motivation help generally stemmed from a sense of importance and care that is also a characteristic of responsibility. In some cases, caring in turn implied being mindful, not just of the self in relation to Wikipedia, but also the relationships others may have with Wikipedia:

I’ve always liked the idea of being able to fix something and have many people be able to benefit from my efforts. I noticed that the...article needed attention, and since I knew about it, I thought I’d tackle the job of fixing it up. No one else seemed like they cared, but the article was read 500-600 times per day, and this bothered me.

I will frequently work on 1 page and make hundreds of edits to it until it is brought up to the professional standard. That is where my prime activity is making major edits to significant disease-related articles. So, this last month I made about 500 edits on the article on...updating it to the most recent literature and I am working in collaboration with a group called translators without borders, to translate these key articles to as many other languages possible.

Not all reported having health-related interests. Their editing behavior was expressed accordingly:

I edit mainly to remove vandalism...therefore, I edit whatever comes up in the queue, which may or may not be health related.

Health-related pages in particular are frequently written from a perspective of a physician rather than a layman. They also require more reliable sources. I try to help solve both of these issues.

Help was a pervasive motivation shown through a number of different editing behaviors. For a very small proportion of Wikipedians, motivation help was not implicit, but was expressed instead as activity reflective of their inherent traits of character:

I am a proofreader by vocation. I cannot leave bad grammar go uncorrected.

Motivation Education

The motivation education was the most frequently emerging motivation. The initial decision to come to Wikipedia was reported as “intellectual curiosity,” such as a need for information and a need for learning:

I just want to educate myself because I am interested and then share it with people around me.

My edits were sustained by simple interest in topics; I had read a book or article on something and ended up on the Wikipedia page so I’d add a summary or comment about said topic.

In the process of editing a Wikipedia article, the contributors are expected to follow and adhere to Wikipedia’s guidelines, such as verifiability [47], neutral point of view (NPOV) [48], and the guidelines on provision of the evidence-based claims [49]. The process of actively looking for reliable sources has been described as educational:

...very quickly when I began editing Wikipedia I learned that I needed to adjust how I write because there is no argument from authority. It’s all about the citations and sources that you can cite. So the verifiability of the Wikipedia was actually educational for me because I realized that sometimes I said things for which it was hard to find a reference.

The egalitarian nature of Wikipedia, coupled with the guidelines on provision of the evidence-based claims, makes it expected for everyone to support their contributions with a reliable source, which is inherently an educational activity. The process of acquiring new knowledge leads to a better understanding of a specific topic which can be perceived as a form of personal gain (ie, personal fulfillment, which can also be applied across backgrounds):

I usually start by finding the most recent review articles in the medical literature that discuss this topic. Almost invariably, I learn things about conditions that I had previously been unaware of; I can think of a number of examples where my management of patients with a particular condition has been better because I had worked on the relevant Wikipedia article.

As an online knowledge repository, Wikipedia is also a place for groups of people to exchange information. A number of Wikipedians reported that Wikipedia’s international community added to their educational awareness:

Occasionally when I need to look up a rare disease, I’m almost afraid to look at the talk pages because one finds actual patients and their families pleading for help that isn’t there yet...however, it’s important, in fact, essential reading for the researchers working to find treatments for these conditions.

The motivation education was ubiquitous for Wikipedians in the study and encompassed both teaching and learning, either in the process of reading Wikipedia, updating Wikipedia, or through intellectually challenging debates. The motivation education is cyclical and an inevitable state of the editing process on Wikipedia. In sum:
...the short answer to your question [of main motivation] is hedonistic intellectual enjoyment coupled with a sense of responsibility.

Motivation Responsibility
The motivation responsibility was very closely tied to all other motivations, but the strength of responsibility depended on the attitude toward Wikipedia (ie, beliefs about Wikipedia and beliefs about health care). The goal of many of the contributors in this study was to communicate clearly presented and verifiable information to the world and that applied to the task for both major and minor contributors:

...as a physician, we take the Hippocratic Oath. We try to do the best we can for patients and I consider my patients to be all people globally. And to help all people globally, one way to do that is to provide them access to high quality health care information. So if I can’t see them personally in my emergency department, I know that hundreds of millions of them are looking at Wikipedia to help answer their questions.

I wanted to help the potential future readers who will consult those articles before or instead of a doctor. Their health care decisions may depend on the information they find. I’m no doctor, but at least I can make the articles easier to read.

Several contributors recognized Wikipedia’s scale of influence as the largest repository of online health information, accessible to the whole world, the successful delivery of health care is of vital importance:

Wikipedia is necessarily a distillation of many facts to the things that are most important and valuable. So participating in that is something I felt almost an obligation...I often have felt that everybody in the world should have access to the information and Wikipedia was one place that everyone could access and I couldn’t think of another reference work that would be so useful.

Thus, many Wikipedians reported taking on the responsibility of educating the public. Similarly, they felt responsible to educate their peers, family, friends, students, or colleagues, but were often met with resistance, perhaps something that further strengthened their sense of responsibility:

I want the material to be as accurate as possible so more people will use it. When colleagues denigrate my participation, my response is “If you find something inaccurate on Wikipedia, then you have an obligation to correct it!” I can’t imagine how this could be more important than on a health-related page.

Participants also felt responsible ensuring that the information was reliable and that people adhered to Wikipedia’s editing guidelines. A number of people expressed concern about whether edits maintained an NPOV when concerning controversial topics. Exposed were also instances of when Wikipedia was used as a platform to promote an idea far beyond acceptance in the scientific community:

For vandalism and tendentious editing, my motivation is to maintain the integrity of Wikipedia. Vandalism irks and annoys me, but tendentious editing tends to infuriate me.

...it makes me worried that instead of verifiability and notability being the driving things, it will be other agendas being pushed and that’s disturbing. But I don’t think Wikipedia is going away so I edit it. I continue to edit it because I think it must exist, it is important. And I just wish more people would edit it.

Attitude Toward Wikipedia
Participant believed in the importance of building health-related content on Wikipedia:

Wikipedia is a beautiful, noble concept.

The interviewed sample attributed strong positive beliefs to Wikipedia, which was identified as a strong motivating factor:

I use it. I support it. It’s a thing worth doing. Wikipedia is a creation of lasting value.

Thus, Wikipedian participants’ beliefs and attitudes about Wikipedia were recognized as influencing their motivations and essential for the process of building Wikipedia. Despite the varying degrees of editorial skills and training of the participants, it became apparent that the interrelated motivations, which can be viewed as value systems, resulted in a motivated behavior model (see Figure 1).

Personal Fulfillment
Participants derived varying personal benefits in the process of editing health-related pages. Most proclaimed Wikipedia editing as being a hobby; others described it as fun, relaxing, engaging, and rewarding:

I find it therapeutic. Yesterday I ended [up] writing an article rather than doing other things which are at the top of my to-do list.

I felt slightly congratulated...so I think such things could be a positive motivator, seeing your work recognized in some form or description.

Negative Experiences
Dedicated contributors reported engaging in debates or discussions either within their collaborative Wikipedia group (known as Wiki Projects) or over the article’s discussion Talk pages, where both the contributors and readers frequently share experiences.

Their experiences varied but a proportion of the sample expressed being met with hostility and that was particularly relevant to controversial topics:

...it actually happened 1 or 2 times that it was quite aggressive and I lost my motivation for dealing with Wikipedia altogether.

A number of interviewees expressed that they were not welcomed to the Wikipedia community despite their genuine intentions to contribute:
I had a bad experience with Wikipedia...but there is a culture associated with it in that the information has to be added in a certain way. So in good faith I added the content, it wasn’t appropriate and there’s a bit of rudeness on Wikipedia. People were rude to me about what I was trying to do because I did it incompetently. Looking back, I know what I did wrong and I did something inappropriate that was against the community rules but I was discouraged from contributing regularly at that time.

This was also expressed in relation to how Wikipedia accounts are used. There was a divide in opinions about using accounts anonymously. Some emphasized openness because it made it easier for them to trust one another:

When people are hiding behind anonymity, they become a lot less nice. And on Wikipedia we already have a significant issue with civility problems.

However, others expressed that anonymity is necessary to maintain the integrity of Wikipedia:

If I use my authority, then if my edits were wrong they might be accepted because I am in a position of authority, and that would be the opposite of a meritocracy. I think truth is the thing that should trump everything else, which means that authority has no place.

**Discussion**

**Value System and Intrinsic Motivation**

Results were largely congruent with previous studies on Wikipedia in general, with some notable deviations. As in other studies [20-22,50] the vast majority of our participants were male, in full-time employment, and had obtained a university degree. However, we found a higher mean age and a substantially higher proportion of professionals (PhD, MD) compared to general studies of Wikipedians. We found broadly equal proportions of health specialists and laypeople in our sample.

To explain the underlying motivational drives, we found a process of interlinked value systems, compatible with the results of Kuznetsov [35]. There were 3 overarching primary motivation categories common to all contributors. These were expressed as education, which merged with the responsibility for maintaining accuracy (help), which merged with a sense of obligation (responsibility). These 3 overarching categories of motivations can be understood as self-efficacy as in Social Cognitive Theory [51] and support Kankanhalli and colleagues’ [25] findings in which self-efficacy was found to be the most important predictor of knowledge-sharing behavior in online repositories. Furthermore, the primary overarching motivations were reported as inherent drives of the self, akin to the internal self-concept motivations proposed by Leonard et al [36]. This implies that Wikipedians are motivated to share knowledge because the process resonates with their internal values and beliefs.

It became apparent that motivated behavior arose not only from one’s perception of the self, but also from the underlying beliefs about Wikipedia. Previous studies confirm that the degree of knowledge-sharing behavior significantly relates to individuals’ perceptions of the context in which knowledge is shared [21,37]. Models such as the theory of reasoned action, the theory of planned behavior, or the technology acceptance model that are used to explain individual behavior equally recognize that attitude is crucial in knowledge-sharing intention and behavior [26,38,52].

A recent survey of Wikipedians indicated that 69% contribute to Wikipedia because of the ideology and 60% because they think it is fun [22] supporting the notion that positive outcomes are significant predictors of knowledge-sharing behavior [27] and supporting personal fulfillment as last of the emergent categories.

This study recognized that Wikipedians’ differing editorial roles that can be understood as different levels in terms of “figure/ground” organization [52]. In other words, the ubiquitous motivation help was recognized as the processes of building and maintaining content expressed through various editorial activities of equal importance. This poses a challenge to the current view of Wikipedia in terms of knowledge sharing because not all Wikipedians engaged in knowledge sharing but instead in maintenance activity.

**Implications**

The aim of this study was to describe the characteristics of Wikipedians who edited health-related pages on Wikipedia and to gain an understanding of what drives them to contribute to Wikipedia’s health-related pages. This study was the first qualitative exploration of Wikipedia contributors’ motivations, not just in the health context but overall. With the exception of Yang and Lai [21,30], no integrated motivational model has been proposed to explain volunteer contributions in context of Wikipedia. Through the inductive process of grounded theory, no prior theoretical frameworks were “forced” on the data, allowing for the emergence of a realistic depiction of a concept directly from the data. The grounded theory analysis mapped a social process (depicted by Figure 1) of contributing knowledge on Wikipedia driven by individual’s interrelated value systems.

The method of grounded theory also revealed an additional finding, hostility, with a possible connection to Wikipedia accounts’ anonymity (a divide between the editors whose contributions are anonymous and those who, in part or in full, disclose their identity). Although these findings are suggestive rather than definite, they raise a challenge of whether Wikipedia’s philosophy of equality is directly linked to anonymity. Wikipedia is egalitarian, a place where everybody are peers and a place where everyone has an equal right to edit contents. According to our results, a portion of Wikipedians believe that nonanonymous accounts would aid in civility, but also that nonanonymous accounts may create a hierarchy, a structure contradictory to Wikipedia’s egalitarian philosophy.

This study also provided new evidence regarding the contributory behavior of Wikipedians: participants engage in contribution by utilizing their skill and not necessarily through knowledge sharing. Recently, a term was coined which describes Wikipedia contributors as “knowledge philanthropists” [53].
Although this term applied to a proportion of participants in this study, it is not applicable to all, particularly those who do not contribute to but instead “maintain” Wikipedia’s content. Our broader view serves to recognize that everyone can contribute to Wikipedia without necessarily requiring expert knowledge.

Limitations
The sample of 44 articles used in the study may not be a representative sample of all health-related articles available on Wikipedia. The articles were randomly sampled from a total of approximately 3000 keywords compiled from 3 medical databases and Portal Medicine’s Featured Articles. An alternative approach would be to manually compile a list from Wikipedia’s Category:Health, but the list would still not include all biomedical and drug-related articles.

Sampling bias may also apply to the recruitment of contributors. Selecting the most recent 5 contributors posed issues because some users appeared in the most recent 5 in more than 1 sampled article. In these instances, the researcher skipped accounts already contacted and contacted the next account down the list. This suggests that the editorial population of health content on Wikipedia is small. Another approach would be to select contributors according to the number of edits performed, although this may prove difficult because the numbers of edits are not necessarily indicative of editor’s activity or the type of editorial involvement.

The response rate for the questionnaire was relatively low, for which the reasons may have been the mode and duration of the advertisement of the study. Only 32 participants completed the survey and 17 were interviewed. This is only a sample and does not represent all Wikipedians active on health-related articles. (We note the list of participants in WikiProject Medicine is much larger with 424 members as of August 2014 [54].) We suspect that this is a reflection of recruiting people via their Wikipedia user pages, which means participants had to be active on Wikipedia during the limited study period to see the recruitment message. It is fair to assume that the identified motivations might be sufficiently pervasive to be represented in a small sample of Wikipedians; however, varying levels of editorial skill and knowledge are not likely to be sampled deeply enough to be representative. The sample were recruited in a specific time frame and results may not be applicable over time. There are currently still challenges with increasing participation in contributing to Wikipedia health-related content. Some initiatives are already in place, such as the Translation Task Force and Wiki Project Med Foundation, a Wikipedia education program designed to educate medical students about the process and value of contribution to Wikipedia health pages, as well as also collaborating with a number of organizations including the Cochrane Collaboration, Cancer Research UK, and the National Institute of Health [55].

The success will largely depend on user’s satisfaction and recognition of the potential benefit that can be gained from such editorial activities. By understanding Wikipedians’ motivations for editing health-related content, we can better recruit more people to the task. Equally important is recognizing the factors that may discourage people and more specifically professionals, from contributing to Wikipedia. Characterizing editing behavior and editors also allows us to understand the processes underlying Wikipedia’s health-related content.
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Abstract

Background: Social media can be particularly useful for patients or families affected by rare conditions by allowing individuals to form online communities across the world.

Objective: Our aim in this study was to conduct a descriptive and quantitative analysis of the use of a social media community for Hirschsprung’s Disease (HD).

Methods: In July 2011, a mother of a child with HD launched the “Shit Happens” campaign. The campaign uses social media (blogs, Twitter, and Facebook) to engage other families affected by HD. Internet analytics including Google Analytics and Facebook Insights were used to evaluate the reach and responsiveness of this campaign.

Results: On the day the HD campaign was launched, 387 people viewed the blog “Roo’s Journey”. Blog views have now exceeded 5400 views from 37 countries. The Facebook page extends to 46 countries, has an average post reach of 298 users, 1414 “likes”, and an overall reach of 131,032 users. The campaign has 135 Twitter followers and 344 tweets at the time of writing. The most common question posted on the Facebook page is related to treatment for extreme diaper rash. Responsiveness assessment demonstrated that within 2 hours of posting, a question could receive 143 views and 20 responses, increasing to 30 responses after 5 hours.

Conclusions: Social media networks are well suited to discussion, support, and advocacy for health-related conditions and can be especially important in connecting families affected by rare conditions. The HD campaign demonstrates the reach and responsiveness of a community that primarily relies on social media to connect families affected by HD. Although responsive, this community is currently lacking consistent access to evidence-based guidance for their common concerns. We will explore innovative consumer-researcher partnerships to offer a solution in future research.

(J Med Internet Res 2014;16(12):e288) doi:10.2196/jmir.3200)
Hirschsprung’s disease (HD) is a rare condition that is estimated to affect 1 in 5000 live births [1]. This disease primarily affects the innervation of the gastrointestinal tract due to failure in neural crest cell migration during the embryonic period. As a result, a section of bowel is left aganglionic, resulting in a portion of bowel essentially paralyzed and unable to mobilize stool [2].

HD typically presents in infancy with a delay or failure to pass meconium, ongoing difficulty passing stool, abdominal distension, and intolerance to feeding. However, HD may also present in early childhood or later with mild symptoms in association with growth concerns and chronic constipation. Treatment generally consists of a pull-through surgery, where the affected segment of bowel is removed and the healthy portion of bowel is re-anastomosed. Historically, there has been advancement from a three-step procedure to current practice of a single or two-step procedure with use of minimally invasive techniques when appropriate [3]. Researchers continue to investigate the possible use of cell transplantation in the antenatal period [3,4].

Despite promising advances in diagnostics and surgical techniques, there remain many challenges that individuals with HD and their caregivers encounter in the day-to-day management of this condition. In the postoperative period, challenges include irregular stool patterns, ongoing incontinence, impaired psychosocial function, the potential of enterocolitis, and concerns regarding quality of life for both the child and caregiver [4,5].

Specific to caregivers, it is becoming better recognized that raising a child with a rare congenital anomaly presents a number of unique challenges that can contribute to a higher level of parental stress [6]. Stress is associated with concerns regarding the competencies required to care for a child with medical needs, or feelings of social isolation [7,8]. This is exaggerated in large countries such as Canada and the United States where the closest pediatric hospital might be hundreds of kilometers away, making it difficult to obtain relevant advice or adequate support in a timely fashion. Traditional social support networks such as family, friends, and neighbors may be inadequate or ill equipped to understand and address the issues and questions specific to parenting a child with complex needs, which further aggravates parental stress.

The Internet is a common resource accessed by the general public on medical issues [9]. A recent report indicates that 59% of adult Internet users search for health information online [9]. Simply searching “Hirschsprung’s Disease” on Google returns over 660,000 results within 0.24 seconds, with the top hits containing detailed information on the disease definition, diagnosis, and surgical procedures used to manage the condition. Information to guide caregivers in day-to-day intricacies of the life of a child with HD as well as on longer-term complications of the condition is unfortunately less available to the general public.

Social media overcomes the limitations of more static websites designed primarily to disseminate information, by facilitating the development of relationships and communities around shared interests [10,11]. Social media provides a portal to quick, interactive communication and a venue for people with common interests, including health-related interests to connect [9], such as those affected by chronic and rare diseases [12-14]. Acknowledging that social media has changed the way people collect and disseminate information [15], the potential for social media to help improve disease management and health outcomes requires further study.

In an effort to build a visible and easily accessible interactive Web-based community for caregivers of children with HD, a parent within the HD community in Manitoba, Canada, has collaborated with a marketing team to develop, implement, and maintain an ongoing social media campaign, entitled “Shit Happens”. This mother (EC; “Liz”) has partnered with our research team to evaluate the campaign as part of a broader effort to understand and improve the care of children with HD nationally and internationally. The primary objective of this study was to perform a descriptive analysis of the HD social media campaign and to conduct a quantitative assessment of the reach and responsiveness of the community. A secondary objective was to conduct a preliminary content analysis of priority areas for health information needs as identified by HD social media community members.

Methods

Overview

The targeted audience of this campaign was caregivers of children with HD and those living with HD that self-engaged in social media. Health care professionals were not a targeted group at this time. The campaign has facilitated the development of a virtual community, defined as “online social networks in which people with common interests, goals, or practices interact to share information and knowledge, and engage in social interactions” [16]. The community and their interactions were each analyzed through a combination of embedded performance measures and available Internet analysis tools on the blog, Facebook, and Twitter. Collectively, these methods provide data to assess the reach and responsiveness of the HD social media campaign, indicators of community engagement, and campaign impact.

Reach

“The Roo’s Journey” blog was analyzed using Google Analytics allowing real-time and custom data reporting through the development of an indicator dashboard. Both dimensions (describe data) and metrics (measure data) were built in to provide a custom report [17]. Specific items monitored on the dashboard for Roo’s Journey include new visits, unique visitors, visits by (Internet) browser, mapping (geographical
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Introduction

The Roo’s Journey” blog was analyzed using Google Analytics allowing real-time and custom data reporting through the development of an indicator dashboard. Both dimensions (describe data) and metrics (measure data) were built in to provide a custom report [17]. Specific items monitored on the dashboard for Roo’s Journey include new visits, unique visitors, visits by (Internet) browser, mapping (geographical
representation of visits), average visit duration, and pages per visit. Facebook’s Insights dashboard provides data on the number of countries the account has reached, age category and gender of users, potential reach (includes friends of page fans), “likes”, post reach (number of unique people who saw that individual post), and feedback. Past data provided include number of active monthly users and total post views. Twitter analytics include the number of followers and number of tweets.

Responsiveness
Community responsiveness was assessed by quantifying the volume and timing of feedback for a question posted to Facebook by the site administrator. Priority areas for information needs were determined through a qualitative analysis and identification of recurring themes within questions posed by the Facebook community members. As the social media platforms were within the public domain and the data were collected by the site administrator, the University of Manitoba Research Ethics Office waived the need for ethical review of this study.

Results
Overview
In July 2011, the mother of a 2-year old with HD, launched the “Shit Happens” campaign (Figure 1).

This campaign included a blog titled Roo’s Journey, describing a family’s experience with HD, a Facebook page (Hirschsprung’s Community), and a Twitter account (@shithapps). The collective objective of these three forums was to support families living with HD and raise awareness of the disease. The HD campaign name “Shit Happens” was chosen from a marketing perspective to create a brand that would stand out to enhance campaign uptake and spread. The campaign name was also chosen to resonate with potential community members and break the barriers of an otherwise socially awkward topic. In Liz’s words:

Many children with HD suffer from chronic constipation and occasional bowel obstruction. For a child and family with HD the idea of “shit” happening tends to bring feelings of joy and relief. When a bowel movement finally occurs it is not for the faint of heart...hence the name (Shit Happens). Laugh or cry...may as well laugh!

The campaign creator is the primary contributor and chief administrator of all three social media platforms. The Hirschsprung’s community on Facebook has daily interaction as questions and concerns arise. While the Facebook page was created to engage caregivers, its primary function was to create a support network. Online and offline supportive relationships and networks have developed through introductions and referrals. Facebook posts were shared as tweets through Twitter.

The Roo’s Journey blog provides an in-depth and honest portrayal of caring for a child with HD. Facebook and Twitter are used to share links to Roo’s Journey, other blogs, videos, and information on conferences and events that may be of interest to the HD community. In 2012, the HD Around the Globe campaign was launched within the HD Community using all social media platforms to obtain wider recognition of the disease. This ongoing campaign features photos of individuals from the HD community, celebrities, and models wearing the HD Community “SHIT HAPPENS” T-shirt (Figure 2).

To ensure the sites are efficiently managed, the posts are monitored daily. All Facebook posts are screened prior to reposting, and posts that are considered inappropriate or potentially harmful are immediately deleted. Since inception, there have been only two post deletions; these were due to misuse of language related to expression of frustration. All posts and comments to these sites can be viewed publicly, while personal messaging or email to the creator in the case of the blog remain private. For Facebook and Twitter, participating users must agree to the terms and conditions outlined by these social media platforms. HD community participation requires no additional inclusion criteria, although it is noted that the groups were created as a resource to those affected by HD.

Outside of the social media realm, this campaign extends promotion of the Hirschsprung’s Community through events such as fashion events in shopping centres, Fashion Rocks (an annual fundraiser), and Easton’s memorial poker run (Nebraska, USA). The campaign creator’s personal public relations company sustains the campaign in collaboration with an affiliated marketing company (Swish Productions Ltd. and Direct Focus Marketing Communications Inc.). Local and international health care professionals with expertise in HD demonstrate campaign support with presentations and participation at HD fundraising opportunities and by informing families whom they interact with about this ongoing campaign.

The most common question posted on the HD Facebook page is regarding the management of severe diaper rash, followed closely by questions regarding bowel treatments, long-term outcomes, potty training, and dietary issues (Figure 3).
Figure 1. Blog, Facebook, and Twitter logos for HD campaign.

Figure 2. Image from HD Around the Globe campaign featuring models wearing the campaign T-shirt.
Reach

On the day of the launch of the HD Community Campaign, 387 people viewed the Roo’s Journey blog. Almost 3 years post-launch, there have been 5487 blog views and/or visitors, encompassing 37 countries. The blog has been most often read in the United States, Canada, and the United Kingdom.

The Facebook page extends to 46 countries with the average user being female between the ages of 25-44 years (Figure 4).

Past metrics provided by Facebook Insights indicate that there were 1130 monthly users of the HD Community Facebook page. At the time of writing, there were a total of 1414 “likes”, and based on the last 28 days, the average post reach (number of unique people who viewed the post) was 298 people, with a total overall reach of the community (includes Facebook page users and their friends) of 131,032 people.

On Twitter there are currently 135 followers, and 344 tweets have been posted.

Responsiveness

Community responsiveness was measured with a post asking, “At what age was your child potty trained?” The question was viewed 143 times within 2 hours, and 20 individuals provided responses (14% of viewers). Five hours after the question was posed, 30 responses were posted (Figure 5) with the majority indicating that despite being potty trained, their children still experienced ongoing incontinence issues.

Similarly, when a question was posted regarding management of diaper rash and diarrhea after pull-through surgery, 413
people viewed the post within 2 hours and 20 members (5% of viewers) replied offering advice and support on how to deal with this issue based on their experience.

**Figure 5.** Reported percentages of “age of potty training” in response to the question “At what age was your child potty trained?”.

### Discussion

#### Principal Findings

Social media can be a powerful tool to create a community for caregivers of children born with rare diseases such as HD, connecting individuals across the world within minutes. Demonstrating reach of a large geography and many participants, this caregiver community is engaged and responsive. A content analysis of Facebook postings highlights current priority areas for knowledge and resources among caregivers within this community.

From a health research perspective, this community provides the ideal opportunity for integrated knowledge translation by providing a venue for interaction between researchers and knowledge users [18]. A caregiver identified a gap in available resources for parents and has created a community to address this gap. Community members now use the social media platforms as information sharing tools, to exchange knowledge, advice, and experiences. What has been notably absent however, is evidence-informed input from health care providers—a trend observed in previous evaluation of health-related social media forums [19]. In this age of evidence-based practice and knowledge translation, it is necessary to consider the role of the clinician and the researcher within the social media sphere. Now, through this new partnership between caregivers, academics, and clinicians, the HD community is well poised to systematically identify and address knowledge gaps with evidence-based tools and resources.

Moving forward, a detailed analysis of issues raised within the HD community will provide the basis of a needs assessment to inform new research including knowledge synthesis and translation activities. Previous research examining Twitter and smoking cessation has highlighted inconsistencies in advice or tweet content relative to existing treatment guidelines [19]. A researcher-knowledge user partnership can help overcome the risk of sharing misinformation associated with consumers seeking health care advice via the Internet.

Guidelines and ethics documents are becoming more widely available for clinicians and researchers who wish to engage in social media [15,20-23]. These should be reviewed and adhered to appropriately. Basic considerations include respecting patient confidentiality, maintaining appropriate boundaries, disclosure of competing or conflicting interests, and consideration of professional reputation [20-23]. The same standards apply to patient-caregiver interactions in person and online, and if respected, can safely broaden the reach of the medical and research community in an effort to provide evidence-based answers to the complex issues that families face.

#### Strengths and Limitations

This growing community to support families affected by HD demonstrates a level of interaction that suggests satisfaction and commitment of users, an interrelationship that has an effect on sustainment of a virtual community [24]. The campaign has been designed and marketed to catch attention and resonate with members to ensure viability and sustainability.

Limitations of this study include the retrospective nature of our analysis. As this is a parent-initiated and parent-led campaign, it was not designed at inception to be scientifically evaluated. Internet analytics however, in combination with the vigilant management of this community have provided detailed quantitative and qualitative data on a real-world campaign dedicated to a health issue. Second, although a geographically wide representation has been achieved, this study includes caregivers of children with HD who have Internet access, the knowledge and skills to access online forums, and the desire to participate in one of the three online forums. Results specifically pertaining to the content analysis may not be representative of the overall caregiver community. Finally, this study was not designed to assess the value of the HD Community to its members. Further research is needed to understand the effect...
of these types of campaigns on individuals who view and actively participate in the conversations (active users) as well as those who view information but do not personally contribute (passive users).

Conclusions
Social media has changed the way people communicate. This study demonstrates that by using a multipronged social media strategy, one has the ability to break through barriers of distance (global) and time (instant publication) while targeting the desired demographic. These characteristics make social media an effective tool to build a community as well as collect and disseminate information. The Hirschsprung’s community has been connected through the Shit Happens Campaign. An HD Twitter account, Facebook page, and a personal blog dedicated to supporting families living with HD have been viewed hundreds of thousands of times across the globe. The sites are presently filled with questions from families who continue to struggle to manage even after surgical intervention for HD, presenting health care professionals and researchers with the opportunity to provide families with evidence-based information to guide care. Families rely on these forums for support from other caregivers, but clinicians and researchers are not represented within these social media communities. Partnerships between communities of caregivers, health clinicians, and researchers mediated through social media could provide unprecedented opportunity for consumer-driven research. Together, families and care providers can ensure that caregiver concerns become research priorities and that existing evidence and research results are widely and appropriately shared.
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Abstract

Background: Research continues to present tenuous suggestions that social media is well suited to enhance management of chronic disease and improve health outcomes. Various studies have presented qualitative reports of health outcomes from social media use and have examined discourse and communication themes occurring through different social media. However, there is an absence of published studies examining and unpacking the underlying therapeutic mechanisms driving social media’s effects.

Objective: This paper presents a qualitative analysis thoroughly describing what social media therapeutically affords people living with chronic pain who are self-managing their condition. From this therapeutic affordance perspective, we aim to formulate a preliminary conceptual model aimed at better understanding “how” social media can influence patient outcomes.

Methods: In total, 218 people with chronic pain (PWCP) completed an online survey, investigating patient-reported outcomes (PROs) from social media use. Supplementary to quantitative data collected, participants were also given the opportunity to provide further open commentary regarding their use of social media as part of chronic pain management; 68/218 unique users (31.2%) chose to provide these free-text responses. Through thematic content analysis, 117 free-text responses regarding 10 types of social media were coded. Quotes were extracted and tabulated based on therapeutic affordances that we had previously identified. Inductive analysis was then performed to code defining language and emergent themes central to describing each affordance. Three investigators examined the responses, developed the coding scheme, and applied the coding to the data.

Results: We extracted 155 quotes from 117 free-text responses. The largest source of quotes came from social network site users (78/155, 50.3%). Analysis of component language used to describe the aforementioned affordances and emergent themes resulted in a final revision and renaming of therapeutic affordances: “exploration” (52/155, 33.5% of quotes), “connection” (50/155, 32.3% of quotes), “narration” (33/155, 21.3% of quotes), “adaptation” (13/155, 8.4% of quotes), and “self-presentation” (7/155, 4.5% of quotes). Of the most described affordances, “exploration” was based on a propensity for participants to explain their social media use for information seeking purposes. “Connection” placed greater emphasis on interaction, highlighting themes of “exchanging information” and “mitigating isolation”. Responses regarding “narration” highlighted the value of shared experiences and the emotionally cathartic role this plays.

Conclusions: Much of the efficacy of social media may be explicable via a closer examination of therapeutic affordances. Particular areas that warrant attention include social media’s ability to filter and guide people to useful information, connect individuals, and share experiences. Further research into a variety of chronic conditions is warranted. Coupled with the results of the present study, a greater theoretical basis detailing how social media may foster health outcomes may lead to an improved evidence base for conducting research and may inform recommendations for social media use in chronic disease management.

(J Med Internet Res 2014;16(12):e284) doi:10.2196/jmir.3494
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Introduction

Background

Studies continue into the therapeutic effects of social media use in chronic disease management, suggesting that social media may be beneficial to people living with chronic disease [1-3]. However, we have not yet gained a detailed knowledge of these effects. Common research approaches used in qualitative studies in the social media domain include, but are not exclusive to, examining the data mined from social network sites (SNS) and online support groups [4,5], thematic analysis of blog content [6], and phenomenological coding of video narratives on YouTube [7,8]. Results commonly describe themes of support, information provision, and online privacy concerns. However, there is relatively little published literature that contextualizes such themes within a model for understanding what underlying mechanisms drive observed effects and health outcomes from social media use.

Previous studies in psychology have examined the relationship between individuals and their environment in an attempt to clarify how interaction may explain the ensuing behaviors of individuals [9]. The theory of “affordances” describes this relationship, which we discuss further in the following section. When interaction with social media mediates health outcomes, the affordance concept can be adapted to examine the underpinning properties of various social platforms affording therapeutic effects. Henceforth, our study refers to “therapeutic affordances” to present an in-depth analysis of such factors. Reference to therapeutic affordances within a health context has previously been seen in only a few studies. Examples include neurological dysfunction and mental health [10-12]. However, the term was contextualized differently. Fetters and Ellis proposed that therapeutic affordances guide action as they “give insight into the relationship between the patient’s altered person constraints and the successful accomplishment of meaningful goals” (p. 145) [10].

The Theory of Affordances

Affordance was originally coined by psychologist James Gibson in relation to his work in visual perception. He used the term to describe environmental properties relative to individuals. More technically, affordances are actionable possibilities that exist within the relationship between the actor and features of the environment [13,14]. Donald Norman takes this to a more concrete level, bringing affordance theory into mainstream culture, through its application to the design of everyday things [15]. He stresses the importance of both the actionable possibility and the way that this is conveyed or made visible to the actor [13]. This refined model of affordance leans heavily on the user’s experiences, understanding, goals, and past experiences, rather than purely the physical qualities of the environment or object as suggested by Gibson [15]. Hence, Norman suggests that when designing something, every attempt should be made to convey information that intimately outlines the affordance and highlights trouble-free use [15].

Therapeutic Affordances of Social Media

Affordances have been discussed in various academic articles in different contexts [13,16,17]. However, the way they are described and related back to the work of Gibson and Norman differs considerably. Relative to social media, appropriations of affordances have more recently evolved from human-computer interaction (HCI) research. HCI researchers began using the term “affordances” when studying computer technologies as an artifact. In reference to the present study, social media becomes the artifact. Affordances have included physical affordances (supporting or facilitating physical activity), cognitive (supporting thinking or learning models), sensory (supporting or facilitating sensing), functional (supporting physical activity for a functional purpose), and motivational (supporting motivational needs) [13]. To describe the likely end uses and effects of social media, the focus is placed on the platform, its interface, and the formally described services it provides. Much of the utility of describing affordances of social media in HCI research relates to usability factors because fundamentally, affordances of technology are emergent properties of the integration of the user and the medium [18,19]. However, definitions of social media refer to them as tools designed to allow for the realization of the dynamic interactive qualities of Web 2.0, namely openness, participation, interaction, and collaboration [1,20-22]. Therefore, a simple examination of usability via interaction between user, hardware, and platform interface is not sufficient [13]. In the case of social media as the artifact, it is the user who is ultimately given importance because it is their preferences, attitudes, beliefs, intentions, motivations, experiences, and needs that all converge to allow therapeutic affordances to be realized [13].

Relative to health outcomes, thought needs to go into how social media are being used and in what context. Therefore, one of the preliminary tasks is to identify the type of user being targeted and the environment in which social media are to be used. This provides insight into the user’s motivations for using social media. In the present study, the context is people with chronic pain (PWCP) self-managing their condition. Referring to Norman’s approach to affordances is thus helpful in this context, as it suggests that different users will approach, understand, and react to the same object differently [15].

Aim

Building on the foundation of an extensive literature review [23], the aim of this paper is to understand how a more targeted approach to social media use by considering therapeutic affordances may better address the needs of people living with and self-managing chronic disease. We theorize that different social media interactions can precipitate different health effects for different people. We anticipate that this may guide clinicians’ decision making surrounding whether social media may form a meaningful part of patient management and also may guide further research in this field.
Methods

Overview
This paper reports on findings from the analysis of qualitative data collected as part of a global online survey of PWCP, investigating patient-reported outcomes (PROs) from their social media use to manage chronic pain (Figure 1). This follows approaches to developing and testing conceptual models in health [24]. The Human Research Ethics Committee at the University of Melbourne approved this study (ID No. 1339414).

Figure 1. Screenshot from chronic pain online survey recruitment video (prepared with Animoto).

Rationale for Qualitative Study
Previous research on social-mediating technologies in health has employed thematic content analysis (TCA) to examine qualitative data [6-8,25-29]. Data are collected from a given set of participants reflecting on their experiences within a particular area of study to identify themes [30,31]. The researcher’s epistemological stance is an objective one, where themes are extrapolated from the data in an attempt to give meaning to the commonality of collective participants [30]. These data can be coded “inductively”, meaning themes are pulled from the data gradually, or “deductively”, whereby themes are imposed on the data at the outset as a way of approaching it [31]. When conducting inductive coding, grounded theory is used to describe the process whereby categories are identified as they emerge from the data [31]. These themes are given names or labels in
a manner that reflects the words of the participants as a whole. In reality, in the realm of phenomenological research, thematic content analysis requires the researcher to identify meaning within themes and then further put this into the context of the study. The TCA process is not a complete analysis until this has occurred. While open to more interpretative bias, TCA adds another dimension to health research, particularly research with substantial social components. Hence, it is a good fit for the present study. Unlike quantitative methods, which can still be applied to qualitative data, TCA allows the findings to be viewed from the participant’s perspective, in their own words. This is particularly useful when investigating a complex construct, such as social media [31].

**Recruitment and Data Collection**

Adults (18 years or older), with chronic pain (3 months or greater), who used social media as part of their self-management were invited to participate in this online survey via online social networks. Searching Google periodically from March 1 through to May 20, 2013, terms such as “online health networks”, “online pain support communities”, “chronic pain organizations”, “chronic disease organizations”, and “international pain organizations” were used to identify potential recruitment channels. Searching was limited to English language. Also included were common social networks, and we targeted active chronic pain groups, such as those on Facebook, Twitter, Daily Strength, and PatientsLikeMe. We also contacted various other influencers (at the support group/organizational level and individual level based on word of mouth).

Requests for assistance were emailed to each organization/group’s moderator. We made it clear that we were focusing the survey on “pain interference” as a result of living with chronic disease. The email contained a link directly to the survey, with the plain language statement and informed consent appearing on the survey webpage. This allowed moderators to review the suitability of the research to their members. A recruitment video was also created by the study’s primary investigator to complement the email, and a link to the video was pasted into the email text [32]. If the moderator was willing to post the survey to their members, a link to the survey was placed on the websites of the groups, shared on social media, and included in newsletters where appropriate. This emerging approach to recruitment using social media is documented in the literature [33-36] and was the subject of an article published elsewhere [37]. Given that we relied on a viral dissemination of the survey link via social media and did not invite participants directly via individual emails, it was impossible to calculate response rate based on number of invitations compared to responses.

The survey was conducted using the online survey software, SurveyMonkey. The survey was open from May 21 to June 30, 2013. Participants were asked to provide quantitative and qualitative data in a variety of areas: demographics, health/pain status, social media used, therapeutic affordances, and PROs from use. The full survey instrument can be found in Multimedia Appendix 1.

The focus here is on free-text responses from this survey. Supplementary to quantitative data collected (which is the focus of a separate paper), participants were given opportunities at several points within the survey to provide open commentary relating to the social media platforms they used as part of chronic pain management. The social media they could comment on included SNS, blogs, wikis, microblogs, virtual worlds, tagging/aggregation sites, video sharing sites, photo sharing sites, chat rooms, and discussion forums. An example of how the open commentary questions were phrased was “Please use this space if you would like to comment further about your use of BLOGS for your chronic pain self-management”.

**Participants**

In total, 231 PWCP consented to take part in the survey; 4 of these supplied no further information and a further 9 answered “no” to the question, “Do you have chronic pain?” The final dataset thus represented 218 completed surveys. A subset of all participants (68/218, 31.2%) chose to provide free-text responses. Table 1 shows their demographic characteristics. The data highlight a majority of married/partnered females, not working because of ill health. However, a wide range of ages and education levels are represented.

http://www.jmir.org/2014/12/e284/
Table 1. Participant demographics (n=68).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>10 (15)</td>
</tr>
<tr>
<td>Female</td>
<td>58 (85)</td>
</tr>
<tr>
<td><strong>Age range</strong></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>14 (21)</td>
</tr>
<tr>
<td>30-39</td>
<td>14 (21)</td>
</tr>
<tr>
<td>40-49</td>
<td>16 (24)</td>
</tr>
<tr>
<td>50-59</td>
<td>16 (24)</td>
</tr>
<tr>
<td>60+</td>
<td>8 (12)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>17 (25)</td>
</tr>
<tr>
<td>Currently married/partnered</td>
<td>41 (60)</td>
</tr>
<tr>
<td>Separated/divorced/widowed</td>
<td>10 (15)</td>
</tr>
<tr>
<td><strong>Level of education</strong></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>25 (37)</td>
</tr>
<tr>
<td>College/University completed</td>
<td>26 (38)</td>
</tr>
<tr>
<td>Post-graduate degree completed</td>
<td>17 (25)</td>
</tr>
<tr>
<td><strong>If not working for pay (reason?) (n=40)</strong></td>
<td></td>
</tr>
<tr>
<td>Ill health</td>
<td>34 (85)</td>
</tr>
<tr>
<td>Other</td>
<td>6 (15)</td>
</tr>
</tbody>
</table>

Data Analysis

**Dataset**

The dataset for analysis was a total of 117 free-text responses given by these 68 participants; 155 separate quotes were extracted. Each quote remained linked to the respondent with a unique identifier. The quotes pertained to 10 different types of social media. SNS accounted for the majority of quotes (78/155, 50.3%), followed by much smaller samples. The full list can be seen in Table 2.

Table 2. Dataset based on platform.

<table>
<thead>
<tr>
<th>Platform</th>
<th>Used each platform (N=218), n</th>
<th>Free-text responses collected, n (%)</th>
<th>Supplying free-text responses, n (%)</th>
<th>Extracted quotes, n (%)</th>
<th>Total quotes (N=155), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social network sites</td>
<td>189</td>
<td>58</td>
<td>58/189 (31)</td>
<td>78</td>
<td>78 (50.3)</td>
</tr>
<tr>
<td>Discussion forums</td>
<td>86</td>
<td>18</td>
<td>18/86 (21)</td>
<td>16</td>
<td>16 (10.3)</td>
</tr>
<tr>
<td>Blogs</td>
<td>88</td>
<td>11</td>
<td>11/88 (13)</td>
<td>14</td>
<td>14 (9.0)</td>
</tr>
<tr>
<td>Wikis</td>
<td>74</td>
<td>10</td>
<td>10/74 (14)</td>
<td>10</td>
<td>10 (6.5)</td>
</tr>
<tr>
<td>Videosharing sites</td>
<td>60</td>
<td>7</td>
<td>7/60 (12)</td>
<td>10</td>
<td>10 (6.5)</td>
</tr>
<tr>
<td>Photosharing sites</td>
<td>18</td>
<td>5</td>
<td>5/18 (28)</td>
<td>9</td>
<td>9 (5.8)</td>
</tr>
<tr>
<td>Microblogs</td>
<td>29</td>
<td>6</td>
<td>6/29 (21)</td>
<td>6</td>
<td>6 (3.9)</td>
</tr>
<tr>
<td>Chat rooms</td>
<td>11</td>
<td>3</td>
<td>3/11 (27)</td>
<td>5</td>
<td>5 (3.2)</td>
</tr>
<tr>
<td>Virtual worlds</td>
<td>7</td>
<td>2</td>
<td>2/7 (29)</td>
<td>4</td>
<td>4 (2.6)</td>
</tr>
<tr>
<td>Tag/Aggregators</td>
<td>12</td>
<td>2</td>
<td>2/12 (17)</td>
<td>1</td>
<td>1 (0.6)</td>
</tr>
</tbody>
</table>

Procedure

Next, 3 investigators used TCA to examine each quote, developed the coding scheme, and applied the coding to the data. Initially, quotes were coded deductively according to their best fit to a set of therapeutic affordances of social media that we had previously identified: identity, flexibility, structure, narration, and adaptation [23]. Then, an alternative inductive analysis was performed to group quotes into other possible themes more closely based on the language components of the
quote. Following this two-step coding process, we reviewed and renamed our previous set of therapeutic affordances. A step-by-step workflow can be seen in Figure 2.

In Phase 1, using the “analyze data” function in SurveyMonkey, the free-text responses for each platform were accessed. The first step was to calculate the number of responses provided. The next step in this analysis was to read each response individually and create preliminary categories in SurveyMonkey based on the therapeutic affordances: identity, flexibility, structure, narration, and adaption. Any responses containing quotes referring to two or more therapeutic affordances were categorized as “mixed”. The coding procedure was challenged by responses that appeared to be between categories and those containing descriptions that were outside the proposed categories.

In Phase 2, based on the affordances applied in Phase 1, responses were syphoned to extract meaningful quotations that pertained to the respective therapeutic affordance. In several instances, responses contained more than one quote spanning more than one affordance. The quotes were then tabulated to create a better visualization of the data (Multimedia Appendix 2). A picture emerged of the prevalence of each affordance described by participants. Quotes were tabulated according to therapeutic affordance, social media type, and whether the connotation was positive or negative.

In Phase 3, all quotes were revisited several times to ensure consistency of categorization. This process was repeated until no further re-categorization was necessary.

In Phase 4, the coding method was altered, focusing on inductively analyzing the data. Descriptive language in each quote was used to help formulate themes emergent from within the data that captured the essence of what the quote described. This process was performed independently by all 3 researchers and repeated until no new themes emerged. Themes were discussed and compared for overlap. Any consistent themes were automatically coded. This process yielded 15 themes that captured the essence of each therapeutic affordance.

In Phase 5, the entire dataset was revisited (5a). The descriptive language and themes coded from the quotes describing each affordance in Phase 4 were reconsidered and grouped, thus resolving into a revised set of 5 therapeutic affordances: self-presentation, connection, exploration, narration, and adaptation (5b).

The process in Phase 5 also helped to code those quotes that did not fit neatly within one category or those that initially appeared to span multiple categories. Thus, Phase 3 was once again revisited until Phase 6, which revalidated the newly coined affordances, was complete.
Results

Therapeutic Affordances Described

Overview

Based on the 155 extracted quotes, responses were mostly positive (134/155, 86.5%) (Multimedia Appendix 2). The five finalized therapeutic affordances appeared in the data to varying degrees. The largest number of quotes related to the “exploration” (52/155, 33.5%) and “connection” (50/155, 32.3%) affordances, followed by “narration” (33/155, 21.3%), then “adaptation” (13/155, 8.4%), and “self-presentation” (7/155, 4.5%). Key language used by participants to describe each affordance and the inductively identified themes are presented and discussed in Table 3. The revised therapeutic affordances are then presented. The most representative quotes were extracted and examples highlighted to demonstrate the themes in question.
Table 3. Descriptive language, inductive themes, and validated therapeutic affordances.

<table>
<thead>
<tr>
<th>Language</th>
<th>Theme</th>
<th>Therapeutic affordance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disclosure</td>
<td>Disclosure</td>
<td>Self-presentation</td>
</tr>
<tr>
<td>Control</td>
<td>Control</td>
<td></td>
</tr>
<tr>
<td>Private</td>
<td>Identification</td>
<td></td>
</tr>
<tr>
<td>Anonymity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Masquerade</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Communicate</td>
<td>Interaction</td>
<td>Connection</td>
</tr>
<tr>
<td>Exchange</td>
<td>Exchanging information</td>
<td></td>
</tr>
<tr>
<td>Share</td>
<td>Support</td>
<td></td>
</tr>
<tr>
<td>Discuss</td>
<td>Mitigating isolation</td>
<td></td>
</tr>
<tr>
<td>Advice</td>
<td>Geographic freedom</td>
<td></td>
</tr>
<tr>
<td>Support</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Isolation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alone</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Worldwide</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Look</td>
<td>Information seeking</td>
<td>Exploration</td>
</tr>
<tr>
<td>Research</td>
<td>Learning</td>
<td></td>
</tr>
<tr>
<td>Find</td>
<td>Reputability</td>
<td></td>
</tr>
<tr>
<td>Learn</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monitor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moderate</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Share</td>
<td>Imparting knowledge</td>
<td>Narration</td>
</tr>
<tr>
<td>Stories</td>
<td>Understanding</td>
<td></td>
</tr>
<tr>
<td>Experiences</td>
<td>Emotional catharsis</td>
<td></td>
</tr>
<tr>
<td>Journey</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Distress</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flared-up</td>
<td>Variation in use</td>
<td>Adaptation</td>
</tr>
<tr>
<td>Affected</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bad</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sick</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hospital</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Self-Presentation: Disclosure, Control, and Identification**

This affordance was present in the responses participants gave regarding the level of information they presented to the world via social media. It also highlighted user preferences surrounding identifiable versus anonymous interactions. Participants did not appear to place a great emphasis on the differing self-presentations afforded by social media. However, the quotes obtained showed a relatively equal share of positive and negative perceptions. Information disclosure was a topical theme discussed in terms of self-presentation. Participants showed a propensity to value private interaction and to limit the exposure of their online activity: “The discussion forum we use is a private support group, so only other sufferers of my condition are able to participate” [resp. 204].

This was reiterated more strongly in one person’s perception of potentially negative consequences from disclosing personal information. Powerful language included words like “fear” and “masquerading”. This same participant described the apprehension attached to personal disclosure. They felt strongly about their personal information being used against them: “My fears around disclosure and how it impacts psychologically physically and emotionally is enough to prevent me from disclosing in the social media” [resp. 64] and “I do not want to disclose my personal and painful journey via a social network site for it to be highlighted by others and ‘used’ as a way to finish me in my job” [resp. 64].

However, positive opinion describing “self-presentation” contained a sense of control and autonomy found in social media use: “This is an excellent medium for me to be able to control
my social interactions” [resp. 120], “Social network sites allow me to interact with others on my own terms” [resp. 184], and “writing a decent-ish blog can allow you to be the person you were to an extent” [resp. 229].

Participants had differing preferences towards whether others knew their identity. In one instance, one participant described a desire to remain anonymous to friends and family, yet known to other PWCP: “I find these boards are more intimate if I can remain anonymous to family and friends but known to others on the board” [resp. 176].

Conversely, anonymity was also used to highlight the potential hazards surrounding self-presentation and an inability to verify identity through social media: “I see individuals masquerading as members of the medical profession” [resp. 191].

**Connection: Interaction, Exchanging Information, Support, Mitigating Isolation, and Geographic Freedom**

An ability to connect with others featured frequently in the responses. Participants commonly used social media to reach out to others in similar situations, share/exchange information, and offer support. A key objective was mitigating isolation. This was aided by a sense of freedom afforded by social media to interact when and where it suits.

Connection to others was one activity particularly suited to social media. Participants commonly described their interactions enabled by social media: “We are able to help each other with practical advice about drug side effects etc” [resp. 83], “Having immediate access to information and people is enlightening” [resp. 206], and “Talking to people who understand is great” [resp. 180].

Participants reported actively sharing and exchanging information. The words “sharing” and “exchanging” of information appeared frequently throughout the responses, with words like “valuable” often used in conjunction. Sharing of information ranged from general disease-specific information and advice, through to practical tips. On a more personal level, participants tied the ability to exchange information to an identity through social media: “I see individuals masquerading as members of the medical profession” [resp. 191].

Like all therapeutic affordances, connection seen via information exchange is not immune to criticism. One person who pondered the reputability of information exchanges expressed this as “Unmoderated sites are potentially dangerous, unqualified ppl routinely diagnose, recommend treatment, use research findings inappropriately, misinform other ppl who may not know any better” [resp. 8].

Providing and receiving support was described as another valuable utility of social media. A sense of camaraderie enabled by social media was outlined, bringing together people in similar situations. Support fostered through interactions was emotionally cathartic to participants and gave them the motivation to persist with management: “only a person with similar problems really gets what you’re going through” [resp. 201], “we all support each other during our tough times and still communicate even during our good days” [resp. 140], and “Being able to communicate with people can be up lifting and cathartic” [resp. 229].

The strength of social media to connect was evident as analysis uncovered strong positive sentiments towards social media use as part of chronic pain management: “I find general support from others with the same condition on these sites has stopped my suicide attempts” [resp. 217], “[social network sites] actually saved my life. The people I connected with were other with MS…we all support each other” [resp. 140], and “The friendships and information I’ve gained from those have been life saving—probably in the literal sense” [resp. 71].

On the other hand (and although only a small representation), those who perceived “connection” negatively discussed a sense of withdrawal and frustration: “Social networking can sometimes have a negative impact ie withdrawal from real life” [resp. 56] and “Frustrating and at times more painful trying to explain to strangers” [resp. 124].

Mitigating isolation was the most present theme describing “connection”, accounting for 28% (14/50) of quotes. Participants felt extremely positive towards social media’s ability to keep them from being dominated by loneliness. Feeling connected and knowing they were not alone were apparent effects. The words “alone” and “isolation” appeared six and eight times respectively: “Without social networking I would feel far more alone when my conditions are bad” [resp. 46], “pain is isolating in real life and social networking can help to reduce the amount of isolation” [resp. 56], and “Social network sites have allowed me to have a social life…when the pain is bad, which is frequent, I cannot leave my house and spend time with friends” [resp. 196].

A final element underlying “connection” was seen through the abundant quotes detailing reach and spread of communication afforded by social media. Participants freely commented that their use of social media provided borderless interactions, thus highlighting that managing chronic disease can span the world. Social media allows these people the opportunity to extend their networks: “[SNS] is often putting patients in touch with treating practitioners around the world” [resp. 79], “people all over the world can communicate and support others in their same situation” [resp. 78], and “I live in a regional area and helpful Dr. services are not available! I’m discovering the positives of using the sites” [resp. 164].

Geographic freedom has also increased the availability of support. Being able to connect with fellow PWCP internationally means that time of day need no longer be a hurdle: “now I have friends worldwide…they are there day or night if I need” [resp. 71] and “are mostly helpful due to the ‘you are not alone’ value” [resp. 215].

**Exploration: Information Seeking, Learning, and Reputability**

“Exploration” was the most noted therapeutic affordance based on number of quotes. Survey participants frequently described
searching for information. A variety of search-related activities were reported.

Above all, participants described using social media for guidance towards useful information for pain management. At times the search for information yielded resources that filtered further useful resources. Participants reported using social media to seek out information on a wide variety of matters relevant to their condition. This included disease-specific information, research, and treatments: “I selectively filter through information...I look for information around the management of pain and adapting in certain situations” [resp. 51]. “The blogs of health researchers and professionals are very important tools for finding new information, current research etc” [resp. 217], and “Practical tips, medication, treatment recommendations have often lead me to helpful sites” [resp. 190].

Some participants valued the information found through social media: “Gives me more information about a specific condition or more things to discuss with my doctor” [resp. 200]. Again, some voiced cautions. Using the example of wikis, two participants highlighted: “Wikis are not always particularly useful, as entries tend to be very general and not always up to date” [resp. 190] and “Seem to be most prone to bias...so bad information doesn’t get corrected” [resp. 125].

Another process was that of “learning” resulting from use. Participants declared that search and guidance promoted by social media were useful to aid learning about managing pain, disease-specific knowledge, and self-management: “Have particularly used social networking to learn tips about managing/avoiding pain” [resp. 112], “…use blogs so as I can learn as much as I can about my condition. Knowledge is power, etc” [resp. 227], and “They have definitely helped my understanding of nerve pain and pain in general. I have grasped anatomical and medical info much easier with YouTube” [resp. 229].

From a more cautious perspective, quality of information resonated with some survey participants: “Value depends on quality of information” [resp. 190]. Participants consider this pivotal to the success of self-management via social media. One participant described the free flow of information made available by social media: “The beauty of social media is that there is no censor or control so the right information gets through” [resp. 78].

However, this conflicts somewhat with the perceptions that information made available via social media can at times be disreputable: “…can be misleading depending on who has written the article” [resp. 66] and “Seem to be most prone to bias...so bad information doesn’t get corrected” [resp. 125].

This may be addressed via careful consideration of individual preferences for moderated and monitored interactions, as seen in many quotes: “I much prefer a medically knowledgeable, balanced platform such as a monitored [one] where good, sensible advice and help is offered” [resp. 40] and “one becomes discriminating with the types of boards and if the moderator is a good one, this sets the tone of the board and generally adds to the value of the information” [resp. 190].

Narration: Imparting Knowledge, Understanding, and Emotional Catharsis

The narrative affordance was well documented in the results of this survey. Multiple instances of the positive effect of sharing experiences via social media were described. This was true of both sharing one’s own experiences and accessing another’s experiences. Accessing other’s experiences was most notable, accounting for 48.5% (16/33) of total “narration” quotes.

Where more active participation was described, imparting knowledge by sharing one’s own experiences with chronic pain fostered a sense of personal satisfaction and self-worth. This made participants feel useful, as they were able to impart knowledge they had accumulated: “networking sites make me feel useful as I can share my stories with newly diagnosed people” [resp. 185], “I write reflective and creative pieces about my journey in general...often I won’t even discuss the physical side of it, but rather the lessons learned” [resp. 189], and “It is very helpful to share stories, symptoms, and problems with other sufferers” [resp. 223].

Participants also described that accessing the experiences of others played a beneficial role in improving understanding. Through accessing experiences and narratives about pain from other people, participants felt able to better manage their condition: “I find it helpful to know how other people manage their own pain” [resp. 191] and “having people who can make comments and talk about their stories give me more information about what other people are dealing with” [resp. 32].

However, narration was most commonly discussed as a means to manage the emotional burden of living with chronic pain. Participants discussed the catharsis, comfort, and validation from accessing other people’s experiences: “It just helps to know there are other people in the same boat who work hard at their disorder and succeed. It gives me hope and patience to keep trying” [resp. 212], “Seeing others who are like me, is a HUGE comfort” [resp. 190], and “Many of my own experiences were also shared by others. Often it is quite validating to see others have been thru the same things I have” [.resp. 190].

Conversely, some did caution that the narrative experience could be counterproductive, as people may be potentially distressed from sharing experiences: “I do not feel able to share my experience as yet as I become very distressed when I think/write/talk about my condition” [resp. 47], “Sometimes reading other peoples journeys is useful but I do not like to immerse myself in too many down stories as it makes me worse so I am careful about what I read” [resp. 209], and “I find most blogs very distressing as I ‘see’ how my future may progress” [resp. 51].

One participant took this further and described the potential to become alienated by sharing experiences online: “Unfortunately it can often feel that when people read your posts in regard to chronic pain, it can create speculation about the condition...it can make me feel, especially being a young male, that I am just a whinger and need to toughen up” [resp. 84].

In a similar light, narratives may also provide greater scope to malinger and catastrophize one’s condition: “I do find many social network chronic pain sites regular participants too needy.
I can’t abide the constant call for, supply of prayers and the desperation for others to feel/understand/get their pain” [resp. 40] and “sites become a platform for particular ppl to use to verbalize complaints and negativity, without any constructive discourse” [resp. 8].

**Adaptation: Variation in Use**

The “adaptation” affordance captures the way social media enables participants to adapt their self-management behaviors in relation to their condition status and/or needs at particular points in time in various ways. Most apparent was social media’s utility in allowing participants to alter their self-management when pain flared or health deteriorated: “I am severely affected at present. I cannot speak, or tolerate the stimulation of people being around me...I am bedridden and need to be in a very low stimulus environment...but youtube is ok for me with care” [resp. 190]. “It’s nice to be able to learn even when I can’t read or sit up” [resp. 27], and “I will post a photo on Instagram if I am in hospital and people want to know how I am going but I am too sick to tell them” [resp. 189].

**Discussion**

**Principal Findings**

**Refining Therapeutic Affordances**

In our previous work, we postulated five therapeutic affordances: “Identity” was used to present perceptions regarding disclosure of identity in online social environments. “Flexibility” described the time-space freedom enabled by social media, such as the ability to interact at a time suitable to the individual and wherever one chooses. “Structure” described the guidance and filtration present in information seeking that social media can provide. “Narration” encompassed social media’s utility to provide a platform to share stories of illness, and finally, “adaptation” referred to the capacity for one’s self-management to evolve through social media to meet particular needs based on current disease status [23].

While our initial nomination of these affordances provided a useful frame for early theorizing, analysis of the qualitative survey data enabled a much richer conceptualization and categorization of the underlying themes describing each therapeutic affordance. Bearing in mind that the use of the term affordance has previously attempted to clarify behaviors an individual may perform, referring to affordances as all actionable possibilities latent in the environment [9], we defined two tests of our affordances in relation to the data from the present study: Does the therapeutic affordance account for the data? Does the therapeutic affordance describe an actionable possibility? Consequently, the data highlighted a lack of clarity in some of our early descriptions. “Narration” and “adaptation” passed the tests; however, the other three affordances were found to be incongruent.

First, the label “identity” is not an actionable term, nor does it describe elements of disclosure or privacy central in participant responses. Quotes described preferences for anonymity, control of one’s self-image, the precautions required when interacting online and not being able to verify identity. Therefore, in regards to all of these elements relevant to impression management, “self-presentation” is more descriptive and appropriate than “identity” [38].

Social media are often praised for the “flexibility” they offer health consumers to interact where and when they choose. Responses in the present study also displayed a propensity to praise the opportunity to connect and interact with others (including borderless communication). However, participants also valued supporting one another, mitigating isolation, and exchanging information. Descriptive language was slanted towards communication, discussion, and exchange rather than the flexibility afforded by social media. Thus, the therapeutic affordance is better described as the “connection” of individuals.

“Structure” presented the same semantic challenge. While one can use “structure” as a verb, it is ambiguous. Previous notions that social media guide and filter information seeking still persist. However, the overarching theme from the survey data was “information seeking”. Participants used language such as “finding”, “looking”, and “searching” for information. Hence, “exploration” is more appropriate.

Interaction and sharing seen in “connection” and “narration” embody the very participatory and collaborative nature on which Web 1.0 has evolved into Web 2.0 [1,39]. However, despite “exploration” being the most discussed afforded use of social media (33.5% of total responses), it is important to recognize the language used to describe it (ie, seeking, finding, searching, looking). The language used is information-focused, not user-centered [40,41]. This sentiment has been previously reported [3], indicating that perhaps social media are still not being realized to their full potential as many-to-many communication tools.

Similar difficulties surrounding labeling affordances of social media are apparent in other academic literature. In a study of social media affordances within organizational processes [42], four affordances are based on the authors’ perceptions of the activities performed in business processes salient to social media’s utilities: visibility, editability, persistence, and association. We suggest that ideas such as “visible” and “persistent”, while informative, are contentious in terms of whether they are indeed actionable by people or rather, characteristic of content. These contentions warrant attention by all researchers working with the concept of social media affordances.

**Proposing a Theoretical Model**

Resulting from this reflection on the analysis presented in this paper, the therapeutic affordances of social media were refined and resolved into self-presentation, connection, exploration, narration and adaptation (SCENA). This resolution enabled us to develop a conceptualization of these affordances relative to health outcomes, not only revising their definitions but also relating them to each other within a new framework that can be visualized as a theoretical model (Figure 3).

The SCENA Model of Therapeutic Affordances of Social Media has at its core preferences and perceptions regarding one’s online image or digital identity. “Self-presentation” feeds into the ability of social media to “connect” individuals. The next layer...
is shared by “exploration” and “narration”, both of which take into consideration varying preferences for self-presentation and how individuals connect. The outermost layer of the model is “adaptation”, that is, social media use allowing self-management behaviors to adapt to individual needs at given points in time. This will influence and be influenced by the other therapeutic affordances to varying degrees.

Figure 3. SCENA model of therapeutic affordances of social media.

Theorizing About What Makes Therapeutic Affordances Effective

Different categorizations have been proposed as ways to organize affordances of social media. If therapeutic affordances are to be meaningful in a chronic disease management or broader health context, then categorizing them to show how they function to produce effects is a critical contribution that health informatics can make.

The use of classification systems appears in published literature in fields other than health. For example, Day and Lloyd describe technology affordances in an educational context [14]. Jordan presents a classification scheme based on psychological theory (physical, psychological, social, cognitive) [43], and Zhang explores information-communication technology (ICT) from a motivation perspective [44]. Other attempts within an ICT context have paired user with design, describing affordances as action, functional, and structural [45].

A classification system proposed in [13] may be more relevant to the present study. The resulting schema is that of physical, cognitive, affective, and control affordances. “Physical” are broadly defined as the physical attributes of social media that the user can manipulate (ie, sound and display settings). “Cognitive” are defined as intellectual attributes aiding or facilitating mental processing, or problem solving. They describe the ability to provide information, reinforcement, and suggestions. “Affective” comes from a psychosocial standpoint, related to the attributes of social media that stimulate emotional responses. Finally, “control” exists in social media’s ability to allow the user to make autonomous choices regarding their interactions. For example, one’s level of self-presentation to others will to some extent be dictated by the degree of control allowed by the platform. Control is described as a powerful affordance funneling positive behavioral change, as users who feel they have more control over how they use social media will generally behave more positively [13].

While the present study has appropriated affordance to describe how social media mediate therapeutic effects, the above categories (in particular, cognitive, affective, and control) may still prove useful as a way to theorize the precise mechanisms through which therapeutic affordances work (Table 4). It is also prudent to note that therapeutic affordances mean different things to different people and interpretation may vary. For this reason, those outlined in the present study are a guide and may serve as a base for further investigation.

Table 4. Categorization of therapeutic affordances.

<table>
<thead>
<tr>
<th></th>
<th>Physical</th>
<th>Cognitive</th>
<th>Affective</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-presentation</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Connection</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exploration</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Narration</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adaptation</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
“Self-presentation” may be seen as a “control” affordance. Through identification of discourse themes highlighting control, identity, and personal disclosure, as well as language such as anonymity and privacy, it is possible that the self-presentation afforded by social media centers around the ability to “control” online interactions.

Themes identified describing “connection” suggest that much of this affordance comes from the ability to give or receive support and interact with others. Participants spoke of the benefits derived from being able to communicate, discuss, advise, and support each other. This had a beneficial impact on sensations of loneliness and isolation, representing a high socio-emotional component. Thus “affective” may be an appropriate categorization. However, the ability to communicate and generate exchanges with others where and when it suits also describes an element of “control” afforded to users, thus “control” is also a suggested classification.

“Exploration” centered much more on the quest to find information, to find, look, and learn, all in the hope of improving disease-specific knowledge. Hence, exploration is possibly best categorized as a “cognitive” affordance. Concurrently, participants had a strong expectation that the information presented on social media be reputable and that in order to do this, moderation and monitoring of online activity is favored. Hence, “exploration” may also fit in the “control” category.

The “narrative” effect speaks primarily of the emotional catharsis that comes with learning from others’ experiences and sharing one’s own. Hence, suggested categorization as “affective” may be appropriate. However, the strength of the “narration” afforded by social media is also present in how social media allows individuals to develop understanding. This is also true of the personal benefits reported from imparting wisdom to others. For this reason, “narration” may also classify as a “cognitive” affordance.

Finally, the “adaptation” afforded by social media to allow users to evolve their self-management behaviors based on disease-specific needs at different points in time highlights how use changes depending on motivations. For this reason, “affective” is possibly applicable because of the personal or emotional component dictating people’s decision-making process. The majority of participants indicated that social media was particularly useful during times of declining health or pain. Social media gave them greater choice of how they interacted with others. Therefore, categorization as a “control” affordance is also suggested.

Limitations
Exploring therapeutic affordances has certain limitations. A 2007 paper addressed difficulties with the affordance concept. In that study, a teacher presented her students with a wiki project [14]. The teacher had learned that a primary affordance of wikis is collaboration, which is commonly described in academic literature about wikis [46]. Despite some students embracing the project, the majority did not. While collaboration is a primary affordance of wikis, this example highlights the challenges in realizing the benefits of affordances under different circumstances. Sometimes other factors present within a given context can interfere with the realization or utility of a given affordance. Modeling and categorizing affordances only go part of the way. The present study does not take into account a plethora of contextual factors that can play a role in determining why therapeutic affordances may explain how social media generate health outcomes. For example, one such prominent factor is the characteristics of the group or individual. Day and Lloyd [14] suggest that these may include previous knowledge, competence, learning preferences, motivation, attitudes, and access to information. When placed in the current context (chronic pain management), the same can be applied [14]. However, particular disease-specific characteristics such as current health status, confounding illness variables, and self-management needs also play a vital part.

Also, the platforms used do not function independently of the context in which they are placed [13]. In regards to this research, it is extremely difficult to infer the most suitable social media to meet particular needs and/or objectives in chronic pain management [13,14,47]. Systematic analysis needs to go beyond an elementary view of the social media available for use and the health outcomes expected. It must consider the ways in which the technology (social media) and factors relevant to the individual interplay and contribute to the ensuing interaction and ultimately, outcomes observed. Only then can the gap between potential for use, actual use, and outcomes be bridged.

Social media presents an extra challenge to health research. Unlike traditional clinical health indicators, it is difficult to measure clinical impact of social media on health outcomes reliably. Validating self-reported health outcomes from social media use still requires effort to establish a sound, reputable evidence base. Formal measurement of PROs is required to assess whether social media use based on therapeutic affordances may be effective for improving health outcomes in chronic disease [48]. In order to do this effectively, future research harnessing information about the therapeutic affordances of social media combined with a validated PROs tool is needed to specifically measure health outcomes [49].

The broader chronic disease landscape in particular pushes us to establish valid PROs measurement research methodologies. This research is currently limited in its transferability to other chronic conditions. We have investigated social media use in relation to chronic pain, with chronic pain being chosen due to it burgeoning effect globally, social stigmatization, and co-existence to and manifestation in a variety of chronic conditions [50]. In order to gain a clearer picture of the utility of therapeutic affordances when examining other chronic conditions (eg, cancer, diabetes, arthritis, depression, fibromyalgia), further research is required. Similarly, it is prudent to acknowledge the influence of self-selection on this research [36,51]. To gain a deeper understanding of the influence of social media’s therapeutic affordances, future research may be well served to examine non-responders and perceptions of therapeutic affordances among general social media users in a non-health context [51].

Conclusions
The results of this paper suggest that future social media research in health may be aided by paying closer attention to
therapeutic affordances. By doing so, efficacy may become more discernable. Therapeutic affordances most recognizable in the present study include social media’s ability to “explore” information, “connect” people, and “narrate” experiences of illness. Therapeutic affordances are presented in a model to theorize how the interactions enabled by social media may help explain how health outcomes are generated when individuals use social media as part of health self-management. This approach may provide more targeted, evidence-based recommendations for social media use in chronic disease management. Further research to explore for other therapeutic affordances and study across a range of chronic conditions is warranted to build evidence and move one step closer to producing evidence-based guidelines for social media use in chronic disease management.
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Abstract

Background: Due to the high prevalence of psychological disorders and the lack of access to care among Canadian youth, the development of accessible services is increasingly important. eMental Health is an expanding field that may help to meet this need through the provision of mental health care using technology.

Objective: The primary goals of the study are to explore youth experiences with traditional and online mental health resources, and to investigate youth expectations for mental health websites.

Methods: A Web-based survey containing quantitative and qualitative questions was delivered to youth aged 17-24 years. Participants were surveyed to evaluate their use of mental health resources as well as their preferences for various components of a potential mental health website.

Results: A total of 521 surveys were completed. Most participants (61.6%, 321/521) indicated that they had used the Internet to seek information or help for feelings they were experiencing. If they were going through a difficult time, 82.9% (432/521) of participants were either “somewhat likely” or “very likely” to use an information-based website and 76.8% (400/521) reported that they were either “somewhat unlikely” or “very unlikely” to visit social media websites for information or help-seeking purposes during this time. Most (87.7%, 458/521) participants rated their online privacy as very important. Descriptions of interventions and treatments was the most highly rated feature to have in a mental health-related website, with 91.9% (479/521) of participants regarding it as “important” or “very important”. When presented a select list of existing Canadian mental health-related websites, most participants had not accessed any of the sites. Of the few who had, the Canadian Mental Health Association website was the most accessed website (5.8%, 30/521). Other mental health-related websites were accessed by only 10.9% of the participants (57/521).

Conclusions: The findings suggest that despite interest in these tools, current eMental Health resources either do not meet the needs of or are not widely accessed by youth with mental health problems. In order to improve access to these resources for Canadian youth, Web-based platforms should provide information about mental health problems, support for these problems (peer and professional), and information about resources (self-help as well as ability to locate nearby resources), while protecting the privacy of the user. These findings will not only assist in the development of new mental health platforms but may also help improve existing ones.
mental health services; online systems; adolescents; survey; Internet

Introduction

Canadians are heavy users of the Internet [1]. In 2011, 83% of Canada’s population reported using online services [2], and in 2014, 99% of young Canadians reported having access to the Internet outside of school [3]. The number of individuals using the Internet to search for medical or health-related information increased from 57.9% in 2005 to 69.9% in 2009 [4]. With such a large part of Canada’s population online, and with many young adults using the Internet for health-seeking purposes, it is critical to understand more about the health-seeking behaviors, experiences, and expectations of youth.

eMental Health is an expanding field and is defined by the Mental Health Commission of Canada as “the use of information and communication technologies to improve mental health” [5]. An increased use of the Internet in everyday life has contributed to a rise in self-help and Web-based therapies for various physical and psychological disorders [6, 7].

Developing more accessible services has become increasingly important due to the high prevalence of mental disorders—particularly mood, substance use, and anxiety disorders—in Canada. According to the Canadian Mental Health Survey, 20% of Canadians will experience a mental illness during their lifetime, 11.3% will be diagnosed with major depressive disorder, and 8.7% with an anxiety disorder [8]. The National Comorbidity survey in the United States reports an even higher lifetime mental disorder prevalence of 44% [9].

Youth between the ages of 15 and 24 years have the highest prevalence of mental disorders, and yet almost one-third of Canadians seeking mental health care report that their needs are unmet or partially unmet [8]. In one study, only 42% of young adults aged 19-24 years with major depressive disorder had accessed any mental health services [10]. Research suggests that youth view current/traditional mental health services negatively, and that future efforts should center on the development of interconnected and empowering services as a means of increasing service use [11]. The Canadian Institutes of Health Research states that “advanced eHealth innovations feature integrated and sophisticated technology that enables interconnectivity at all levels of the health system” and that “eHealth empowers patients and encourages self-management” [12]. These facts suggest the high level of unmet needs can only be addressed by the addition of significant capacity. The need to develop Web-based mental health services is supported by the perceived acceptability of online therapy as a form of treatment [13], as well as its effectiveness in providing support for youth who have family members experiencing mental illness [14].

To guide the conceptualization and development of future effective, attractive, and youth-appropriate Web-based services, we studied current experiences and expectations of online health solutions among youth by exploring the following questions:

1. What sources of online information are young people most likely to use, and what do they find most accurate, when seeking help for mental health issues? 2. What sources of online information do young people predict they would use if they had a mental health issue? and 3. What experience do young people have in using mental health resources on the Internet?

Methods

Recruitment

The Bell Youth Impact Survey ran from September 2012 to March 2013 and garnered 521 complete responses. Recruitment of youth living in Canada between 17 and 24 years of age was accomplished through a variety of methods. Participants were recruited via targeted Facebook advertisements; Facebook and Twitter pages dedicated specifically to the survey; internal communiqués at the Centre for Student Involvement at the University of British Columbia, Student Communications Services, the Centre for Health Evaluation and Outcome Sciences, the Paid Participants Studies list; and through partner community organizations.

Survey Procedure

The survey was developed after a review of existing literature concerning youth self-reports of their mental health and resource use. Questions were created in consultation with a licensed psychiatrist. The survey was then administered to members of the research team as well as non-affiliated individuals for pre-testing before use. Approval for the survey was obtained from the Behavioral Research Ethics Board at the University of British Columbia. All participants, regardless of recruitment source, were directed to a website providing a brief description of the survey. From this website, youth interested in participating were prompted to email the researcher in order to receive a website link to the survey and a unique, single-use access code. Participants who followed the link were presented with a consent form and upon acceptance were redirected to the survey, which was hosted on FluidSurveys.

The first component of the survey consisted of the exclusion criteria. Any participant indicating that they were 16 years or younger, 25 years or older, or not currently living in Canada was redirected to the survey termination page and notified that they were not eligible to complete the survey.

The survey consisted of approximately 65 questions distributed over a maximum of 16 pages (depending on skip logic), and took between 15 and 20 minutes to complete. Participants were permitted to skip any question they were unwilling to answer and to discontinue the survey at any time. They were also able to review and change their answers during the course of the survey. Participants who completed the survey and provided an email address received a CAN $5 gift card to a retail store of their choice (Starbucks, Chapters, or Amazon).
Only completed questionnaires, in which all pages were visited (even if some were skipped), were included in the analysis. Participant identifiers were removed from the survey before data analysis.

**Measures**

The survey consisted of both quantitative and qualitative questions to assess: (1) demographics, (2) mental health literacy, (3) online and offline use of mental health resources, (4) online and offline opinions about current mental health resources, and (5) preferences regarding potential components of a mental health website. In this paper, we include items (3), (4), and (5).

**Results**

**Participant Demographics**

Out of the 521 participants, 76.6% were female (399/521) and the mean age was 20.68 years (SD 2.08). Most participants were East/Southeast Asian (44.0%, 229/521) or European/Caucasian (35.5%, 185/521). Most (61.6%, 321/521) participants indicated that they had used the Internet to seek information or help for the feelings they were experiencing. Participant location, ethnicity, and education status are presented in Table 1.

When asked what they were looking for on the Internet in the context of seeking mental health information (Table 2), 52.4% of participants (273/521) indicated that when using the Internet for mental health information-seeking purposes they were looking for information about symptoms and 47.4% (247/521) were looking for treatment options. A total of 2.5% participants (13/521) selected “other” as a response and provided their own answer, with common themes such as looking for personal testimonies from people with the same mental health problem, coping mechanisms for their family, counseling or crisis chats, self-help strategies, and ways in which to cope.

<table>
<thead>
<tr>
<th>Demographic</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>121 (23.2)</td>
</tr>
<tr>
<td>Female</td>
<td>399 (76.6)</td>
</tr>
<tr>
<td><strong>Current location</strong></td>
<td></td>
</tr>
<tr>
<td>British Columbia</td>
<td>448 (86.0)</td>
</tr>
<tr>
<td>Ontario</td>
<td>43 (8.3)</td>
</tr>
<tr>
<td>Newfoundland</td>
<td>10 (1.9)</td>
</tr>
<tr>
<td>Nova Scotia</td>
<td>6 (1.2)</td>
</tr>
<tr>
<td>Alberta</td>
<td>3 (0.6)</td>
</tr>
<tr>
<td>Manitoba</td>
<td>3 (0.6)</td>
</tr>
<tr>
<td>Quebec</td>
<td>3 (0.6)</td>
</tr>
<tr>
<td>Prince Edward Island</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>Yukon</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td><strong>Student status</strong></td>
<td></td>
</tr>
<tr>
<td>Currently in school (eg, high school or post-secondary education)</td>
<td>455 (87.3)</td>
</tr>
<tr>
<td>Not currently in school</td>
<td>65 (12.5)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>East/Southeast Asian</td>
<td>229 (44.0)</td>
</tr>
<tr>
<td>European/Caucasian</td>
<td>185 (35.5)</td>
</tr>
<tr>
<td>South Asian</td>
<td>63 (12.2)</td>
</tr>
<tr>
<td>West Asian</td>
<td>32 (6.1)</td>
</tr>
<tr>
<td>Latin/Central/South American</td>
<td>15 (2.9)</td>
</tr>
<tr>
<td>Aboriginal</td>
<td>8 (1.5)</td>
</tr>
<tr>
<td>Caribbean</td>
<td>7 (1.3)</td>
</tr>
<tr>
<td>Arab</td>
<td>5 (1.0)</td>
</tr>
<tr>
<td>African</td>
<td>5 (1.0)</td>
</tr>
<tr>
<td>Pacific Islander</td>
<td>3 (0.6)</td>
</tr>
</tbody>
</table>

Table 1. Participant demographics (n=521).
Table 2. Web-based mental health information-seeking tendencies \((n=521)\).

<table>
<thead>
<tr>
<th>Features</th>
<th>(n) (% )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information about symptoms</td>
<td>273 (52.4)</td>
</tr>
<tr>
<td>Information about treatment options</td>
<td>247 (47.4)</td>
</tr>
<tr>
<td>Information about prevalence rates</td>
<td>90 (17.3)</td>
</tr>
<tr>
<td>Web-based questionnaires or assessment tests</td>
<td>124 (23.8)</td>
</tr>
<tr>
<td>Peer support</td>
<td>82 (15.7)</td>
</tr>
<tr>
<td>A list of local resources</td>
<td>68 (13.1)</td>
</tr>
<tr>
<td>Other</td>
<td>13 (2.5)</td>
</tr>
</tbody>
</table>

**Resource Use**

When asked about the likelihood of visiting certain types of Web-based resources during a difficult time in life (Figure 1), most (82.9\%, 432/521) participants were either “somewhat likely” or “very likely” to use an information-based website with mainly text. Slightly more than half of the participants were “not at all likely” or “somewhat unlikely” to use online interactions such as a group online chat session led by a psychologist (55.3\%, 288/521) and chat rooms/support groups/discussion boards (56.6\%, 295/521). More than half (59.7\%, 311/521) of participants stated that they were “not at all likely” or “somewhat unlikely” to use online games that have help built into them. The majority (76.8\%, 400/521) reported that they were either “somewhat unlikely” or “very unlikely” to visit social media websites during this time.

When asked to rate the importance of human contact within a Web-based mental health resource (Figure 2), the majority of participants (83.9\%, 437/521) listed contact with an online professional (e.g., therapist or coach) as either somewhat important or very important. Peer support (81.8\%, 426/521), family involvement (74.8\%, 390/521), and friend involvement (77.1\%, 402/521) were other popular responses listed as “somewhat important” or “very important” as contacts to have within a Web-based mental health resource.

Out of the 322 participants who indicated that they had used the Internet to look for information or help about what they were feeling, only 10.6\% (34/321) said that they had used social media (e.g., Facebook, MySpace) to obtain help with problems such as anxiety or depression.

**Figure 3** shows the values and corresponding percentages of the responses given when participants were asked to rate the importance of certain features as components of a Web-based mental health resource. The most highly rated features (regarded as “important” or “very important”) by participants were descriptions of interventions and treatments (91.9\%, 479/521), evidence-based information and links to scientific or research articles (88.3\%, 460/521), a resource list to access help “in your area” (86.7\%, 452/521), self-guided Web-based interventions for anxiety and depression (84.1\%, 438/521), self-help information and tools (82.2\%, 428/521), quizzes and tools to help assess mood and behavior (80.0\%, 417/521), pictures to help explain topics (75.8\%, 395/521), and videos to help explain topics (72.3\%, 377/521).

![Figure 1. Likelihood of visiting Web-based resources during a difficult time in life.](http://www.jmir.org/2014/12/e293/)

![Figure 2. Importance of human contact within a Web-based mental health resource.](http://www.jmir.org/2014/12/e293/)
Privacy
Most participants (87.7%, 458/521) rated their privacy as a user as “very important”.

Website Familiarity
Participant familiarity with current popular mental health-related websites was assessed by asking participants to indicate, from a list of Canadian websites related to mental health and well-being, which they had visited. Most participants had not visited any of the websites, but, of the minority who had, the Canadian Mental Health Association website was the most highly accessed Canadian mental health-related website (5.8%, 30/521). The remaining websites were only accessed by 10.9% of the participants (57/521).

Discussion
Principal Findings
With 93% of teens and young adults regularly online [15], Web-based mental health resources need to become a priority. Easy access to information and treatment options about mental health disorders can better facilitate early detection and treatment of psychological disorders in youth. Our findings show that the Internet is a key resource for youth between the ages of 17 and 24 years when searching for information on symptoms or when looking for help concerning their mental health. This focus on Web-based resources may be linked to the inadequacy of offline/traditional mental health services in providing information and services for all who seek it [16].

Participants rated the importance of online support in the form of online contact with a psychologist or mental health professional, peer support from people who have previously/are currently experiencing similar issues (e.g., chat rooms, forums), social media integration (e.g., Facebook, Twitter), sharing of artwork, video and other media among users, family involvement and support, friend support, and choice to link information to your doctor or professional as “very important”.

Figure 2. Importance of contact with different supports in a Web-based mental health resource.

Figure 3. Importance of different features within a Web-based mental health resource.
professional, peer support, friend involvement, and family involvement as important features of a mental health-related website. This finding may suggest an underlying desire to seek human interaction as a part of an online community without interfering with daily life or compromising privacy.

However, when asked to rate their personal likelihood of using services designed to provide support (such as group online chats with a psychologist, chat rooms, and support groups), the majority of participants stated that they were unlikely to use these services. This discrepancy in results between Figures 1 and 2 may be influenced by our sample, which included both those with mental health issues and those without. For example, participants without mental health problems may have underestimated what features they would use if they were going through a difficult time in their life. Alternatively, this difference in responses may be explained by the psychological phenomenon—pluralistic ignorance—in which people tend to collectively assume that their opinion of a norm or belief is the minority and that the majority thinks differently than they do [17]. In the words of Krech and Crutchfield, “no one believes, but everyone thinks that everyone believes” [18]. In this instance, the average person did not personally need online support, but believes that others do. If this is the case, the response rate of Figure 2 may be an overestimate of the importance of contact with different supports in Web-based mental health resources for youth. Other research has found similar trends in hypothetical information-seeking and actual usage of Web-based sources, with a higher percentage of participants indicating that they were likely to use a certain feature than the percentage of participants who had actually used the feature [19].

Youth do not appear to use social networking sites when looking for help or support for problems such as anxiety or depression. Most participants rated their privacy on the Internet as very important, which may explain the lack of social networking site use for mental health help or support. This avoidance of social networking sites may also be due to the stigma associated with mental illness [20] and the public nature of such sites. Because of the reported tendency for youth to not use social networks for mental health concerns, it may be important for Web-based platforms to discuss mental health problems in a way that fosters a sense of community while ensuring anonymity for the user. This could help youth with mental health problems connect with similar peers in a safe environment.

Most features (Figure 3) in the survey were rated as being important components of a mental health-related website, suggesting that a variety of features are likely to meet the needs of the youth population. A mental health website would need to have information from credible and trustworthy sources, including descriptions of interventions and treatments. This finding is consistent with previous research [21], which suggests that the current adolescent generation faces the challenge of finding reliable information online.

Of the currently available mental health-related websites we asked about, very few of the participants had accessed any at all. Reasons for this lack of access are unclear. It may be due to lack of awareness of existing mental health-related websites as a result of advertising (ie, perhaps these websites are helpful, but are not advertised and therefore not recognized or accessed by participants), or perhaps they are inadequate and there are no sites that meet users’ needs. Alternatively, in our study, we may have inquired about the “wrong” websites (ie, websites that do not provide the needed services and are therefore not used by young people searching for mental health resources) but other sites are used and seen to be useful. This finding is supported by the systematic review by Krauer et al [22], which analyzed help-seeking behavior among young people and found that current Web-based mental health resources do not contribute significantly to help-seeking behaviors. The review, however, does state that young people are inclined to use Web-based resources. Rickwood et al have further explored the subject in a review that underlined the need for mental-health help to be easily accessible and youth-friendly [23]. Help-seeking behavior in youth might therefore be enhanced by aligning Web-based mental health resources with the preferences of youth as identified in this paper.

Limitations

The findings of this study are limited to youth between the ages of 17-24 years living in Canada, the majority of whom are pursuing a post-secondary education. Females are more likely to seek out and engage with services, so our results may not generalize to the Canadian youth population as a whole [23]. Most participants were living in British Columbia and reflected the general make-up of the province [24], and it is reasonable to expect similar preferences from youth across different provinces. Although the sample largely consisted of European/Caucasian and East/South East Asian youth, it should be noted that the survey was designed in such a way that participants could identify as more than one ethnicity. Therefore, any generalizations between ethnicity and Web-based mental health service use and expectations should be made with caution. Another limitation is that the study relied on self-reported data to determine eMental Health resource use and the expectations of future Web-based resources. Because some of the questions allowed the participants to select more than one response, it was not possible to determine rank of choices and therefore popularity of the features relative to one another. Last, this survey also asked participants about hypothetical situations, emotions, and Web-based mental health resources, which may not be reflective of actual behavior.

Conclusions

These findings suggest that the next step in Web-based mental health care is to ensure that online platforms (not social media-based) provide information about mental health problems, support for these problems (peer and professional), and resources (self-help as well as information on nearby resources), while protecting the privacy of the user. These findings will not only assist in the development of new mental health platforms, they may also help improve existing ones.
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Abstract

Background: Internet search queries have become an important data source in syndromic surveillance system. However, there is currently no syndromic surveillance system using Internet search query data in South Korea.

Objectives: The objective of this study was to examine correlations between our cumulative query method and national influenza surveillance data.

Methods: Our study was based on the local search engine, Daum (approximately 25% market share), and influenza-like illness (ILI) data from the Korea Centers for Disease Control and Prevention. A quota sampling survey was conducted with 200 participants to obtain popular queries. We divided the study period into two sets: Set 1 (the 2009/10 epidemiological year for development set 1 and 2010/11 for validation set 1) and Set 2 (2010/11 for development Set 2 and 2011/12 for validation Set 2). Pearson’s correlation coefficients were calculated between the Daum data and the ILI data for the development set. We selected the combined queries for which the correlation coefficients were .7 or higher and listed them in descending order. Then, we created a cumulative query method n representing the number of cumulative combined queries in descending order of the correlation coefficient.

Results: In validation set 1, 13 cumulative query methods were applied, and 8 had higher correlation coefficients (min=.916, max=.943) than that of the highest single combined query. Further, 11 of 13 cumulative query methods had an r value of ≥.7, but 4 of 13 combined queries had an r value of ≥.7. In validation set 2, 8 of 15 cumulative query methods showed higher correlation coefficients (min=.975, max=.987) than that of the highest single combined query. All 15 cumulative query methods had an r value of ≥.7, but 6 of 15 combined queries had an r value of ≥.7.

Conclusions: Cumulative query method showed relatively higher correlation with national influenza surveillance data than combined queries in the development and validation set.

(J Med Internet Res 2014;16(12):e289) doi:10.2196/jmir.3680
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Introduction

Syndromic surveillance may alert public health care providers in the early phases of an outbreak, allowing them to decrease morbidity and mortality resulting from the outbreak [1-5]. Syndromic surveillance is defined as the real-time or near real-time collection, analysis, interpretation, and dissemination of health-related data to enable the early identification of the impact of potential human or veterinary public health threats that require effective public health action [1,3]. The 2009 H1N1 influenza pandemic highlighted the need for syndromic surveillance to inform policy and plan for effective responses. Because conventional syndromic surveillance of indicators such as influenza-like illness (ILI) depends on case reporting to report disease activity, time delays in reporting and case confirmation can interfere with the early detection of outbreaks or increases in influenza cases in the community. Thus, researchers have been investigating alternative data sources for the detection of outbreaks. For example, over-the-counter sales of medications and school absenteeism data have been used for earlier detection of outbreaks [6-12].

Internet search queries have become an important data source in recent years [13-22]. Internet search engines allow billions of people to have instant access to a vast amount of information online. New syndromic surveillance sources, such as Google Flu Trends (GFT), provide the potential to identify influenza outbreaks in real time [23]. Several studies have reported that GFT is highly correlated with conventional ILI surveillance data [23-28]. GFT has now been applied in many countries, but neither GFT nor other search query-based tools for disease surveillance are available in South Korea [24,27-30]. Generally, Google’s market share is dominant in the countries where GFT is available [24-29,31], but not in South Korea [32]. Studies using Google Trends for influenza surveillance show that it can be used as a complementary source of data but that its performance is insufficient for use as a model for prediction [33,34]. It is difficult to find queries that show high correlations for consecutive years because Internet searching behavior may change over time [33,34]. To reduce the effects from changes in search queries, we used a combination of queries and cumulation of combined queries from the search engine Daum. Daum is the second largest Web portal service provider in South Korea (approximately 25% of the market share) [32,35]. Daum offers many Internet services to Web users, including email, messaging service, forums, shopping, and news. The main language is Korean.

In South Korea, influenza is generally seasonal, with most activity occurring during winter. The 2009/10 epidemiological year, called the Influenza A (H1N1) pandemic period, was an exceptional situation (see Multimedia Appendix 1). The primary objective of this study was to examine correlations between our cumulative query method and national influenza surveillance data.

Methods

Source of Data

Study Period

The study period was September 6, 2009 (week 36), through September 1, 2012 (week 34)—156 weeks of data for 3 consecutive epidemiological years. We divided the study period into two sets: Set 1 (the 2009/10 epidemiological year for development set 1 and 2010/11 for validation set 1) and Set 2 (2010/11 for development set 2 and 2011/12 for validation set 2).

Collection of Influenza-Like Illness Data

We collected the ILI data from the Korea Centers for Disease Control and Prevention (KCDC) as a gold standard. KCDC ILI data were available from the KCDC website; we downloaded the ILI data for the study period from this site [36]. A KCDC case of ILI was defined as a person with a fever of 38°C with a cough and/or a sore throat [36]. ILI surveillance consisted of 850 sentinel clinics in South Korea, and the clinics reported weekly percentages of outpatients who met the case definition of ILI [36].

Survey for Obtaining Queries

To obtain population search queries related to influenza, we conducted a survey from quota sampling based on sex and age in September 2012. The quotas were based on address of resident registry, age, and sex. There were five quota groups by age: 20-29 years, 30-39 years, 40-49 years, 50-59 years, 60 years or older. Half of each quota group were female. We randomly selected the addresses from the residence registry in Seoul, and then if interviewees living at the address of residence registry met the criteria, we included the oldest interviewee. We then conducted face-to-face interviews. The survey included searching history for influenza and typed queries. The survey was performed anonymously. A KCDC definition of ILI was a person with a fever (발열 in Korean) of 38°C with a cough (기침) and/or a sore throat (인후통). These three queries from the definitions of ILI were included in the queries for the following operations, regardless of the survey result. In the case of queries originally submitted in English only, we translated them to Korean and added them as new queries.

Combination of Queries

We believe that people typically search for things of interest on the Internet using one or more queries at a time. To reflect people’s searching behavior and include as many queries as possible, we used a combination of queries. Queries from the survey results and the definition of KCDC ILI were divided into groups as follows: query group 1 consisted of queries specific to influenza (eg, “H1N1”, “Influenza”), and query group 2 contained queries not specific to influenza (eg, “Treatment”, “Symptom”). Then, we combined query groups 1 and 2. Combined queries consisted of query group 1 alone and a combination of query groups 1 and 2 (eg, “H1N1”, “H1N1 Treatment”, “H1N1 Symptom”, “Influenza”, “Influenza Treatment”, “Influenza Symptom”).
Collection of Data from Search Engine
We sent the combined queries and the queries that belonged to query group 1 (because these queries were searchable by themselves) to Daum and received proportional data in weekly form. Proportional data for these combined queries were extracted from the Daum search engine during development sets 1 and 2. Proportional data from the Daum search engine were calculated by dividing the number of each combined query by the total number of search queries for 1 week.

Data Analysis
Creating Cumulative Query Methods and Data Analysis
Pearson’s correlation coefficients were calculated between the Daum data for the combined queries and the KCDC ILI data in development sets 1 and 2. We selected the combined queries for which the correlation coefficients were .7 or higher and listed them in descending order. To see the change of correlation coefficients over time, we also calculated correlation coefficients of the combined queries in subsequent epidemiological years. We then created a cumulative query method \( n \) representing the number of cumulative combined queries in descending order of the correlation coefficient. For example, cumulative query method 4 consisted of a summation of the proportional data from the 1st, 2nd, 3rd, and 4th highest combined queries on the correlation coefficient list. In validation sets 1 and 2, Pearson’s correlation coefficients were calculated between the cumulative query method \( n \) and the KCDC ILI data. Specifically in validation set 2, we analyzed the cumulative query methods from development set 2 as well as development set 1. Useful cumulative query methods in the validation sets were defined as having higher correlation coefficient than the highest correlation coefficient of a single combined query in the same development set. Analysis was performed using IBM SPSS Statistics software, version 20. Significance was set at \( P<.05 \).

Institutional Review Board
This study was approved by the Institutional Review Board of Asan Medical Center (Seoul, Korea).

Results
Survey for Obtaining Queries
We contacted 322 people and included 200 participants older than 20 years who lived in Seoul, Korea. Over a quarter (56/200, 28%) answered “Yes” to the question of searching history for influenza and provided search queries (Table 1).
Table 1. Results of the survey.

<table>
<thead>
<tr>
<th>Raw data</th>
<th>English translation</th>
<th>Frequency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>신종</td>
<td>New</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>신종플루</td>
<td>New flu a</td>
<td>23 (41.1)</td>
</tr>
<tr>
<td>신종플루 증상</td>
<td>New flu symptom</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>신종플루 증세</td>
<td>New flu sign</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>신종플루, 독감</td>
<td>New flu, bad cold</td>
<td>2 (3.6)</td>
</tr>
<tr>
<td>신종플루, 목아픔</td>
<td>New flu, neck pain</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>신종플루, 백신, Tamiflu</td>
<td>New flu, vaccine, Tamiflu (English) b</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>신종플루, 신증 증상</td>
<td>New flu, new flu (abbr.) f symptom</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>신종플루, 인플루엔자, H1N1, PCR</td>
<td>New flu, influenza, H1N1 (English) b, PCR d (English) b</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>신종플루, 조류독감</td>
<td>New flu, bird flu</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>신종플루의 치료, 항암증</td>
<td>New flu, treatment, complication</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>신종플루증상</td>
<td>New flu symptom</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>신종플루증세, 예방, 마스크</td>
<td>New flu sign, prevention, mask</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>신증증상</td>
<td>New flu (abbr.) f symptom</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>열, 기침</td>
<td>Fever, cough</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>유행성독감, influenza</td>
<td>Epidemic bad cold, influenza (English) b</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>인플루엔자</td>
<td>Influenza</td>
<td>7 (12.5)</td>
</tr>
<tr>
<td>인플루엔자, 신증독감, 신증 플루</td>
<td>Influenza, new bad cold, new flu</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>인플루엔자, 조류독감</td>
<td>Influenza, bird flu</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>인플루엔자, 조류독감, 돼지독감, 신증플루</td>
<td>Influenza, bird flu, swine flu, new flu</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>조류독감</td>
<td>Bird flu</td>
<td>5 (8.9)</td>
</tr>
<tr>
<td>조류독감, 사망</td>
<td>Bird flu, decease</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>증상, 목통증</td>
<td>Symptom, throat pain</td>
<td>1 (1.8)</td>
</tr>
<tr>
<td>Total</td>
<td>200 (100.0)</td>
<td></td>
</tr>
</tbody>
</table>

aSince the Influenza A (H1N1) pandemic period, media began to use “New flu (신종플루)” to distinguish the H1N1 influenza and previous influenzas in Korea. In 2010, KCDC announced that the official term was “Influenza (인플루엔자)”. But “New flu (신종플루)” and “Bad cold (독감)” are still more popular terms than “Flu (플루)” or “Influenza (인플루엔자)” in Korea. “Bad cold (독감)” in Korean has two meanings: one is influenza and the other, a severe common cold.

bThe query was originally submitted in English.

cAbbreviation: “New flu (abbr.) (신증)” is the abbreviation of “New flu (신종플루)” in Korean.

dPCR: polymerase chain reaction.

Combination of Queries From the Survey

Query group 1 contained 14 queries that were specific to influenza, and query group 2 had 14 queries that were not specific to influenza (Table 2). A total of 210 combined queries were submitted to Daum. Full data of combined queries are presented in Multimedia Appendix 2.
Table 2. Query groups 1 and 2 from the survey results and the KCDC definition of ILI.a

<table>
<thead>
<tr>
<th>Query group 1</th>
<th>Query group 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flu</td>
<td>Vaccine</td>
</tr>
<tr>
<td>New flu</td>
<td>Prevention</td>
</tr>
<tr>
<td>New flu (abbr.) b</td>
<td>Mask</td>
</tr>
<tr>
<td>Influenza</td>
<td>Symptom</td>
</tr>
<tr>
<td>Influenza (English) c</td>
<td>Sign</td>
</tr>
<tr>
<td>New influenza</td>
<td>Cough</td>
</tr>
<tr>
<td>Bad cold d</td>
<td>Fever</td>
</tr>
<tr>
<td>New bad cold</td>
<td>Neck pain</td>
</tr>
<tr>
<td>Epidemic bad cold</td>
<td>Sore throat</td>
</tr>
<tr>
<td>H1N1 (English) c</td>
<td>Throat pain</td>
</tr>
<tr>
<td>Bird flu</td>
<td>PCR (English) c,e</td>
</tr>
<tr>
<td>Swine flu</td>
<td>Treatment</td>
</tr>
<tr>
<td>Tamiflu</td>
<td>Complication</td>
</tr>
<tr>
<td>Tamiflu (English) c</td>
<td>Decease</td>
</tr>
</tbody>
</table>

aQuery group 1 consisted of queries specific to or related to influenza. Query group 2 contained queries not specific to influenza.

bAbbreviation.

cThe query was originally submitted in English.

d“Bad cold (독감)” in Korean has two meanings: one is influenza and the other, a severe common cold. “Flu” in query group 1 is “플루” which is the English pronunciation written in Korean. In Korea, “Bad cold (독감)” is a more popular term than “Flu (플루)” or “Influenza (인플루엔자)”.

ePCR: polymerase chain reaction.

Collection of Data From Search Engine

Correlation analysis was performed between the Daum data for combined queries and the KCDC ILI data in development sets 1 and 2 (Table 3). In development set 1, “New flu (abbr.)” had the highest correlation coefficient ($r=.894, \ P<.001$), and 13 combined queries had correlation coefficient $r$ values of $\geq 0.7$. Among these 13 combined queries, the number of the combined queries that had correlation coefficient $r$ values of $\geq 0.7$ was reduced to 4 in validation set 1 and to 2 in validation set 2. In development set 2, “Bad cold + Symptom” had the highest correlation coefficient ($r=.969, \ P<.001$), and a total of 15 combined queries had an $r$ value of $\geq 0.7$. Among these 15 combined queries, the number of the combined queries that had correlation coefficient $r$ values of $\geq 0.7$ was reduced to 6 in validation set 2. Only “Tamiflu” and “New flu + Symptom” showed correlation coefficients $r$ values of $\geq 0.7$ for 3 consecutive years (Figure 1). The change of correlation coefficients for all combined queries over time are presented in Multimedia Appendix 2.
### Table 3. Correlation analysis between the Daum data for combined queries and the KCDC ILI data in development sets 1 and 2.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>New flu (abbr.)^a</td>
<td>.894^b</td>
<td>c</td>
<td>Bad cold + Symptom</td>
<td>.969^b</td>
<td>.981^b</td>
</tr>
<tr>
<td>2</td>
<td>Flu + Vaccine</td>
<td>.871^b</td>
<td>-.062^d</td>
<td>New flu + Treatment</td>
<td>.951^b</td>
<td>.616^b</td>
</tr>
<tr>
<td>3</td>
<td>New flu + Cough</td>
<td>.849^b</td>
<td>.930^b</td>
<td>New flu + Cough</td>
<td>.930^b</td>
<td>.291^b</td>
</tr>
<tr>
<td>4</td>
<td>New flu + Fever</td>
<td>.814^b</td>
<td>.591^b</td>
<td>New flu + Sign</td>
<td>.919^b</td>
<td>.684^b</td>
</tr>
<tr>
<td>5</td>
<td>Tamiflu + Vaccine</td>
<td>.805^b</td>
<td>-.062^c</td>
<td>New influenza + Symptom^c</td>
<td>.896^b</td>
<td>.650^b</td>
</tr>
<tr>
<td>6</td>
<td>Tamiflu + Symptom</td>
<td>.800^b</td>
<td>c</td>
<td>Bad cold + Symptom^c</td>
<td>.887^b</td>
<td>.814^b</td>
</tr>
<tr>
<td>7</td>
<td>Flu + Symptom</td>
<td>.799^b</td>
<td>.815^b</td>
<td>Swine flu + Symptom</td>
<td>.877^b</td>
<td>.005^e</td>
</tr>
<tr>
<td>8</td>
<td>H1N1 + Symptom</td>
<td>.791^b</td>
<td>c</td>
<td>New flu + Symptom</td>
<td>.836^b</td>
<td>.936^b</td>
</tr>
<tr>
<td>9</td>
<td>New flu + Sore throat</td>
<td>.738^b</td>
<td>.504^b</td>
<td>New influenza + Symptom^c</td>
<td>.815^b</td>
<td>.416^b</td>
</tr>
<tr>
<td>10</td>
<td>New flu (abbr.)^a + Vaccine</td>
<td>.713^b</td>
<td>c</td>
<td>Flu + Symptom</td>
<td>.815^b</td>
<td>.416^b</td>
</tr>
<tr>
<td>11</td>
<td>New flu + Symptom</td>
<td>.709^b</td>
<td>.836^b</td>
<td>Influenza + Symptom</td>
<td>.813^b</td>
<td>.782^b</td>
</tr>
<tr>
<td>12</td>
<td>Tamiflu</td>
<td>.703^b</td>
<td>.904^b</td>
<td>Influenza (English)^f</td>
<td>.762^b</td>
<td>.751^b</td>
</tr>
<tr>
<td>13</td>
<td>Tamiflu (English)^g</td>
<td>.700b^h</td>
<td>.523^b</td>
<td>New influenza</td>
<td>.748^b</td>
<td>.503^b</td>
</tr>
<tr>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td>Bird flu + Symptom</td>
<td>.747^b</td>
<td>.005^f</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td></td>
<td></td>
<td>Bird flu</td>
<td>.709b^h</td>
<td>.136^j</td>
</tr>
</tbody>
</table>

^a abbr.: abbreviation
^b P < .05.
^c Correlation cannot be computed because it has a constant value in that period (see Multimedia Appendix 2).
^d P = .66.
^e P = .27.
^f P = .98.
^g The query was originally submitted in English.
^h We selected the combined queries for which the correlation coefficients were ≥ .7 and listed them in descending order.
^i P = .34.
Figure 1. Plot of combined queries that consecutively show correlation coefficient (P<.05) (only “Tamiflu” and “New flu + Symptom” showed r values greater than .7 for 3 consecutive years).

Creating Cumulative Query Methods

A total of 13 cumulative query methods were created in development set 1 (see Table 4). In validation set 1, cumulative query methods 7, 8, 9, and 10 showed the highest correlation coefficients (r=.943, P<.001; see Multimedia Appendix 3). Eight of the 13 cumulative query methods were useful, which was defined as having higher correlation coefficients than the highest correlation coefficient of a single combined query in development set 1 (min=.916, max=.943). But only three of the cumulative query methods from development set 1 were useful in validation set 2 (min=.935, max=.953). The correlation did not increase by adding queries in cumulative query method 5, 6, 8, 9, 10, and 13 in validation set 1. In validation set 2, cumulative query method 5 from development set 2 had the highest correlation coefficient (r=.987, P<.001; see Figure 2 and Multimedia Appendix 3). Eight of the 15 cumulative query methods from development set 2 were useful (min=.975, max=.987). The correlation did not increase by adding queries in cumulative query method 3, 4, 7, 8, 10, 12, and 14 in validation set 2. Scatter plots between the KCDC ILI and other useful cumulative query methods are presented in Multimedia Appendix 4. Cumulative query methods for influenza virologic data are presented in Multimedia Appendix 5.

In each development set, cumulative query methods had a higher correlation coefficient than combined queries (see Tables 5 and 6). After 1 year, 11 of 13 cumulative query methods had an r
value of ≥.7, but 4 of 13 combined queries had an r value of ≥.7 in validation set 1 (see Table 5 and Figure 3). All 15 cumulative query methods had an r value of ≥.7, but 6 of 15 combined queries had an r value of ≥.7 in validation set 2 (see Table 6 and Figure 4).

Table 4. Correlation coefficients of cumulative query method n in each validation seta.

<table>
<thead>
<tr>
<th>Cumulative query method</th>
<th>Correlation coefficient in validation set 1</th>
<th>Correlation coefficient in validation set 2 from development set 1</th>
<th>Correlation coefficient in validation set 2 from development set 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.622b</td>
<td>c</td>
<td>.981b,d</td>
</tr>
<tr>
<td>2</td>
<td>.183f</td>
<td>-.157f</td>
<td>.973b,d</td>
</tr>
<tr>
<td>3</td>
<td>.916bd</td>
<td>.092f</td>
<td>.975b,d</td>
</tr>
<tr>
<td>4</td>
<td>.933bd</td>
<td>.467b</td>
<td>.975b,d</td>
</tr>
<tr>
<td>5</td>
<td>.933bd</td>
<td>.467b</td>
<td>.987b,d</td>
</tr>
<tr>
<td>6</td>
<td>.933bd</td>
<td>.467b</td>
<td>.986b,d</td>
</tr>
<tr>
<td>7</td>
<td>.943bd</td>
<td>.486b</td>
<td>.986b,d</td>
</tr>
<tr>
<td>8</td>
<td>.943bd</td>
<td>.486b</td>
<td>.986b,d</td>
</tr>
<tr>
<td>9</td>
<td>.943bd</td>
<td>.486b</td>
<td>.968b</td>
</tr>
<tr>
<td>10</td>
<td>.943bd</td>
<td>.486b</td>
<td>.968b</td>
</tr>
<tr>
<td>11</td>
<td>.838b</td>
<td>.935bd</td>
<td>.965b</td>
</tr>
<tr>
<td>12</td>
<td>.841b</td>
<td>.953bd</td>
<td>.965b</td>
</tr>
<tr>
<td>13</td>
<td>.841b</td>
<td>.953bd</td>
<td>.964b</td>
</tr>
<tr>
<td>14</td>
<td>Not applicable</td>
<td>Not applicable</td>
<td>.964b</td>
</tr>
<tr>
<td>15</td>
<td>Not applicable</td>
<td>Not applicable</td>
<td>.780b</td>
</tr>
</tbody>
</table>

aWe selected the combined queries for which the correlation coefficients were ≥.7 and listed them in descending order. We then created a cumulative query method n representing the number of cumulative combined queries in descending order of the correlation coefficients.

bP<.05.

cCorrelation of cumulative query method 1 in validation set 2 from development set 1 cannot be computed because it has a constant value in that period (see Multimedia Appendix 2).

dUseful cumulative query method in the validation set was defined as having higher correlation coefficient than the highest correlation coefficient of a single combined query in the same development set.

P=.20.

fP=.27.

gP=.52.
Table 5. Correlation coefficients of combined queries for which the correlation coefficients were ≥ 0.7 and cumulative query methods in set 1.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.894</td>
<td>.622</td>
<td>New flu (abbr.)a</td>
<td>.894</td>
<td>.622</td>
</tr>
<tr>
<td>2</td>
<td>.887</td>
<td>.183</td>
<td>Flu + Vaccine</td>
<td>.871</td>
<td>-.062</td>
</tr>
<tr>
<td>3</td>
<td>.883</td>
<td>.916</td>
<td>New flu + Cough</td>
<td>.849</td>
<td>.93</td>
</tr>
<tr>
<td>4</td>
<td>.861</td>
<td>.933</td>
<td>New flu + Fever</td>
<td>.814</td>
<td>.591</td>
</tr>
<tr>
<td>5</td>
<td>.86</td>
<td>.933</td>
<td>Tamiflu + Vaccine</td>
<td>.805</td>
<td>-.062</td>
</tr>
<tr>
<td>6</td>
<td>.859</td>
<td>.933</td>
<td>Tamiflu + Symptom</td>
<td>.8</td>
<td>b</td>
</tr>
<tr>
<td>7</td>
<td>.849</td>
<td>.943</td>
<td>Flu + Symptom</td>
<td>.799</td>
<td>.815</td>
</tr>
<tr>
<td>8</td>
<td>.849</td>
<td>.943</td>
<td>H1N1 + Symptom</td>
<td>.791</td>
<td>b</td>
</tr>
<tr>
<td>9</td>
<td>.851</td>
<td>.943</td>
<td>New flu + Sore throat</td>
<td>.738</td>
<td>.504</td>
</tr>
<tr>
<td>10</td>
<td>.853</td>
<td>.943</td>
<td>New flu (abbr.)a + Vaccine</td>
<td>.713</td>
<td>b</td>
</tr>
<tr>
<td>11</td>
<td>.712</td>
<td>.838</td>
<td>New flu + Symptom</td>
<td>.709</td>
<td>.836</td>
</tr>
<tr>
<td>12</td>
<td>.728</td>
<td>.841</td>
<td>Tamiflu</td>
<td>.703</td>
<td>.904</td>
</tr>
<tr>
<td>13</td>
<td>.728</td>
<td>.841</td>
<td>Tamiflu (English)c</td>
<td>.7</td>
<td>.523</td>
</tr>
</tbody>
</table>

a abbr.: abbreviation
b Correlation cannot be computed because it has a constant value in that period (see Multimedia Appendix 2).
c The query was originally submitted in English.
Table 6. Correlation coefficients of combined queries for which the correlation coefficients were ≥.7 and cumulative query methods in set 2.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.969</td>
<td>.981</td>
<td>Bad cold + Symptom</td>
<td>.969</td>
<td>.981</td>
</tr>
<tr>
<td>2</td>
<td>.977</td>
<td>.975</td>
<td>New flu + Treatment</td>
<td>.951</td>
<td>.616</td>
</tr>
<tr>
<td>3</td>
<td>.978</td>
<td>.975</td>
<td>New flu + Cough</td>
<td>.93</td>
<td>.291</td>
</tr>
<tr>
<td>4</td>
<td>.982</td>
<td>.975</td>
<td>New flu + Sign</td>
<td>.919</td>
<td>.684</td>
</tr>
<tr>
<td>5</td>
<td>.97</td>
<td>.987</td>
<td>Tamiflu</td>
<td>.904</td>
<td>.981</td>
</tr>
<tr>
<td>6</td>
<td>.968</td>
<td>.986</td>
<td>New influenza + Symptom</td>
<td>.896</td>
<td>.65</td>
</tr>
<tr>
<td>7</td>
<td>.969</td>
<td>.986</td>
<td>Bad cold + Treatment</td>
<td>.887</td>
<td>.814</td>
</tr>
<tr>
<td>8</td>
<td>.967</td>
<td>.986</td>
<td>Swine flu + Symptom</td>
<td>.877</td>
<td>.005</td>
</tr>
<tr>
<td>9</td>
<td>.853</td>
<td>.968</td>
<td>New flu + Symptom</td>
<td>.836</td>
<td>.936</td>
</tr>
<tr>
<td>10</td>
<td>.853</td>
<td>.968</td>
<td>Flu + Symptom</td>
<td>.815</td>
<td>.416</td>
</tr>
<tr>
<td>11</td>
<td>.854</td>
<td>.965</td>
<td>Influenza + Symptom</td>
<td>.813</td>
<td>.782</td>
</tr>
<tr>
<td>12</td>
<td>.854</td>
<td>.965</td>
<td>Influenza (English)(^a)</td>
<td>.762</td>
<td>.751</td>
</tr>
<tr>
<td>13</td>
<td>.857</td>
<td>.964</td>
<td>New influenza</td>
<td>.748</td>
<td>.503</td>
</tr>
<tr>
<td>14</td>
<td>.857</td>
<td>.964</td>
<td>Bird flu + Symptom</td>
<td>.747</td>
<td>.005</td>
</tr>
<tr>
<td>15</td>
<td>.86</td>
<td>.78</td>
<td>Bird flu</td>
<td>.709</td>
<td>.136</td>
</tr>
</tbody>
</table>

\(^a\)The query was originally submitted in English.
Figure 3. Plot of combined queries for which the correlation coefficients were .7 or higher and cumulative query methods of set 1.
Figure 4. Plot of combined queries for which the correlation coefficients were .7 or higher and cumulative query methods of set 2.
Discussion

Principal Findings

In this study, the cumulative query method showed relatively higher correlation with national influenza surveillance data than combined queries in the development and validation set.

Many people use Internet searches for health information before visiting a doctor [18,20,23,33]. Hence, search query trends can reflect actual disease progression earlier than conventional surveillance. Queries used prior to this study only reflected the authors’ opinions [13] or were obtained from databases [13,14,23,37]. To obtain population search queries, we carried out a study survey.

Search queries may vary from country to country. In Korea, “Bad cold (독감)” in Korean has two meanings: one is influenza and the other, a severe common cold. Since the 2009/10 epidemiological season, the Influenza A (H1N1) pandemic period, the media began to use “New flu (신종플루)” in order to distinguish H1N1 influenza and previous influenzas. In 2010, KCDC announced that the official term was “Influenza (인플루엔자)” [36]. But “New flu (신종플루)” and “Bad cold (독감)” are still more popular terms than “Flu (플루)” or “Influenza (인플루엔자)” in Korea (Table 1).

For the 2009/10 epidemiological year (development set 1), 13 combined queries had correlation coefficient $r$ values $\geq 7$. However, only 4 of these combined queries (“New flu + Cough”, “Flu + Symptom”, “New flu + Symptom”, and “Tamiflu”) had correlation coefficient $r$ values $\geq 7$ in the 2010/11 epidemiological year (validation set 1) (Table 3). But 11 of 13 cumulative query methods had an $r$ value of $\geq 7$ in validation set 1 (see Table 5 and Figure 3). Among 15 combined queries of development set 2, the number of the combined queries that had correlation coefficient $r$ values of $\geq 7$ reduced to 6 in validation set 2. But all 15 cumulative query methods had an $r$ value of $\geq 7$ in validation set 2. We think that the cumulative query method is more robust with time, and this factor is helpful for improving surveillance performance using search queries. Since Internet searching behavior may change over time, this could have affected the performance of the Web query-based surveillance model [31]. In this study, 20 out of 210 combined queries had correlation coefficients for all 3 years. And only “Tamiflu” and “New flu + Symptom” showed correlation coefficients $r$ values of $\geq 7$ for 3 consecutive years (see Figure 1 and Multimedia Appendix 2). Recently, a study using Google Trends for influenza surveillance showed that Google Trends can be used as a complementary source of data [33]; however, its performance is insufficient for use as a model for prediction because its maximum correlation coefficient was .82 for only one query, “Fever”, in 2009, and the coefficient decreased to .64 in 2011 [33].

It is difficult to predict the change of search queries in the future. To reduce the effects from changes in search queries, we used a combination of queries and cumulation of combined queries to construct our method. Additionally, the method we wanted to develop was meaningful only when the cumulative query method had a higher correlation coefficient than the highest single combined query. In each validation set, 8 useful cumulative query methods were developed. The useful cumulative query methods in each validation set had a high correlation coefficient (Table 4). In validation set 2, the range of correlation coefficients of the useful cumulative query methods was from .975 to .987. These values are similar to or higher than those reported elsewhere [13,14,23,26,27,29,31]. In Europe, correlation coefficients of .716 to .940 were reported for GFT [27], and coefficients of .82 to .99 were reported in the United States [23,26,31]. In the 2009/10 epidemiological year, called the Influenza A (H1N1) pandemic period, the proportional data of queries were likely to have been different compared to the other epidemiological year. It might affect performance of cumulative query methods in set 1. The performance of the cumulative query method in set 1 was decreased with time (Table 4). It is thought to be related to the changes of queries (see Table 3). For some cumulative query methods, the correlation did not increase by adding queries. The added query did not give extra value in the cumulative query methods 6, 8, and 10 in validation set 1 (see Table 4 and Multimedia Appendix 2). Combined queries 6, 8, and 10 from development set 1 in validation set 1 have a constant value 0 (see Table 3 and Multimedia Appendix 2). The added queries were relatively too small compare to the previous queries in the cumulative query methods 5, 9, 10 in validation sets 1, 3, 4, 7, 8, 10, 12, and 14 in validation set 2 (see Table 4 and Multimedia Appendix 2).

We used proportional data from Daum, a non-dominant local search engine (approximately 25% of the market share) in South Korea [32]. Our cumulative query methods showed a strong correlation with KCDC ILI data. Generally, Google’s market share is dominant in countries where GFT is available [27,28]. Our study showed the possibility of developing a surveillance model using a non-dominant local search engine.

Limitations

There are several limitations to this study. The survey of our study is not a representative sample. Because respondents were asked to provide typed queries without mention of the influenza pandemic of 2009/10, recent search queries were more likely to have been included in this study because the survey was conducted recently. This might affect performance of the cumulative query method. Further, the data from the influenza pandemic of 2009/10 might affect the outcome of this study. In this study, we did not combine queries from the same query group. Although important, the performance of using symptoms in the definition of KCDC ILI was not tested. The learning effect from the influenza pandemic of 2009/10, news reports, outbreak briefs, health information from the Internet, and changing search behavior stemming from the diffusion of smartphones might have affected the outcome of this study. We did not determine the extent to which these factors affected the searching behavior. More data for subsequent years are required in order to know the life of the cumulative query method.

Conclusion

We presented a cumulative query method using search engine data. We conducted a survey to obtain population search queries. To reduce the effects from changes in search queries, we used a combination of queries and cumulation of combined queries.
Our method showed high correlation with national influenza surveillance data in South Korea. However, to further our method, additional research is needed.
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Abstract

Background: Heart failure (HF) patients suffer from frequent and repeated hospitalizations, causing a substantial economic burden on society. Hospitalizations can be reduced considerably by better compliance with self-care. Home telemonitoring has the potential to boost patients’ compliance with self-care, although the results are still contradictory.

Objective: A randomized controlled trial was conducted in order to study whether the multidisciplinary care of heart failure patients promoted with telemonitoring leads to decreased HF-related hospitalization.

Methods: HF patients were eligible whose left ventricular ejection fraction was lower than 35%, NYHA functional class $\geq 2$, and who needed regular follow-up. Patients in the telemonitoring group ($n=47$) measured their body weight, blood pressure, and pulse and answered symptom-related questions on a weekly basis, reporting their values to the heart failure nurse using a mobile phone app. The heart failure nurse followed the status of patients weekly and if necessary contacted the patient. The primary outcome was the number of HF-related hospital days. Control patients ($n=47$) received multidisciplinary treatment according to standard practices. Patients’ clinical status, use of health care resources, adherence, and user experience from the patients’ and the health care professionals’ perspective were studied.

Results: Adherence, calculated as a proportion of weekly submitted self-measurements, was close to 90%. No difference was found in the number of HF-related hospital days (incidence rate ratio [IRR]=0.812, $P=0.351$), which was the primary outcome. The intervention group used more health care resources: they paid an increased number of visits to the nurse (IRR=1.73, $P<0.001$), spent more time at the nurse reception (mean difference of 48.7 minutes, $P<0.001$), and there was a greater number of telephone contacts between the nurse and intervention patients (IRR=3.82, $P<0.001$ for nurse-induced contacts and IRR=1.63, $P=0.049$ for patient-induced contacts). There were no statistically significant differences in patients’ clinical health status or in their self-care behavior. The technology received excellent feedback from the patient and professional side with a high adherence rate throughout the study.

Conclusions: Home telemonitoring did not reduce the number of patients’ HF-related hospital days and did not improve the patients’ clinical condition. Patients in the telemonitoring group contacted the Cardiology Outpatient Clinic more frequently, and on this way increased the use of health care resources.


(J Med Internet Res 2014;16(12):e282) doi:10.2196/jmir.3651
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Introduction

Heart failure (HF) is a serious and costly disease associated with poor quality of life [1], a wide range of comorbidities [2], and a high rate of hospitalization [3]. Nearly 25% of patients are readmitted within 30 days [4], and by 6 months, the proportion increases to 50% [5]. Hospitalizations cause a heavy economic burden since they are responsible for 60-70% of the total costs of HF care [6]. Moreover, the 1-year mortality of HF patients is 30% [3], and the 5-year survival rate is poorer than in most cancers [7].

A multidisciplinary care approach to heart failure is incorporated with European and American guidelines. The multidisciplinary care model includes specially trained HF nurses, the education of patients (and caregivers) regarding precipitating factors and the need for compliance with medication and diet, follow-up monitoring by trained staff, and access to specialized HF clinics [8]. Non-compliance with medication and other lifestyle recommendations is a major problem among HF patients resulting in worsening symptoms that can lead to readmission [9]. Hospitalizations may be preventable by up to 50% mainly by improving compliance with self-care [10].

Care-delivery models that incorporate telemonitoring as a part of HF patients’ care have the potential to boost patients’ compliance with self-care while at the same time bringing health care services closer to them. Meta-analyses from the years 2009-2011 link telemonitoring with improved survival, decreased hospitalizations, and improved quality of life [11-13]. However, since these meta-analyses were carried out there have been two large randomized controlled trials that have failed to show evidence in favor of telemonitoring in terms of reducing hospitalizations and death [14,15]. Similar findings have been reported in earlier studies [16,17] and more recently in smaller studies [18-20], except in the TEN-HMS trial [16], in which mortality was found to be lower in the telemonitoring group compared to usual care. Furthermore, results from the recent Whole Systems Demonstrator (WSD) study, a multisite trial involving 3230 chronically ill patients shows contradictive evidence. Telehealth was found to reduce mortality and emergency admission rates in the secondary care [21] but failed to improve quality of life or psychological outcomes [22], nor was it cost-effective [23]. Among patients with social care needs in WSD study, telecare did not alter the use of health and social care service or mortality [24]. To summarize, the literature shows conflicting evidence on the effectiveness of telemonitoring dependent on the target population and study environment and the implementation and structure of the intervention itself.

The current literature does not cover the evaluation of telemonitoring as a part of multidisciplinary care. The objective of this study was to investigate whether the multidisciplinary care of HF patients could be improved with telemonitoring at the Cardiology Outpatient Clinic of Helsinki University Central Hospital (HUCH), primarily in terms of reducing HF-related hospitalizations. We hypothesized that telemonitoring improves patients’ adherence to self-care—something that will be realized as decreased hospitalizations.

Methods

Study Design

Heart at Home was a two-arm randomized controlled trial conducted at the Cardiology Outpatient Clinic of HUCH in 2010-2012 (NCT01759368). The study protocol was approved by the Ethics Committee of the Hospital District of Helsinki and Uusimaa. All the patients provided a written informed consent before they were randomized. (See Multimedia Appendix 1 for the CONSORT EHEALTH checklist [25]).

Matched pair design was used in the randomization. The eligible patients, who were similar in left ventricular ejection fraction, NYHA classification, age, and gender, respectively, were matched in pairs. One was randomized to the control group and the other to the intervention group.

The study was divided into two parts. The first 30 intervention patients and 29 control patients started stepwise from November 2010 to February 2011. After the first 59 patients had finished their follow-up, the second group (17 intervention patients and 18 control patients) started in May to August 2011. The nominal follow-up time was 6 months. The study was completed in February 2012.

Participants

Patients suffering from chronic heart failure were recruited to the study. The inclusion criteria were (1) diagnosis of systolic heart failure, (2) age of 18-90 years, (3) NYHA class ≥2 (an interview-based classification by the New York Heart Association concerning limitations to physical activity), (4) left ventricular ejection fraction ≤35% as measured during hospital visits, (5) need for a regular check-up visit, and (6) time from the last visit of less than 6 months. Patients were not eligible if they had a planned major medical operation, had severe comorbidity such as cancer, had participated in another clinical trial during the last 3 months, or were suspected of poor compliance. The assessment of compliance was based on patient’s technical skills, such as ability to use a mobile phone.

The electronic patient database of HUCH was used for the initial screening of patients with chronic heart failure so as to further assess their eligibility. Eligible patients were informed about the study and were asked whether they were willing to participate (and their formal consent was obtained) when they came for their normal follow-up visit. For willing patients, anthropometric and laboratory measurements were taken and the patients completed the study questionnaires. For each patient, the medication was checked and optimized. The same procedure was repeated at the end-point visit.

Usual Care

At the Cardiology Outpatient Clinic of HUCH, there are about 600 HF patients, of whom 150-200 patients have serious heart failure that requires regular follow-up visits. A multidisciplinary care approach including patient guidance and support for self-care has been adopted at the clinic. In the care of these HF patients, the cardiac team plays a central role in monitoring and interpreting patient symptoms, optimizing medication, and providing education. The cardiac team consists of 2 physicians,
a specialized heart failure nurse, and a physiotherapist who helps after a hospitalization period. As part of the care process, patients capable of carrying out self-care were identified and encouraged to regularly measure their blood pressure, heart rate, and weight at home. The information exchange between HF patients and care personnel took place during patients’ visits to the clinic and by telephone. Systematic collection and exploitation of the self-measurement data was difficult since it depended on the patient’s own activity. Often a patient had not monitored their health parameters as agreed or had forgotten to bring along the measurement notes. The heart failure nurse contacted patients by telephone if agreed in the care plan to motivate and remind them to comply with the self-care plan.

**Intervention: A Telemonitoring-Assisted Self-Care Model**

For patients in the intervention arm, a new care process was introduced in which a patient regularly reported their most important health parameters to the nurse using a mobile phone app. At the beginning of the study, the patients were given a home-care package including a weight scale, a blood pressure meter, a mobile phone, and self-care instructions. The patients were advised to carry out and report the measurements together with the assessment of symptoms once a week.

A pre-installed software app on the mobile phone supported the uploading of measurements and the self-assessment of symptoms. In the development of the mobile app, particular care was paid to the simplicity of the user interface and its ease of use, since most of the patients were elderly. The measurements taken at home to be uploaded were diastolic and systolic blood pressure, pulse, body weight, and an assessment of symptoms. The symptom assessment concerned the patient’s feelings of dizziness, dyspnea, palpitation, weakness, and edema. Patients were also asked to evaluate their overall condition, that is, whether their condition had deteriorated, improved, or remained unchanged. In the context of each submission of information, the patient received automatic machine-based feedback of whether the reported parameter was within their personal targets set by the nurse. The overall architecture used in the self-care process and screenshots of the software app are depicted in Figures 1 and 2. The system was developed by VTT Technical Research Centre of Finland.

The measurements were stored on the secured remote patient monitoring server. The cardiac team was able to access the data with a browser-based user interface. The nurse followed the patient’s status and the data once a week or more frequently if necessary. In the beginning of the study, the nurse contacted the patient every time the measurement was beyond the target levels or if the patient reported any of the symptoms. Later, the contacts were more dependent on the patient’s measurement history. If the latest measurement markedly differed from previous measurements, the nurse called the patient. The nurse could invite the patient for a check-up visit if still necessary after the phone call. If a patient did not comply with the weekly reporting plan, the nurse contacted the patient and encouraged him or her to continue with the monitoring.

**Figure 1.** Overall architecture for remote patient monitoring.
Outcome Measures

Primary Outcome
The primary outcome was the number of HF-related hospital days during the follow-up. The data were obtained from the electronic health record system of HUCH.

Secondary Outcomes
Secondary outcomes included clinical outcomes, use of health care resources, and user experience. The following variables were analyzed in order to assess clinical effectiveness: death from any cause, heart transplantation operation or listing for transplant operation, left ventricular ejection fraction (LVEF, %) measured by echocardiography, plasma concentration of N-terminal of the prohormone brain natriuretic peptide (NT-proBNP, ng/l), creatinine (mmol/l), sodium (mmol/l), and potassium (mmol/l). For the plasma concentrations of sodium, potassium, and creatinine, there is no unambiguous interpretation of the direction of change, but the value should be within the reference range. The reference ranges used at HUCH are sodium 137-145 mmol/l, potassium 3.3-4.9 mmol/l, creatinine among women 50-90 μmol/l and among men 60-100 μmol/l. Sodium, potassium, and creatinine were dichotomized indicating whether the observed value was within the reference range.

Self-care behavior was measured using the European Heart Failure Self-Care Behaviour Scale (EHFSBS). EHFSBS is a 12-item self-administered questionnaire specifically designed and tested for HF patients including statements on self-care behavior essential in the care of HF. The statements are scored from 1-5; the lower the score, the better the performance in self-care. The summary score was analyzed, and medication changes were recorded to examine how the telemonitoring intervention affected activity in medication regimen. The nurse collected information regarding changes in patients’ medication regimen throughout the study. Changes related to medication optimization during the baseline visit were excluded. Changes made to patients’ medication were classified into three categories: increase of medication (a new drug or increase in dosage), decrease of medication (termination of a certain drug or decrease in dosage), and self-imposed medication termination (patient had stopped taking medicine without physician’s confirmation). The medications were classified as diuretics, ACE-I, or beta-blockers.

In terms of the use of health care resources, outpatient visits were analyzed: the number of (1) unplanned visits to the Cardiology Outpatient Clinic (nurse or physician), (2) visits to the emergency department, (3) visits to and time spent with the nurse, (4) visits to and time spent with the physicians, and (5) telephone contacts made by the patient and by the nurse. The baseline visits and the end-point visits were included in the calculations. The data were retrieved from the electronic health records and by asking the patient.

Patients’ acceptance and experience towards home telemonitoring were evaluated using a questionnaire delivered to patients in the telemonitoring group at the end-point visit. The questionnaire included statements about their experiences with the usability of the mobile phone app, as well as their satisfaction with using the app and the benefits of the telemonitoring-assisted care model. In addition, an in-depth interview was conducted with the nurse responsible in order to assess the user experience from a professional perspective.

Power Calculations
The study was designed to have a power of 90%, an alpha level of .05, and an effect size of 0.5 determined as the expected difference of 3 HF-related hospital days between the study groups (SD 6). A t test was used as a calculation framework. With these parameters, we calculated that 44 patients per treatment arm needed to be recruited.

Statistical Analysis
The intention-to-treat principle was applied in statistical analyses. There was one dropout in the intervention group. The patient withdrew from the study shortly after the beginning, and no end-point measurements were available. The patient was excluded in the end-point analyses. All analyses except zero inflated Poisson (ZIP) were carried out using SPSS version 19. ZIP regression models were conducted using R version 2.15.1. Outcome variables that express counts (eg, HF-related hospital days, visits to the nurse, visits to the physician, number of phone calls, unplanned visits to the clinic) were presented using the mean and a percentage of zero counts. Poisson regression and ZIP regression models were used in order to analyze the difference between the study groups. The Vuong test [26] was used to assess the superiority between Poisson regression and ZIP for each variable. Finally, ZIP regression was used in the analysis of the following variables: number of HF-related hospital days, number of unplanned visits to the clinic, and
telephone contacts initiated by the patient. In all models, the patient’s individual study duration (in days) was set as an offset variable, and the control group was used as a reference group. The incidence rate ratio (IRR) and its 95% confidence interval (CI) were reported.

Repeated contiguous variables were analyzed within and between the study groups. The paired $t$ test or Wilcoxon matched-pair signed-rank test in the case of non-normality was used for the analyses of within-group changes. Non-normality was confirmed by the Kolmogorov-Smirnov test. Analysis of covariance was used to investigate differences between the control and the intervention groups with adjustment for baseline values. The 95% CI and $P$ value for the between-group difference were reported.

Results

Patient Flow

Figure 3 shows the progress of the study. Altogether, 599 patients were screened from the database, of whom 243 were diagnosed with systolic heart failure. Of these, 123 patients fulfilled the inclusion criteria. Eligible patients who were similar in their left ventricular ejection fraction, NYHA classification, age, and gender were matched; 51 matched pairs were identified. The 102 patients were invited for a baseline visit where baseline measurements were taken and information considering the study was given. Of these, 3 patients declined to participate and another patient had a changed diagnosis. Respectively, their matched counterparts were excluded from the study. Finally, 94 patients were randomized. One from each pair was randomly assigned to receive the usual care, and the other was assigned to the telemonitoring group. There was one dropout in the telemonitoring group. The patient withdrew from the study after 23 days. The patient felt that monitoring his condition made him anxious as it reminded him constantly of the disease.

Baseline Characteristics

Table 1 displays the baseline characteristics of the study subjects in both the control group and the telemonitoring group.

![Figure 3. Screening, randomization, and follow-up of patients.](http://www.jmir.org/2014/12/e282/)
Table 1. Baseline characteristics of the patients: mean (standard deviation) or frequency (percentile).

<table>
<thead>
<tr>
<th></th>
<th>Control group (n=47)</th>
<th>Telemonitoring group (n=47)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex (male), n (%)</td>
<td>39 (83)</td>
<td>39 (83)</td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>57.9 (11.9)</td>
<td>58.3 (11.6)</td>
</tr>
<tr>
<td>BMI (kg/m^2), mean (SD)</td>
<td>27.9 (4.7)</td>
<td>28.4 (6.0)</td>
</tr>
<tr>
<td>Systolic blood pressure (mmHg), mean (SD)</td>
<td>116 (16)</td>
<td>112 (13)</td>
</tr>
<tr>
<td>Diastolic blood pressure (mmHg), mean (SD)</td>
<td>72 (10)</td>
<td>71 (10)</td>
</tr>
<tr>
<td>Heart rate (bpm), mean (SD)</td>
<td>70 (12)</td>
<td>69 (11)</td>
</tr>
<tr>
<td>Left ventricular ejection fraction (% units), mean (SD)</td>
<td>28.6 (5.0)</td>
<td>27.3 (4.9)</td>
</tr>
<tr>
<td>NYHA, frequency (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Slight limitations in physical activity (Class II)</td>
<td>17 (36)</td>
<td>19 (40)</td>
</tr>
<tr>
<td>Marked limitation in physical activity (Class III)</td>
<td>28 (60)</td>
<td>27 (58)</td>
</tr>
<tr>
<td>Severe limitations in physical activity (Class IV)</td>
<td>2 (4)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Comorbidities, frequency (%) ^a</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>2 (4)</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>6 (13)</td>
<td>8 (17)</td>
</tr>
<tr>
<td>Atrial fibrillation</td>
<td>6 (13)</td>
<td>14 (30)</td>
</tr>
<tr>
<td>Asthma/COPD</td>
<td>5 (11)</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Renal insufficiency</td>
<td>4 (9)</td>
<td>0 (2)</td>
</tr>
<tr>
<td>No comorbidities</td>
<td>9 (19)</td>
<td>12 (26)</td>
</tr>
<tr>
<td>Smoking (number of non-smokers), n (%) ^a</td>
<td>42 (89)</td>
<td>35 (76)</td>
</tr>
</tbody>
</table>

^aData missing from one patient in the telemonitoring group.

Primary Outcome

On average there were 1.4 (SD 3.5) HF-related hospital days in the control group and 0.7 (SD 2.4) HF-related hospital days in the telemonitoring group. Of the control patients, 72% (34/47), and of the telemonitoring patients, 83% (38/46) had no hospital days during the 6-month follow-up. The difference between the study groups was not statistically significant (IRR=0.812, 95% CI 0.525-1.256, P=.351).

Secondary Outcomes

Contrary to expectations, none of the subjects died, underwent a heart transplant operation, or were listed for a transplant operation. In both study groups, two patients had an emergency episode.

Table 2 shows clinical outcomes at baseline and post intervention. There were no statistically significant differences between the study groups in either of the clinical variables. However, in both study groups, there were significant within-group changes: an increase in LVEF (4.2%, P=.001 for control group and 5.0%, P=.003 for telemonitoring group) and in EHFSBS (-3.8 points, P<.001 in the control group and -5.0, P<.001 in the telemonitoring group) and a decrease in NT-proBNP levels in the telemonitoring group (-198ng/l, P=.01).
Changes in medication regimen are presented in Table 3. Significantly more medication changes were done to the patients in the telemonitoring group \( (P=.026 \text{ for medication increase and } P=.042 \text{ for medication decrease}) \). All decreases in medication were done to telemonitoring patients, and the decreases were applied to diuretics. The increases in medication in the telemonitoring group involved the following types of medication: five increases in angiotensin converting enzyme inhibitor \( (ACE-I) \) therapy, three increases in beta-blockers, and two increases in diuretics. In the control group, the two increases were applied to diuretics.

Table 3. Categorized medication adjustments and the number of patients to whom the adjustments were applied.

<table>
<thead>
<tr>
<th>Adjustments</th>
<th>Control group (n=47)</th>
<th>Telemonitoring group (n=46)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Increase in medication, n (%)</td>
<td>2 (4)</td>
<td>8 (17)</td>
<td>.042</td>
</tr>
<tr>
<td>Decrease in medication, n (%)</td>
<td>0 (0)</td>
<td>5 (11)</td>
<td>.026</td>
</tr>
<tr>
<td>Self-imposed medication termination, n (%)</td>
<td>3 (6)</td>
<td>2 (4)</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 4 shows the use of health care resources. The use of the nurse’s resources was significantly greater in the telemonitoring group (mean time at the reception was 48.7 minutes longer, and the number of nurse visits was 1.73 times greater, \( P<.001 \) and \( P<.001 \) respectively). There were more telephone contacts between the nurse and the telemonitoring patients \( (IRR=5.6 \text{ for nurse initiated contacts and } IRR=1.63 \text{ for patient initiated contacts, } P<.001 \text{ and } P=.049 \text{ respectively}) \). Typically the patients called the nurse for information to interpret the monitoring results \( \text{eg, the safe range for blood pressure} \) or because they wanted to make changes to their diuretic medication. The most frequent reason for nurse-induced calls was patients’ non-adherence to self-monitoring: the nurse called patients to remind them to carry out and report the measurements. The number of unplanned visits to the Cardiology Outpatient Clinic was significantly bigger in the telemonitoring group \( (IRR=3.31, P<.001) \). The control group had on average one unplanned visit to the clinic while telemonitoring patients had 3-4 unplanned visits. The most common reason for unplanned visits was patients’ concern about their worsening condition and the need to discuss it with the nurse. In some cases, patients visited physician reception if they needed immediate help. The reasons for phone calls and unplanned visits were based on nurse’s notes. There was no difference in the use of physician resources: the number of visits and the time used at reception were similar between the study groups.

Depending on the patient’s skills, 10-20 minutes was spent at the baseline visit for educating the patient to use the mobile phone app and blood pressure monitor. During the follow-up period, only six telephone calls concerning purely technical problems took place. In three cases, the nurse called the patient during the first days to help them get started with the mobile phone app and blood pressure meter. During the follow-up period, only six telephone calls concerning purely technical problems took place. In three cases, the nurse called the patient during the first days to help them get started with the mobile app. The other three calls were initiated by the patient and were...
caused due to failed Internet connections. All other contacts took place for medical reasons.

Table 4. The use of health care resources per patient during the study.

<table>
<thead>
<tr>
<th></th>
<th>Control group (n=47)</th>
<th>Telemonitoring group (n=46)</th>
<th>Effect size (95% CI)</th>
<th>P valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nurse time (minutes), mean (SD)</td>
<td>87 (35)</td>
<td>136 (43)</td>
<td>Mean difference 48.7 (32.5-64.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Number of visits to the nurse, mean (SD)</td>
<td>2.7 (1.0)</td>
<td>4.5 (2.2)</td>
<td>IRR=1.73 (1.38-2.15)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Physician time (minutes), mean (SD)</td>
<td>69 (23)</td>
<td>76 (34)</td>
<td>Mean difference 6.7 (6.0-18.6)</td>
<td>.340</td>
</tr>
<tr>
<td>Number of visits to the physician, mean (SD)</td>
<td>2.0 (0.8)</td>
<td>1.9 (0.9)</td>
<td>IRR=0.95 (0.71-1.28)</td>
<td>.738</td>
</tr>
<tr>
<td>Number of telephone contacts initiated by nurse, mean (SD)/[% patients with zero-count]</td>
<td>0.6 (0.9)/(57.4%)</td>
<td>3.0 (2.4)/(15.2%)</td>
<td>IRR=5.6 (3.41-7.63)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Number of telephone contacts initiated by patient, mean (SD)/[% patients with zero-count]</td>
<td>0.6 (1.5)/(72.3%)</td>
<td>2.3 (2.1)/(30.4%)</td>
<td>IRR=1.63 (0.999-2.66)</td>
<td>&lt;.049</td>
</tr>
<tr>
<td>Number of unplanned visits to the Cardiology Outpatient Clinic, mean (SD)/[% patients with zero-count]</td>
<td>1.0 (1.5)/(46.8%)</td>
<td>3.7 (2.6)/(13%)</td>
<td>IRR=3.31 (2.15-5.09)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aDifference between groups.

Professional Experience

The HF nurse who was involved experienced telemonitoring as a valuable support to the current practice. She reported that the patients of the telemonitoring group took self-measurements more regularly and had internalized the importance of regular self-monitoring. Reception visits were more efficient, since no time was wasted on irrelevant issues. The nurse found that patients had taken their drugs more precisely, although no numerical evidence was collected. The nurse reported that both study groups were more curious about the ongoing study and that patients contacted her more frequently than prior to the study. The benefit that the nurse prioritized was the up-to-date data she received from the patients. The data also provided important support for physicians in their decisions about the patient’s treatment, for example, in terms of adjustments to medication. A potential disadvantage that the nurse brought up was that the measurement data were input by the users; there was a possibility that some users sometimes sent false data by mistake or even intentionally. During the study, however, there were no signs of such problems. Automatic data transfer from monitoring devices would reduce the risk of erroneous data. The nurse responsible for the patients did not see any obstacles in adding telemonitoring as a part of their multidisciplinary care model.

Patient Experience

Of 46 patients, 44 (96%) responded to the user experience questionnaire. Almost all patients (95%, 42/44) found that making and reporting measurements with the mobile phone app was “very useful” or “quite useful”. The automatic feedback they received after sending the measurements was found to be useful; in fact, 91% (40/44) of patients felt it was “very useful” or “quite useful”. However, 9% (4/44) patients responded that they did not derive any benefit from the feedback. Two thirds (66%, 29/44) responded that the feedback helped them pay more attention to issues essential in the treatment of their disease. In fact, 91% (40/44) of patients responded that the feedback motivated them to take measurements and report them regularly. Just over a quarter of patients (27%, 12/44) reported that the feedback also gave them motivation to change their lifestyle.

Most of the patients accepted the home telemonitoring as part of their care routine. The adherence, calculated as a proportion of weekly submitted self-measurements, was 86% in weight reporting and 89% in blood pressure, heart rate, and symptom reporting. The median number of weight reports was 28 (interquartile range 23-33). The median number of blood pressure and symptom reports was 32 (interquartile range 27-43).

Post-Hoc Power Calculations

The post-hoc power was calculated using the Poisson model framework. Using the following definitions: exp(beta)=.8, base rate=0.03, total sample=97, mean exposure time=200 days, alpha=.05, R^2=0 (since the study group was the only predictor), distribution of group allocation= binomial with pi=0.5, the post-hoc power of 0.81 was obtained.

Discussion

Principal Results

This study evaluated whether a multidisciplinary care model would benefit from telemonitoring as an additional element in the care of heart failure patients, primarily in terms of reducing HF-related hospital days. We found that the telemonitoring-assisted care approach led to increased use of health care resources while showing no quantified improvement in the patients’ condition. There was no difference in the number of HF-related hospital days, which was the primary outcome.
However, patients and health care providers reacted positively to telemonitoring. Patients’ adherence to the weekly reporting plan was close to 90%, which is high in a population with a severe chronic condition.

The increased use of health care resources was primarily seen in the nurse’s workload. The telemonitoring group had an increased number of visits to the nurse reception, a longer time spent at the reception, and more frequent telephone contacts with the nurse. Similarly, in the studies by Cleland et al [16] and Wade et al [19], home telemonitoring was associated with frequent patient contacts including home and office visits, telephone contacts, and emergency visits. However, in our study there was neither increased need for physician consultation nor increased number of visits to the emergency department. Despite the increased workload, the nurse found the increased number of contacts with patients to be a positive change. In her experience, telemonitoring invoked the patients’ interest in their condition and raised questions that resulted in contacts. The nurse also felt that the control group patients were more active after their enrollment in the study. Patients’ increased curiosity was not reflected in a lower number of HF-related hospitalizations, but we can speculate whether low death rates were associated with this. During the 6-month follow-up, we found no deaths in either of the study groups, which is unexpected since the mortality rate at 30 days after hospital admission is 11% [27], rising to 30% during the first year [3].

When implementing telemonitoring in the care process, the increased workload of care professionals needs to be accounted for. Patients’ increased awareness of their disease is likely to increase contacts. Patients need help in interpreting the monitoring results, and they seek individual advice in order to manage their disease and maintain their enthusiasm. This kind of activity may lead to positive health outcomes during a longer follow-up period than was the case in the present study. It should be carefully considered whether the current resources are able to handle the increased demand, or whether additional personnel should be hired. As Chaundry et al [14] concluded, a telemonitoring strategy would be more effective if embedded in cardiology practices with a greater organizational capacity to implement it. To lessen the increased workload of health care professionals, the potential of active assistance technology is worthy of consideration. Such technologies include highly sophisticated automatic messaging systems providing personalized guidance to patients with minimum involvement of health care personnel. Promising results with active assistance technology have been reported in the care of diabetes patients [28].

In this study, telemonitoring was linked to more individualized care in terms of the pharmacological therapy of HF patients. This shows an important aspect, since optimal pharmacological management reduces morbidity and mortality, but it is complex and objective guidelines are lacking [29]. Significantly more changes in medication regimen were made in the telemonitoring group—medication was increased for 17% of these patients whereas in the control group the corresponding percentage was 4%. In addition, all reductions in medication were done for telemonitoring patients. Reductions were applied to Furosemide, which is a diuretic, indicating successful management of fluid retention. Whether medication changes were the result of self-measurement data that telemonitoring patients provided or through their increased self-care or both cannot be confirmed with these data. The frequency of which the measurements were done may alone not be sufficient to constitute the medication changes, but at least the intervention opened patients’ eyes and raised discussion concerning their medication.

Our negative finding regarding the hospitalization rate is in line with findings in studies [14-20]. However, several studies do show evidence in favor of telemonitoring in the care of HF patients. This brings up the challenge in providing telehealth for the right patients in the right context. In the TIM-HF study, a subgroup analysis revealed that patients with lower depression scores had significantly lower hospitalization and mortality [30]. Comorbidities such as chronic obstructive pulmonary disease, chronic kidney disease, and anemia may have a negative effect by blurring the signal from the monitored variables and thus lowering their predictive value [31]. Furthermore, in their review of telemonitoring for chronic diseases, Pare et al [32] concluded that the beneficial effects of telemonitoring are more consistent in pulmonary and cardiac studies than in diabetes and hypertension. In the tele-HF study [14], the authors concluded that none of the participant characteristics including age, sex, race, LVEF, and NYHA class identified a group in which telemonitoring was more effective. A similar conclusion was drawn in [30] in terms of LVEF, gender, age, or NYHA.

We outline four factors that may be associated with unchanged HF-related hospitalizations rates. First, as multidisciplinary care was part of the care practice at the Cardiology Outpatient Clinic of HUCH, all the patients including the control group received high standard interactive care, and some were already used to home self-monitoring. Second, the study was carried out in the Helsinki area where patients live a short distance from health services. Patients were able to visit the clinic easily without great effort. We found that the most common reason for unplanned visits was that the patient wanted to discuss with the nurse face-to-face the signs of deterioration and worsening condition. Home telemonitoring may be more beneficial when applied in rural areas where patients do not have direct access to health care. Third, our study population was relatively young, and medication for all patients was optimized during the baseline visit. Ejection fraction was on average 28%, which is higher than in the TEN-HMS study [16] of high-risk HF-patients. Telemonitoring may be more efficient among patients with poor prognosis. In the TEN-HMS study, which found home telemonitoring associated with improved survival, patients were older, had severe cardiac dysfunction, were recently hospitalized, and had high mortality rates. Finally, the follow-up time was possibly too short. Improved self-care may be realized as a lower number of hospitalizations after a time interval longer than 6 months.

Limitations

Post-hoc calculations were conducted based on the Poisson model framework resulting in a power of 0.81, which was less than was determined in initial power calculations. Considering the fact that the 95% confidence interval for the IRR ranged from 0.525 to 1.256, we do not expect that there was a true
difference in the number of HF-related hospital days between the study groups, although we did not reach the level of 0.1 for the type II error. However, the predicted difference of 3 days was overestimated since the number of hospital days was 1.4 in the control group. In addition, we note that we conducted multiple hypothesis testing, which increases the probability of falsely rejecting the null hypothesis. However, the statistically significant findings that were seen in the use of health care resources were consistent in several variables supporting each other.

The usage of the nurse’s time was somewhat biased. The time consumed at the baseline visit for the delivery of telemonitoring technology to the patients was counted as time spent by the nurse. Also, when technical problems emerged, patients contacted the nurse. The time used at baseline visit was 10-20 minutes per patient. During the monitoring period, only six contacts were made with the nurse due to technical problems. Therefore, it can be concluded that the time spent on technical issues was marginal and that the increased use of nurse’s resources by telemonitoring patients took place due to medical reasons. Technical issues did not increase the required time to an extent that would lead to significant overestimation. An additional source of bias is the fact that monitoring took place under control of only one research nurse and the professional experience was based on her interview. Consequently, it is not possible to draw general conclusions on the attitudes of health care professionals on monitoring.

Conclusions

In the Heart at Home study, we found that home telemonitoring was not efficient to support the multidisciplinary care approach in terms of reducing the number of HF-related hospital days or outpatient visits or improving patients’ clinical condition. The telemonitoring increased significantly the nurse’s workload by increasing the number of reception visits and the number of telephone contacts. The increased workload should be carefully considered when implementing telemonitoring in the care of HF patients. Extra work is required on top of the multidisciplinary care approach. To lessen the increased workload of health care professionals, the potential of active assistance technology is worthy of further consideration to respond to patients’ queries and to keep them motivated.
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Abstract
This paper describes the design and methods involved in calibrating a Web-based self-report instrument to estimate physical activity behavior. The limitations of self-report measures are well known, but calibration methods enable the reported information to be equated to estimates obtained from objective data. This paper summarizes design considerations for effective development and calibration of physical activity self-report measures. Each of the design considerations is put into context and followed by a practical application based on our ongoing calibration research with a promising online self-report tool called the Youth Activity Profile (YAP). We first describe the overall concept of calibration and how this influences the selection of appropriate self-report tools for this population. We point out the advantages and disadvantages of different monitoring devices since the choice of the criterion measure and the strategies used to minimize error in the measure can dramatically improve the quality of the data. We summarize strategies to ensure quality control in data collection and discuss analytical considerations involved in group- vs individual-level inference. For cross-validation procedures, we describe the advantages of equivalence testing procedures that directly test and quantify agreement. Lastly, we introduce the unique challenges encountered when transitioning from paper to a Web-based tool. The Web offers considerable potential for broad adoption but an iterative calibration approach focused on continued refinement is needed to ensure that estimates are generalizable across individuals, regions, seasons and countries.

(J Med Internet Res 2014;16(12):e269) doi:10.2196/jmir.3626
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Introduction
Physical activity behaviors can be assessed with a variety of techniques, but each has inherent limitations [1]. Researchers have increasingly used objective monitoring devices to capture ambulatory movement [2], but there is a fundamental need to also improve the utility of self-report instruments that can be more effectively deployed in Web-based applications in a cost effective way. The sophistication (and accuracy) of objective monitoring devices has increased dramatically in recent years through the use of new technologies [3,4] and incremental advances in calibration methodologies [5-11]. Surprisingly, relatively few efforts have been made to improve the utility of more subjective, self-report measures. The Journal of Physical Activity & Health published the outcomes of the Measurement of Active and Sedentary Behaviors: Closing the Gaps in Self-Report Methods meeting sponsored by the National Institutes of Health that addressed a series of best practices and challenges encountered when working with self-report tools for physical activity [12]. One of the limitations of self-report instruments is a general lack of accuracy; however, the use of robust calibration procedures and implementation of Web-based applications offer considerable promise for improving the validity and utility of self-report measures [12-20]. A specific advantage is that algorithms from these methods can be directly embedded within existing Web-based applications to streamline collection and reporting of data. For optimal effectiveness, these
models must be developed, tested, and then refined through an iterative process that enables enhancements to be directly incorporated into the assessment.

Measurement error models have been used to understand error in self-reported data on food intake [21-23] and physical activity behavior [22,24,25], but this work is still in early phases. An advantage in physical activity research is that there are available criterion measures from objective monitoring devices that can be used to scale the information provided on the self-report forms. However, there are a number of challenges involved in effectively linking self-report data to objective data for calibration. There are a number of other design considerations that also influence the ability to calibrate self-report data. The present paper describes key principles and design considerations needed for effective calibration of self-reported physical activity data. This paper also addresses the potential application of online self-report tools for large-scale assessment. Examples are based on work we have done to calibrate the Youth Activity Profile (YAP), a promising online self-report measure of physical activity in youth. Although some issues are specific to this instrument, the design principles, methods of calibration, and Web applications would apply to other surveys and populations.

The YAP provides a good example for illustrating calibration design and online applications because it was developed specifically with these goals in mind. It was designed for use in school settings to make it possible to obtain accurate data from youth while also providing a valuable educational experience. The YAP uses a segmented day approach and context-related events to facilitate recall by youth. It captures the key dimensions of physical activity needed for calibration (eg, frequency, type, volume), and includes separate components to capture the context of physical activity (eg, in-school vs. out-of-school) to facilitate education and promotion.

We have established the Youth Physical Activity Measurement Study (YPAMS) to facilitate continued development and refinement of the YAP. This paper first describes the key components of the YAP because examples are based on our experience with this model. We then summarize the design features and calibration principles that are important for this type of calibration work. We conclude with a discussion of the unique considerations required for the calibration of an online version of calibrated tools in the final section.

**Development of the Youth Activity Profile**

The YAP is a self-report instrument designed to capture physical activity and sedentary behavior in youth. It was based conceptually on the time-based structure of the established Physical Activity Questionnaire for Children (PAQ-C) and a related tool for adolescents (PAQ-A) [26-29]. We identified the Physical Activity Questionnaire (PAQ) as a promising platform because it was consistent with established recommendations for recall instruments (ie, uses short-term recall periods, uses contextual questions, stimulates episodic memories, and asks about overall moderate-to-vigorous physical activity, MVPA). In addition, the PAQ is a short form that can provide direct comparisons among youth of different age groups. The PAQ takes less than 15-20 minutes to be completed; therefore, this instrument is very practical. All these might explain the overall good psychometric properties of this instrument [26-28,30-33].

The YAP was designed to be a self-administered 7-day (previous week) recall questionnaire suitable for use with children in grades 4 to 12. The structure for some items maintains the conceptual idea of the PAQ, but the individual items were changed to improve calibration. Additional items were added and a whole category of sedentary time was developed. The YAP includes a total of 15 items divided into 3 sections: (1) activity at school, (2) activity outside of school, and (3) sedentary behaviors. The final version of the YAP was pilot tested and cognitive interviews (in laboratory) were performed with similarly aged participants to refine the final items. The final version of the YAP is available in Multimedia Appendix 1.

The scoring procedures used in the YAP are similar to those used in the original PAQ; however, each YAP section was developed to be scored independently (ie, items for each dimension are averaged to reflect the composite score of the respective dimension). A higher composite score for a given dimension score would reflect a higher expected activity levels/sedentary time at that same dimension. Preliminary calibration of the YAP has been conducted using a paper version (phase I and II). However, an online version of the YAP has been developed and will be used for future refinement (phase III) (Figure 1). Online versions of existent physical activity questionnaires can provide considerable advantages for both education (school) and research applications because data can be entered more easily and processed automatically to enable feedback.
Design Considerations

Overview

In this paper, *calibration* refers to the process of computing adjusted minutes of objectively measured physical activity from a raw self-reported physical activity index [34]. A number of factors must be considered when setting up a calibration study and each decision has ripple effects on other aspects of the design. We first describe the overall calibration design and follow with the importance of selecting an appropriate criterion measure and then describe key considerations, such as participant selection, sample size determination, measurement error, and validity of calibration algorithms for online applications. At each of these sections, we provide some contextual information of the concept/issue being discussed and then provide a practical example based on our experience with the Youth Physical Activity Measurement Study (YPAMS).

Calibration Design

Background

To enhance calibration, the structure and items from self-report tools should be designed to link objective data to the subjective responses. Each question should capture a discrete period of time in which there are specific opportunities to be physically active. Descriptive studies provide documentation of settings or periods of time that capture significant amounts of physical activity [35,36]. If similar periods are identified and included in the self-report tool, it is possible to link each period to corresponding data from the activity monitor and pursue individual calibration. See sample temporal linkage provided in Table 1.

**YPAMS Example**

There are 5 items in the YAP that capture periods at school (ie, walk/bike to school, at recess, during physical education (PE) class, at lunch, walk/bike from school) and 5 items that capture periods at home (before school, after school, evening, Saturday and Sunday). The individual time segments are directly matched with corresponding time periods from the accelerometer (see Figure 2 for examples of student activity during PE, recess, and Sunday). The calibration process averages responses over the available number of days (and then across participants) to obtain stable estimates for each of the segments. Some time segments are standardized across days (eg, Before school, After School etc…); however, other segments such as PE, recess and lunch can vary across days so this flexibility was built into the coding.

Figure 1. Screen capture of the online (top) and game (bottom) version of the Youth Activity Profile.
Table 1. Weekly schedule used to process segmented accelerometer data.

<table>
<thead>
<tr>
<th>Window</th>
<th>Date</th>
<th>Individualized time</th>
<th>Start time&lt;sup&gt;a&lt;/sup&gt;</th>
<th>End time&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before school</td>
<td>Every day</td>
<td>Yes</td>
<td>60 min before start time for trans to school</td>
<td>Start time for trans to school</td>
</tr>
<tr>
<td>Transportation to school</td>
<td>Every day</td>
<td>Yes</td>
<td>30 min before start time for school</td>
<td>Start time for school</td>
</tr>
<tr>
<td>Recess</td>
<td>Provided</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical Education</td>
<td>Provided</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lunch</td>
<td>Every day</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transportation from school</td>
<td>Every day</td>
<td>Yes</td>
<td>End time for school</td>
<td>30 min after end time for school</td>
</tr>
<tr>
<td>After school</td>
<td>Every day</td>
<td>Yes</td>
<td>End time for trans from school</td>
<td>6:00 pm</td>
</tr>
<tr>
<td>Evening</td>
<td>Every day</td>
<td>No</td>
<td>6:00 pm</td>
<td>10:00 pm</td>
</tr>
<tr>
<td>Saturday</td>
<td>Saturday</td>
<td>No</td>
<td>7:00 am</td>
<td>10:00 pm</td>
</tr>
<tr>
<td>Sunday</td>
<td>Sunday</td>
<td>No</td>
<td>7:00 am</td>
<td>10:00 pm</td>
</tr>
</tbody>
</table>

<sup>a</sup> “Start” and “end” school time was obtained from schools (eg, 8:15 am-3:30 pm).

Figure 2. Examples of energy expenditure values measured by accelerometer for discrete time segments captured by the YAP. The data presented are from a middle school female participant enrolled in the YPAMS.

2. Activity during Physical Education Class: During physical education, how often were you running and moving as part of the planned games or activities? (If you didn’t have PE, choose “I didn’t have physical education”)
   a. I didn’t have physical education
   b. Almost none of the time
   c. A little bit of the time
   d. A moderate amount of time
   e. A lot of the time
   f. Almost all of the time

3. Activity during Recess: During recess, how often were you playing sports, walking, running, or playing active games? (If you didn’t have recess, choose “I didn’t have recess”)
   a. I didn’t have recess
   b. Almost none of the time
   c. A little bit of the time
   d. A moderate amount of time
   e. A lot of the time
   f. Almost all of the time

10. Activity on Sunday: How much physical activity did you do last Sunday? (This could be for exercise, chores, family outings, sports, dance, or play. If you don’t remember, try to estimate.)
   a. No activity (0 minutes)
   b. Small amount of activity (1 to 30 minutes)
   c. Small to Moderate amount of activity (31 to 60 minutes)
   d. Moderate to Large amount of activity (1 to 2 hours)
   e. Large amount of activity (more than 2 hours)
Selection of the Criterion Measure

Background

There are many options available for capturing objective information about physical activity, but each has inherent advantages and disadvantages. The most widely used accelerometry-based activity monitor is the Actigraph, but a limitation of this device is that it is not possible to directly detect if a participant is wearing the device. Numerous studies have been conducted with the Actigraph, but there is still a need to develop better algorithms to capture EE [37,38] or to detect wear time [39,40].

YPAMS Example

For our YAP calibration work, we selected the SenseWear Armband (BodyMedia, Inc, Pittsburgh, PA, USA) as our criterion measure of physical activity. We conducted numerous studies with various accelerometry-based monitors and found the SenseWear Armband offered a number of advantages for use in calibration studies. The SenseWear Armband is a wireless pattern-recognition device that integrates motion sensor data with a variety of heat-related sensors and demographic variables to estimate the EE [41]. The multisensor nature of the monitor provides advantages over traditional accelerometry-based monitors. The heat-related sensors, for example, provide a better indicator of work (and EE) for nonlocomotor tasks and activities of daily living [42]. An additional advantage of the SenseWear Armband for field-based research is that it automatically detects periods of time in which the accelerometer is not worn (ie, removed by the participants). This is still a common source of error in physical activity studies that use more standard measures of physical activity [39].

Characteristics of the Study Population

Background

The nature of the study population should be taken into account when developing recruitment and retention strategies. It is important to ensure that the sample population is representative of the larger population and that there is sufficient variability within the sample. Variability in levels of physical activity is especially important in calibration design to ensure that it can predict both low and high levels of physical activity. The calibration of a scale is also enhanced if the observed exposure values (MVPA from the SenseWear Armband) are normally distributed within each level of the covariates in the model being considered (eg, age and gender). Although controlling for covariates is necessary, one would also need to maximize the variability in your exposure variable. This task can be challenging because calibration of self-report tools are designed to capture real life physical activity patterns as opposed to common calibration activity monitors studies that are conducted in controlled environments and, therefore, allow activities to be manipulated [43,44]. One possible strategy to artificially manipulate individual activity patterns while controlling for age and gender is to recruit individuals with different activity levels.

YPAMS Example

In our calibration work, we enhanced variability in activity levels by recruiting a diverse sample and by collecting activity data across seasons (eg, winter and summer). Season has been shown to influence physical activity patterns in youth [45], so the advantage of this approach is that the calibrations would capture this inherent variability and be more generalizable. The YPAMS design also counterbalanced the dates of data collection by age group (elementary, middle, and high school grades). For example, at each season, data are collected in elementary, middle, and high school participant groups composed by an approximately similar number of boys and girls, and in a counterbalanced order. Figure 3 provides an illustration of the data collection map for a full year of the YPAMS.
Sample Size and Recruitment Issues

Background

Sample size calculations for physical activity calibration studies should account for important predictors of physical activity in youth. Many correlates of physical activity have been identified, but age and gender are perhaps the most important factors to consider in calibration studies. These 2 factors are known to be related with objectively measured physical activity and, therefore, will affect statistical power of the questionnaire being calibrated. Sample size estimations for calibration can be computed using multiple regression with random factors and by including 3 predictors for the full model (age, gender, and questionnaire score) at a specific alpha and power. The expected variance accounted for with the full model would depend on the nature of the assessment, but this can be determined by conducting a systematic review of the literature. In addition to statistical power, researchers should also consider typical compliance rates with activity monitoring studies and account for noncompliance by overrecruiting participants.

YPAMS Example

In our preliminary work of the YPAMS, we used population level variances of 0.35 for a full model with the 3 predictors described previously and 0.25 for the reduced model. These variances were defined after reviewing the literature on the agreement between self-reports and accelerometry in youth. We
had compliance rates of approximately 89% and, on average, participants (including compliant and noncompliant) wore the accelerometer during 71% of awake time (ie, between 7:00 am and 10:00 pm). We learned that younger children are more willing to participate in these studies and that they tend to be more compliant compared with their older peers. We have incorporated these lessons in our YPAMS study to promote adherence and compliance with our protocol. Direct collaboration with school districts and PE teachers has facilitated recruitment and retention in our school-based testing.

**Measurement Error in the Criterion (Objective) Measure**

**Background**

In the context of linear regression, measurement error can lead to a variety of flawed outcomes that can go from the attenuation of the relations between the exposure variable and health-related outcomes [46] to reversed effects when error-free measures are used [47]. The same concern applies to physical activity and, in particular, to calibration studies that have to rely on non-error-free gold-standard measures [48]. Measures obtained from activity monitor tools can lead to both random and systematic error and include (1) malfunction and handling of activity monitors, (2) day-to-day variability in activity patterns, and (3) periods of nonwear time. These sources of error can be attenuated with standardization of procedures and by scheduling periodic calibration checks of the monitors being used. Another key to reducing error is to collect data across multiple days and to define strict criteria to evaluate compliance in monitoring. Commonly used data reduction procedures include requiring valid activity counts for a minimum period of time (eg, 10 hours per day and/or 3 days per week). However, researchers can minimize the loss of data by having participants record descriptive information about nonwear bouts (eg, sports events). Data can be imputed using EE values (ie, METs) available for this purpose [49-51]. The standard MET values used for imputing missing periods were not developed to account for individual differences in the activities being considered, but the inclusion of these values avoids the alternative problem of deleting cases / time periods in which participants were not able to wear the monitors and can capture important activity that otherwise would be dismissed [52,53]. Overall, the choice of data reduction procedures will have an impact on the criterion measure outcome [54,55].

**YPAMS Example**

In our work, we have minimized noncompliance by sending information home to parents and by calling participants early in the week to remind them about the importance of wearing the monitor. Participants were also required to have valid EE values during at least 70% of the time and at least 3 valid periods for each time window of interest (exception was made for PE class, Saturday, and Sunday segments in which participants are only required to have at least 1 valid segment). Information about nonwear time was obtained from a daily activity log and these data were used to impute standardized MET values from the compendium of physical activities [49-51]. Figure 4 provides an illustration of nonreported activity in the YPAMS study.

By imputing missing time periods (due to documented nonwear times), we have been able to maximize the available sample. We noted that nonwear time was more prevalent in older students, possibly reflecting the changes in daily physical activity patterns as children get older.
Figure 4. Reported nonwear time across 7 days obtained from individual logs. Data presented are from a subset of participants enrolled in the YPAMS. Results are based on a sample of 87 elementary, 27 middle school, and 29 high school students that used a SenseWear Armband for 7 consecutive days. There were 2 participants without accelerometer data who provided records of nonwear time.

Measurement Error in the Calibrated (Subjective) Measure

Background

It is important to consider sources of error in the self-report measure so that they can be quantified and modeled appropriately. Self-report tools are known to be susceptible to different sources of error, but the majority of the error can be attributed to the nature of the instrument and the individual’s subjectivity when interpreting and completing the questionnaire. For effective calibration, it is important to try to minimize error from these (and other) sources. It is important to ensure that the questions are appropriately worded and easy to understand. A formalized approach using cognitive interviews can help to identify issues with the survey before it is finalized. Error derived from the individual subjectivity can be minimized by adding recall probes and conducting quality checks after the questionnaire is completed. These 2 factors are particularly important in younger populations. Efforts to collect higher quality data from the survey will reduce error and improve calibration accuracy.

YPAMS Example

In our calibration work, we performed cognitive interviews by having individual face-to-face interviews with participants and asking them to think aloud as they were completing the YAP. Additionally, during our field data collection, a trained research member verified each child’s questionnaire once the questionnaire was completed. Children were asked to provide more specific information (eg, exact location, exact day, or time of the day) about the behavior reported. In some cases, this process helped verify that participants were using appropriate memories to complete the YAP (eg, recalling the previous week and not general routines).

Individual vs Group-Level Inference

Background

The sources of error described previously can have different implications on physical activity output obtained from self-report tools. Most likely, this output will be used to predict individual and/or group-level physical activity. The concept of estimation at the individual and at the group level can be confusing. It is tempting to think of a group as composed of individuals and, thus, to base inference for the group on individual-level inference. However, these indicators must be examined separately. Reliable estimation of usual physical activity at the individual level is more challenging and may require multiple assessments, but individual data can be used to obtain reliable and valid estimates of the distribution of usual physical activity in the group. Several studies have demonstrated how there is substantial variability in the agreement between individual estimates of self-report data and objective measures of physical activity [56-58]. Activity collected in a clinical setting (ie, for 1 individual alone) is a good example of the application of this level of measurement. On the other hand, if physical activity is collected in a group of individuals, the error is diluted across individuals and group-level physical activity scores can actually become close to “true” physical activity scores estimated for the group. In other words, the calibration design as described in this paper can minimize the distance of the individual
estimates to a line of best fit that represents the group (ie, line of best fit using least squares estimation). If standard regression assumptions hold, this procedure is known to create evenly distributed residuals that average out to a value of zero. Although individual error relies on the absolute distance between each individual observation and the line of best fit, the group estimate partials out the error to produce a close estimate of aggregate scores obtained from individuals.

**YPAMS Example**

In our development work with the YAP, we determined that individual error obtained from a calibration equation to predict minutes of MVPA from the PAQ can range from -56% to 69% of mean accelerometer values [58]. This wide range of agreement indicated that the PAQ tools might not be appropriate when used to quantify an individual’s activity. However, we also found that group-level estimates ranged between -6% and 16% of average accelerometer scores [58]. This notion is important because it has important implications for survey research. The concept of group-level estimates and the potential of self-report tools for surveillance research might partially explain why self-report tools are still considered to be a valuable tool in physical activity research.

**Statistical Analyses: Calibration**

**Background**

Depending on the nature of physical activity questionnaires, it may be possible to generate individual calibration equations for discrete periods of time. An advantage of generating individual item regression calibration models is that context-adjusted beta weights (eg, β recess, β after school) can then be aggregated into a composite score (total weekly physical activity) by properly weighting the frequencies of each period. There are a number of other advantages of computing individual regression models for each item. In a more generic calibration approach [58], activity monitor data would not be fragmented into individual time segments. Raw item scores would be simply aggregated into a composite score and then calibrated against total MVPA measured by the accelerometer. This would cause individual items to be weighted equally in the prediction of total physical activity. The simplistic approach also inherently assumes that relationships with objective data would be similar (ie, that there would be equivalent slopes and intercepts across items). Individual equations provide a more robust calibration approach, but another key advantage is that the sample sizes can be maximized. This is directly related to the compliance criteria used to screen and process accelerometer data. A traditional calibration design would typically require participants to have worn the monitor for a complete day across an entire week whereas individual calibration would limit compliance to the availability of data for specific periods of the day. In other words, a participant that only wore the accelerometer during the evening would be excluded based on a traditional calibration approach, but with individually calibrated items his/her data would be included in the calibration of the evening item. By screening periods individually, it is possible to maximize sample size and improve statistical power. A final advantage is that it is possible to aggregate school (eg, recess, PE, commuting to school, lunch) and nonschool (eg, before school, after school, evening, Saturday, and Sunday) activity estimates to create separate composite activity scores for these time segments. This provides more utility for school leaders interested in quantifying physical activity during school. It also provides more educational value for children/parents and is more powerful for research applications.

**YPAMS Example**

Our calibration work was specifically designed to calibrate individual items from the YAP against physical activity estimates obtained from the SenseWear Armband. An example of the calibration model for activity measured by the SenseWear Armband during PE using YAP item number 2 is provided by the equation MVPA=β0+β1+β2+ε, in which MVPA is the SenseWear Armband measured percent time MVPA during PE class, β0 is the intercept, β1 is the beta weight associated with age, β2 is the beta weight associated with gender, βi is the beta weight associated with YAP question 2 score (PE), and ε is random error (independent and normally distributed).

This approach is particularly important because our preliminary research has demonstrated that the assumption of equivalent slopes does not hold (unpublished results). Specifically, we found that some items are related linearly to accelerometer data whereas others are not. Figure 5 provides examples of the relation between the accelerometer and 2 YAP items as a result of our preliminary work. The bottom panel shows the relation between accelerometer EE values and YAP item 2 (activity during PE) whereas the top panel shows the relation between accelerometer EE values and YAP item 6 (activity after school). Observed PE estimates of activity have a fairly linear increase from a score of 2 through a score of 4 and a plateau at the highest end of the scale, whereas the same relation for activity after school is linear across the full-item scale. These relations can be accounted for by fitting different models for each of these items and, therefore, allowing regression coefficients to vary. By calibrating individual items, we have also maximized our sample size and found that using both approaches (individual calibration vs traditional week calibration protocols) on the same data resulted in a larger sample when items were individually calibrated (n=195 vs n=148, respectively). Finally, the individual YAP items are organized in 2 activity sections to provide separate estimates of activity at school and out-of-school contexts.
Figure 5. Relation between percent time in moderate-to-vigorous physical activity (MVPA) measured by the SenseWear Armband accelerometer and YAP raw scores during physical education (PE; bottom) and during after-school time (top) (n=221 participants from grades 4 to 12). The solid black line represents the line of best fit with respective 95% confidence intervals; the dashed red line fits a smooth curve across the distribution of scores. The lack of overlap between these suggests a nonlinear trend relation between percent time in MVPA and YAP scores.

Statistical Analyses: Cross-Validation

Background

Rather than describing the typical validation designs used in physical activity measurement research [44,56,59-64], we provide a brief explanation on the importance of alternative statistical designs to determine the accuracy of group-level estimates obtained from self-reports. Equivalence between physical activity measures is usually determined if the average difference between the 2 instruments is not statistically significant and, therefore, not different from zero. This approach has some limitations and, importantly, tests the hypothesis that measures obtained from the 2 instruments are different. This is the reverse of what is actually being tested. The classic approach for equivalence is also too conservative because it does not specify any margin of equivalence and therefore, depending on the design of the equivalence study (eg, large sample size), it might be oversensitive to small differences between self-report and accelerometer scores [65,66].

YPAMS Example

In the YPAMS, we evaluate group-level agreement using bioequivalence testing procedures. This method is commonly used in medical research and is often used to determine equivalency between alternate drug substances that have been developed for the same purpose [67]. For the purpose of calibration, we tested if the difference between accelerometer and self-report estimates of MVPA were within a predefined region of equivalence, defined as 10% (other equivalence regions can be defined, such as a 20% range). The region of equivalence is rather subjective, but there are specific recommendations proposed by the Food and Drug Administration [68] that can be used for guidance. Measures can be considered “equivalent” if the 2 1-sided 95% confidence intervals for the average difference between the 2 measures are within the equivalence region (ie, 10%) of the group accelerometer estimates.

Online Applications

Background

One key difference between print and online versions of a PAQ is that it is not clear if children will respond similarly to questions on a screen as they do with a print format. For example, the reliability and validity of Web-based surveys can be affected by the screen display of the survey (eg, color combinations, text background) [69,70]. The research on this topic is still limited, so it is premature to assume that youth would respond similarly to items on paper versus those on a screen. Therefore, the first step in this process is to directly evaluate possible differences between the print version and the new online version of the tool. Secondly, researchers also need to examine the feasibility of the online tool and anticipate administration, completion, and data access/sharing issues. One possible strategy to overcome unexpected challenges is to make
the survey available to a subset of participants/schools to simulate the broader use of the tool.

**YPAMS Example**

The YAP was developed with online applications in mind, but separate calibration work is needed because the Web format may alter relationships and associations. We have extended our calibration methods to enhance the utility of an online version and a game version deployed within the FITNESSGRAM software. In this case, it is important to refine the calibration equations while also testing for equivalence between formats. We conducted 2 small pilot studies to test these assumptions. In Study 1, we randomized 3 grade 5 classes (n=60) to complete the 3 different versions of the YAP 2 weeks apart. We found similar test-retest coefficients for print (r=.86), online (r=.79), and game (r=.84), which supported the utility of the Web-based versions. In Study 2, we recruited 70 children (aged 10-15 years) to test whether the existing print-based algorithms would work with the online version of the YAP. We found that the correlations between the measured and YAP physical activity indicators were high and significant (r=.70, P<.001); however, differences between measured and estimated minutes of physical activity were larger than in our previous work. This demonstrated the feasibility and potential of the online version and suggested that the online YAP can be improved if directly calibrated. These pilot studies demonstrate the importance of successive rounds of calibration and cross-validation to refine the accuracy and utility of the instruments over time. This principle would apply to any related calibration work with other instruments.

The preceding methodology has led to substantial reductions in overall error in our calibration models. Our preliminary models demonstrated that the individual calibration method resulted in a reduction of 44% of the error we would get if items were not individually calibrated. Although the results demonstrate good utility, our approach is to sequentially refine and improve the precision over time by increasing the size and diversity of the sample while also taking into account other factors, such as seasonality, urbanicity, and regional differences. These issues are introduced in the next section.

**Additional Considerations**

The inherent goal with any measurement instrument is to capture variation between individuals while minimizing sources of systematic and/or random error. Systematic error (bias) occurs consistently over measurements and may depend on subject-level attributes, whereas random error is the inconsistent variability among individuals or measurements. Unlike many other more stable health indicators, physical activity is a behavior that varies naturally from day to day and from season to season for an individual [71,72] and this makes it particularly challenging to assess. Assessing physical activity and sedentary behavior in youth is even more challenging due to maturation differences and sporadic activity patterns [73].

Considerable advances have been made in the use of objective tools (eg, accelerometers) in the past decade and there are similar opportunities to advance the quality and utility of self-report measures. The observed “error” in self-report instruments is often attributed to participant’s bias or inability to recall information. These are certainly important factors, but it is also important to acknowledge that error is contributed directly by poorly designed questions, weak scoring methods, and an inability to accurately characterize and quantify the information that is provided. With calibration methods, it is possible to convert self-reported data into estimates that more closely model estimates that are obtained from objective sources. The information in this paper describes lessons learned through our exploration of ways to improve physical activity assessment protocols [44,73,74] and our interest in systematic efforts to improve the utility of self-report measures [13,22,58,75,76].

Another issue that needs to be tested is whether calibration would vary by region/season. Activity profiles vary by season and youth may respond differently about physical activity patterns in each season. Our design incorporates the natural variability across seasons and we are working to evaluate possible differences across regions. By replicating established calibration measurement protocols on independent samples of youth from different communities (at the same time), it will be possible to eventually determine whether calibration models hold when used in different regions. Cross-validation of the calibration equations originally developed would provide information about how the models hold in more diverse samples with different weather and culture. If there are differences, we anticipate being able to eventually develop more robust measurement models similar to those used in our adult calibration work [77].

A final need for continued development is to test the utility of the tool under less-controlled conditions. The original data for our calibration models were also collected by trained staff that could prompt youth to pay attention to aspects of the instrument. This helps to improve internal validity of the study, but may detract from external validity. It will eventually be important to test the accuracy of this tool under more real-world conditions. The distinction is similar to the way that preliminary calibration studies with accelerometers used controlled laboratory conditions and tested only locomotor activities. Subsequent studies conducted under free-living conditions demonstrated that it is considerably harder to accurately capture the diverse range of activities that children perform. Similarly, it will be more difficult to obtain accurate self-report data when used in less-controlled school settings. These points should not be interpreted as unsolvable problems, but as challenges to be overcome. We expect that calibration methods will enable accurate group-level estimates of physical activity to provide more accurate reports of age and gender patterns of physical activity; however, we acknowledge that it will remain difficult to obtain accurate individual estimates. Again, this is the same challenge faced by researchers working to refine the accuracy of objective measures. Calibration equations for monitors may have utility for group estimation, but accurately estimating individual data remains more elusive [56,57].

The refinement of prediction algorithms for the YAP has important school health and public health implications. Evaluating and refining the calibrations of the online and game-based versions of the YAP will facilitate planned adoption.
within the FITNESSGRAM program. The newly established Presidential Youth Fitness Program (PYFP) recently established FITNESSGRAM as the national fitness test so this calibrated physical activity assessment tool would potentially provide a way to capture physical activity levels in schools throughout the country. Because calibration equations can be incorporated directly into the online tool, it would be possible to provide immediate feedback to youth and to generate automated school-level reports with aggregated data. Fully refined online versions of the YAP would enable broader use by schools interested in tracking participation in MVPA as part of district or state programming. The tools would also facilitate research applications on school activity (for epidemiology studies or behavioral interventions).

We anticipate opportunities to also explore potential for use in cross-cultural studies and international comparisons [78]. At this level, there will be language barriers and, expectedly, more cross-cultural differences that will need to be addressed. There are several procedures involved in this process and they target language barriers initially by using well-known translation procedures [79]. The International Physical Activity Questionnaire is a good example of the result of a combined effort to standardize and promote physical activity across the globe [80]. Several studies have used this tool and some examples of cross-validation studies include study populations of older adults in Japan [81], adults in Greenland [82], and adolescents in Vietnam [83]. We envision that similar developments and refinement are possible with the YAP.

Ultimately, we view this calibration work as a long-term, iterative process that will lead to continued and incremental improvements over time. The principles described in this paper utilize recommended practices to reduce measurement error with self-report measures [45] as well as recommended steps to test the validity of self-report instruments [46]. They provide a good guide to ensure that the work progresses in a systematic way. Although the calibration principles described here are specific for the YAP, the concepts and methods may have utility for researchers interested in similar calibration work with other tools or Web-based applications. There is an increased interest in Web applications of physical activity surveys [14-17,19,84]; however, to our knowledge no research has described a systematic process to develop, calibrate, and disseminate the use of such assessments.
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Abstract

Background: Research on Internet-based interventions typically use digital versions of pen and paper self-report symptom scales. However, adaptation into the digital format could affect the psychometric properties of established self-report scales. Several studies have investigated differences between digital and pen and paper versions of instruments, but no systematic review of the results has yet been done.

Objective: This review aims to assess the interformat reliability of self-report symptom scales used in digital or online psychotherapy research.

Methods: Three databases (MEDLINE, Embase, and PsycINFO) were systematically reviewed for studies investigating the reliability between digital and pen and paper versions of psychiatric symptom scales.

Results: From a total of 1504 publications, 33 were included in the review, and interformat reliability of 40 different symptom scales was assessed. Significant differences in mean total scores between formats were found in 10 of 62 analyses. These differences were found in just a few studies, which indicates that the results were due to study effects and sample effects rather than unreliable instruments. The interformat reliability ranged from $r=0.35$ to $r=0.99$; however, the majority of instruments showed a strong correlation between format scores. The quality of the included studies varied, and several studies had insufficient power to detect small differences between formats.

Conclusions: When digital versions of self-report symptom scales are compared to pen and paper versions, most scales show high interformat reliability. This supports the reliability of results obtained in psychotherapy research on the Internet and the comparability of the results to traditional psychotherapy research. There are, however, some instruments that consistently show low interformat reliability, suggesting that these conclusions cannot be generalized to all questionnaires. Most studies had at least some methodological issues with insufficient statistical power being the most common issue. Future studies should preferably provide information about the transformation of the instrument into digital format and the procedure for data collection in more detail.

(J Med Internet Res 2014;16(12):e268) doi:10.2196/jmir.3395
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Introduction

The use of computerized psychological assessment has increased, and today many patients are also helped through Internet-based psychological interventions. The efficacy of Internet-based interventions has been evaluated repeatedly, and the effects seem to be comparable to live interventions [1-3]. When collecting psychiatric data through computers or evaluating Internet interventions, researchers typically rely on digital versions of existing pen and paper (PnP) self-report instruments. However, it cannot be assumed that instruments retain their psychometric properties when the format of delivery is changed [4]. The level of equality between different delivery formats is here referred to as interformat reliability. A high interformat reliability indicates that the psychometric properties of the instrument are independent of the delivery format.

Interformat reliability could be affected in two main ways: by characteristics of the delivery format itself or by how respondents perceive the delivery format. Digital instruments can be presented on different platforms, for example, on a standalone computer, an online Web page, or a mobile phone. Each platform has its own interface, and scores could be affected as a result. The presentation of an instrument can also be different in other ways, for example, by presenting one item at a time as opposed to several items on the same page. Effects of interface and presentation of digital instruments have not been investigated empirically to any large extent, making the strength of such possible effects unclear [5,6]. Since the effects are uncertain, design choices regarding the adaptation of instruments to digital format are important. For example, it can be argued that differences in layout adaptation may affect the validity of the results [4].

Further, people might respond differently to a digital instrument depending on how they perceive the level of security and anonymity [7]. Some people may also feel uncomfortable in using digital devices, which may affect the results [8]. People may express themselves differently in a digital context, for example, when communicating via the Internet, as compared to face-to-face interactions [8,9]. For example, some very sensitive data may benefit from digital assessment [10,11]. If respondents’ ratings on items and the resulting score are affected by presentation format, this could affect the conclusions drawn from Internet-based psychotherapy research.

Thus, investigations of the psychometric equivalence of computer- and PnP-administered instruments are warranted. Quite a few examinations of the interformat reliability of self-report questionnaires have been done, especially among somatic patients, but no systematic review focusing on psychiatric instruments has yet been conducted [12]. Such a review would be valuable in deciding whether transformation of questionnaires to online use are feasible and whether scores from pen and paper and digital versions can be compared.

The objective of this study was to review the interformat reliability of self-report symptom scales used in psychotherapy research. This review also aimed to assess the methodological quality of studies investigating interformat reliability.

Methods

Search Strategy

The review process was guided by the Cochrane Handbook of Interventions and the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines. Unfortunately, there are no specific guidelines for reviewing clinical measurement tools, such as self-report instruments, and the recommendations for judging risk of bias cannot be applied directly. As a consequence, a protocol for quality assessment was created for this review, based on the guidelines in the Cochrane handbook. A systematic search of the literature was performed in the databases MEDLINE, Embase, and PsyCINFO. The search strategy included four concepts: the digital format, self-report questionnaires, psychometric properties, and psychology. Several search terms were used for each concept; for example, the search line in MEDLINE was “computer OR Internet OR online AND questionnaire OR instrument OR scale AND psychometric OR reliability OR validity AND psychology OR psychotherapy OR psychological”. The reference lists of included publications were examined in order to identify additional relevant studies. The risk of bias may be high in such perusal of reference lists and is often discouraged. In the present case, the risk of bias was judged somewhat lower and counterbalanced against the benefit of finding older studies and papers published outside the usual channels. No attempt was made to locate unpublished material. The literature search was conducted between January and May 2013, and to identify any studies published on a later date, an additional search was done in January 2014.

Study Selection

All published peer-reviewed English language research studies comparing the psychometric properties of computerized and PnP versions of self-report instruments were considered for inclusion in the review. Study subjects had to be adults and data on interformat reliability reported as part of the results, either as a correlation, an analysis of differences between format mean scores, or as comparison between theoretical models.

Studies investigating instruments designed to measure symptoms of any of the following Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition (DSM-IV) Axis I group of diagnoses were included: mood disorders, anxiety disorders, eating disorders, substance use disorders, and sleep disorders. Instruments assessing personality traits or non-clinical behaviors (e.g., exercise) were excluded. Only instruments of the questionnaire type with set answers and ratings were included; for example, not behavioral assessments, Visual Analogue Scale (VAS), diaries, or open questions. Also, only studies of instruments that previously had been psychometrically assessed in pen and paper format were included.

After the initial search, the title and abstract of identified publications were examined by the first and second authors independently. Irrelevant publications were subsequently excluded. All publications judged relevant were retrieved in full text. The first and second author independently reviewed all full text publications based on the inclusion and exclusion criteria. In case of disagreements, consensus was sought through...
discussion. If agreement could not be reached, the third author’s judgment was final.

Data Extraction Procedure
A systematic approach to data extraction was used to produce a descriptive summary of the methods used and the psychometric findings in each included study. The study characteristics (year of publication, sample size, administration format [computer, online, or palm/cell phone], design) and participant characteristics (population, age, gender, computer experience) were extracted. Psychometric data regarding each instrument’s interformat reliability, as well as regarding test-retest reliability and internal consistency of the digital format, were extracted from each study. The first and second author independently extracted data from all included studies.

Quality Assessment
There are no established guidelines for assessing the quality of psychometric studies, and so a strategy was created for this study. The quality of each study was assessed and rated on six aspects: (1) type of analysis used to compare instruments, (2) use of a randomization procedure, (3) reporting of statistics and results, (4) sample size, (5) sample type, and (6) description of digital instrument adaptation and design. Each aspect was rated on a 3-point scale (0-2), providing a quality score with a possible range from 0-12. See Multimedia Appendix 1 for detailed descriptions of quality assessment. The first and second authors assessed each study independently and agreed on 90.3% of the quality assessment elements before discussion. Any remaining disagreement was discussed with the last author whose judgment was decisive. Studies obtaining a total score above two thirds of the maximum score (ie, >8) were considered high quality studies.

Study Designs
Interformat reliability can be investigated using either a one sample design or two samples design. Both designs can be further enhanced by adding randomization and crossover design elements. In one sample designs, a single sample is drawn from a population. Data for different formats of an instrument can then be collected by randomizing participants to either complete a PnP or a digital version of the instrument, or by letting each participant complete the instrument in both formats, that is, a crossover design. In the simpler forms of one sample design, participants either first complete one format and then the other without randomizing the order of formats, or are allocated to a group that completes only one of the two formats. These designs have major weaknesses since order effects cannot be separated, and there may be group differences. Hence, there is a clear risk of bias and randomized crossover design is to be preferred. Crossover design has the additional advantage of providing greater statistical power and thus requiring a smaller sample size. In a two samples design, two samples are drawn from one or two different populations. Participants in one of the samples complete the instrument in the PnP version, while participants in the other sample complete the instrument in the digital version. Since mean scores and variance cannot be assumed to be equal in two samples or populations, any conclusions about interformat reliability drawn from a study using a two sample design will be without scientific value.

An additional way to assess interformat reliability is to investigate whether the statistical model of an instrument is equal in both formats. When an instrument is designed, item- or factor analysis is often conducted. If the structure of the instrument can be replicated in the digital version, this will provide some evidence of interformat reliability. However, the structure can be equal in both formats while the actual scores on the instrument diverge, and therefore this should be used only as an addition to other analyses of equivalence.

Assessing Interformat Reliability
To be able to compare results from instruments in digital format with results from PnP format, one must investigate whether correlations between scores or differences between mean scores. Reliability is typically measured with correlation analysis where a result closer to 1 is a stronger relationship [13]. While Pearson correlation is sometimes used when analyzing reliability, for interformat reliability intraclass correlation is more adequate. It is important to note that a high correlation between two scores does not imply that the scores are at the same level. For example, one score could be systematically lower than the other and the correlation would still be high. Hence, equality between different formats is better assessed with a statistical test of differences between group mean scores, for example, by $t$ tests or analysis of variance (ANOVA). A study comparing instruments in two different formats should thus report both correlations and analysis of differences between mean scores, with the latter being essential.

Other forms of reliability commonly investigated in instruments are test-retest and internal reliability [13]. As with interformat reliability, it cannot be assumed that test-retest or internal reliability of the instrument is sustained when the format of delivery is changed.

Sample Size and Effect Size
Sample size calculations should be based on analysis of mean differences, something that typically requires larger sample sizes than correlation analysis. When calculating power and sample size for a study, one should decide how large differences between formats one is ready to accept. While many studies of Internet-based psychological interventions show medium to large effect sizes, it could be argued that when it comes to differences between instrument formats, even small effect sizes are important to detect. For correlation analysis, sample size calculations should be based on achieving adequate confidence intervals rather than significance testing [14].

Statistical Analyses
When statistical analyses of mean differences were not reported in the original publication, the authors performed the corresponding $t$ test if required data were available. The authors also calculated effects sizes for differences where these were not reported in the original publications. Differences between groups of studies (ie, high and low quality studies) were analyzed with $t$ tests or Mann-Whitney tests. Interformat reliability on an aggregate level was investigated by comparing
mean scores and using calculations of binominal probability. Cohen’s $d$ was used as a measure of effect size where .2 is considered a small effect, .5 a medium effect, and .8 a large effect size. A $P$ value of <.05 was used as a threshold of statistical significance.

**Results**

**Identified and Included Publications**
The initial search yielded a total of 1504 hits in the databases. After review of titles and abstracts, 61 publications were selected for full text review. Of these 61 publications, 29 met inclusion criteria. An additional 8 publications were included after the examination of reference lists. Following the additional search, one more publication was included. In total, 38 publications were thus included for data extraction. A complete list of included studies [15-52] can be found in Table 1. A PRISMA flow diagram of the search and inclusion process can be found in Multimedia Appendix 2.

**Data Extraction**
Before discussion, reviewers agreed on 92.6% of extracted data elements regarding the study characteristics, 90.3% of the quality assessment elements, and 99.3% of the psychometric data. This is considered a high level of agreement. When studies did not report analysis of mean differences between formats, $t$ tests were calculated by the reviewers to complete the results. When crossover studies did not report total format mean scores, this was calculated by the reviewers, based on the reported group mean scores. When two sample designs are used, equality between mean scores of the instruments cannot be assumed. Therefore, the five studies using this design were excluded for further analyses of interformat reliability but are included in Table 1 for the benefit of readers.

**Study Characteristics**
The included 33 publications were published between 1985 and 2013. All publications described unique studies, and most studies investigated more than one instrument. Sample sizes ranged from 29 to 1171 (mean 224, SD 277.5). A third of studies (11/33, 33%) assessed stand-alone computer administration, more than half (19/33, 58%) assessed online administration, and very few assessed palm device administration (2/33, 6%) and both online and smartphone administration (1/33, 3%). Nearly a quarter of the studies (8/33, 24%) included some assessment of computer experience. The included studies investigated 40 different self-report instruments, covering the following diagnoses or problem areas: Panic disorder, Depression, Anxiety, Eating disorders, Alcohol and tobacco dependence or misuse, Obsessive Compulsive Disorder, Posttraumatic stress, Postpartum Depression, Social Anxiety Disorder, Insomnia, and perceived physical and mental health.

**Participant Characteristics**
We found that 42% (14/33) of studies used a sample from patients or other appropriate population, 45% (15/33) used a student sample, 9% (3/33) used some kind of community sample, and 3% (1/33) did not define the sample. The mean age of the participants ranged between 18.8 and 68.3 years. The gender proportions of the samples ranged from 23.9% to 79.9% women in the studies that included both sexes. Two studies investigated screening instruments of postpartum depression and used all women samples. See Multimedia Appendix 3 for a complete list of study and participant characteristics.

**Design and Quality of Included Studies**
Of the 33 studies, 17 (52%) employed a crossover design. Most studies (29/33, 88%) reported adequate statistics, while more than half (17/33, 52%) did not describe the adaptation of the instruments to a digital format. The mean quality score was 8.6. Using a cut score of >8 (two thirds of total quality score), 20 of the 33 studies (61%) were assessed as high quality studies. See Multimedia Appendix 1 for complete quality assessment scores.
<table>
<thead>
<tr>
<th>Publication</th>
<th>Instruments</th>
<th>Formats</th>
<th>Design</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brock et al (2012) [16]</td>
<td>Center for Epidemiological Studies-Depression, Beck Anxiety Inventory</td>
<td>PnP, online</td>
<td>One sample crossover</td>
</tr>
<tr>
<td>Cook et al (2007) [22]</td>
<td>Quick Inventory of Depressive Symptomatology Self Rated</td>
<td>PnP, palm</td>
<td>One sample crossover</td>
</tr>
<tr>
<td>Fortson et al (2006) [23]</td>
<td>Center for Epidemiologic Studies Depression scale, Trauma Symptom Screen</td>
<td>PnP, online</td>
<td>One sample crossover</td>
</tr>
<tr>
<td>Herrero &amp; Meneses (2006) [26]</td>
<td>Center for Epidemiologic Studies Depression scale -7</td>
<td>PnP, online</td>
<td>One sample randomized</td>
</tr>
<tr>
<td>Hira et al (2011) [27]</td>
<td>Social Interaction Anxiety Scale, Social Phobia Scale</td>
<td>PnP, online</td>
<td>One sample randomized</td>
</tr>
<tr>
<td>Lankford et al (1994) [31]</td>
<td>Beck Depression Inventory, State-Trait Anxiety Inventory</td>
<td>PnP, computer</td>
<td>One sample</td>
</tr>
<tr>
<td>Miller et al (2002) [33]</td>
<td>Alcohol Use Disorder Identification Test, Alcohol Dependence Scale, Rutgers Alcohol Problem Index</td>
<td>PnP, online</td>
<td>One sample randomized</td>
</tr>
<tr>
<td>Murelle et al (1992) [34]</td>
<td>Michigan Alcohol Screening Test, CAGE Substance Abuse Screening Tool, Fagerstrom Tolerance Questionnaire, Center for Epidemiologic Studies Depression scale, Eating Attitudes Test, Drug Abuse Screen Test, State-Trait Anxiety Inventory</td>
<td>PnP, computer</td>
<td>One sample non random</td>
</tr>
<tr>
<td>Schulenberg &amp; Yutrzenka (2001) [37]</td>
<td>Beck Depression Inventory-II</td>
<td>PnP, computer</td>
<td>One sample crossover</td>
</tr>
<tr>
<td>Schmitz et al (2000) [38]</td>
<td>Symptom Checklist 90 Revised</td>
<td>PnP, computer</td>
<td>One sample non random</td>
</tr>
</tbody>
</table>
### Interformat Reliability

Including the analyses conducted by the authors of this review, differences between mean scores were analyzed in 88% (29/33) of the studies; 52% (17/33) also had adequate power to detect differences of at least moderate effect size. Subscales were excluded in the analysis of interformat reliability since data from some instruments with several subscales, notably the Symptom Checklist 90 Revised (SCL-90R) and the General Health Questionnaire (GHQ-28), would have a disproportional influence on the results. Focusing on the total scores of the instruments, 62 analyses of differences between format mean scores were made, and significant differences were found in 10 (16%) of the 62. Limiting the analysis to the 17 studies with adequate power to analyze mean differences, 6 differences were found in 31 (19%) analyses. Including studies of all sample sizes, significant mean differences between scores were found in 8 of the 40 investigated instruments. The effects sizes (Cohen’s $d$) of the mean score differences ranged from .14 to .98, showing that some of the effects were large.

To assess whether there was an aggregate trend in the data, both studies reporting significant differences and those reporting nonsignificant but consistent numerical differences were analyzed (i.e., including analyses that showed higher but non-significant values for either condition). In total, 30 instruments or subscales reported a higher mean score for the PnP version, and 26 reported a higher mean score for the digital version. This difference in proportion was not significant ($P=.26$).

Correlations between format scores were reported for 28 instruments and ranged between $r=.35$ and $r=.99$. More than half of the instruments (16/33, 57%) showed strong uncontradicted correlations (> .80) between format scores, while the correlations between formats scores were ambiguous for five instruments. Strong interformat correlations have been replicated for only four instruments: Agoraphobic Cognitions Questionnaire (ACQ), Mobile Inventory (MI), Beck Depression Inventory II (BDI-II), and Montgomery-Asberg Depression Rating Scale-Self-report (MADRS-S). Two studies investigated differences in factor structure and model fit between PnP-format and digital format of questionnaires, and neither of these studies found any significant model differences. See Multimedia Appendix 4 for a review of the extracted psychometric properties.

The reported significant mean differences between format scores were not evenly distributed among the studies. Instead, many of the reported differences could be found in a small number of studies. All the 10 significant mean differences found were reported in five studies, and one particular study reported 5 (50%) of the identified differences. The five studies did not differ markedly from the other studies concerning study characteristic (e.g., publication year, sample size, and quality...
assessments. The sample size in the five studies that reported inequality between administration formats ranged from 83 to 1171, with two studies having enough power to detect a small effect size. In conclusion, none of the study characteristics assessed in this study could explain the reported inequalities between formats found in these studies.

Differences in mean scores from the respective format were found in ACQ, Beck Anxiety Inventory (BAI), BDI-II (twice), Body Sensations Questionnaire (BSQ) (twice), Center for Epidemiologic Studies Depression Scale (CES-D), MI, SCL-90-R, and State-Trait Anxiety Inventory-State (STAI-S). Of these instruments, ACQ, BAI, BDI-II, CES-D, and SCL-90-R were also investigated in other studies with sufficient power to detect effects of corresponding sizes without finding significant mean differences, making results regarding interformat reliability contradictory (see Multimedia Appendix 4). BSQ and MI have either not been repeatedly investigated or been investigated in studies with insufficient power.

Test-Retest
Test-retest analysis for digital formats was conducted for 14 instruments in six studies, and the mean correlation between test occasions was $r=.84$ (SD .07, range $.70-.90$). The majority of the instruments (10/14, 71%) showed good test-retest reliability ($>.80$). Further, no significant effects of time were reported for the seven instruments analyzed with two-way ANOVA.

Internal Consistency
Internal consistency for the digital version of the instruments was reported in 24 studies and for 26 different instruments. Cronbach alpha was calculated for the digital format of an instrument in 69 instances and the mean value was .87 (SD .09, range .52-.97). A large majority of the instruments (24/26, 94%) showed adequate internal consistency (alpha>.70). Questionable internal consistencies were found for 12-Item Short Form Health Survey (SF-12 v2), Mental Component Scale, and for subscales of SCL-90-R, and the alpha results regarding Insomnia Severity Index were ambiguous.

Discussion
Principal Findings
This review aimed to investigate the interformat reliability of self-report instruments used in psychotherapy research. Studies comparing digital and paper formats of 40 different instruments, covering various psychiatric disorders, were identified in the review process. Similar to a previous study in the somatic field, this systematic review of the literature showed that generally the reliability between digital and pen and paper versions of instruments is high [12]. The large majority of studies found adequate correlations between format scores and no significant differences between means derived from the respective format. For example, high quality studies consistently report a high interformat reliability for MADRS-S showing that this instrument can be used with confidence in online psychotherapy research. Several other well-known instruments, such as the Alcohol Use Disorder Identification Test (AUDIT), PCL-C, and Patient Health Questionnaire (PHQ-9) have also shown high interformat reliability, but the results have not yet been replicated in high quality studies. While most instruments have been investigated only once, some instruments, notably the BDI and the CES-D, have been investigated multiple times. Generally, these studies support the interformat reliability of the BDI and the CES-D. In contrast, the instruments SCL-90-R and GHQ-28 showed less than satisfactory reliability in several studies. The reasons for this are unknown, but both instruments are rather complex and contain several subscales that are designed to capture many different domains of psychological health. It is possible that either the complexity or the broader psychiatric scope of these instruments, compared to most others in this review, make them sensitive to a change of format.

Significant differences in mean scores between formats were found in 16% of all analyses. These differences were found in a small number of studies, indicating that the results may be due to study or participant characteristics rather than the properties of the instruments. The effects sizes of the mean differences ranged from small to large, indicating that the significant differences were not just a matter of high power in studies with large samples. It is noteworthy that several high powered studies did not find significant differences between format scores. At the same time, as exemplified by the largest study included in this review, by Yu & Yu [47], the effect may often be too small to be detected in smaller studies. Such small effects of instrument format would not have any major implications for most psychotherapy research but may, for example, affect the results of prevalence studies. Also, some of the differences found between format means were of medium or large effect sizes, which implies that study design may affect the results substantially. If researchers are not careful and meticulous in designing their studies, the results from computer-based psychotherapy may potentially not be comparable to that of traditional psychotherapy.

The range of correlations between formats was wide, from .35 to .99. The lowest correlations were found in certain subscales of the general health questionnaires, scales that overall show lower reliability, and the STAI-S, an instrument that explicitly measures the current condition and may thus be very sensitive to time effects. Interestingly, significant format differences were reported for the BDI, MI, and ACQ, while these instruments at the same time reported high correlations. This underscores the importance of not solely relying on correlations when assessing interformat reliability.

When performing a systematic review, there is always the risk of selection bias when searching for and including relevant studies. This includes publication bias, which automatically narrows the range of studies that can be included but is also relevant when perusing reference lists of identified papers for additional studies. However, these risks may be somewhat lower in the case of studies on interformat reliability since both positive and negative results should draw attention from publishers. Still, the risk of bias in the included studies in any review should not be underestimated.

The majority of studies were of high scientific quality, using adequate designs and statistical analyses. However, only half of the studies had an adequate sample size to detect mean.
differences with a medium effect size and power calculations were seldom reported. Also, the time interval between data collections, arguably a very important factor, was not reported in all studies using a crossover design. Possible interval differences may thus explain some of the variance found between studies. Future studies should focus on improving the methodological quality by increasing the sample size to achieve sufficient power. Another recommendation is that studies report both interformat correlation and differences between format means.

Knowledge about factors that may affect interformat reliability is still limited. One potential factor is the characteristics of the digital format itself. The layout, user interface, etc, are likely to affect the score of an instrument in some way, at least if these characteristics are markedly different from the PnP version. It is valuable to know the degree of similarity between the PnP and the digital version in order to assess this potential effect. Regrettably, few studies report what adaptations are made when transferring the instrument to the new administration format.

In this review, only three studies used digital formats other than computer/Internet: Cooke et al [22] used a palm device, Swartz et al [39] used a personal digital assistant, and Bush et al [17] used online and smartphone formats. None of these studies reported any significant differences of mean values between formats, at least indicating that interformat reliability could be stable over different forms of digital platforms.

Further, respondents’ reactions to the digital format may affect results if the digital medium is perceived as different, for example, as more secure or anonymous than the traditional pen and paper medium. In research on survey methodology, a number of studies have shown that data collected on the Internet can be equivalent to data collected with traditional methods [53-55]. While there are no empirical studies investigating how participants react to instruments in psychotherapy research, the conclusions in the present review are in line with these results.

Limitations
This study has some limitations. Only instruments typically used in psychotherapy research were included. Psychiatric symptom scales of the questionnaire type may be less sensitive to administration differences than some other measurements, such as VAS-scales or behavioral diaries. It is thus unclear whether the results of this study could be generalized to these other types of measurements as well. Further, no effort was made to contact authors for additional data if relevant information was missing in the articles included. Since several studies failed to report variables that were investigated in this study, contact with authors may have contributed more data. Finally, since only reference lists from included studies were perused, it is possible that we missed studies that were cited in papers that we reviewed but excluded. A strength of the current study was the effort to find and include older studies as well as studies with different designs.

While this review focused on reliability of digital instruments, future studies could also investigate aspects of validity. It could be argued that instruments showing adequate interformat reliability do not need to confirm the validity for digital use if validity is already established for their pen and paper versions. This is, however, an empirical question and could be important to consider. To our knowledge, few studies have investigated the validity of digital instruments.

In general, instruments used in Internet-based psychotherapy research show high interformat reliability and can be used with confidence. There are also some signs that the factor structure is not affected by delivery format. There is, however, still a need for well-designed and high powered studies investigating the most widely used instruments, such as the PHQ-9. While the use of mobile technology will increase, very few studies have investigated instruments administrated through a smartphone, tablet computer, or similar device. Future studies could thus focus on these platforms.

However, even within platforms, such as personal computer or smartphone, there is almost limitless variation when it comes to instrument presentation. The format per se may be much less important than the specific presentation. Different presentations and adaptations of instruments could, in the future, be investigated experimentally to identify factors that influence interformat reliability. Since few studies report in any detail what adaptations they have made of the digital instruments, effect of presentation is still largely unknown. One of the benefits of digital instruments is the possibility to design smart questionnaires that adapt to the respondent’s answers. While outside the scope of the present review, such development may be more relevant for clinical care in the future [56].

Conclusion
This review concludes that, while instruments in most studies show high interformat reliability, there are some exceptions, and it is still unclear if these exceptions are due to psychometric properties of specific instrument or to study properties. In general, instruments used in psychotherapy research seem to be robust over administration formats. Future studies should increase sample sizes and both investigate and clearly report how digital adaptation of instruments are made.
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Abstract

Background: Nonprobability Web surveys using volunteer panels can provide a relatively cheap and quick alternative to traditional health and epidemiological surveys. However, concerns have been raised about their representativeness.

Objective: The aim was to compare results from different Web panels with a population-based probability sample survey (n=8969 aged 18-44 years) that used computer-assisted self-interview (CASI) for sensitive behaviors, the third British National Survey of Sexual Attitudes and Lifestyles (Natsal-3).

Methods: Natsal-3 questions were included on 4 nonprobability Web panel surveys (n=2000 to 2099), 2 using basic quotas based on age and sex, and 2 using modified quotas based on additional variables related to key estimates. Results for sociodemographic characteristics were compared with external benchmarks and for sexual behaviors and opinions with Natsal-3. Odds ratios (ORs) were used to express differences between the benchmark data and each survey for each variable of interest. A summary measure of survey performance was the average absolute OR across variables. Another summary measure was the number of key estimates for which the survey differed significantly (at the 5% level) from the benchmarks.

Results: For sociodemographic variables, the Web surveys were less representative of the general population than Natsal-3. For example, for men, the average absolute OR for Natsal-3 was 1.14, whereas for the Web surveys the average absolute ORs ranged from 1.86 to 2.30. For all Web surveys, approximately two-thirds of the key estimates of sexual behaviors were different from Natsal-3 and the average absolute ORs ranged from 1.32 to 1.98. Differences were appreciable even for questions asked by CASI in Natsal-3. No single Web survey performed consistently better than any other did. Modified quotas slightly improved results for men, but not for women.

Conclusions: Consistent with studies from other countries on less sensitive topics, volunteer Web panels provided appreciably biased estimates. The differences seen with Natsal-3 CASI questions, where mode effects may be similar, suggest a selection bias in the Web surveys. The use of more complex quotas may lead to some improvement, but many estimates are still likely to differ. Volunteer Web panels are not recommended if accurate prevalence estimates for the general population are a key objective.

(J Med Internet Res 2014;16(12):e276) doi:10.2196/jmir.3382
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Introduction

Over the past decade, there has been dramatic growth in both Europe and the United States in the use of Web surveys for market research and opinion polling. However, the Web has not been widely used for collecting epidemiological or health surveillance data (or for academic research more generally) despite increasing interest in doing so [1-12]. This is largely due to the reliance on volunteer Web panels (at least when examining the general population) and well-founded concerns about the representativeness of such nonprobability Web surveys that rely on these panels [13].

Volunteer Web panels typically include hundreds of thousands of potential participants who have signed up to participate in Web surveys, often for a small incentive (e.g., a payment or points that can be redeemed for goods). Although there are a few Web panels in the United States (the GfK Knowledge Panel) and in Europe (e.g., the Longitudinal Internet Study for the Social sciences [LISS] panel in the Netherlands and the German Internet Panel) selected by using probability-based sampling methods, most Web panels are made up of self-selected volunteers who are recruited using a variety of methods (e.g., through email databases, visitors to websites, online advertisements). Aside from sampling issues, the main concerns about Web panels include coverage bias because individuals or households without access to the Internet are excluded, and nonresponse bias because response rates to Web surveys are often very low if reported at all [13-16].

Despite these concerns, the use of Web surveys is likely to continue to increase in Britain and elsewhere because they purportedly allow efficient, relatively cheap, and quick data collection [14,17-20], advantages which will increasingly appeal to academic and government researchers faced with rising costs for traditional face-to-face and telephone interview surveys at a time of constrained budgets (e.g., see the UK government’s rationale for moving the Community Life Survey to Web data collection [21]). Web surveys may even be advantageous for certain types of studies, such as those concerned with sensitive behaviors, because interviewers are not present and the greater privacy provided by Web surveys may lead to higher reporting of socially undesirable behaviors [3,8,10,12,19,22,23]. Therefore, it is important to continue to evaluate the representativeness of volunteer Web panels and the circumstances in which they can be used, and to attempt to develop approaches and estimation methods to improve the robustness of Web panel data.

This paper makes a number of contributions to the evidence base by comparing results from 4 volunteer Web panel surveys with those from the third British National Survey of Sexual Attitudes and Lifestyles (Natsal-3), a probability sample interview survey. Firstly, unlike much of the previous research on this topic, which generally compares results for voting intentions or opinion questions, Natsal-3 includes primarily behavioral measures along with a few opinion questions.

Secondly, Natsal-3 includes a lengthy computer-assisted self-interview (CASI) component that, like a Web survey, requires participants to enter their answers directly onto a computer. Hence, this study makes a unique contribution by comparing results for sensitive behaviors between Web surveys and a CASI probability sample survey. Thirdly, the study included an experiment that modified the quota controls for 2 of the Web surveys to see whether this would improve the representativeness of their results. Fourthly, although there has been considerable research in the United States and Europe comparing results from Web panel surveys with those from traditional face-to-face, telephone, and mail surveys (much of which is summarized in the 2010 report from the American Association for Public Opinion Research [AAPOR] [13]), there has been very little published research on this topic for British Web panels, despite all the major British market research agencies maintaining large databases of Web panel members.

Methods

Data Collection

The 4 Web surveys were carried out by 3 well-known survey organizations in the United Kingdom, each involved in social and market research, and each with large volunteer Web panels. Results from the Web surveys were compared with Natsal-3 results and, for a limited number of variables, with external data. Our focus was not on the individual panels and confidentiality agreements with the companies prohibit us from identifying them.

Natsal is one of the largest surveys on sexual behavior in the world, having interviewed 18,876 adults in 1990-1991 (Natsal-1), 12,110 adults in 1999-2001 (Natsal-2), and 15,162 adults in 2010-2012 (Natsal-3). Natsal-3 involved a stratified, clustered probability sample design and an interview with 1 randomly selected adult aged 16-74 years by a trained interviewer in the participant’s own home. Median interview length was 53 minutes, split (approximately equally) between a face-to-face computer-assisted personal interview (CAPI) and CASI for the most sensitive questions. Multimedia Appendix 1 shows which questionnaire sections in Natsal-3 were asked in CAPI and which were asked in CASI. Fieldwork was carried out between September 2010 and August 2012, and achieved a response rate of 57.7% (similar to Natsal-2 for the comparable age group) [24].

A subset of approximately 130 Natsal-3 questions was included on the Web surveys, which took approximately 20 minutes on average to complete. The Web survey questions were exactly the same as those asked in Natsal-3, except where changes in format were required (e.g., where show cards were used in Natsal-3). A version of the Web survey questionnaire is included in Multimedia Appendix 2. The age range included in the Web surveys was restricted to adults aged 18-44 years (n=8969) and all analyses in this paper are restricted to that age range.
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Two of the Web surveys set “basic” quotas on variables which are central to measuring sexual behavior (age and partnership status), whereas the other 2 involved “modified” quotas with additional variables not typically used in setting quota controls (eg, opinion variables). Given that the purpose of the study was to see if the modified quotas would bring the Web survey estimates closer to Natsal-3, the modified quotas were set using distributions from Natsal-3 for the relevant variables.

Web survey basic quota 1 (WS-B1, carried out by Company A) and Web survey basic quota 2 (WS-B2, carried out by Company B) aimed to achieve samples of approximately 2000 cases with basic quotas set for age group (18-24, 25-34, and 35-44 years) within sex, partnership status (married/living as married vs all others) within sex, and region (London vs rest of Britain). The quotas for age within sex and region were set by reference to Office for National Statistics (ONS) midyear 2010 population estimates, whereas the quota for partnership status within sex used data from the 2009 British Labour Force Survey [25]. The quotas are shown in Table 1.

Table 1. Description of the surveys included in the study.

<table>
<thead>
<tr>
<th>Sample type and survey</th>
<th>Quotas</th>
<th>Achieved sample size, N</th>
<th>Variables used for weightinga</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Basic quota</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WS-B1 (Company A)</td>
<td>Age within sex</td>
<td>2099</td>
<td>Age within sex</td>
</tr>
<tr>
<td></td>
<td>Partnership status within sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Region</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WS-B2 (Company B)</td>
<td>Age within sex</td>
<td>2000</td>
<td>Age within sex</td>
</tr>
<tr>
<td></td>
<td>Partnership status within sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Region</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Modified quota</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WS-M1 (Company B)</td>
<td>Age within sex</td>
<td>2000</td>
<td>Age within sex</td>
</tr>
<tr>
<td></td>
<td>Partnership status within sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Region</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Age left full-time education</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Any under 18s in household</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WS-M2 (Company C)</td>
<td>Age within sex</td>
<td>2021</td>
<td>Age within sex</td>
</tr>
<tr>
<td></td>
<td>Partnership status within sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Frequency of drinking alcohol</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Age left full-time education</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Attitude to same-gender sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Household size</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Probability</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Natsal-3</td>
<td>Not applicable</td>
<td>8969</td>
<td>Age within sex</td>
</tr>
<tr>
<td></td>
<td>Region</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a From 2011 Census.

Web survey modified quota 1 (WS-M1), also carried out by Company B, used modified quota controls. These were determined by identifying which sociodemographic characteristics available in Natsal-3 and that Company B also had available for their Web panel members were significantly associated with key behavioral measures (including those in Multimedia Appendix 3). Then, we examined how WS-B2 and Natsal-3 differed in terms of these identified characteristics. For this second process, the WS-B2 dataset was combined with the Natsal-3 dataset (because Natsal-3 fieldwork was not yet complete, this analysis used only the first full year of Natsal-3 fieldwork and included 4459 participants aged 18–44 years). An indicator of whether the participant belonged to Natsal-3 or Natsal-3 was then used as the dependent variable in a forward stepwise logistic regression model selection process using \( P < .05 \) in STATA 12.0 (StataCorp LP, College Station, TX, USA). The variables included in the process were age finished full-time education, participant’s current economic activity, whether there were any residents younger than 18 years living in the participant’s household, household size, and the area-based Index of Multiple Deprivation (IMD) score for the participant’s postcode [26]. The first 3 of these listed variables were selected, but because the first 2 are strongly correlated, age finished full-time education was chosen (as the more statistically significant) along with any residents younger than 18 years in the household as factors to modify the basic quotas for WS-M1;
quotas were set so that the distribution for these 2 variables would match those obtained in Natsal-3.

Because market research agencies tend to collect very limited information on all their Web panel members, for Web survey modified quota 2 (WS-M2; carried out by Company C) the aim was to identify a number of variables associated with key measures that are not normally available for panel members, but which could be obtained for a large subsample of the panel by including questions on an initial Web omnibus (ie, regular multipurpose) survey. Using Natsal-3 data, significant associations in bivariate analysis between key behaviors (including those in Multimedia Appendix 3) and sociodemographic and attitudinal variables were examined to generate a shortlist of possible questions to be included on Company C’s regular Web omnibus survey. The sociodemographic and attitudinal variables with the highest number of significant associations with key behaviors and which remained significant after adjusting for age, partnership status, and region in the logistic regression analysis were identified as potential variables to be used as additional quotas. WS-M2 then proceeded in 2 stages. First, 6 additional questions (on current smoking status, frequency of drinking alcohol, age completed full-time education, tenure, and attitude toward same-gender sex and abortion) were included on Company C’s Web omnibus. Although the original target was to collect data for these 6 variables for approximately 30,000 members of Company C’s Web panel, data were collected for only 9176 panel members within the 18-44 age range. The second stage used a forward stepwise model with Natsal-3 or the omnibus survey as a binary outcome to indicate which of the 6 variables, along with some basic sociodemographic variables held by the agency, best modeled the difference between the 2 surveys. Four variables came out as highly significant (frequency of drinking alcohol, age completed education, attitude toward same-gender sex, and household size) and were selected as additional factors to form quotas (along with age and partnership status within sex) for WS-M2. Quotas were set so that the distributions of these 4 variables would match those obtained in Natsal-3. Because it was not possible to fill all the quotas using only the 9176 panel members for whom this additional information was now available, more panel members were invited to participate in WS-M2. Those who had not completed the Web omnibus were filtered into the relevant quotas by answering the additional questions before starting the main questionnaire (and were excluded from the main questionnaire if their quota was already filled).

By the time the full Natsal-3 dataset became available for analysis (in early 2013), data from the 2011 UK population census were also available. Natsal-3 and all Web surveys were poststratified to 2011 census figures for age within sex (which differed slightly from the 2010 midyear population estimates). Natsal-3 data were also weighted by region, but we did not weight the Web surveys by region because the agencies did not collect regional data on the same basis. In the event, weighting by region did not greatly affect the estimates.

Participation in Natsal-3 and the Web surveys was based on fully informed consent. The study was approved by the Oxfordshire Research Ethics Committee A (reference number 12/SC/0070).

**Analysis Methods**

Bias regarding participant sociodemographic characteristics was assessed by comparing the estimates from the 4 Web surveys and Natsal-3 with external benchmark data from the 2011 UK population census; the ONS Integrated Household Survey (IHS) for 2011 (except for sexual identity which comes from IHS April 2011-March 2012), a large annual survey of approximately 400,000 individuals used to produce official statistics [27]; or from the 2010 National Travel Survey for benchmarks on holding a driving license [28]. Comparisons were made for a number of key behavioral measures reported in the initial series of Natsal-3 papers published in The Lancet [29-32] and also key attitudinal measures. For these measures, Natsal-3 was treated as the benchmark because its results have been widely used within government and academia, and because it is the only probability-based survey measuring these topics in the British population. No independent benchmarks exist for the behavioral and attitudinal variables.

The difference between the benchmark data and each survey for each outcome variable of interest is expressed as the odds ratio (OR). These ORs were obtained from binary or ordinal logistic regression depending on the nature of the outcome (no outcome was continuous). Nonordered categorical variables were reduced to binary form to avoid multiple ORs for 1 variable. The ORs are presented with 95% confidence intervals (CIs). One summary measure of the performance of a survey was the number of key estimates for which the survey differed significantly from the benchmark at the 5% level. Another measure of overall bias for a survey was the average absolute OR across outcomes, where the absolute OR for an OR less than 1 was calculated as 1/OR (eg, an OR of 0.5 is treated as 2.0). Average absolute ORs were also calculated separately for CAPI and CASI and for behavior and opinion questions because the performance of the Web surveys could differ by these question types. Absolute OR was selected in preference to absolute difference because we felt it better reflected the importance of differences across the range of prevalence from rare to common.

Generalized estimating equations were used to test whether the 2 basic quota Web surveys were consistent (ie, gave the same responses to each question). Robust standard errors to reflect the within-person clustering of outcome responses were used. To assess whether either approach to the use of modified quotas resulted in more accurate estimates, the average absolute OR across the outcomes for the 2 basic Web surveys (WS-B1 and WS-B2) was compared with the corresponding average OR for each modified Web survey (WS-M1 and WS-M2). The bootstrap method [33], resampling participants in each Web survey 100 times, was used to obtain a standard error for the average absolute OR for each modified survey and for the 2 basic surveys combined. This focused on the behavior and opinion outcomes because these were of central interest. The uncertainty in Natsal-3 estimates was not considered because it was not relevant to the comparison of Web surveys. The average absolute OR was bounded by 1 and unlikely to be normally
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distributed, so CIs are not provided but approximate tests for difference between average absolute ORs were performed under the assumption of normality.

**Results**

**Meeting the Web Survey Quotas**

The age-sex quotas were generally met by all 4 Web surveys, except for young men aged 18-24 years which was undertarget in 2 of the surveys; in WS-B1, 211 of the target number of 267 (79.0%) was achieved and in WS-M2 it was 228 out of 267 (85.4%).

Even with Web panels containing hundreds of thousands of members, both Companies B and C had difficulties meeting the modified quotas. Both WS-M1 and WS-M2 could not find enough people who finished their education before age 17 years. WS-M2 also fell short of the quotas for large (≥4 person) households, infrequent drinkers of alcohol (those who drink less than once a week), and 1 attitude question (tolerance of same-sex relationships). These quotas had to be relaxed to achieve the target of 2000 completed questionnaires (Multimedia Appendix 4).

**Comparing Participant Characteristics With External Benchmarks**

Estimates regarding participant characteristics from all 4 Web surveys and Natsal-3 were compared with external benchmarks to assess bias. Variables used as quotas for any of the Web surveys were not included, leaving 6 variables to be compared: housing tenure, current economic activity, ethnicity, self-assessed general health, whether the participant had a driving licence valid in the United Kingdom, and sexual identity. The results are summarized in Figure 1 and Table 2; detailed distributions are shown in Multimedia Appendix 5 and the ORs for each variable are shown in Multimedia Appendix 6.

As Figure 1 shows, for both sexes the average absolute OR was much closer to 1 for Natsal-3 than for the Web surveys suggesting that the probability Natsal-3 sample was more representative of the general population. Among the Web surveys, for both sexes, WS-B2 and WS-M1 had the lowest average absolute ORs.

For men, the largest absolute OR was much lower for Natsal-3 (at 1.32) than for the Web surveys (range 3.13-5.23) (Table 2). The pattern was the same for women, although the differences were not as great. The largest absolute OR was for sexual identity across all 4 Web surveys and for women in Natsal-3 (for men in Natsal-3 it was general health).

The evidence that Web surveys with modified quotas performed better than those with basic quotas was mixed. Among the Web surveys, for men WS-M1 had the lowest average absolute OR, but it was only a small improvement on WS-B2, and both WS-B1 and WS-B2 performed better than the other survey with modified quotas (WS-M2). For women, there was less difference in average absolute ORs between the 4 Web surveys, and the basic quota WS-B2 had the lowest average absolute OR.

**Table 2. Summary of participant characteristics for men and women: Web survey basic quota 1 and 2 (WS-B1 and WS-B2), Web survey modified quota 1 and 2 (WS-M1 and WS-M2), and Natsal-3 compared with independent benchmarks.**

<table>
<thead>
<tr>
<th>Summary of patient characteristics compared with benchmarks</th>
<th>WS-B1</th>
<th>WS-B2</th>
<th>WS-M1</th>
<th>WS-M2</th>
<th>Natsal-3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Men</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average absolute OR (from benchmarks)</td>
<td>2.29</td>
<td>1.89</td>
<td>1.86</td>
<td>2.39</td>
<td>1.14</td>
</tr>
<tr>
<td>Largest absolute OR</td>
<td>5.23</td>
<td>3.45</td>
<td>3.13</td>
<td>3.66</td>
<td>1.32</td>
</tr>
<tr>
<td>N significantly different from benchmarks</td>
<td>3/6</td>
<td>5/6</td>
<td>4/6</td>
<td>5/6</td>
<td>2/6</td>
</tr>
<tr>
<td><strong>Women</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average absolute OR (from benchmarks)</td>
<td>2.42</td>
<td>2.01</td>
<td>2.09</td>
<td>2.17</td>
<td>1.29</td>
</tr>
<tr>
<td>Largest absolute OR</td>
<td>4.78</td>
<td>3.94</td>
<td>3.83</td>
<td>3.77</td>
<td>1.91</td>
</tr>
<tr>
<td>N significantly different from benchmarks</td>
<td>4/6</td>
<td>5/6</td>
<td>6/6</td>
<td>5/6</td>
<td>4/6</td>
</tr>
</tbody>
</table>

*The sources of the independent benchmarks were Census 2011 for ethnicity, current economic activity, and self-assessed general health; IHS 2011 for housing tenure and sexual identity; and National Travel Survey 2010 for current driving licence valid in the United Kingdom.*
Comparing Key Estimates from the Web Surveys With Natsal-3 Benchmarks

Comparisons between the Web surveys and Natsal-3 benchmarks for key estimates are summarized in Table 3 by mode (ie, whether the Natsal-3 question was asked in CAPI or CASI) and question type (behavior or opinion) and are shown graphically in Figures 2 and 3. All 4 Web surveys were substantially different from the Natsal-3 benchmarks, as shown in Multimedia Appendix 3 for behaviors and in Multimedia Appendix 7 for opinions, and the ORs for each variable are shown in Multimedia Appendix 8.

The average absolute ORs ranged from 1.32 (WS-B2 women) to 1.98 (WS-B1 men). In all Web surveys, the average absolute ORs were lower for women than for men. Several individual estimates showed very large differences, especially for men; for example, the percentage of men who reported having 1 or more same-sex partners in the past 5 years was 3.0% in Natsal-3 compared with a range of 7.9% to 12.9% in the Web surveys (with ORs ranging from 2.81 to 4.85). Moreover, for each Web survey, a majority of the variables examined were significantly different from the Natsal-3 benchmarks (Figures 4 and 5). The highest percentage of differences between the Web surveys and Natsal-3 was found for the opinion questions (primarily 5-point scales). In 2 of the Web surveys, all 8 opinion questions were significantly different from Natsal-3.

As with sociodemographic characteristics, the evidence that Web surveys with modified quotas performed better than those with basic quotas was mixed. Compared with WS-B1, both WS-M1 and WS-M2 had results (for average absolute ORs) closer to Natsal-3 for both sexes. Compared with WS-B2, however, WS-M1 results showed larger differences in average absolute ORs than WS-B2 for women (but not for men). And, for both sexes, WS-B2 had lower average absolute ORs than did WS-M2. The evidence remains mixed when looking at the different question types and survey modes; for example, WS-M1 had the lowest average absolute ORs for the behavior (whether CAPI or CASI) questions for men, but not for women. Overall, there was not one Web survey that consistently performed better than the others across sex, survey mode, or question type.

Performing tests to compare results from the combined basic quota Web surveys with each modified quota Web survey revealed that the only statistically significant improvement overall (reduction in average absolute OR) was for men in WS-M1 (Table 4).

Another important concern is not only how results from Web panel surveys compare with those using other modes of data collection, but also whether the results obtained are likely to vary significantly according to which Web panel is used. When the 2 basic quota Web surveys were compared using generalized estimating equations, the results were significantly different (P<.001) and differences were often appreciable, as can be seen in in Multimedia Appendix 3.
Table 3. Summary of behavior (CAPI/CASI) and opinion (CAPI/CASI) variables for Web survey basic quota 1 and 2 (WS-B1 and WS-B2) and Web survey modified quota 1 and 2 (WS-M1 and WS-M2) compared with Natsal-3 for men and women.

<table>
<thead>
<tr>
<th>Summary of behavior and opinion variables compared with Natsal-3</th>
<th>WS-B1</th>
<th>WS-B2</th>
<th>WS-M1</th>
<th>WS-M2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Men, average absolute OR (SE) a</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>1.98 (0.06)</td>
<td>1.62 (0.04)</td>
<td>1.57 (0.03)</td>
<td>1.70 (0.05)</td>
</tr>
<tr>
<td>Behavior CAPI</td>
<td>2.24 (0.08)</td>
<td>1.78 (0.05)</td>
<td>1.71 (0.06)</td>
<td>1.83 (0.06)</td>
</tr>
<tr>
<td>Behavior CASI</td>
<td>1.80 (0.07)</td>
<td>1.59 (0.05)</td>
<td>1.50 (0.04)</td>
<td>1.61 (0.07)</td>
</tr>
<tr>
<td>Opinion CAPI</td>
<td>2.18 (0.11)</td>
<td>1.47 (0.06)</td>
<td>1.43 (0.06)</td>
<td>1.72 (0.09)</td>
</tr>
<tr>
<td>Opinion CASI</td>
<td>1.95 (0.10)</td>
<td>1.83 (0.09)</td>
<td>1.79 (0.10)</td>
<td>1.81 (0.10)</td>
</tr>
<tr>
<td><strong>Men, largest absolute OR (SE) a</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>4.85 (0.45)</td>
<td>3.28 (0.38)</td>
<td>2.89 (0.28)</td>
<td>3.78 (0.42)</td>
</tr>
<tr>
<td>Behavior CAPI</td>
<td>4.54 (0.35)</td>
<td>3.11 (0.24)</td>
<td>2.87 (0.25)</td>
<td>3.75 (0.28)</td>
</tr>
<tr>
<td>Behavior CASI</td>
<td>4.85 (0.45)</td>
<td>3.28 (0.38)</td>
<td>2.89 (0.28)</td>
<td>3.78 (0.42)</td>
</tr>
<tr>
<td>Opinion CAPI</td>
<td>2.58 (0.15)</td>
<td>2.19 (0.16)</td>
<td>2.28 (0.17)</td>
<td>2.15 (0.16)</td>
</tr>
<tr>
<td>Opinion CASI</td>
<td>2.54 (0.15)</td>
<td>2.18 (0.17)</td>
<td>2.24 (0.18)</td>
<td>2.12 (0.17)</td>
</tr>
<tr>
<td><strong>Men, significantly different from Natsal-3, n/N</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>26/35</td>
<td>25/35</td>
<td>26/35</td>
<td>25/35</td>
</tr>
<tr>
<td>Behavior CAPI</td>
<td>8/9</td>
<td>7/9</td>
<td>7/9</td>
<td>6/9</td>
</tr>
<tr>
<td>Behavior CASI</td>
<td>10/18</td>
<td>12/18</td>
<td>13/18</td>
<td>11/18</td>
</tr>
<tr>
<td>Opinion CAPI</td>
<td>5/5</td>
<td>4/5</td>
<td>3/5</td>
<td>5/5</td>
</tr>
<tr>
<td>Opinion CASI</td>
<td>3/3</td>
<td>2/3</td>
<td>3/3</td>
<td>3/3</td>
</tr>
<tr>
<td><strong>Women, average absolute OR (SE) a</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>1.51 (0.03)</td>
<td>1.32 (0.02)</td>
<td>1.40 (0.03)</td>
<td>1.44 (0.03)</td>
</tr>
<tr>
<td>Behavior CAPI</td>
<td>1.54 (0.04)</td>
<td>1.32 (0.04)</td>
<td>1.42 (0.05)</td>
<td>1.59 (0.05)</td>
</tr>
<tr>
<td>Behavior CASI</td>
<td>1.32 (0.04)</td>
<td>1.26 (0.03)</td>
<td>1.31 (0.03)</td>
<td>1.28 (0.03)</td>
</tr>
<tr>
<td>Opinion CAPI</td>
<td>1.89 (0.13)</td>
<td>1.43 (0.07)</td>
<td>1.42 (0.06)</td>
<td>1.43 (0.06)</td>
</tr>
<tr>
<td>Opinion CASI</td>
<td>1.97 (0.11)</td>
<td>1.72 (0.09)</td>
<td>1.84 (0.11)</td>
<td>1.95 (0.11)</td>
</tr>
<tr>
<td><strong>Women, largest absolute OR (SE) a</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>2.70 (0.14)</td>
<td>2.04 (0.16)</td>
<td>2.09 (0.14)</td>
<td>2.65 (0.16)</td>
</tr>
<tr>
<td>Behavior CAPI</td>
<td>2.70 (0.14)</td>
<td>2.04 (0.16)</td>
<td>2.09 (0.14)</td>
<td>2.65 (0.16)</td>
</tr>
<tr>
<td>Behavior CASI</td>
<td>1.91 (0.16)</td>
<td>1.69 (0.18)</td>
<td>1.88 (0.17)</td>
<td>1.82 (0.16)</td>
</tr>
<tr>
<td>Opinion CAPI</td>
<td>2.44 (0.34)</td>
<td>1.93 (0.13)</td>
<td>1.92 (0.20)</td>
<td>1.85 (0.17)</td>
</tr>
<tr>
<td>Opinion CASI</td>
<td>2.02 (0.17)</td>
<td>1.79 (0.15)</td>
<td>1.91 (0.15)</td>
<td>2.20 (0.16)</td>
</tr>
<tr>
<td><strong>Women, significantly different from Natsal-3, n/N</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>26/35</td>
<td>18/35</td>
<td>24/35</td>
<td>25/35</td>
</tr>
<tr>
<td>Behavior CAPI</td>
<td>7/9</td>
<td>4/9</td>
<td>6/9</td>
<td>7/9</td>
</tr>
<tr>
<td>Behavior CASI</td>
<td>11/18</td>
<td>8/18</td>
<td>10/18</td>
<td>10/18</td>
</tr>
<tr>
<td>Opinion CAPI</td>
<td>5/5</td>
<td>3/5</td>
<td>3/5</td>
<td>5/5</td>
</tr>
<tr>
<td>Opinion CASI</td>
<td>3/3</td>
<td>3/3</td>
<td>3/3</td>
<td>3/3</td>
</tr>
</tbody>
</table>

a Reference Natsal-3.
Figure 2. Men: Summary of average absolute ORs for behavior (CAPI and CASI) and opinion variables for the 4 Web surveys compared with Natsal-3.

Figure 3. Women: Summary of average absolute ORs for behavior (CAPI and CASI) and opinion variables for the 4 Web surveys compared with Natsal-3.

Figure 4. Men: Percentage of variables (all: n=35; behavior CAPI: n=9; behavior CASI: n=18; opinion: n=8) in 4 Web surveys significantly different from Natsal-3.
Figure 5. Women: Percentage of variables (all: n=35; behavior CAPI: n=9; behavior CASI: n=18; opinion: n=8) in 4 Web surveys significantly different from Natsal-3.

Table 4. Comparison of combined basic quota (WS-B1/WS-B2) Web surveys with first (WS-M1) and second (WS-M2) modified quota Web surveys for behavior and opinion (CAPI/CASI) variables for men and women.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Men, average absolute OR</strong> $^b$ (SE)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>1.80 (0.04)</td>
<td>1.57 (0.03)</td>
<td>&lt;.001</td>
<td>1.70 (0.05)</td>
<td>.10</td>
</tr>
<tr>
<td>Behavior CAPI</td>
<td>2.01 (0.05)</td>
<td>1.71 (0.06)</td>
<td>&lt;.001</td>
<td>1.83 (0.06)</td>
<td>.02</td>
</tr>
<tr>
<td>Behavior CASI</td>
<td>1.70 (0.05)</td>
<td>1.50 (0.04)</td>
<td>&lt;.001</td>
<td>1.61 (0.07)</td>
<td>.26</td>
</tr>
<tr>
<td>Opinion CAPI</td>
<td>1.83 (0.07)</td>
<td>1.43 (0.06)</td>
<td>&lt;.001</td>
<td>1.72 (0.09)</td>
<td>.31</td>
</tr>
<tr>
<td>Opinion CASI</td>
<td>1.89 (0.07)</td>
<td>1.79 (0.10)</td>
<td>.40</td>
<td>1.81 (0.10)</td>
<td>.52</td>
</tr>
<tr>
<td><strong>Women, average absolute OR</strong> $^b$ (SE)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>1.42 (0.02)</td>
<td>1.40 (0.03)</td>
<td>.54</td>
<td>1.44 (0.03)</td>
<td>.55</td>
</tr>
<tr>
<td>Behavior CAPI</td>
<td>1.43 (0.03)</td>
<td>1.42 (0.05)</td>
<td>.85</td>
<td>1.59 (0.05)</td>
<td>.01</td>
</tr>
<tr>
<td>Behavior CASI</td>
<td>1.29 (0.02)</td>
<td>1.31 (0.03)</td>
<td>.62</td>
<td>1.28 (0.03)</td>
<td>.79</td>
</tr>
<tr>
<td>Opinion CAPI</td>
<td>1.66 (0.08)</td>
<td>1.42 (0.06)</td>
<td>.01</td>
<td>1.43 (0.06)</td>
<td>.01</td>
</tr>
<tr>
<td>Opinion CASI</td>
<td>1.85 (0.07)</td>
<td>1.84 (0.11)</td>
<td>.94</td>
<td>1.95 (0.11)</td>
<td>.45</td>
</tr>
</tbody>
</table>

$^aP$ values were calculated using the bootstrap method as described in the Methods section.

$^b$ From benchmarks.

Discussion

As the first study in Britain to compare surveys using volunteer Web panels maintained by different research agencies, we demonstrate that, as in other countries, they are not reliably able to provide scientifically robust results. Between 60% and 75% of key estimates in each of 4 Web surveys were significantly different from the benchmarks provided by Natsal-3, a high-quality probability sample survey. Differences between the Web surveys and Natsal-3 were very large for some key behaviors, such as estimates of same-sex sexual experience, which were 2 to 3 times higher in the Web surveys. There were important differences in sample composition as well; for example, compared with both Natsal-3 and the general population, the Web surveys contained more men and women who self-identified as gay/bisexual and fewer men and women from nonwhite ethnic groups.

One limitation of this study is that it is not possible to determine the extent to which the differences observed between the Web surveys and Natsal-3 were due to differences in sample
composition or to differences in mode of data collection. Another limitation is that, for the key estimates of sexual behavior, it is not possible to say definitively whether Natsal-3 or the Web surveys provide the most “accurate” estimates. However, we view Natsal-3 as likely to be less biased given the comparisons with independent benchmarks, which showed that participants in the Web panel surveys were less representative of the general population on a number of sociodemographic and other characteristics than Natsal-3 participants. This was found even for the relatively young population (18 to 44 years) included in this study. This is an age group which does not suffer from undercoverage due to lack of Internet use or access because more than 90% of the 18-44 years age group in Britain use the Internet at least once a week and live in households with Internet access [34]. Differences in sample composition, therefore, are likely to explain at least some of the differences observed in the behavioral estimates between the Web surveys and Natsal-3. Further, our findings suggest that setting quotas on key demographics (eg, age), or even on variables known to be correlated to key estimates, are unlikely to ensure representativeness on demographic (or other) variables that are not used to set quotas.

The average absolute ORs in the Web surveys were higher for the Natsal-3 behavior variables asked in CAPI than in CASI. This is consistent with the possibility that Web surveys, because of the greater anonymity afforded by the Web, may obtain higher rates of disclosure of sensitive behaviors than a CAPI survey, and that fewer differences would be expected between a Web survey and sensitive questions asked in CASI. However, even though both CASI and Web surveys are self-administered, they differ in other respects, such as the presence of an interviewer and the degree of perceived privacy. Although the Web surveys obtained much higher rates of disclosure of same-sex attraction and experience than obtained in either CAPI or CASI in Natsal-3, over a range of variables there was no consistent pattern found in whether reports of sensitive behaviors were higher in the Web surveys or in CASI. For some variables, there were only small differences, or indeed lower reporting, in the Web surveys than in Natsal-3 CASI. We found that approximately one-half to two-thirds of the Web survey estimates were significantly different from the Natsal-3 CASI estimates. Because the visually presented self-administered modes (ie, Web and CASI) do not yield similar estimates for the majority of questions, it appears that differences in mode (ie, measurement error) cannot fully explain the differences in the estimates between the Web surveys and Natsal-3, and that selection biases must also be present.

Of the 4 Web surveys, it was not possible to identify one that performed consistently better than the others, either over all estimates or in groups defined by survey mode in Natsal-3 (CAPI vs CASI) or question type (behavior vs opinions). This lack of predictability in how the Web surveys compare across estimates is consistent with findings for less sensitive measures in the United States [15,16].

Two of the Web surveys included additional quota controls known to be related to key estimates, but this did not lead to any consistent improvement. Although the modified quota Web surveys showed improved estimates for some variables, others did not change and yet others moved further away from the benchmarks. Moreover, the modified quotas presented operational difficulties for the 2 agencies carrying out the Web surveys and had to be relaxed in both cases.

Consistent with findings reported elsewhere that participants answering opinion questions in a self-administered mode (eg, on the Web or in CASI) are more likely to “satisfice” (ie, make less cognitive effort to think about and answer a survey question) than are those to a personal interview [13,19,35,36], the Web surveys and Natsal-3 CASI showed much greater use of neutral points (ie, “don’t know,” “depends,” or “neither agree nor disagree”) when compared with the same (or similar) opinion questions in Natsal-3 CAPI (Multimedia Appendix 7).

Although only a shortened version of the Natsal-3 questionnaire was included in the Web surveys, the questions were included in the same order as in Natsal-3 and were identically worded. Many of the questions excluded from the Web surveys had to do with the participant’s health condition and were aimed at the older age group (45-74 years) in Natsal-3 but who were not included in the Web survey sample. Also, in this paper, we have only looked at overall differences in prevalence estimates for men and women, and not at any other subgroup analysis and we have not looked at relationships among variables, but this analysis is planned for a subsequent paper. In further work, we shall also examine the degree to which other weighting/adjustment can reduce the bias seen here in the Web surveys.

Finally, we were not able to compare Natsal-3 results with those from a Web panel selected using probability sampling methods because no such panels have been recruited in Britain. An interesting future study would be to compare results between Natsal-3 and an Internet survey recruited using probability sampling methods, although the limited evidence available elsewhere suggests that the Internet survey results are still likely to differ significantly from those using face-to-face interviewing methods [37].

The demand for Web surveys, including in the field of health and epidemiological surveys, is likely to continue to increase as researchers look for new methods of data collection that are cost-effective while maintaining scientific rigor [38]. Commissioning Web surveys among the volunteer panels maintained by large market research agencies is a possible route because they are able to provide a quick turnaround at a much lower cost than traditional interview methods. Although using these volunteer Web panels may be suitable for certain types of study—potentially including surveys of hard-to-reach groups [4], for testing the properties of psychometric questionnaires [14], for syndromic surveillance [39], or for epidemiological studies where representative sampling may not be required [40]—the evidence from our investigation within Britain supports the conclusion that such surveys are not appropriate substitutes for probability-based sample surveys that aim to provide scientifically robust population estimates.
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Abstract

Background: Faced with the challenge of recruiting young adults for health studies, researchers have increasingly turned to the Internet and social networking sites, such as Facebook, as part of their recruitment strategy. As yet, few large-scale studies are available that report on the characteristics and representativeness of the sample obtained from such recruitment methods.

Objective: The intent of the study was to describe the sociodemographic and health characteristics of a national sample of young Australian women recruited mainly through the Internet and social networking sites and to discuss the representativeness of their sociodemographic, health, and lifestyle characteristics relative to the population.

Methods: A cohort of 17,069 women (born between 1989 and 1995) was recruited in 2012-13 for the Australian Longitudinal Study on Women’s Health. Sociodemographic characteristics (percentages, means, and 95% confidence intervals) from the online survey data were compared with women aged 18-23 years from the 2011 Australian Census. Sample data were compared by age and education level with data from the 2011-13 Australian Health Survey (AHS).

Results: Compared to the Australian Census data, study participants were broadly representative in terms of geographical distribution across Australia, marital status (95.62%, 16,321/17,069 were never married), and age distribution. A higher percentage had attained university (22.52%, 3844/17,069) and trade/certificate/diploma qualifications (25.94%, 4428/17,069) compared with this age group of women in the national population (9.4% and 21.7% respectively). Among study participants, 22.05% (3721/16,877) were not in paid employment with 35.18% (5931/16,857) studying 16 or more hours a week. A higher percentage of study participants rated their health in the online survey as fair or poor (rather than good, very good, or excellent) compared with those participating in face-to-face interviews in the AHS (18.77%, 3203/17,069 vs 10.1%). A higher percentage of study participants were current smokers (21.78%, 3718/17,069 vs 16.4%) and physically active (59.30%, 10,089/17,014 were classified as sufficiently active vs 48.3%) but alcohol consumption was lower (59.58%, 9865/16,558 reported drinking alcohol at least once per month vs 65.9% in the AHS). Using self-reported height and weight to determine body mass index (BMI, kg/m\(^2\)), 34.80% (5901/16,956) of the cohort were classified as overweight or obese (BMI of 25 or more), compared with 33.6% respectively using measured height and weight in the AHS.

Conclusions: Findings indicated that using the Internet and social networking sites for an online survey represent a feasible recruitment strategy for a national cohort of young women and result in a broadly representative sample of the Australian population.
Introduction

Recruitment of participants for longitudinal health studies poses increasing challenges for researchers, with indications of declining participation rates in telephone- or mail-based data collection surveys [1-3]. Recruitment and retention are particularly acute issues with respect to young adults, who are highly mobile and difficult to reach by conventional modes of contact, such as landline telephone or postal address [4,5]. Young adults’ familiarity with digital and mobile technologies, however, provides an opportunity for innovative recruitment and survey modalities including the Internet and social networks. Although recent research suggests that participant recruitment via social networking sites has advantages over traditional methods (eg, convenient, cost effective, reaches young adults), it is often described as introducing a participant self-selection bias, limiting the representativeness of the sample [6]. The issue of sample representativeness is the subject of ongoing debate but its relevance requires consideration of the research questions and study design [7-14]. Representativeness may not be important, or even desirable, for etiological studies, if the measurement and control of confounders is feasible [9,12]. However, representativeness is important if one of the goals of the study is to estimate the prevalence of disease or health status of population groups [11,13]. Also, having a sample of sufficient size and diversity in terms of a range of key characteristics and exposures is an essential attribute for many epidemiological studies [3,8,15]. It remains unclear, however, if recruitment strategies that use the Internet and social networks are able to obtain a representative sample of young adults for large national cohort studies.

Given the logistics and financial challenges of using conventional survey methods, increasingly the Internet, in conjunction with integrated database management systems, has been used to access a large sampling frame of potential participants [16-18]. Yet a distinction should be drawn between relying on social network sites, such as Facebook, for recruitment and the separate implementation of an online survey where a variety of recruitment methods direct participants to the survey website. The latter is exemplified by the recent French NutriNet-Santé study where television advertisements provided the major strategy for recruitment, achieving over 88,000 participants, but promotion of the study via the Internet and radio also contributed substantially [19]. Some large established cohort studies, such as the Black Women’s Health Study [20], have also changed their data collection methods to online surveys for the follow-up surveys. The Australian Longitudinal Study on Women’s Health (ALSWH), which includes three age cohorts, has transferred the two younger cohorts, one born in 1973-1978, the other born in 1946-1951 (originally recruited in 1996), from postal questionnaires to online surveys (with postal paper surveys available, if requested) [21].

While online or Web-based questionnaires can assist with survey completion, they do not specifically address the issue of recruiting a representative sample of young adults. The increased access to the Internet by young adults and the concomitant rise in popularity of online social networks has provided a way forward for health researchers. Recent surveys in the United States have found that 76% and 83% of 18-29 year olds have access to broadband or a smartphone respectively [22,23], and 73% of adults who go online use a social networking site of some kind [24]. Facebook has emerged as the preeminent social networking platform, with an estimated 1.2 billion monthly users and monthly usage statistics indicating 12 million unique Australian visitors [25]. Overall, young Australian adults display similar Internet usage patterns to those evident in the United States [26], with 92% of 18 to 24 year olds visiting social networking sites on a regular basis [27], most (95%) of whom are Facebook members [28].

Social networks can be defined as groups of people with some shared pattern of contacts or interactions between them [29]. Researchers have used Facebook advertising to target people with specific health conditions and lifestyles [4,26,30-33], but these studies have typically been small scale [4,31-33] or rely on an identified attribute that characterizes the network to facilitate a snowball recruitment strategy (eg, peer referral to the study) [34]. The reliance on social connections may be challenging for national health surveys that seek a representative or comprehensive sample of the population [33] and—importantly for the Australian context—a sufficient sample of young adults from rural and remote areas. However, Facebook offers a convenient, immediate, and low-cost way to contact a broad sample of eligible young adults and targets advertising dynamically to specific sociodemographic groups that are under-represented among study participants.

The paper reports on a large national sample of young Australian women (aged 18 to 23 years) and who were primarily recruited through Facebook advertising and other Internet-based modes of contact. We compare the sociodemographic, health, and lifestyle characteristics of this cohort with women in the same age range from the 2011 Australian Census and the 2011-12 Australian Health Survey (AHS).

Methods

Study Design

Since its baseline survey in 1996 of over 40,000 Australian women, the ALSWH has become established as the Australia-wide study of women’s health, with surveys conducted approximately every 3 years since 1998 [35]. Until recently, the study comprised three cohorts of women born in 1921-26, 1946-51, and 1973-78. These women were randomly selected...
using the national health insurance database (Medicare), which includes all permanent residents of Australia. Comparison of demographic characteristics of participants at baseline with census data indicated that the samples are broadly representative of the Australian population in these age groups [36].

This paper uses data collected from a new young ALSWH cohort of 17,069 women born from 1989-95 and recruited in 2012-13. Women will be surveyed annually with the primary aim of identifying changes in health and well-being and health service needs across the lifespan, to inform Australian policies across a range of issues. Eligible women were those aged 18-23 years when they completed the surveys, who had a valid Medicare number (this includes all permanent residents, but not temporary residents, such as overseas students). The women also needed to consent to having their survey data linked with administrative health data on their health service utilization. Approval for the study was obtained from the Human Research Ethics Committee of the University of Newcastle and the University of Queensland, as well as the Department of Human Services and the Department of Health. Further details of the survey methodology are available from the study website [21].

Recruitment
Initially we planned to recruit the new cohort of young women using the same methodology adopted for the previous cohorts, with contact by mail, however, this approach was reassessed when a pilot survey using these methods for another Australian study with women of a similar age yielded only a 6% response rate [5]. Subsequently, an array of recruitment strategies was deployed: advertising through Facebook or other online media (eg, study website, Gumtree, Twitter, Instagram, Tumblr, YouTube), referral (word-of-mouth by study staff members and their networks, professional bodies, and participants who had already completed the survey), and conventional media advertising (eg, posters, flyers, magazines, TV, and radio interviews). Cinema advertising was also tried in some regional areas. Over the recruitment period, two distinct campaigns were conducted. The first was designed by study staff members and offered the chance to win one of 100 AU $50 gift vouchers (October 2012-September 2013) and the second was coordinated by a marketing company and offered the chance to win one of 2000 exclusive pairs of leggings designed by an independent clothing designer (October 2013-December 2013). Resources progressively shifted from conventional media to online social media according to the observed response rates. Of all the methods adopted, targeted advertising through Facebook was the most successful means of recruitment (69.94%, 11,799/16,869), followed by the marketing company campaign (12.72%, 2145/16,869), referral (7.02% 1184/16,869), conventional media (5.39%, 910/16,869), and other online media (4.93%, 831/16,869).

Data were collected via a Web-based survey. Eligibility was assessed by asking participants to submit their personal and contact details. Eligible study participants were asked 62 questions on: sociodemographic and personal characteristics (eg, educational qualifications), aspects of physical and mental health (eg, self-rated general health), anthropometric data (height, weight), health risk factors (eg, physical activity levels), risk-taking behavior (eg, illicit drug use), access to health service use (eg, screening services), reproductive health and outcomes (eg, pregnancy, birth outcomes), and experience of violence or abuse. Survey features, such as organizing the questions by topic, limiting the number of questions to only one or two per page, using a multiple choice format where possible, and a visible progress bar were used to encourage survey completion and to minimize participant burden.

Demographic data from the study participants were routinely compared with 2011 Census data. The Australian Bureau of Statistics conducts the Australian Census every 5 years, with the most recent being on 9 August 2011. The Census measures key sociodemographic characteristics of all people who are in Australia on Census Night, including their education level and marital status [37]. Advertising strategies were then dynamically adapted according to the areas or demographic groups identified as being under-represented in the sample as it accrued. The recruitment period for the cohort ran for 14 months from 26 October 2012 to 19 December 2013.

Characteristics of the study participants were also compared with women in the same age group from the 2011-13 Australian Health Survey (AHS), a large national health survey. Initially, 30,721 households were approached and of these, 25,080 (81.64%) responded, resulting in 31,837 participants. Face-to-face interviews with one adult from each household collected data on a range of health-related issues, including health status, risk factors, socioeconomic circumstances, physical activity, and nutrition [38]. The height and weight of participants, used for the BMI classification, were obtained from measured rather than self-reported data.

Sociodemographic, Health-Related, and Lifestyle Characteristics
Data for sociodemographic variables were re-categorized to facilitate comparison with the 2011 Australian Census data: age (in years); State/Territory of residence; area of residence based on an index of distance to the nearest urban center (major cities, inner regional, outer regional, remote, very remote) [39]; education level completed (less than year 12, year 12 or equivalent, certificate/diploma, university degree); Aboriginal or Torres Strait Island origin (no, yes); and current relationship status (never married, married, separated/divorced/widowed).

Similarly, data for health-related and lifestyle variables were recoded to enable comparison with the 2011-2013 AHS, as follows: self-rated health (excellent, very good, good, fair or poor); smoking status (non-smoker, current smoker); body weight (kg); height (cm); body mass index (BMI); underweight (<18.5 kg/m²); normal weight (18.5 to <25 kg/m²); overweight (25 to <30 kg/m²); obese (≥30 kg/m²), according to the World Health Organization’s classification [40]; and alcohol consumption (never drink, less than once a month, less than once a week, at least once a week) [41]. A physical activity category was derived from questions on the frequency and duration of different types of physical activity (inactive, insufficiently active, sufficiently active) [42].
Statistical Analysis

The sociodemographic characteristics of the sample (percentages, means, and 95% confidence interval) were compared with corresponding data from women in the same age group in the 2011 Census. The prevalence of health-related and lifestyle characteristics were then compared with the 2011-2013 AHS. Based on preliminary analysis, and to enable comparison with the AHS data, weights for the sample, \( W(x) \), at each education level \( x \), were calculated as:

\[
W(x) = \left( \frac{N}{P} \right) \times \left( \frac{P(x)}{N(x)} \right)
\]

where \( N \) is the number of women in the sample and \( N(x) \) is the number of women in the sample with education level \( x \). Similarly, \( P \) is the number of women in the 18-23 year age group in the Australian population and \( P(x) \) is the number of women in the 18-23 year age-group in the Australian population with education level \( x \). Women who had missing data for their education level (7.8%) were omitted from the calculation of weights, which in effect assumes that the data are missing at random. The unweighted and the weighted data are presented.

Results

Sociodemographic Characteristics

Comparison with the 2011 Census data (Table 1) indicates that the study participants were broadly representative in their geographical distribution across Australia (both in terms of State or Territory and area of residence): three-quarters of young women (75.28%, 12,849/17,069) resided in major cities, compared to 74.5% among the population. Similarly to young women in the Census, the vast majority (95.62%, 16,321/17,069) had never been married. The age distribution of the study participants was also close to that of the population.

The main difference identified was that study participants had higher levels of educational attainment, for instance, only 7.45% (1271/17,069) had not completed year 12 (compared with 14.9% of the women in population in this age group). Slightly more than one-third of women (35.18%, 5931/16,857) were studying 16 or more hours a week (Table 2).

Figure 1 illustrates the broad geographical distribution of the cohort (with each dot representing at least one individual) and reflects the relatively high population density along the East and South coast and the sparse population scattered across the central and northwest areas of the continent.
Table 1. Comparison of sociodemographic characteristics of women aged 18-23 years, recruited using the Internet, with 2011 Australian Census data.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Study participants, 2012-2013 (N=17,069)</th>
<th>Census data, 2011 (N=844,636)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%) 95% CI</td>
<td>%</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>2599 (15.2) 14.7-15.8</td>
<td>16.0</td>
</tr>
<tr>
<td>19</td>
<td>2986 (17.5) 17.0-18.1</td>
<td>16.2</td>
</tr>
<tr>
<td>20</td>
<td>2924 (17.1) 16.6-17.7</td>
<td>16.8</td>
</tr>
<tr>
<td>21</td>
<td>2809 (16.5) 15.9-17.0</td>
<td>17.1</td>
</tr>
<tr>
<td>22</td>
<td>2879 (16.9) 16.3-17.4</td>
<td>16.9</td>
</tr>
<tr>
<td>23</td>
<td>2851 (16.7) 16.2-17.3</td>
<td>17.0</td>
</tr>
<tr>
<td><strong>State/Territories</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>New South Wales</td>
<td>4741 (27.9) 27.2-28.5</td>
<td>31.0</td>
</tr>
<tr>
<td>Victoria</td>
<td>4089 (24.0) 23.4-24.7</td>
<td>25.4</td>
</tr>
<tr>
<td>Queensland</td>
<td>3807 (22.4) 21.8-23.0</td>
<td>20.6</td>
</tr>
<tr>
<td>Western Australia</td>
<td>1883 (11.1) 10.6-11.5</td>
<td>10.6</td>
</tr>
<tr>
<td>South Australia</td>
<td>1301 (7.6) 7.2-8.0</td>
<td>7.3</td>
</tr>
<tr>
<td>Australian Capital Territory</td>
<td>560 (3.3) 3.0-3.6</td>
<td>2.0</td>
</tr>
<tr>
<td>Tasmania</td>
<td>494 (2.9) 2.7-3.2</td>
<td>2.1</td>
</tr>
<tr>
<td>Northern Territory</td>
<td>138 (0.8) 0.7-0.9</td>
<td>1.0</td>
</tr>
<tr>
<td><strong>Area of residence</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Major city</td>
<td>12,849 (75.3) 74.6-75.9</td>
<td>74.5</td>
</tr>
<tr>
<td>Inner regional</td>
<td>2831 (16.6) 16.0-17.1</td>
<td>16.0</td>
</tr>
<tr>
<td>Outer regional</td>
<td>1151 (6.7) 6.4-7.1</td>
<td>7.2</td>
</tr>
<tr>
<td>Remote</td>
<td>131 (0.8) 0.6-0.9</td>
<td>1.1</td>
</tr>
<tr>
<td>Very remote</td>
<td>52 (0.3) 0.2-0.4</td>
<td>0.9</td>
</tr>
<tr>
<td>Migratory/no usual address/missing</td>
<td>55 (0.3) 0.2-0.4</td>
<td>0.3</td>
</tr>
<tr>
<td><strong>Highest qualification</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than Year 12</td>
<td>1271 (7.4) 7.1-7.9</td>
<td>14.9</td>
</tr>
<tr>
<td>Year 12 or equivalent</td>
<td>7341 (43.0) 42.8-44.2</td>
<td>46.1</td>
</tr>
<tr>
<td>Trade/certificate / diploma</td>
<td>4428 (26.0) 25.6-26.9</td>
<td>21.7</td>
</tr>
<tr>
<td>University degree</td>
<td>3844 (22.5) 21.1-23.4</td>
<td>9.4</td>
</tr>
<tr>
<td>Missing/not stated/ inadequately described</td>
<td>185 (1.2) 1.0-1.3</td>
<td>7.8</td>
</tr>
<tr>
<td><strong>Aboriginal or Torres Strait Islander origin</strong>&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>14,529 (97.4) 97.2-97.7</td>
<td>91.9</td>
</tr>
<tr>
<td>Yes</td>
<td>384 (2.6) 2.3-2.8</td>
<td>3.5</td>
</tr>
<tr>
<td>Missing</td>
<td>-</td>
<td>4.7</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>16,321 (95.6) 95.2-95.9</td>
<td>94.5</td>
</tr>
<tr>
<td>Married</td>
<td>510 (3.0) 2.7-3.2</td>
<td>4.9</td>
</tr>
<tr>
<td>Separated/divorced/widowed</td>
<td>53 (0.3) 0.2-0.4</td>
<td>0.6</td>
</tr>
<tr>
<td>Missing</td>
<td>185 (1.2) 1.1-1.3</td>
<td>-</td>
</tr>
</tbody>
</table>

<sup>a</sup>Numbers may not sum to total due to missing data.

<sup>b</sup>N=14,913 as this question was only asked in a later version of the survey.
Table 2. Comparison of education level and lifestyle characteristics of women aged 18-23 years, recruited using the Internet and social networking sites, with the 2011-2012 Australian National Health Survey.

<table>
<thead>
<tr>
<th></th>
<th>Study participants 2012-2013 (N=17,069)</th>
<th>Study participants (weighted for education level)</th>
<th>Australian National Health Survey 2011-2013</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n^a (%)</td>
<td>95% CI</td>
<td>% (95% CI)</td>
</tr>
<tr>
<td>Education level</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than Year 12</td>
<td>1271 (7.4)</td>
<td>7.1-7.9</td>
<td>15.4 (14.6-16.1)</td>
</tr>
<tr>
<td>Year 12 or equivalent</td>
<td>7341 (43.0)</td>
<td>42.8-44.2</td>
<td>49.7 (48.9-50.5)</td>
</tr>
<tr>
<td>Certificate/diploma</td>
<td>4428 (26.0)</td>
<td>25.6-26.9</td>
<td>23.4 (22.8-24.1)</td>
</tr>
<tr>
<td>University degree</td>
<td>3844 (22.5)</td>
<td>21.1-23.4</td>
<td>10.4 (10.0-10.7)</td>
</tr>
<tr>
<td>Missing/not stated /inadequ descr</td>
<td>185 (1.2)</td>
<td>1.0-1.3</td>
<td>1.1 (1.0-1.3)</td>
</tr>
<tr>
<td>Self-rated health (weighted)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excellent</td>
<td>1097 (6.5)</td>
<td>6.1-6.9</td>
<td>5.8 (5.5-6.2)</td>
</tr>
<tr>
<td>Very good</td>
<td>6081 (36.0)</td>
<td>35.3-36.7</td>
<td>33.8 (33.0-34.5)</td>
</tr>
<tr>
<td>Good</td>
<td>6866 (40.6)</td>
<td>39.9-41.4</td>
<td>41.7 (40.9-42.5)</td>
</tr>
<tr>
<td>Fair/poor</td>
<td>2859 (16.9)</td>
<td>16.3-17.5</td>
<td>18.8 (18.1-19.4)</td>
</tr>
<tr>
<td>Smoking status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-smoker</td>
<td>13,701 (81.1)</td>
<td>80.5-81.7</td>
<td>78.3 (77.6-79.0)</td>
</tr>
<tr>
<td>Current smoker</td>
<td>3188 (18.9)</td>
<td>18.3-19.5</td>
<td>21.8 (21.0-22.4)</td>
</tr>
<tr>
<td>Body mass index (kg/m^2; weighted)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Underweight (&lt;18.5)</td>
<td>1332 (7.9)</td>
<td>7.5-8.3</td>
<td>7.8 (7.4-8.3)</td>
</tr>
<tr>
<td>Normal weight (18.5-25)</td>
<td>9923 (59.1)</td>
<td>58.3-59.8</td>
<td>57.4 (56.6-58.2)</td>
</tr>
<tr>
<td>Overweight (25-30)</td>
<td>3231 (19.2)</td>
<td>18.7-19.9</td>
<td>19.5 (18.9-20.2)</td>
</tr>
<tr>
<td>Obese (&gt;30)</td>
<td>2298 (13.7)</td>
<td>13.2-14.2</td>
<td>15.3 (14.6-15.9)</td>
</tr>
<tr>
<td>Mean weight (kg)</td>
<td>67.4</td>
<td>67.1-67.6</td>
<td>67.8 (67.5-68.0)</td>
</tr>
<tr>
<td>Mean height (cm)</td>
<td>166.2</td>
<td>166.1-166.4</td>
<td>166.1 (166.0-166.2)</td>
</tr>
<tr>
<td>Mean BMI</td>
<td>24.4</td>
<td>24.3-24.5</td>
<td>24.6 (24.5-24.7)</td>
</tr>
<tr>
<td>Physical activity level</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inactive</td>
<td>1024 (6.0)</td>
<td>5.6-6.4</td>
<td>6.7 (6.3-7.2)</td>
</tr>
<tr>
<td>Insufficiently active</td>
<td>5631 (33.1)</td>
<td>32.4-33.8</td>
<td>34.0 (33.2-34.8)</td>
</tr>
<tr>
<td>Sufficiently active</td>
<td>10,359 (60.9)</td>
<td>60.2-61.6</td>
<td>59.3 (58.5-60.1)</td>
</tr>
<tr>
<td>Alcohol consumption (weighted)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never drink</td>
<td>731 (4.5)</td>
<td>4.2-4.8</td>
<td>5.0 (4.6-5.3)</td>
</tr>
<tr>
<td>Less than once a month</td>
<td>5629 (34.4)</td>
<td>33.7-35.2</td>
<td>35.5 (34.7-36.3)</td>
</tr>
<tr>
<td>Less than once a week</td>
<td>5572 (34.1)</td>
<td>33.2-34.8</td>
<td>33.6 (32.8-34.4)</td>
</tr>
<tr>
<td>At least once a week</td>
<td>4417 (27.0)</td>
<td>26.3-27.7</td>
<td>26.0 (25.2-26.7)</td>
</tr>
<tr>
<td>Paid employment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>13,156 (77.9)</td>
<td>77.3-78.6</td>
<td>74.9 (74.2-75.7)</td>
</tr>
<tr>
<td>No</td>
<td>3721 (22.1)</td>
<td>21.4-22.7</td>
<td>25.1 (24.3-25.8)</td>
</tr>
<tr>
<td>Studying (≥16 hrs per week)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>5931 (35.2)</td>
<td>34.5-35.9</td>
<td>33.6 (32.8-34.3)</td>
</tr>
<tr>
<td>No</td>
<td>10,926 (64.8)</td>
<td>64.1-65.5</td>
<td>66.4 (65.7-67.2)</td>
</tr>
</tbody>
</table>

^aNumbers may not sum to total due to missing data.
Health-Related and Lifestyle Characteristics

A higher percentage of study participants rated their health in the online survey as fair or poor than women participating in face-to-face interviews in the AHS (18.77%, 3203/17,069 from weighted data vs 10.1% respectively) (Table 2). Study participants reported higher rates of smoking (21.78%, 3718/17,069 vs 16.4% were current smokers) and physical activity (58.97%, 10,150/17,211 were classified as sufficiently active vs 48.3% in the AHS) but lower levels of alcohol consumption than women in the AHS (59.58%, 9865/16,558 vs 65.9% drank alcohol at least once per month). Based on self-reported height and weight, 19.54% (3313/16,956) of the participants were classified as overweight (25 ≤ BMI < 30), 15.26% (2588/16,956) were obese (BMI ≥ 30), compared with 14.8% and 18.8% respectively in the AHS.

The percentages obtained from unweighted data were similar to the education-weighted data and did not make substantive changes in the comparisons with AHS data.

Discussion

Principal Results

This study examines the representativeness, in terms of sociodemographic and lifestyle characteristics of a national cohort of young Australian women (born in 1989-95) who were recruited in 2012-13 mainly via social media and other Internet platforms, and completed the baseline survey online. The area of residence of the study participants is broadly representative of the geographical distribution of the population. The main sociodemographic difference was the higher proportion of women who had post-secondary school qualifications. The percentages for current smokers and those who were physically active among study participants were higher than the findings from the AHS. Based on self-reported height and weight, more than one-third of young women were identified as overweight or obese, similar to the percentage in these combined BMI categories found in the AHS. However, within these categories there were differences between studies: a higher percentage of study participants was overweight than in the AHS and a lower percentage was obese.

These comparisons used data from study participants weighted to match the education level of women in this age group in the national population. Little substantive difference in the distribution of health and lifestyle characteristics is evident when using unweighted data from study participants.

Limitations

There are a number of considerations to take into account when comparing prevalence estimates across population-based studies. For example, the eligibility criterion of the ALSWH limits study participants to those with the Medicare number, whereas the Census data are based on the entire population including visitors, and the AHS survey was a sample of those living in Australia for at least 1 year or with the intention of doing so. Thus, unlike ALSWH, both the Census and AHS data included the sizable number of women students from overseas studying in Australia [43]. It is also possible that some of the women may have based their educational level on their current studies (for a university degree or trade qualification) rather than their completed qualifications. Over-representation of participants with higher educational levels is also recognized as a characteristic of many epidemiological studies [4,35], including the previously recruited cohorts in ALSWH. Also, AHS has a sample size of women in the similar age group of about 1000, considerably smaller than the number of study participants in this age group in ALSWH.

Another issue concerns differences in the mode of survey administration. For instance, the AHS was conducted via a face-to-face interview [43], whereas the study participants completed an online questionnaire. This difference may have a varying degree of impact according to the nature of the survey question and social or cultural factors that may influence an open response among some women, such as for levels of alcohol consumption. Furthermore, variations in the wording of questions or the available response options, such as for physical activity level, may limit the comparability of results. Yet it is worth noting that even though the BMI data for the study participants were calculated from self-reported height and weight, whereas for the AHS height and weight were measured directly, the proportion of those classified as overweight or obese were similar in both studies. This is consistent with a previous study that found that Web-based self-reported data provide a valid measure of weight [44].

While 2.57% (384/14,913) of the study participants identified themselves as Aboriginal or Torres Strait Islander women, this is lower than the 3.5% from the 2011 Census data. This was expected, since effective recruitment and retention of participants from the Indigenous population requires culturally specific protocols that are best implemented in a separate and specially designed study.

Comparison With Prior Work

Previous small scale studies have used online social networking sites for recruitment but this is one of the few, population-based studies to rely on dynamically targeted advertising through Facebook to recruit a large cohort of young women for a national longitudinal health study. Other studies have also examined the cost-effectiveness of Facebook for recruitment [4,26,45], but only one study by Fenner et al [4] reported on the characteristics of the subsequent sample. Although for a smaller scale study, Fenner et al [4] also targeted young Australian women via Facebook, using separate advertising campaigns to target different age groups and regions, and were successful in obtaining a broadly representative of young women.

Implications

The representativeness of the sample in terms of key attributes, such as sociodemographic characteristics, is necessary to maximize external validity and strengthen the evidence base for policy and health care planning [46]. It is central to describing the health of a population at a particular point in time.

It is not the only consideration, however, as sufficient size and heterogeneity of the sample are important attributes for research on the relationships between risk factors and health outcomes and patterns over time that can provide insights on the
underlying causal mechanisms at work. Size and diversity of the sample are also important for identifying the health status and health care needs of minority groups.

Conclusions
Findings from this study support the use of the Internet and social networking sites as a viable recruitment method for large heterogeneous samples of young adults who are broadly representative of the population. Researchers need to be mindful that given the rapidly changing landscape of online social media, the exact strategies likely to be most effective for recruitment may also vary over time and according to the targeted subpopulation or age group of interest.
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Abstract

Background: Electronic patient portals may enhance effective interaction between the patient and the health care provider. To grasp the full potential of patient portals, health care providers need more knowledge on which patient groups prefer electronic services and how patients should be served through this channel.

Objective: The objective of this study was to assess how chronically ill patients’ state of health, comorbidities, and previous care are associated with their adoption and use of a patient portal.

Methods: A total of 222 chronically ill patients, who were offered access to a patient portal with their health records and secure messaging with care professionals, were included in the study. Differences in the characteristics of non-users, viewers, and interactive users of the patient portal were analyzed before access to the portal. Patients’ age, gender, diagnoses, levels of the relevant physiological measurements, health care contacts, and received physiological measurements were collected from the care provider’s electronic health record. In addition, patient-reported health and patient activation were assessed by a survey.

Results: Despite the broad range of measures used to indicate the patients’ state of health, the portal user groups differed only in their recorded diagnosis for hypertension, which was most common in the non-user group. However, there were significant differences in the amount of care received during the year before access to the portal. The non-user group had more nurse visits and more measurements of relevant physiological outcomes than viewers and interactive users. They also had fewer referrals to specialized care during the year before access to the portal than the two other groups. The viewers and the interactive users differed from each other significantly in the number of nurse calls received, the interactive users having more calls than the viewers. No significant differences in age, gender, or patient activation were detected between the user groups.

Conclusions: Previous care received by the patient is an important predictor for the use of a patient portal. In a group of patients with a similar disease burden, demand for different types of health services and preferences related to the service channel seem to contribute to the choice to use the patient portal. Further research on patient portal functionalities and their potential to meet patient needs by complementing or substituting for traditional health care services is suggested.

(J Med Internet Res 2014;16(12):e275) doi:10.2196/jmir.3722
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chronic illness; patient portal; service channel; user profile

Introduction

The electronic patient portal is an increasingly popular channel for health care providers to offer information to and interact with their patients. Typically, a patient portal includes patients’ own health records, drawn from the care provider’s electronic health records (EHR), and the possibility of interacting with the provider through secure messaging in non-acute matters and to

http://www.jmir.org/2014/12/e275/
request repeat prescriptions [1]. More advanced portals may also offer personally tailored health information and social functionalities that enable peer support from other patients [2].

The potential benefits of patient portals include the empowerment and activation of patients in the management of their own health through increased access to related information [2,3]. In addition, interaction through a patient portal may improve the efficiency of care by replacing some of the service contacts previously performed in person or via phone calls, which are thus bound to time and often to place [4].

The suggested benefits of the patient portals may, however, be unequally distributed among patients, owing to differing interest in, access to, or ability to use the service [5,6]. To grasp the full potential of patient portals and to avoid unequal access to care, health care providers need to know which of their patients may be served by this means, and how. This understanding may be acquired by identifying differences in characteristics between portal adopters and non-adopters and between users and non-users of specific functionalities. Previous studies have reported disparities in patient use of health information technology mostly by sociodemographic factors [7]. As the reported associations between sociodemographic factors and use of health information technology have been contradictory [7], other patient factors may explain the differential use of specific services offered by means of health information technology. In studies on patient portal use, little attention has been paid to patients’ prior health care consumption patterns, that is, care received by the patients prior to portal access. This study focused on disparities in patient portal use by patients’ state of health and previous care received. As the adoption of a patient portal requires some level of patient participation, we also tested for the relationship between patient activation (knowledge, skills, and confidence in managing one’s condition) and portal use. In addition, the associations of age and gender with portal use were assessed.

In chronic care, “frequent interactions with the provider [are] required and sustained effort [is] needed of the patient to manage his/her disease” [8]. It is therefore suggested that the chronically ill are likely to benefit from the use of an electronic patient portal [8]. Consequently, the present study was conducted among the chronically ill.

Methods

Study Setting, Participants, and Description of the Portal

The study setting was Finnish public primary care in a medium-sized Finnish town, Hämeenlinna, with c. 68,000 inhabitants and 10 health centers. In Finland, health services are mainly funded by municipalities from tax revenue. Municipalities are responsible for providing all necessary health services to their residents. Typically, primary care services are provided locally in health centers, whereas hospital districts formed by municipalities are responsible for arranging specialized medical care that is centralized in larger towns. Follow-up and maintenance of the chronically ill are one of the main tasks of public primary care in Finland.

The study group consisted of chronically ill, existing customers of the care provider, who had participated in a controlled before/after study reported elsewhere [9]. The eligibility criteria for the participants were: (1) age of at least 18 years, (2) has at least two treatable health conditions assessed by a health professional, (3) has bank identifiers for electronic identification and access to the Internet, and (4) is willing and able, both according to themselves and to a health care professional, to engage in using the portal.
The eligible patients were offered access to the patient portal during their visit to primary health care facilities (Figure 1). During the visit, they were given information on the contents and use of the portal. Patients could access the portal through the health care provider’s home page, using their bank identifiers for electronic identification. The functionalities of the portal included viewing the patient’s personal health record containing diagnoses, medication prescriptions, and laboratory results, viewing a personal care plan that the patient and a nurse had drawn up together during an in-person visit in order to holistically care for the patient’s health, electronic messaging with the care team, and prescription renewal.

Informed consent to participate was collected from each participant. Ethical approval was granted by the ethical board of the local authority (Pirkanmaa Hospital District).

Materials

Owing to the diagnostic heterogeneity of the study group, three different types of diagnosis indicators were gathered to represent the comorbidity of the patients. First, diagnoses for the most common chronic illnesses in the study group, namely type 1 or 2 diabetes, hypertension, and hypercholesterolemia, were identified through the International Classification of Diseases (ICD-10) codes. Second, the Charlson Comorbidity Index (CCI) was used to assess the comorbidity of the patients. The CCI is a widely used system for characterizing patient comorbidities,
drawing on ICD-10 recordings of 17 common chronic medical conditions (Multimedia Appendix 1) [10]. Third, the total number of diseases identified as chronic by a health care professional were collected from patients’ EHR.

The indicators for patients’ state of health were physiological health outcomes and health as reported by the patients. Values of the physiological measures glycated hemoglobin (HbA1c), low-density lipoprotein (LDL), body mass index (BMI), and blood pressure were collected to assess the patients’ state of physiological health. These measures were chosen because of their relevance in the management of the above-mentioned most common diseases in the participant group. The patients’ reported health was assessed through the short-form health survey SF-36, a broadly used instrument that generates functionality-based scores for mental and physical health and wellness [11-13].

The care received by the patients was obtained from the EHR databases. Using the unique personal ID code, the service contacts and the physiological outcomes measurement in the year preceding access to the portal were retrieved. Service contacts included doctor and nurse visits and calls in primary care and referrals to specialized care. To assess the monitoring, we collected the measurements of the patients’ relevant physiological health outcomes (HbA1c, BMI, LDL, and blood pressure).

To measure patient activation, we used the short form of Patient Activation Measure (PAM13), created by Judith Hibbard and colleagues [14], a validated instrument that assesses patient knowledge, skills, and confidence for self-management [14].

With the exception of SF-36 and PAM13 scores, all indicators were collected from the health care providers’ EHR. An email with a link to a survey was sent to participants to collect their responses to SF-36 and PAM surveys at the time of offering access to the portal, and 150 participants responded. The patient portal’s log information was collected to assess the use of the portal’s functionalities.

**Statistical Analysis**

To analyze the predictors of patient portal use, participants were divided into three groups (non-users, viewers, and interactive users), based on their portal use during the 6 months after gaining access to the portal. Non-users did not log in to the portal during the follow-up period. Viewers logged in at least once, but did not use either of the interactional functionalities, namely messaging with the care team or prescription renewal. Interactive users logged in to the portal and used one of the interactional functionalities at least once.

For categorical variables, chi-square tests for overall differences among the three groups were used. To further identify such differences, pairwise comparisons using chi-square tests were conducted. Owing to the non-normality of the distributions for continuous variables, the non-parametric Kruskal-Wallis test was used to analyze overall differences among the three groups and the Wilcoxon-Mann-Whitney test for pairwise comparisons.

All statistical analyses were performed using Stata version 13 (StataCorp LP, College Station, TX). We used a CHARLSON Stata module by Stagg [15] to identify the CCI conditions from patient records and define the index value for each patient.

**Results**

**Participants**

A total of 876 patients visiting the health center facilities during the recruitment period from October 2011 to March 2012 fulfilled the eligibility criteria and were asked to participate in the study. Of these, 222 patients (25.3%) returned their informed consent and were included in the study. The mean age of patients was 62.7 (SD 9.0) years, and 49.1% (109/222) of them were women. The most frequent diagnoses of the study participants were type 1 or 2 diabetes, hypertension, and hypercholesterolemia. The majority of the patients had one disease or no diseases included in the CCI. The participants had visited a primary care doctor 3.4 (SD 3.2) times and a nurse 4.1 (SD 7.3) times, on average during the year before access to the portal (Table 1).

**Use of Patient Portal Functionalities**

Once they logged in to the portal, patients would encounter the starting page, containing their own health information, including diagnoses, medication prescriptions, and laboratory results. On average, this information was viewed 17.0 (SD 20) times per patient during the first year after access to the portal. The second most popular viewed feature of the portal, used 4.5 (SD 6.0) times on average, was the patient portal’s log information was collected to assess the use of the portal’s functionalities.
Table 1. Descriptive characteristics of the study participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total (n=222)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD)</td>
<td>62.7 (9.0)</td>
</tr>
<tr>
<td>Female</td>
<td>109 (49.1%)</td>
</tr>
<tr>
<td><strong>Most frequent diagnoses</strong></td>
<td></td>
</tr>
<tr>
<td>Type 1 or 2 diabetes&lt;sup&gt;ab&lt;/sup&gt;</td>
<td>103 (46.4%)</td>
</tr>
<tr>
<td>Hypertension&lt;sup&gt;ac&lt;/sup&gt;</td>
<td>96 (43.2%)</td>
</tr>
<tr>
<td>Hypercholesterolemia&lt;sup&gt;ad&lt;/sup&gt;</td>
<td>139 (62.6%)</td>
</tr>
<tr>
<td><strong>Charlson comorbidity index</strong></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>93 (41.9%)</td>
</tr>
<tr>
<td>1</td>
<td>79 (35.6%)</td>
</tr>
<tr>
<td>2</td>
<td>50 (22.5%)</td>
</tr>
<tr>
<td><strong>Office visits&lt;sup&gt;e&lt;/sup&gt;, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Doctor visits</td>
<td>3.4 (3.2)</td>
</tr>
<tr>
<td>Nurse visits</td>
<td>4.1 (7.3)</td>
</tr>
</tbody>
</table>

<sup>a</sup>From the time before access to the portal.
<sup>b</sup>ICD10 codes E10-E14 or ICPC codes T89-T90.
<sup>c</sup>ICD10 codes I10-I15 or ICPC codes K85-K87.
<sup>d</sup>ICD10 codes E78 or ICPC T93.
<sup>e</sup>During the year before access to the portal.

Table 2. Use of patient portal functionalities during the year after patient access.

<table>
<thead>
<tr>
<th>Functionality</th>
<th>Mean (n=222)</th>
<th>SD</th>
<th>Min.</th>
<th>Max.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Viewing personal health record</td>
<td>17.0</td>
<td>20.0</td>
<td>0</td>
<td>146</td>
</tr>
<tr>
<td>Viewing personal care plan</td>
<td>4.5</td>
<td>6.0</td>
<td>0</td>
<td>44</td>
</tr>
<tr>
<td>Messages to the care team</td>
<td>2.1</td>
<td>3.5</td>
<td>0</td>
<td>25</td>
</tr>
<tr>
<td>Viewing vaccination record</td>
<td>1.6</td>
<td>1.9</td>
<td>0</td>
<td>13</td>
</tr>
<tr>
<td>Prescription renewal</td>
<td>0.4</td>
<td>1.1</td>
<td>0</td>
<td>7</td>
</tr>
</tbody>
</table>

Characteristics Predicting Patient Portal Use

The overall differences in age, gender, diagnoses, health outcomes, received monitoring, service contacts, and patient activation among the three groups are presented in Table 3. Multiple pairwise comparisons for the same characteristics are presented in Multimedia Appendix 2.

The most significant differences between non-users, viewers, and interactive users were detected in monitoring and service contacts. The proportion of patients who had had their HbA1c measured and recorded during the year before access to the portal differed significantly between the groups (chi-square test, \( P = .03 \)), being higher in the non-user group than among the viewers (pairwise chi-square test, \( P = .02 \)) and the interactive user group (pairwise chi-square test, \( P = .01 \)). Compared to the viewer group, the non-users were also more likely to have had their BMI (pairwise chi-square test, \( P = .02 \)) and blood pressure (pairwise chi-square test, \( P = .02 \)) measured and recorded. The non-users had visited a nurse most often (Kruskal-Wallis test, \( P = .01 \)) but had fewer referrals to specialized care than the viewers (Wilcoxon-Mann-Whitney test, \( P = .02 \)) and the interactive users (Wilcoxon-Mann-Whitney test, \( P = .03 \)). The viewers and the interactive users differed from each other in the number of nurse calls. The interactive users had received more nurse calls during the preceding year than the viewers (Wilcoxon-Mann-Whitney test, \( P = .03 \)). The only comorbidity indicator that differed between the groups was the prevalence of hypertension diagnosis. The non-users were more likely to have a hypertension diagnosis (Kruskal-Wallis test, \( P = .01 \)). There were no significant differences in mean age, gender distribution, or patient activation among the user profile groups. The statistically significant differences \( (P < .05) \) in patient characteristics among the user groups are presented in Table 4.
Table 3. Overall differences in patient characteristics among non-users, viewers, and interactive users.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Non-users (n=37)</th>
<th>Viewers (n=91)</th>
<th>Interactive users (n=94)</th>
<th>P value for difference among groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female, n (%), mean (median, SD)</td>
<td>20 (54.1%)</td>
<td>44 (48.4%)</td>
<td>45 (47.9%)</td>
<td>.80</td>
</tr>
<tr>
<td>Age, years, mean (median, SD)</td>
<td>62.0 (64, 11.6)</td>
<td>63.0 (65, 8.8)</td>
<td>62.8 (65, 8.1)</td>
<td>.88</td>
</tr>
<tr>
<td>Comorbidity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type 1 or 2 diabetes**</td>
<td>20 (54.1%)</td>
<td>36 (39.6%)</td>
<td>47 (50.0%)</td>
<td>.22</td>
</tr>
<tr>
<td>Hypertension*</td>
<td>24 (64.8%)</td>
<td>35 (38.5%)</td>
<td>37 (39.4%)</td>
<td>.01</td>
</tr>
<tr>
<td>Hypercholesterolemia**</td>
<td>22 (59.5%)</td>
<td>62 (68.1%)</td>
<td>55 (58.5%)</td>
<td>.37</td>
</tr>
<tr>
<td>Charlson index, n (%), mean (median, SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>15 (40.5%)</td>
<td>40 (44.0%)</td>
<td>38 (40.4%)</td>
<td>.51</td>
</tr>
<tr>
<td>1</td>
<td>10 (27.0%)</td>
<td>34 (37.4%)</td>
<td>35 (37.2%)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>12 (32.4%)</td>
<td>17 (18.7%)</td>
<td>21 (22.3%)</td>
<td></td>
</tr>
<tr>
<td>Chronic diagnoses, mean (median, SD)</td>
<td>2.3 (2, 1.5)</td>
<td>1.9 (2, 1.8)</td>
<td>1.9 (2, 1.8)</td>
<td>.22</td>
</tr>
<tr>
<td>Physiological health outcomes, mean (median, SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Glycated hemoglobin (HbA1c)**</td>
<td>42.4 (41.25, 9.4)</td>
<td>41.9 (39.8, 8.4)</td>
<td>44.2 (40.3, 12.7)</td>
<td>.96</td>
</tr>
<tr>
<td>Low-density lipoprotein (LDL)**</td>
<td>2.7 (0.8)</td>
<td>3.0 (1.0)</td>
<td>3.0 (1.0)</td>
<td>.25</td>
</tr>
<tr>
<td>Body mass index (BMI)**</td>
<td>31.0 (32.0, 5.6)</td>
<td>31.7 (31.0, 6.7)</td>
<td>31.5 (30.0, 6.8)</td>
<td>.98</td>
</tr>
<tr>
<td>Blood pressure, diastolic**</td>
<td>82.2 (84.5, 11.8)</td>
<td>86.5 (87.5, 10.5)</td>
<td>86.4 (86.5, 10.6)</td>
<td>.17</td>
</tr>
<tr>
<td>Blood pressure, systolic**</td>
<td>139.7 (140.3, 16.3)</td>
<td>143.7 (142.0, 21.4)</td>
<td>144.1 (145.0, 17.7)</td>
<td>.50</td>
</tr>
<tr>
<td>Patient-reported health, mean (median, SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SF-36 Physical Health at access</td>
<td>63.2 (66.0, 22.1)</td>
<td>65.9 (69.0, 20.4)</td>
<td>63.5 (66.5, 20.6)</td>
<td>.77</td>
</tr>
<tr>
<td>SF-36 Mental Health at access</td>
<td>75.9 (80.0, 16.3)</td>
<td>75.8 (80.0, 19.0)</td>
<td>71.0 (78.5, 22.6)</td>
<td>.59</td>
</tr>
<tr>
<td>Monitoring, n (%), mean (median, SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>At least one HbA1c measurement**</td>
<td>31 (83.8%)</td>
<td>57 (62.6%)</td>
<td>57 (60.6%)</td>
<td>.03</td>
</tr>
<tr>
<td>At least one LDL measurement**</td>
<td>32 (2.48, 86.5%)</td>
<td>74 (2.83, 81.3%)</td>
<td>77 (2.81, 81.9%)</td>
<td>.77</td>
</tr>
<tr>
<td>At least one BMI measurement**</td>
<td>31 (83.8%)</td>
<td>57 (62.6%)</td>
<td>66 (70.2%)</td>
<td>.06</td>
</tr>
<tr>
<td>At least one blood pressure measure-</td>
<td>34 (91.9%)</td>
<td>67 (73.63%)</td>
<td>77 (81.9%)</td>
<td>.05</td>
</tr>
<tr>
<td>Service contacts, mean (median, SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Doctor visits**</td>
<td>3.4 (2, 3.5)</td>
<td>2.9 (2, 2.6)</td>
<td>3.9 (3, 3.7)</td>
<td>.27</td>
</tr>
<tr>
<td>Nurse visits**</td>
<td>5.2 (4, 3.9)</td>
<td>3.7 (3, 3.1)</td>
<td>4.7 (3, 10.8)</td>
<td>.01</td>
</tr>
<tr>
<td>Doctor calls**</td>
<td>1.1 (0, 1.6)</td>
<td>1.3 (1, 1.6)</td>
<td>1.5 (1, 1.8)</td>
<td>.50</td>
</tr>
<tr>
<td>Nurse calls**</td>
<td>1.0 (0, 1.3)</td>
<td>0.8 (0, 1.4)</td>
<td>1.0 (1, 1.7)</td>
<td>.13</td>
</tr>
<tr>
<td>Referrals to secondary care**</td>
<td>0.2 (0, 0.7)</td>
<td>0.4 (0, 0.6)</td>
<td>0.5 (0, 0.8)</td>
<td>.15</td>
</tr>
<tr>
<td>Patient activation (PAM), mean (median, SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PAM score at access</td>
<td>63.5 (63.2, 11.7)</td>
<td>63.8 (66.0, 15.5)</td>
<td>62.4 (63.2, 15.1)</td>
<td>.84</td>
</tr>
</tbody>
</table>

*From the time before access to patient portal.
**ICD10 codes E10-E14 or ICPC codes T89-T90.
Principal Findings

In this study, we analyzed how patients’ state of health, previous care received, age, gender, and patient activation predict the use of an electronic patient portal. The differences in these indicators were assessed between non-users, viewers, and interactive users. The main differences were detected in the previous care received by non-users and the two user groups that logged in to the portal.

Previous research has found positive [16-18] and negative [19,20] associations between patient portal use and use of other health care services. In this study, this association was found to vary by the type of health services previously received. Whereas the non-user group had visited a nurse most often, they had fewer referrals to specialized care than the two groups that had logged in to the portal. Among the patients who had logged in, the interactive users differed from the viewers in having received more nurse calls during the year before access. Plausible explanations for these observations may be found by considering the patient needs that an electronic patient portal potentially meets. In Finland, routine monitoring of the chronically ill is mostly performed by nurses. A lack of referrals to specialized care, combined with a higher number of nurse visits, may indicate a stable medical condition where patient needs are met and new channels for medical services are not needed. The association between higher numbers of nurse calls and interactive use of a patient portal may be explained by the nature of the interaction performed through these service channels. Compared to face-to-face visits with a health care provider, service encounters conducted by phone may be more apt for substitution by online interaction. Whereas these possible explanations are just some of many alternatives, the findings of this study do encourage, in line with Varsi and colleagues [21], a more fine-grained distinction between different types of health service encounters and respective patient-provider communication channels.

Unlike previous service use, state of health, age, gender, and patient activation had no significant association with patient portal use in this study. Previous findings on these associations are somewhat contradictory. In a study by Weingart and colleagues [19], patients who enrolled in a patient portal had fewer medical problems, and Tenforde and colleagues [22] found, among a diabetic cohort, that the users of a patient portal demonstrated better glycemic control. By contrast, the study by Earnest and colleagues [16] showed that the portal users were more symptomatic than the non-users. On the association between portal use and patient activation, Hibbard and Greene [23] stated that more activated patients are more likely to be referred to the patient portal and, among that group, the higher activated were more likely to actually use it, whereas Roblin and colleagues [24] found no significant association. In previous studies, younger [19,22] or older [18], and men [25] or women [24] have been suggested to be more likely or frequent users of patient portals.

The heterogeneity of the research results is likely due to the different settings of the studies. In particular, the chosen cohort and the functionalities offered through the portal may yield differing results. In this study, the participant group consisted of chronically ill patients, who were thus likely to benefit from the portal and were all explicitly offered access to it. Further, the portal itself included little functionality or information that might not be accessed at all via the traditional service channels, namely in-person visits and phone calls. Thus, it is not surprising that age, gender, patient activation, and state of health lost their relevance, whereas patients’ demand for care and preferences in terms of service channel came to matter in the use of the patient portal. It should be noted, however, that only a minority of the study participants never logged in to the portal. This finding supports the suggestion that chronically ill patients are likely to benefit from, and thus to use, an electronic patient portal.

Some of the findings on predictors of patient portal use may also have reflected the contemporary novelty of health services.

Discussion

Table 4. Differences in patient characteristics between user groups.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Non-users</th>
<th>Viewers</th>
<th>Interactive users</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comorbidity</td>
<td>Most likely to have a hypertension diagnosis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monitoring</td>
<td>Most likely to have had their HbA1c measured and recorded</td>
<td>Less likely than non-users to have had their BMI and BP measured and recorded</td>
<td></td>
</tr>
<tr>
<td>Service contacts</td>
<td>Most nurse visits</td>
<td>Fewer nurse calls than interactive users</td>
<td>More nurse calls than viewers</td>
</tr>
</tbody>
</table>
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ICD10 codes 110-115 or ICPC codes K85-K87.

ICD10 codes E78 or ICPC T93.

During the year before access to patient portal.

At least one measurement during the year before access to patient portal. If a patient had several measurements, the average is reported.

Chi-square test for the categorical variables and non-parametric Kruskal-Wallis test for the continuous variables.
delivered through the Internet. Lately, it has been suggested that the digital divide between different sociodemographic groups due to lack of access to the Internet is narrowing [26]. In Finland in 2013, 92% of people aged 16 to 74 years and 85% of people aged 16 to 89 years had used the Internet in the past 3 months. Further, 79% of people aged 16 to 89 years had used Internet banking in the past 3 months [27]. It is thus unlikely that access to the Internet or the novelty of running errands online would, in general, hamper access to electronic patient portals, although health care-related online services are still something of a novelty in Finland. Rather, the results suggest that the non-user group did not perceive an additional benefit in using the portal, as they were already well served or they preferred the traditional service channels to electronic services. An important aspect of patient portal as a service channel is that, through it, receiving and providing information is not tied to time and place. To assess the value of this aspect to the patient, future research may benefit from applying behavioral research [28] or economic models on the individual demand for health services or health information in general [29].

In addition to the patient cohort targeted and the patient needs that are met through the portal, future research should pay attention to the influence of the personnel marketing the portal and its functionalities to the patient. In this study, the portal was explicitly offered to each participant, so the choice of use was left to the patient. Nevertheless, it is possible that, for example, some of the health centers involved in the study were encouraging use of the portal more than others. Further, while the prescription renewal functionality was offered in the portal, its use was not promoted, owing to the lack of a national prescriber-pharmacist interface at the time of the study.

Strengths and Limitations

This study contributes to previous research by extracting predictors for patients’ choice to use an electronic patient portal in a group of patients that is likely to benefit from such portal, namely the chronically ill. Unlike in most studies with large patient cohorts [19], the portal was explicitly offered to each patient. The views of staff in the health care service on who may benefit from the portal did not therefore affect subsequent categorization of patients among user and non-user groups. Further, when analyzing the association between portal use and other services received, different contact types were specified. This provided a more refined view, typically neglected by previous studies [20]. Patients’ state of health, which has an apparent connection with patients’ need of and demand [30] for health care services, was assessed by several objective and subjective measures. This supports the validity of the conclusion that the groups did not differ in terms of disease burden but rather in their demand for different services or preference for different service channels.

Despite these contributions, the study also has limitations. A major and common limitation is the restriction of the study results to the patients who responded to the study request and who may fundamentally differ from those who decided not to participate. Further, the empiria of this study does not provide evidence of why the use of certain services is related to use of a patient portal. Neither was the effect of patient portal use on relevant care outcomes addressed. Further studies, analyzing different customer relationships and the relevance of a patient portal in these relationships, are needed to gain understanding on which functionalities of a patient portal may complement or substitute for traditional channels for service delivery in health care, and to assess the effect that this substitution may have on care outcomes.

Conclusions

In this study, the predictors of the use of an electronic patient portal were assessed among a group of patients likely to benefit from such a portal, namely the chronically ill. Previous care received by the patient, rather than state of health, age, gender, and patient activation, was an important factor predicting the attractiveness of electronic patient portal use.

Previous research on patient characteristics predicting the use of electronic patient portals has shown contradictory results. This is partially due to the differences in patient cohorts and portal functionalities. However, some of the predictors may also be losing their relevance as the novelty of online health care services levels out. As sociodemographic factors become less accurate predictors of online service use in Western countries, individual preferences in terms of service channel, as well as the functionalities offered through a patient portal, become relevant when identifying the potential uses of such a portal. To grasp the full potential of electronic patient portals, care providers need to know what types of services may be provided through a patient portal. Further research on patient portal functionalities and their potential to meet patient needs by complementing or replacing traditional health care services is suggested.
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Abstract

Background: My Health eVet (MHV) is the personal health record and patient portal developed by the United States Veterans Health Administration (VA). While millions of American veterans have registered for MHV, little is known about how a patient’s health status may affect adoption and use of the personal health record.

Objective: Our aim was to characterize the reach of the VA personal health record by clinical condition.

Methods: This was a cross-sectional analysis of all veterans nationwide with at least one inpatient admission or two outpatient visits between April 2010 and March 2012. We compared adoption (registration, authentication, opt-in to use secure messaging) and use (prescription refill and secure messaging) of MHV in April 2012 across 18 specific clinical conditions prevalent in and of high priority to the VA. We calculated predicted probabilities of adoption by condition using multivariable logistic regression models adjusting for sociodemographics, comorbidities, and clustering of patients within facilities.

Results: Among 6,012,875 veterans, 6.20% were women, 61.45% were Caucasian, and 26.31% resided in rural areas. The mean age was 63.3 years. Nationwide, 18.64% had registered for MHV, 11.06% refilled prescriptions via MHV, and 1.91% used secure messaging with their clinical providers. Results from the multivariable regression suggest that patients with HIV, hyperlipidemia, and spinal cord injury had the highest predicted probabilities of adoption, whereas those with schizophrenia/schizoaffective disorder, alcohol or drug abuse, and stroke had the lowest. Variation was observed across diagnoses in actual (unadjusted) adoption and use, with registration rates ranging from 29.19% of patients with traumatic brain injury to 14.18% of those with schizophrenia/schizoaffective disorder. Some of the variation in actual reach can be explained by facility-level differences in MHV adoption and by differences in patients’ sociodemographic characteristics (eg, age, race, income) by diagnosis.
Conclusions: In this phase of early adoption, opportunities are being missed for those with specific medical conditions that require intensive treatment and self-management, which could be greatly supported by functions of a tethered personal health record.

(J Med Internet Res 2014;16(12):e272) doi: 10.2196/jmir.3751
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Introduction

The National Committee on Vital and Health Statistics recently recommended adopting the term personal health record (PHR) to refer to “the collection of information about an individual’s health and health care, stored in electronic format” [1]. Although empiric evidence for the effectiveness of PHRs is limited, these systems have the potential to support the transformation of care from episodic visit-based care to continuous, coordinated care [2,3]. PHRs vary significantly in their functionality and content [1,4-6]. My Health eVet (MHV), the Veterans Health Administration’s PHR and patient portal, has multiple levels of access with increasing levels of functionality [7]. Anyone can access health education materials through the website. Those who register for an account can make use of personal health journals, track personal health care information and health measurements (ie, self-enter and track diet, activity, and vital signs), and set personal health care goals [8]. As the PHR is tethered to the US Department of Veterans Affairs (VA) electronic health record (EHR), registrants who are VA patients can also refill prescriptions online. Further, “authenticated” registrants who have also gone through an identity-verification process currently have access to additional EHR-extracted information including their problem lists, medication histories, laboratory results, appointment information, inpatient discharge summaries, and clinical notes. Authenticated patients can also send and receive secure messages with their primary care and specialist teams through MHV. Figure 1 is a screenshot of the MHV home page, showing the options available to users after they log in. New MHV features and functions are constantly being developed and are released periodically with software updates. The above describes the functionality of MHV at the end of 2012. As the PHR of the United States’ largest integrated health care system, MHV has been adopted by over 2.3 million registrants and represents an ideal opportunity to study PHR systems [9].

Figure 1. View of MHV home page after login.
The potential of PHRs is dependent on the reach of these systems to patients with specific health problems who would most benefit from access to these functions. Reach—the proportion and characteristics of the target population that can access and is willing to use an innovation [10]—is an important concept for evaluation of new technologies [7]. As implementation of PHRs continues to increase, variations in reach of PHRs have been associated with patient characteristics such as age, income, and race [6,11]. Among veterans responding to the 2008 VA Survey of Healthcare Experiences of Patients (SHEP), use of MHV was associated with lower health status [12]. However, the 2010 National Survey of Veterans found that general health status did not significantly predict use of the PHR [13]. Outside the VA, there have also been contradictory reports regarding the association of health status and PHR use, with some studies suggesting that healthier patients with fewer prescriptions were more likely to use PHRs [14,15], while others indicated that sicker patients were more likely to use PHRs [11,16,17]. These contradictory findings suggest a complex relationship between health status and PHR adoption and use that may be dependent on patient characteristics, including demographics (eg, age, gender, race, income, urban vs rural location) and specific medical conditions.

Previous articles have proposed that information seeking and engagement in patient technologies may be driven by uncertainty in diagnosis or treatment associated with the patients’ condition, and perhaps condition-specific stigma [18]. Research on PHR adoption and use by patients with varied conditions may help clarify whether patient needs that are specific to each condition (eg, the need for frequent contact with providers, the need for self-management, or the desire to avoid stigma) may drive adoption and use. While there have been a number of studies examining barriers and facilitators of PHR use [19], and the effects of PHR use among groups of patients with specific clinical diagnoses such as diabetes [20] or mental health [21], little research has been conducted to understand differences in PHR reach by patients’ specific clinical diagnoses.

We evaluated the reach of the VA PHR among 6 million US veterans nationwide actively receiving health care from the Veterans Health Administration. The primary goal was to conduct an exploratory analysis to improve our understanding of differences in PHR reach by examining adoption and use of MHV among patients with specific chronic trauma-related, mental, and medical health conditions. We compared the relative reach of MHV using a set of 18 health conditions of high prevalence and/or importance among veterans. We then further explored how patient demographics, comorbidities, and facility characteristics may be affecting MHV reach.

Study Design

We conducted a cross-sectional assessment of PHR adoption and use across clinical conditions. Use was assessed as of April 1, 2012. This study was approved by the Human Research Protection Committees at the VA Connecticut Healthcare System and the Yale School of Medicine, and the Institutional Review Board at the Edith Nourse Rogers VA Hospital in Bedford, Massachusetts.

Study Population

The study population included all American veterans age 18-100 years who had obtained care from the Veterans Health Administration between April 1, 2010, and March 31, 2012 (N=6,012,875). Cohort inclusion criteria included at least two outpatient visits or one inpatient hospitalization for any cause during this period.

Data

Overview

We used data from the VA system of records available through the VA Corporate Data Warehouse. Variables from the Electronic Health Record included patient demographics and International Classification of Disease (ICD-9-CM) diagnosis codes associated with all VA inpatient and outpatient encounters from October 1, 2007, to March 31, 2012. These data were linked at the patient level with MHV registration, authentication, secure messaging (SM) opt-in, and use log data from April 2012.

Definition of Health Conditions (Independent Variables)

We defined patients as having medical and mental health conditions that were coded with ICD-9-CM codes at least once for an inpatient stay or at least twice for outpatient visits. We used previously validated diagnostic code groupings [22] to identify patients with one or more high prevalence or high priority clinical conditions. We selected 18 conditions based on their being high prevalence within the VA population and/or because they were one of the conditions that are high priority for VA clinicians and researchers as evidenced by their inclusion in the VA Quality Enhancement Research Initiative (QUERI) Program, for example, traumatic brain injury (TBI), spinal cord injury (SCI), and human immunodeficiency virus (HIV). Because outpatient codes are commonly assigned by health care providers in the VA and tend to be less accurate than inpatient codes assigned by professional coders, we combined inpatient and outpatient data sources. This has been shown to improve the accuracy of identifying psychiatric disorders [23] and HIV in administrative data [24]. The 18 conditions represented trauma-related (SCI, TBI), mental health (common mood disorders, eg, mild and major depression, anxiety, and posttraumatic stress disorder), substance use disorders (alcohol abuse, drug abuse), other serious mental illnesses (schizophrenia, psychoses), and medical (chronic heart failure, diabetes, hyperlipidemia, hypertension, HIV infection, hepatitis, ischemic heart disease, stroke) clinical conditions.

Measuring My HealtheVet Reach (Dependent Variables)

Our measures of MHV reach included indicators for adoption of the PHR as of April 2012: (1) registered MHV user (“registered”), (2) registered and in-person authenticated (“authenticated”), and (3) authenticated and opted-in to use secure messaging (“SM opt-in”). Further, we calculated indicators for use of two core PHR functions: (1) use of the online prescription refill feature (“refills”) in MHV, and (2) sending any secure messages to providers (“messages sent”).
Sociodemographic Characteristics (Covariates)

Variables were available for the following sociodemographic characteristics: age, gender, race/ethnicity (white, African-American, Latino, other, and unknown), urban/rural residence based on home postal code, and economic need defined as eligibility for free care based on an annual VA financial assessment.

Statistical Analyses

Sociodemographic Characteristics

We first compared the sociodemographic characteristics of veterans across the 18 specific clinical conditions. For sociodemographic characteristics, rates of missing were 0.2% for age, 0.02% for gender, 2.2% for means test, and 4.1% for urban/rural. Only race/ethnicity had a missing data rate of larger than 5%. We categorized the 18.38% of patients with unknown (to patient) or missing race into a group (unknown/missing) and included them in our analysis but excluded patients with missing values on other variables.

Main Analysis: Variation of Personal Health Record Use by Clinical Condition

For our main analysis, we assessed reach (adoption and use) of the PHR across the 18 specific clinical conditions. As noted, our main dependent variables were PHR adoption and use. Our main independent variables were the 18 specific clinical conditions. We calculated means, standard deviations, and distributions of veterans’ demographic characteristics, PHR adoption tier (registered, authenticated, opted-in to SM), and indicators of use (messages sent, prescription refills) in all subjects and by clinical condition. To understand the current relative use of the PHR, we then conducted bivariate, unadjusted analyses of the dichotomous MHV adoption and use variables by each condition.

To further understand how complex variations in patient characteristics and facility-level differences in MHV adoption might bias the primary association of specific clinical conditions and MHV adoption, we then obtained adjusted predicted probabilities (adjusted for age, gender, race/ethnicity, economic need via means test, and urban/rural status) and 95% confidence intervals from multivariable models, accounting for clustering of veterans within facilities and including facility as a random effect to adjust for facility-level differences. We ran our multivariable logistic regression models using generalized linear mixed models with a binomial distribution and logit link. We converted the least squares means obtained for each condition from these models into the predicted probabilities (shown as percentages in the tables) using the ILINK option. We also calculated the intraclass correlation coefficient in order to evaluate the potential impact of facility-level variation on the patient-level associations with PHR adoption. A two-sided \( P < 0.05 \) was considered to be significant. All analyses were conducted using SAS and SAS Grid 9.2.

To better visualize the result of adjustment for sociodemographic characteristics on the primary association of authentication and clinical condition, we created a multi-attribute plot. This plot shows the association between patient age and economic need, and pre- to post-adjustment change in the relative rank of conditions based on predicted percentages of patients with each condition adopting the PHR. Increasing age and higher economic need were selected for visualization as they are known from prior studies to be aspects of the “digital divide” associated with lower PHR use [11,25].

Results

Clinical and Sociodemographic Characteristics

Out of over 6 million (6,012,875) VA patients nationwide, 4,893,286 (81.38%) had one or more of our 18 target conditions, and 1,119,589 (18.62%) had none of the 18 conditions. The most prevalent specific clinical conditions were hypertension (56.63% of patients), hyperlipidemia (55.69%), diabetes (24.71%), and depression (24.68%). The least prevalent conditions were spinal cord injury (0.43%), HIV (0.45%), and TBI (1.40%). Overall, the population had a mean age of 63.3 years and was 6.20% female, 61.45% white, 73.69% urban, and 26.76% were eligible for free care based on a VA financial assessment (see Table 1). Patients without any of the conditions were younger, more likely to be female, urban residents, of unknown race, and less likely to be eligible for free care than patients with at least one condition. See Multimedia Appendix 1 for a table showing demographics by clinical condition.
Table 1. Demographic characteristics of patients, overall and by presence of conditions.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Overall (N=6,012,875)</th>
<th>Patients with at least one of 18 conditions (N=4,893,286)</th>
<th>Patients without any of 18 conditions (N=1,119,589)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD)</td>
<td>63.32 (16.46)</td>
<td>65.20 (15.02)</td>
<td>55.12 (19.66)</td>
</tr>
<tr>
<td>Gender, %</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>9.98</td>
<td>5.33</td>
<td>9.98</td>
</tr>
<tr>
<td>Male</td>
<td>93.80</td>
<td>94.67</td>
<td>90.02</td>
</tr>
<tr>
<td>Race, %</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>61.45</td>
<td>62.55</td>
<td>56.66</td>
</tr>
<tr>
<td>African-American</td>
<td>13.09</td>
<td>13.27</td>
<td>12.28</td>
</tr>
<tr>
<td>Latino</td>
<td>5.46</td>
<td>5.39</td>
<td>5.77</td>
</tr>
<tr>
<td>Other</td>
<td>1.62</td>
<td>1.49</td>
<td>2.20</td>
</tr>
<tr>
<td>Unknown/Missing</td>
<td>18.38</td>
<td>17.30</td>
<td>23.09</td>
</tr>
<tr>
<td>High economic needb, %</td>
<td>26.76</td>
<td>27.30</td>
<td>24.34</td>
</tr>
<tr>
<td>Urban/Rural, %</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>73.69</td>
<td>72.73</td>
<td>77.95</td>
</tr>
<tr>
<td>Rural</td>
<td>26.31</td>
<td>27.27</td>
<td>22.05</td>
</tr>
</tbody>
</table>

*a* 18 conditions: Medical—hypertension, hyperlipidemia, diabetes, coronary artery disease, chronic obstructive pulmonary disease, congestive heart failure, stroke, hepatitis, HIV; Mental health—anxiety, depression, post-traumatic stress disorder, psychosis, schizophrenia/schizoaffective disorder, alcohol abuse, drug abuse; Trauma-related—traumatic brain injury, spinal cord injury.

bEligible for free care based on a VA financial assessment.

Variation of Reach (Personal Health Record Adoption and Use) by Clinical Condition

As of April 2012, reach of the PHR remained relatively low. Among patients who had been seen in VA between April 2010 and March 2012, 1.12 million (18.64%) were registered, 0.6 million (10.03%) of these were authenticated, 0.24 million (4.05%) had opted in for secure messaging, and 0.67 million (11.06%) of registered veterans had used the PHR for a prescription refill. Of those opted-in to secure messaging, 47.19% had sent at least one message to their clinical team since opting in. There was significant variation across facilities in PHR adoption. Registration rates varied from 9.30% to 34.91% across facilities (mean 18.82%, SD 5.02), and authentication rates varied from 3.44% to 30.39% (mean 10.76%, SD 4.84).

Reach varied significantly by condition. Table 2 shows the unadjusted breakdown of PHR adoption and use by specific clinical conditions, reflecting actual adoption and use across the VA. Unadjusted adoption was generally higher among patients with trauma-related diagnoses, mood disorders, and posttraumatic stress disorder (PTSD). Veterans with PTSD, TBI, spinal cord injury, depression, anxiety, and HIV more frequently adopted the PHR, compared to those with other conditions. Patients with complex, chronic medical conditions such as hepatitis, coronary artery disease, congestive heart failure, or schizophrenia were less likely to have adopted the PHR.

Higher rates of adoption were also associated with higher levels of use. Among patients with PTSD, 17.01% were authenticated, 18.04% had refilled a medication through the PHR, and 7.00% had opted in to secure messaging, with 3.41% having actually sent a secure message by April 2012. In contrast, 8.05% of patients with schizophrenia/schizoaffective disorder were authenticated, only 8.09% had refilled a prescription through the PHR, and only 1.11% had sent a message. Generally, the reach of the PHR was lower across chronic, complex medical conditions relative to those with trauma-related or mental health diagnoses. Among veterans with coronary artery disease, 11.11% were refilling medications through the PHR, and 1.85% secure messaging, and use was even lower among those with congestive heart failure (10.38% and 1.69%, refills and secure messaging respectively). Those without any of the 18 conditions were considerably less likely than those with one or more diagnoses to have adopted MHV or to have used either of its key features.
Table 2. MyHealthVet reach (adoption and use) by specific clinical condition.

<table>
<thead>
<tr>
<th>Condition group</th>
<th>Registered, % (N=1,120,667)</th>
<th>Authenticated, % (N=603,054)</th>
<th>Opted into secure messaging, % (N=243,456)</th>
<th>Sent at least one secure message, % (N=114,884)</th>
<th>Used medication refill, % (N=665,291)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>18.64</td>
<td>10.03</td>
<td>4.05</td>
<td>1.91</td>
<td>11.06</td>
</tr>
<tr>
<td>Traumatic brain injury</td>
<td>29.19</td>
<td>16.53</td>
<td>6.39</td>
<td>3.24</td>
<td>17.69</td>
</tr>
<tr>
<td>PTSD</td>
<td>28.42</td>
<td>17.01</td>
<td>7.00</td>
<td>3.41</td>
<td>18.04</td>
</tr>
<tr>
<td>Spinal cord injury</td>
<td>27.37</td>
<td>16.29</td>
<td>6.65</td>
<td>3.05</td>
<td>18.84</td>
</tr>
<tr>
<td>HIV</td>
<td>26.48</td>
<td>15.31</td>
<td>6.30</td>
<td>2.41</td>
<td>17.76</td>
</tr>
<tr>
<td>Anxiety</td>
<td>26.39</td>
<td>15.37</td>
<td>6.38</td>
<td>3.16</td>
<td>16.87</td>
</tr>
<tr>
<td>Depression</td>
<td>26.17</td>
<td>15.33</td>
<td>6.35</td>
<td>3.15</td>
<td>16.80</td>
</tr>
<tr>
<td>Diabetes</td>
<td>21.17</td>
<td>12.52</td>
<td>5.24</td>
<td>2.48</td>
<td>13.60</td>
</tr>
<tr>
<td>Hyperlipidemia</td>
<td>20.91</td>
<td>11.76</td>
<td>4.92</td>
<td>2.31</td>
<td>13.20</td>
</tr>
<tr>
<td>Psychosis</td>
<td>20.29</td>
<td>11.80</td>
<td>4.38</td>
<td>2.16</td>
<td>12.40</td>
</tr>
<tr>
<td>Hypertension</td>
<td>19.70</td>
<td>11.10</td>
<td>4.62</td>
<td>2.17</td>
<td>12.36</td>
</tr>
<tr>
<td>Alcohol abuse</td>
<td>19.38</td>
<td>11.18</td>
<td>4.08</td>
<td>1.88</td>
<td>11.38</td>
</tr>
<tr>
<td>Drug abuse</td>
<td>18.90</td>
<td>11.21</td>
<td>3.72</td>
<td>1.73</td>
<td>10.32</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease</td>
<td>18.86</td>
<td>11.04</td>
<td>4.43</td>
<td>2.07</td>
<td>11.86</td>
</tr>
<tr>
<td>Hepatitis</td>
<td>18.04</td>
<td>10.89</td>
<td>4.10</td>
<td>1.89</td>
<td>10.16</td>
</tr>
<tr>
<td>Coronary artery disease</td>
<td>17.95</td>
<td>10.17</td>
<td>4.11</td>
<td>1.85</td>
<td>11.11</td>
</tr>
<tr>
<td>Congestive heart failure</td>
<td>17.22</td>
<td>9.95</td>
<td>3.77</td>
<td>1.69</td>
<td>10.38</td>
</tr>
<tr>
<td>Stroke</td>
<td>17.15</td>
<td>9.73</td>
<td>3.68</td>
<td>1.70</td>
<td>10.35</td>
</tr>
<tr>
<td>Schizophrenia or schizoaffective disorder</td>
<td>14.18</td>
<td>8.05</td>
<td>2.61</td>
<td>1.11</td>
<td>8.09</td>
</tr>
<tr>
<td>None of the diagnoses above</td>
<td>10.81</td>
<td>4.81</td>
<td>1.62</td>
<td>0.73</td>
<td>4.33</td>
</tr>
</tbody>
</table>

*These are actual percentages of patients in each condition group, unadjusted for clustering.

Multivariable Adjustment

Our analyses to explore whether the patient-level findings were influenced by the facility-level adoption of MHV showed significant variation at the facility level (P<.001), but this variation did not alter the associations between diagnoses and MHV adoption found at the patient level. Rank ordering of the conditions based on adoption remained largely unchanged after inclusion of facility as a random effect. We found that only 13.7% of the measured variance was at the facility-level, suggesting that the majority of the differences in adoption are predicted by patient characteristics. After inclusion of sociodemographic characteristics and comorbidities, the rank ordering of conditions and the predicted percentage of patients authenticated for MHV use did change (Table 3). HIV, hyperlipidemia, and SCI are the three conditions with the highest predicted percentages of authentication, and both hyperlipidemia and hypertension move up in rank to be among the conditions with the highest predicted percentage of authentication. Younger patients, white patients, women, and patients who did not qualify for free care based on financial need were more likely to be authenticated (results not shown). All sociodemographic variables were significant predictors of authentication; however, age and financial need had the greatest impact on adjusted rates. Authentication rates were adjusted downwards for conditions where patients were younger than average (eg, patients with TBI, PTSD), and upward for conditions where patients tend to be older than average (eg, stroke, coronary artery disease). These effects are mitigated or reversed where a larger-than-average percentage of the population is higher in financial need.
Table 3. Unadjusted and adjusted predicted percentages of authentication by specific clinical condition.

<table>
<thead>
<tr>
<th>Condition group (N=6,012,875)</th>
<th>Unadjusted predicted percentages of authentication (CI)</th>
<th>Adjusted(^a) predicted percentages of authentication (CI)</th>
<th>Difference (adjusted–unadjusted)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HIV</td>
<td>15.33 (14.26-16.46)</td>
<td>16.20 (15.01-17.46)</td>
<td>0.87</td>
</tr>
<tr>
<td>Hyperlipidemia</td>
<td>11.78 (10.98-12.64)</td>
<td>16.11 (14.99-17.30)</td>
<td>4.33</td>
</tr>
<tr>
<td>Spinal cord injury</td>
<td>16.36 (15.23-17.55)</td>
<td>15.74 (14.58-16.98)</td>
<td>-0.62</td>
</tr>
<tr>
<td>Depression</td>
<td>15.21 (14.23-16.26)</td>
<td>15.34 (14.26-16.47)</td>
<td>0.13</td>
</tr>
<tr>
<td>Hypertension</td>
<td>11.05 (10.30-11.84)</td>
<td>14.97 (13.92-16.09)</td>
<td>3.92</td>
</tr>
<tr>
<td>Post-traumatic stress disorder</td>
<td>16.60 (15.56-17.70)</td>
<td>14.66 (13.62-15.76)</td>
<td>-1.94</td>
</tr>
<tr>
<td>Diabetes</td>
<td>12.51 (11.68-13.39)</td>
<td>14.53 (13.50-15.62)</td>
<td>2.02</td>
</tr>
<tr>
<td>Anxiety</td>
<td>15.37 (14.37-16.41)</td>
<td>13.95 (12.96-15.01)</td>
<td>-1.42</td>
</tr>
<tr>
<td>Traumatic brain injury</td>
<td>16.62 (15.55-17.76)</td>
<td>13.77 (12.77-14.83)</td>
<td>-2.85</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease</td>
<td>11.08 (10.34-11.88)</td>
<td>13.47 (12.51-14.50)</td>
<td>2.39</td>
</tr>
<tr>
<td>Hepatitis</td>
<td>10.64 (9.91-11.41)</td>
<td>13.34 (12.38-14.36)</td>
<td>2.70</td>
</tr>
<tr>
<td>Psychosis</td>
<td>11.63 (10.85-12.46)</td>
<td>13.02 (12.09-14.02)</td>
<td>1.39</td>
</tr>
<tr>
<td>Coronary artery disease</td>
<td>10.26 (9.56-11.00)</td>
<td>12.78 (11.86-13.76)</td>
<td>2.52</td>
</tr>
<tr>
<td>Congestive heart failure</td>
<td>9.89 (9.21-10.61)</td>
<td>12.64 (11.72-13.62)</td>
<td>2.75</td>
</tr>
<tr>
<td>Stroke</td>
<td>9.64 (8.97-10.35)</td>
<td>12.37 (11.46-13.33)</td>
<td>2.73</td>
</tr>
<tr>
<td>Alcohol abuse</td>
<td>10.90 (10.16-11.68)</td>
<td>12.08 (11.20-13.02)</td>
<td>1.18</td>
</tr>
</tbody>
</table>

\(^a\)After excluding patients with missing data for facility or one of the covariates, data for 5,988,043 observations were used for logistic regression analysis. Facility was included as a random effect in both unadjusted and adjusted logistic regression models to adjust for clustering and IPA variation between facilities. For all disease conditions, \(P<.001\) in both unadjusted and adjusted logistic regression analyses, except congestive heart failure (\(P=.74\)) in the unadjusted model.

\(^b\)Adjusted for presence of each other specific clinical condition and demographics including age (continuous), gender, race/ethnicity, economic need, and rural/urban residence. Race/ethnicity includes non-Hispanic white, non-Hispanic African-American, hispanic, other, and unknown/missing with white as reference group.

To better visualize effect modification of the association of authentication and clinical condition by age and economic need, we created a multi-attribute plot (see Figure 2). The horizontal axis shows the change in the relative rank after adjustment. The vertical axis is the mean age of veterans in the disease category. Further, the size of the bubbles is proportional to the percent of the population qualifying for free care based on income. The shading of the bubbles distinguishes trauma-related (black), mental health (white), and medical conditions (gray). Using dotted lines, we divided the figure into four quadrants divided by age (above vs below the mean age) and change in rank (above zero=increase in rank after adjustment). For example, we see in the upper right quadrant that all medical conditions affecting older than average patient populations (coronary artery disease, congestive heart failure, chronic obstructive pulmonary disease, stroke, diabetes, hypertension, and hyperlipidemia) have increased in rank post-adjustment.
Discussion

Principal Results

As of April 2012, the reach of My Health eVet, a national, multifunction, tethered PHR was less than 20% of veterans actively receiving care in VA, and no clinical group had adoption over 30%. Reach had increased from 16.3% in July 2009, as reported by Nazi et al [7,26] and was slightly lower than the 21.51% estimated by Tsai and Rosenheck [13] based on a survey of 7215 veterans conducted in 2010. During this early phase of adoption, we found that patients with trauma-related conditions and common mental health conditions were among the highest adopters, and patients with certain chronic, complex medical conditions were lower adopters. Adjusting for sociodemographic characteristics and comorbidities had a significant impact on the predicted probability of authentication. In April 2012, patients with PTSD, TBI, and SCI were the highest adopters of MHV. However, after adjustment, patients with HIV, hyperlipidemia, and SCI were predicted to be the most likely to authenticate. These changes illustrate that differences in actual adoption and use across conditions are at least partially driven by differences in the sociodemographic characteristics of patients by condition.

In prior studies, age, ethnicity, and income have been identified as important patient characteristics that predict Internet use in general, and patient portal use more specifically [27]. There were also large facility-level differences in the level of MHV adoption achieved, suggesting that facilities vary meaningfully in the outreach and support they provide to patients regarding adoption and use of MHV. Adjusting for sociodemographic characteristics, comorbidities, and facility-level differences is therefore important when studying PHR reach.

We did find that differences in adoption and use of MHV by health condition remained after adjustment for sociodemographic factors, comorbidities, and facility level variation. All conditions remained significantly associated with authentication in our multivariate model ($P<.001$ for all), and there were statistically significant differences across conditions in the predicted percentages of patients authenticating to MHV. How meaningful these differences are will be determined by the availability of PHR-based tools and interventions to improve self-management and/or health outcomes for patients with that condition. At the same time, the feasibility of developing and implementing such tools and interventions will likely be driven by PHR reach to patients with that condition.

Veterans with trauma-related conditions (TBI and SCI) were frequent PHR users in April 2012. After adjustment, only patients with SCI continued to have a high predicted percentage of authentication. The increased adoption among patients with TBI was largely moderated by their younger age (see Figure 1). Diagnosis of TBI continues to increase [28,29] among young veterans of recent conflicts. The cohort of veterans with TBI is younger, and the relative higher prevalence of adoption, as compared with the other specific clinical conditions, is highly moderated by age. To maximize the effectiveness of the PHR for this group of patients, an adaptive PHR user interface that specifically addresses the cognitive issues in this population may be required. Previous articles have proposed that information seeking and engagement in patient technologies may be driven by uncertainty in diagnosis or treatment associated with the patients’ condition [18]. Because TBI is a condition with varied presentation and uncertain treatment and outcomes, these proposed forces may be driving increased utilization.

Reach of the PHR among patients with depression, anxiety, and PTSD was also relatively high in April 2012. Although a previous study did not detect a significant overall difference in use between veterans receiving care in the VA with and without mental health diagnoses [13], our larger sample size has enabled us to detect differences in actual adoption and use. While these differences are attenuated after adjusting for sociodemographic
characteristics, comorbidities, and clustering of patients within facilities, having one of the above mental health diagnoses continues to be a significant predictor of authentication. Patients with depression, anxiety, and PTSD also have higher levels of use of PHRs. A relatively high percentage of these patients had used online prescription refills, and they were among the most likely to have used secure messaging. This was true despite the fact that secure messaging had not yet been implemented among mental health providers and was largely limited to primary care in April 2012. Depression, anxiety, and PTSD are prevalent in the general patient population as well as in VA [28,30-37]. Health care providers have expressed concern that mental health patients would be frequent users of the system, overloading the clinical team with questions and potentially using the system inappropriately. Our results suggest that there may be some reality underlying provider perceptions that patients with specific mental health conditions will frequently use the system. This may be due in part to the fact that patients with multiple medical conditions are more likely to also have mental health conditions [38], thus requiring more health care overall. Future research should address the effectiveness of mental health care via asynchronous secure messaging to assess whether PHRs and other patient-facing technologies improve appropriate access to care or increase inappropriate use.

Among medical conditions, patients with HIV had the highest levels of adoption of the PHR in April 2012, followed by those with diabetes. After adjustment for demographic characteristics, comorbid conditions, and for clustering of patients within facilities, patients with HIV, hyperlipidemia, hypertension, and diabetes had high probabilities of authentication. These are complex conditions, requiring multiple medications and frequent medical follow-up visits. We speculate that higher service utilization and increased need for self-management in these conditions are likely driving PHR adoption. The influence between patient technologies and service utilization may be bi-directional. Patients with more frequent visits to the VA may be more likely to be exposed to information on MHV and encouraged to register and authenticate by their providers and clinic staff. Introduction to PHR functions such as secure messaging can also result in increased service utilization, perhaps by making it easier for patients to raise concerns via online communication with their providers [17]. These conditions also benefit from better nutrition and medication management, as well as improved tracking and monitoring of vitals and readings (eg, blood pressure, blood sugar, weight) and viewing of chemistry/hematology laboratory results (eg, hemoglobin A1c, lipids, CD4+ cell counts, viral load), all of which can be accomplished with assistance from the PHR. In addition, the more medications a patient has, the more potential benefit they may derive from access to the medication refill function of the PHR.

Limitations

Because the veteran population differs from the general US population in many ways, including higher economic need, higher burden of substance abuse and mental illness, and higher proportion of male patients [29,32,39], these results are not strictly generalizable to non-VA populations. However, it seems likely that adoption and use of PHRs is also driven by clinical need and moderated by patient sociodemographics in non-VA populations [16].

This analysis is limited in the types of PHR use we were able to measure. Understanding the extent of use of other MHV features currently available to veterans, such as medication management tools and wellness reminders, would be of future interest since these features have the potential to improve both medication adherence and evidence-based care [40-42]. In addition, knowledge regarding use of the chronic disease self-management component of MHV is of interest since such features have the potential to significantly improve health outcomes [43-45]. However, at the time of this analysis, our only available measures of “use” were the use of secure messaging or prescription refills. More detailed measures of use are needed to assess the impact of the PHR implementation on outcomes relevant to specific clinical conditions.

After adjusting for patients’ sociodemographic characteristics, their other comorbidities, and the facility at which they received their care, we continued to observe differences in adoption and use of the PHR by diagnosis. However, these analyses were not able to uncover what drives these differences. Also, our analyses also did not focus on patterns of adoption and use among patients with common and/or costly combinations of chronic conditions (eg, diabetes, hyperlipidemia, and hypertension) [46]. Future research should attempt to understand drivers of and barriers to PHR adoption and use.

Implications for Future Research and PHR Interventions

Variations in adoption and use by diagnosis have implications for delivery of interventions through a PHR or patient portal. Although adoption remained low (less than 30% registered and 17% authenticated in April 2012) for each specific clinical condition, certain groups, such as younger patients with mental illness, may be more ready for and receptive to targeted interventions delivered through a PHR. Understanding the level of adoption and the types of use among patients with the most prevalent clinical conditions can help with prioritizing the development of eHealth tools with the potential to improve self-management and further engage a given patient subgroup.

Our results identified significant gaps in adoption and use. Specifically, reach among patients with certain complex, chronic medical conditions was lower than for those in the high-adoption conditions. Thus, in this phase of early adoption, opportunities are being missed for supporting those with medical conditions that require intensive treatment and self-management via functions of a tethered PHR. These groups should be provided with outreach and supported with interventions including training or educational materials and proactive “help desk” support.

Conclusions

To our knowledge, this is the first report using national EHR data to associate PHR reach with patient diagnoses. We reported unadjusted reach and then calculated adjusted predicted percentages. Both the unadjusted and adjusted measures have important implications. The unadjusted relative reach reflects the current reality within the Veterans Health Administration
and suggests that patients with specific clinical conditions may require additional interventions to support adoption and use. The adjusted estimates provide insights as to the effect of age and economic status on PHR adoption. Although the digital divide of technology access frequently cited in the literature [47] has narrowed, it still exists for older veterans [25] and those of higher economic need [48].

Although an earlier pilot version of My HealtheVet had high satisfaction [26] and appeared to improve patient-provider communication and patient engagement in care [49], considerable research needs to be done on the ability of PHRs to support continuous, coordinated, patient-centered, efficient care that is high quality and safe [7]. By first developing interventions for patient populations most ready to adopt them, while providing training and outreach to those groups lagging in adoption, we can move this research agenda forward more rapidly and effectively. Because many patients, both within VA and outside, are multimorbid with mental and medical conditions, future research should also examine how the need to manage multiple comorbid medical and mental health conditions impacts PHR adoption and use.
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Abstract

Background: With increasing attention given to the quality of chronic disease care, a measurement approach that empowers consumers to participate in improving quality of care and enables health services to systematically introduce patient-centered initiatives is needed. A Web-based survey with complex adaptive questioning and interactive survey items would allow consumers to easily identify and prioritize detailed service initiatives.

Objective: The aim was to develop and test a Web-based survey capable of identifying and prioritizing patient-centered initiatives in chronic disease outpatient services. Testing included (1) test-retest reliability, (2) patient-perceived acceptability of the survey content and delivery mode, and (3) average completion time, completion rates, and Flesch-Kincaid reading score.

Methods: In Phase I, the Web-based Consumer Preferences Survey was developed based on a structured literature review and iterative feedback from expert groups of service providers and consumers. The touchscreen survey contained 23 general initiatives, 110 specific initiatives available through adaptive questioning, and a relative prioritization exercise. In Phase II, a pilot study was conducted within 4 outpatient clinics to evaluate the reliability properties, patient-perceived acceptability, and feasibility of the survey. Eligible participants were approached to complete the survey while waiting for an appointment or receiving intravenous therapy. The age and gender of nonconsenters was estimated to ascertain consent bias. Participants with a subsequent appointment within 14 days were asked to complete the survey for a second time.

Results: A total of 741 of 1042 individuals consented to participate (71.11% consent), 529 of 741 completed all survey content (78.9% completion), and 39 of 68 completed the test-retest component. Substantial or moderate reliability (Cohen’s kappa>0.4) was reported for 16 of 20 general initiatives with observed percentage agreement ranging from 82.1%-100.0%. The majority of participants indicated the Web-based survey was easy to complete (97.9%, 531/543) and comprehensive (93.1%, 505/543). Participants also reported the interactive relative prioritization exercise was easy to complete (97.0%, 189/195) and helped them to decide which initiatives were of most importance (84.6%, 165/195). Average completion time was 8.54 minutes (SD 3.91) and the Flesch-Kincaid reading level was 6.8. Overall, 84.6% (447/529) of participants indicated a willingness to complete a similar survey again.

Conclusions: The Web-based Consumer Preferences Survey is sufficiently reliable and highly acceptable to patients. Based on completion times and reading level, this tool could be integrated in routine clinical practice and allows consumers to easily...
participate in quality evaluation. Results provide a comprehensive list of patient-prioritized initiatives for patients with major chronic conditions and delivers practice-ready evidence to guide improvements in patient-centered care.

*(J Med Internet Res 2014;16(12):e292)*  doi: [10.2196/jmir.3545](http://dx.doi.org/10.2196/jmir.3545)
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### Introduction

#### Background

In the past decade, chronic diseases have become the leading cause of death worldwide and are associated with 59% of deaths and 46% of the global disease burden [1]. Prevalent chronic diseases include hypertension, diabetes mellitus, arthritis, asthma, chronic obstructive pulmonary disease, nonmelanoma cancers, and depression [2,3]. Care for chronic diseases usually requires comprehensive, personalized, and long-term services involving multidisciplinary teams. This complex care is often delivered by outpatient clinics, which are defined as services providing diagnostic or therapeutic care not requiring an overnight stay in a medical institution [4].

Within most developed countries, hospital-based outpatient clinics provide a substantial proportion of health care services and require considerable resources. For example, within Australia, hospital outpatient costs in 2011 represented approximately 61% of all health care spending [5]. The National Hospital Ambulatory Medical Care Survey reported 96.1 million outpatient department visits within the United States in 2009 alone [6]. Therefore, quality assurance initiatives targeting hospital-based outpatient services have the potential to deliver substantial benefits from both a patient perspective and a health service efficiency perspective.

A patient-centered framework is a critical component to improving chronic disease care. Patient-centered care recognizes the values, preferences, and involvement of patients and their loved ones and establishes patients as an expert information source for assessing health care quality [7]. This quality indicator has been adopted into both evaluation practice and national policies including the Australian National Health Performance Framework [8]; the United Kingdom’s National Standards, Local Action, Health and Social Care Standards and Planning Framework [9]; and the Canadian Institute for Health Information’s Health Indicators [10].

Appropriate measurement of patient-centered care is essential to quality evaluation practices. Patient satisfaction surveys and unmet need measures, such as the Supportive Care Need Survey [11] and the Camberwell Assessment of Needs [12], elicit participants’ evaluations of outpatient care and are traditionally administered in pen-and-paper format [13]. These tools allow consumers to identify existing gaps in care and summarize perceptions of health services. For example, studies of cancer patients indicated that most were satisfied with their overall care [14], but improvement was needed regarding information, relationship, and patient care needs [15-17]. Outpatients with mental disorders reported unmet needs in psychological, relationship, and activities of daily living domains [18]. Other groups, such as patients with cardiovascular disease, reported unmet information and psychological needs [19]. Overall, such literature suggests that health care services struggle to address the needs of patients who require frequent care and have greater disease severity [20]. Results from intervention studies also suggest that attempts to translate results from needs assessment tools into practice has limited or inconsistent effects on care, outcomes, and satisfaction [13,21,22].

#### Practice-Ready Evidence and Consumer Engagement in Designing Health Service Initiatives

The gap in translating unmet needs to improved patient-centered care may be related to difficulties in operationalizing the results of needs assessment tools. To operationalize these data and influence practice, it is important to gather additional evidence to identify patients’ preferences for changes within their health care services, strategically introduce initiatives according to patients’ priorities, provide clear and feasible service-level targets for initiatives, and provide sufficient detail to design initiatives that align closely with patients’ preferences and priorities. Static needs assessment tools are generally not designed to deliver such comprehensive, practice-ready, and influential data across multiple chronic conditions.

First, needs assessment tools do not enable patients to be highly specific about which unmet needs should be addressed within outpatient clinics. For example, although existing tools may facilitate patients’ identification of loneliness as an unmet need, patients may not expect health professionals to provide support for this issue [13]. For unmet needs that patients do want addressed within outpatient clinics, the level of detail provided by current needs assessment tools is unlikely to be adequate. For example, parking is a frequently identified unmet need, but it is reported without specificity regarding what could be changed—spaces for clinic patients only or drop-off zones for caregivers? Without a tool capable of identifying which specific action is most likely to improve patients’ experiences, health services may fail to resolve the issue. A Web-based tool with adaptive questioning would allow participants to provide information that is more detailed and personally relevant and would eliminate the time and effort required to navigate inapplicable content.

Second, an accurate method of identifying initiatives in order of priority is needed to direct limited health resources to those of greatest importance to patients. In a recent literature review of needs assessment tools frequently used in oncology care, no tool included a priority setting exercise capable of generating a comprehensive yet concise list of specific service initiatives [23]. Efforts that generate such information, such as willingness...
to pay or contingent valuation, are complex tasks for participants to complete using the traditional pen-and-paper format [24]. A Web-based tool with interactive survey content can be used to efficiently examine consumers’ priorities.

Third, to elicit change, tools must produce results in a form that can be readily used by health service providers and managers. Items identified by patients must be modifiable on a service level and recognized as relevant by the service providers who receive the information [25].

Finally, previous research suggests that to integrate patient-reported surveys into routine clinic practice, tools should be psychometrically robust, acceptable to patients with structured and comprehensive content, and feasible to administer in health care settings as measured by completion times and ease of administration [13]. Web-based survey software can be used to ensure these criteria are met. For example, research indicates use of this technology allows for improved readability and comprehension with simplified question formats, convenient data entry, reduction of missing data, complete timing statistics recorded by the software, and reduced administration times as compared to pen-and-paper versions [13,26,27].

Need for a Comprehensive Tool to Inform Health Service Initiatives Based on Consumers’ Preferences

This study reports the development and evaluation process for an interactive Web-based tool capable of providing practice-ready, influential information suitable for designing patient-centered service initiatives for chronic disease care. This information-generating tool, the Consumer Preferences Survey, includes a set of general initiatives. Using adaptive questioning and interactive survey content, the survey also contains a comprehensive list of initiatives that are more detailed and a priority setting exercise. This will offer an alternative and efficient data collection method for identifying and introducing strategic changes to outpatient services.

This study aimed to:

1. Systematically construct a tool that (1) includes a comprehensive set of patient-centered initiatives that can be introduced at a service level, (2) allows participants to easily generate a personalized list of initiatives that would improve their experiences as an outpatient, and (3) generates practice-ready and actionable evidence in the form of a list of patient-prioritized initiatives (Phase 1).

2. Establish the following in relation to this tool: (1) test-retest reliability, (2) patient-perceived acceptability of the survey content and delivery mode, and (3) average completion time, completion rates, and Flesch-Kincaid reading score (Phase 2).

Methods

Phase 1: Systematic Development and Pretesting of the Consumer Preferences Survey

Structured Literature and Stakeholder Review

Given the extensive qualitative work underpinning measures of need and satisfaction with patient-centered care [23,28], a literature-based approach was used to generate a comprehensive pool of item content (overarching domains and health service initiatives), preference eliciting techniques (item stems and response scales), and possible prioritization exercises.

A total of 336 articles were reviewed for item content and techniques. A total of 179 unique items and 6 unique domains were identified. Approximately 5 unique item stems were identified which incorporated concepts such as satisfaction with care, impact or value of an initiative, and perceived importance of an initiative. Four relative prioritization exercises were developed and included: ranking processes, modified willingness-to-pay questions, visual apportioning of a pie chart to respective health service initiatives, and a visual analog scale in which participants were asked to place initiatives according to importance.

Items and techniques generated by the structured literature review were circulated to 2 expert committees using an iterative process. The first committee included chronic disease physicians, health service managers from hospital-based specialist services, community-based chronic disease experts, and health behavior researchers including an academic biostatistician and a health economist (n=20). The second committee included consumer advocates and health service users within cancer, neurology, and cardiology fields (n=27).

Final Survey Content

After 2 rounds of feedback from each expert group, a total of 23 general service initiatives were generated from the item pool (Table 1). These initiatives were organized as 4 steps in the process of care: (1) scheduling an appointment, (2) arriving at an appointment, (3) during a clinical appointment, and (4) managing a chronic illness at home (Figure 1). Both expert committees preferred this approach. By allowing participants to sequentially consider each way in which care was experienced and could be improved, recall bias and cognitive burden may be reduced. However, these areas are not considered latent variables or constructs.

Participants selected initiatives that would greatly improve their experience within the outpatient clinic from lists presented on the touchscreen computer. This is considered a dichotomous response scale. Selected initiatives were recorded as 1 and unselected initiatives were coded as zero. If a general initiative was selected, the survey displayed a subsequent list of specific health service initiatives using adaptive questioning: “On the last screen, you indicated that [general health service initiative] could improve your experience (Figures 2 and 3. What specifically could the clinic change to help you? [list of possible specific health services initiatives displayed].” A total 110 specific health service initiatives were available, including having emergency appointments available within a week (making an appointment), being informed of estimated wait times on arrival (arriving at an appointment), an action plan is created to address your concerns (during an appointment), and knowing which symptoms require emergency attention (self-management at home). Only those participants who selected all 23 broad health service initiatives would view all 110 detailed health service initiatives. Complete survey content is available in Multimedia Appendix 1.
Once the 4 steps were completed, participants who selected more than 5 general initiatives were presented with an autopopulated list of their previous selections and were asked to choose the 5 initiatives that were of greatest importance to them. These participants and those individuals who selected at least 2 but less than 5 initiatives were directed to a modified relative prioritization exercise. Participants were asked to allocate 100 points across their desired initiatives to indicate the relative perceived importance of each (Figures 4 and 5).

Table 1. Consumer Preferences Survey content by area of care, including number of possible specific initiatives.

<table>
<thead>
<tr>
<th>Area of care and general initiatives</th>
<th>Specific initiatives (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1. Making an appointment</strong></td>
<td></td>
</tr>
<tr>
<td>Schedule convenient times</td>
<td>7</td>
</tr>
<tr>
<td>Easy contact with clinic staff</td>
<td>2</td>
</tr>
<tr>
<td>Transportation to appointment</td>
<td>3</td>
</tr>
<tr>
<td><strong>2. Arriving at an appointment</strong></td>
<td></td>
</tr>
<tr>
<td>Car parking</td>
<td>7</td>
</tr>
<tr>
<td>Comfortable wait rooms</td>
<td>10</td>
</tr>
<tr>
<td>Reduced time in wait rooms</td>
<td>3</td>
</tr>
<tr>
<td>Having friends or family with you</td>
<td>—</td>
</tr>
<tr>
<td><strong>3. During clinical appointment</strong></td>
<td></td>
</tr>
<tr>
<td>Provide more information</td>
<td>4</td>
</tr>
<tr>
<td>Ensure all your concerns are addressed</td>
<td>4</td>
</tr>
<tr>
<td>Involve you more in treatment decisions</td>
<td>3</td>
</tr>
<tr>
<td>Keep you up-to-date on the progress of your treatment and condition</td>
<td>3</td>
</tr>
<tr>
<td>Ensure good interactions and relationships with all clinic staff</td>
<td>5</td>
</tr>
<tr>
<td>Provide comfortable and pleasant treatment rooms</td>
<td>10</td>
</tr>
<tr>
<td>Provide good quality hospital catering</td>
<td>—</td>
</tr>
<tr>
<td>Better coordination of your care and information</td>
<td>7</td>
</tr>
<tr>
<td>Minimize pain or discomfort when you receive treatment</td>
<td>4</td>
</tr>
<tr>
<td><strong>4. Managing at home</strong></td>
<td></td>
</tr>
<tr>
<td>Help with physical symptoms</td>
<td>6</td>
</tr>
<tr>
<td>Help with emotional health or relationships</td>
<td>4</td>
</tr>
<tr>
<td>Help with daily activities and healthy lifestyles</td>
<td>6</td>
</tr>
<tr>
<td>Help with employment, finances, or insurance</td>
<td>5</td>
</tr>
<tr>
<td>Information on your condition and treatment</td>
<td>8</td>
</tr>
<tr>
<td>Support and involvement of family and friends</td>
<td>5</td>
</tr>
<tr>
<td>Knowledge on how to handle a medical emergency</td>
<td>4</td>
</tr>
</tbody>
</table>
Figure 1. Screenshot of the Consumer Preferences Survey, introduction and instruction screen.

Figure 2. Screenshot of the Consumer Preferences Survey, selecting general initiatives.
Figure 3. Screenshot of the Consumer Preferences Survey, selecting specific initiatives.
Figure 4. Screenshot of Consumer Preferences Survey, instructions for relative prioritization exercise.

Figure 5. Screenshot of Consumer Preferences Survey, relative prioritization exercise.
Final Web-Based Format

To facilitate adaptive questioning and the branching patterns required to navigate the survey, a novel software program using touchscreen technology was developed in collaboration with health behavior researchers and information technology experts [29]. To confirm the technical functionality and usability of the survey software, a total of 75 participants pretested the final format without error.

To commence the survey, a research assistant first registered the user with a unique username before handing the touchscreen device to the participant. This registration step allowed participants to pause and restart the survey without losing previously entered information by re-entering their username. The unique username was stored with each result set, and removed before analysis, to allow detection of nonunique participants. If a duplicate was discovered, the entry with complete data only was used for analysis.

Once a username was created, participants were able to progress through the survey using a clearly presented “Next” button located at the bottom of every survey page. Participants were also able to navigate to previous responses using the “Back” button. All participants received 4 instruction screens and 4 screens listing the 23 general initiatives. In the unlikely scenario a participant selected all general initiatives, based on adaptive questioning they would receive an additional 7 screens listing 110 specific initiatives. The prioritization exercise included 2 instruction screens and 2 exercise screens. The maximum number of survey items presented on a screen was 4 and participants may have been required to page scroll to view all items.

Phase 2: Test-Retest Reliability and Patient Acceptability of the Consumer Preferences Survey

Clinic Settings

High-volume tertiary outpatient medical oncology, cardiology, and neurology clinics were included to ensure the pilot sample reflected a range of prevalent chronic illnesses. Pilot sites included a public tertiary outpatient clinic specializing in both cardiology and neurology care, a public tertiary outpatient clinic specializing in oncology care, and a private tertiary outpatient clinic specializing in intravenous chemotherapy only.

Participant Eligibility

Eligible participants were able to read English, 18 years of age or older, and had attended the clinic at least once prior to recruitment. A subsample of participants completed the survey again within 14 days to assess test-retest reliability. Eligibility for the test-retest component of the study required written consent and a second appointment scheduled within 10-14 days. Participants also reported the reason for attending the clinic with response options of a routine exam for a diagnosed condition, discussion of symptoms for a diagnosed or nondiagnosed condition, or to receive tests or treatments.

Recruitment and Survey Administration

Trained research assistants approached patients in the outpatient clinic waiting rooms or intravenous chemotherapy treatment spaces. Eligible participants were invited to complete the survey at the time of recruitment only and individuals were not provided the website address to access the survey outside of the clinic setting. The survey was voluntary, not advertised, and no incentives to participate were offered. The age and gender of nonconsenters was estimated to ascertain consent bias.

Measures

The touchscreen survey consisted of the Consumer Preferences Survey and the following:

1. Demographic information: age, gender, marital status, education, private health insurance, concessional card, Aboriginal or Torres Strait Islander origin, and appointment frequency within the past 3 months were collected. Participants also reported the reason for attending the clinic with response options of a routine exam for a diagnosed condition, discussion of symptoms for a diagnosed or nondiagnosed condition, or to receive tests or treatments.

2. Acceptability items: a total of 6 questions assessed the acceptability of the Consumer Preferences Survey: (1) Do you think the directions given for filling out the survey were adequate?, (2) Overall, how would you rate the length of the survey? with response options “it was too short,” “it was just right,” or “it was too long,” (3) Did the survey miss any changes that could improve your experience in this outpatient clinic?, (4) Did you find filling in the survey confusing or difficult?, (5) Would you be willing to complete a similar survey in the future?, and (6) Do you believe the survey will provide an accurate summary of initiatives which could improve your experience within the outpatient clinic? Only those participants who reported difficulty completing the survey were asked additional questions assessing the ease of navigation, layout or functioning of iPad screens, adequacy of directions, and whether some changes would be helpful. Participants who selected at least 2 general initiatives and were instructed to complete the relative prioritization exercise received 3 additional questions, including (1) Do you think the directions given for this exercise were adequate?, (2) Did this exercise help you to decide which changes to the clinic are most important to you?, and (3) Did you find this exercise difficult?

Data Analysis

To examine test-retest reliability, nonweighted Cohen’s kappa coefficients and percent agreements were calculated to report differences between responses at participants’ first completion of the survey and second completion of the survey. Items with a kappa value equal to or greater than .60 were considered to have substantial test-retest reliability [30]. Those items reporting a kappa value from .40 to .59 were considered to have moderate test-retest reliability.

Acceptability items were examined using proportions and 95% confidence intervals. Differences in estimated age, gender, or clinic characteristics of consenters or nonconsenters were examined using chi-square statistics. A P value of <.05 was considered statistically significant.

Ease of integration of the Consumer Preferences Survey was assessed by examining Flesch-Kincaid reading level [31],
average time to complete, and survey completion rates. The survey software recorded timing statistics and survey completion rates. The average time to complete, including standard deviations, each portion of the survey is reported.

**Institutional Review Board Approval and Data Protection**

Ethics approval was provided by Hunter New England Human Research Ethics Committee and the University of Newcastle Human Research Ethics Committee. Consent was implied if an individual chose to begin the survey. All personal information was immediately uploaded via an encrypted channel and stored on secure university servers with password-protected access granted to study researchers only.

**Results**

**Summary**

A total of 1042 chronic disease outpatients were approached to participate over a 10-month period from March to December 2013. A total of 741 individuals agreed to participate—a 71.11% consent rate (**Table 2**). Of the 301 individuals who declined to participate, clinic site was documented and age and gender estimated for 291 individuals (96.7%). Of the 741 consenting participants, age, gender, and clinic sites were recorded for 674 individuals (91.0%). There were no significant differences between consenters and nonconsenters by gender ($P=.85$). Age category was significantly related to consent ($P=.007$). Consent rates were also significantly higher within the privately funded intravenous chemotherapy clinic compared with both the publically funded oncology clinic and publically funded cardiology and neurology clinic ($P=.001$).

A total of 143 of 184 medical oncology participants (consent rate 78.1%) were willing to participate in the test-retest component. Only 68 of these 143 had a scheduled appointment within 14 days (48.9% eligibility). Due to rescheduled appointments and participants’ physical well-being at the second appointment, 39 participants were included in the final test-retest sample.

**Table 2.** Demographic characteristics by consent status for Consumer Preferences Survey pilot (N=965).

<table>
<thead>
<tr>
<th>Demographic characteristic</th>
<th>Nonconsenters, n (%)</th>
<th>Consenters, n (%)</th>
<th>$\chi^2$ (df)</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male (n=438)</td>
<td>134 (46.2)</td>
<td>304 (45.1)</td>
<td>0.04 (1)</td>
<td>.85</td>
</tr>
<tr>
<td>Clinic site</td>
<td></td>
<td></td>
<td>14.7 (2)</td>
<td>.001</td>
</tr>
<tr>
<td>Public oncology (n=476)</td>
<td>148 (31.1)</td>
<td>328 (68.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Public cardiology and neurology (n=415)</td>
<td>135 (32.5)</td>
<td>280 (67.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private oncology (n=74)</td>
<td>8 (10.8)</td>
<td>66 (89.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age category</td>
<td></td>
<td></td>
<td>14.1 (4)</td>
<td>.007</td>
</tr>
<tr>
<td>18-25 (n=38)</td>
<td>5 (2.7)</td>
<td>33 (4.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>26-40 (n=155)</td>
<td>49 (16.8)</td>
<td>106 (16.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>41-55 (n=262)</td>
<td>80 (27.9)</td>
<td>182 (25.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>56-70 (n=354)</td>
<td>95 (31.9)</td>
<td>259 (35.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥71 (n=156)</td>
<td>62 (20.8)</td>
<td>94 (18.2)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Sample Demographic Characteristics**

A total sample of 674 participants completed the demographic module and included 394 medical oncology patients (58.5%) and 280 (41.5%) cardiology or neurology patients (**Table 3**). Females were slightly overrepresented (54.9%, 370/674) in the sample and the average age was approximately 59.7 years (SD 15.5 years). Participants were most likely to have attained a high school equivalent of year 10 or lower (49.2%, 332/674) and to be married or living with a partner (66.3%, 447/674). The most common reported reasons for attending the clinic were related to a diagnosed condition, with 41.9% (282/674) of participants attending for a routine exam and 30.5% (206/674) attending to receive tests or treatment.
Table 3. Sample demographic characteristics of Consumer Preferences Survey pilot test (N=674).

<table>
<thead>
<tr>
<th>Sample characteristics</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>59.7 (15.5)</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>304 (45.1)</td>
</tr>
<tr>
<td>Highest level of education attained, n (%)</td>
<td></td>
</tr>
<tr>
<td>High school equivalent of year 10 or lower</td>
<td>332 (49.2)</td>
</tr>
<tr>
<td>High school completion</td>
<td>93 (13.8)</td>
</tr>
<tr>
<td>Diploma or trade certificate</td>
<td>140 (20.8)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>63 (9.4)</td>
</tr>
<tr>
<td>Not specified</td>
<td>46 (6.8)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Married or living with partner</td>
<td>447 (66.3)</td>
</tr>
<tr>
<td>Single</td>
<td>84 (12.5)</td>
</tr>
<tr>
<td>Widowed</td>
<td>84 (12.5)</td>
</tr>
<tr>
<td>Not specified</td>
<td>59 (8.7)</td>
</tr>
<tr>
<td>Aboriginal and/or Torres Strait Islander origin, n (%)</td>
<td>28 (4.2)</td>
</tr>
<tr>
<td>No private insurance coverage, n (%)</td>
<td>361 (53.6)</td>
</tr>
<tr>
<td>Concessional card, n (%)</td>
<td>448 (66.5)</td>
</tr>
<tr>
<td>Chronic condition group, n (%)</td>
<td></td>
</tr>
<tr>
<td>Cardiology or neurology</td>
<td>280 (41.5)</td>
</tr>
<tr>
<td>Medical oncology</td>
<td>394 (58.5)</td>
</tr>
<tr>
<td>Medical oncology private facility, n (%)</td>
<td>66 (9.8)</td>
</tr>
<tr>
<td>Reason for attending, n (%)</td>
<td></td>
</tr>
<tr>
<td>To discuss symptoms, treatments or tests for diagnosed condition</td>
<td>121 (17.9)</td>
</tr>
<tr>
<td>To discuss symptoms or tests for undiagnosed condition</td>
<td>49 (7.3)</td>
</tr>
<tr>
<td>To receive tests or treatments for diagnosed condition</td>
<td>206 (30.5)</td>
</tr>
<tr>
<td>For a routine exam for a diagnosed condition</td>
<td>282 (41.9)</td>
</tr>
<tr>
<td>Not specified</td>
<td>16 (2.4)</td>
</tr>
<tr>
<td>Number of appointments in last 3 months, n (%)</td>
<td></td>
</tr>
<tr>
<td>1 in last 6 months</td>
<td>328 (48.7)</td>
</tr>
<tr>
<td>2-3</td>
<td>145 (21.5)</td>
</tr>
<tr>
<td>4-5</td>
<td>92 (13.6)</td>
</tr>
<tr>
<td>6</td>
<td>31 (4.6)</td>
</tr>
<tr>
<td>≥7</td>
<td>73 (10.8)</td>
</tr>
<tr>
<td>Not specified</td>
<td>3 (0.8)</td>
</tr>
</tbody>
</table>

Reliability Statistics

A total of 39 oncology patients participated in the test-retest component (Table 4). Substantial test-retest reliability was reported for 9 general initiative items (Cohen’s kappa>.6) and moderate test-retest reliability was reported for 7 general initiatives (Cohen’s kappa=.40-.59). Four initiatives reported a value below a .4 threshold, indicating poor reliability. However, observed agreement for these items ranged from 94.9%-97.4%. There were an insufficient number of observations to calculate a test statistic for 3 initiatives. Across all initiatives, the average observed agreement was 93.7% with moderate test-retest reliability (Cohen’s kappa=.53).
Table 4. Cohen’s kappa values and observed percentage agreement for general initiatives (n=39).

<table>
<thead>
<tr>
<th>General initiatives selected by area of care</th>
<th>Observed agreement (%)</th>
<th>Cohen’s κ (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Area of care: making an appointment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Provide more convenient appointment times</td>
<td>89.7</td>
<td>.44 (–.01, .09)</td>
</tr>
<tr>
<td>Make it easier to contact the clinic</td>
<td>94.9</td>
<td>.64 (.18, 1.00)</td>
</tr>
<tr>
<td>Help to arrange transport to and from the clinic</td>
<td>94.9</td>
<td>.47 (.15, 1.00)</td>
</tr>
<tr>
<td>None selected</td>
<td>89.7</td>
<td>.69 (.40, .97)</td>
</tr>
<tr>
<td>Total number selected</td>
<td>87.2</td>
<td>.62 (.46, .68)</td>
</tr>
<tr>
<td>2. Area of care: arriving at an appointment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Improve car parking</td>
<td>89.7</td>
<td>.79 (.59, .98)</td>
</tr>
<tr>
<td>Provide a comfortable and pleasant waiting room&lt;sup&gt;a&lt;/sup&gt;</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Reduce waiting times</td>
<td>94.9</td>
<td>.47 (.15, 1.00)</td>
</tr>
<tr>
<td>Ensure family and friends are comfortable within waiting rooms</td>
<td>97.4</td>
<td>.66 (.03, 1.00)</td>
</tr>
<tr>
<td>None selected</td>
<td>82.1</td>
<td>.64 (.40, .88)</td>
</tr>
<tr>
<td>Total number selected</td>
<td>84.6</td>
<td>.71 (.52, .95)</td>
</tr>
<tr>
<td>3. Area of care: arriving at an appointment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Provide more information about treatment and condition</td>
<td>97.4</td>
<td>0</td>
</tr>
<tr>
<td>Ensure your concerns are discussed with health care professionals</td>
<td>97.4</td>
<td>.79 (.38, 1.00)</td>
</tr>
<tr>
<td>Involve you in treatment decisions</td>
<td>100.0</td>
<td>1.00 (1.00, 1.00)</td>
</tr>
<tr>
<td>Keep you up-to-date on your treatment and condition progress</td>
<td>92.3</td>
<td>.53 (.06, .99)</td>
</tr>
<tr>
<td>Ensure good interactions with all clinic staff</td>
<td>97.4</td>
<td>0</td>
</tr>
<tr>
<td>Provide a comfortable and pleasant treatment room&lt;sup&gt;a&lt;/sup&gt;</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Provide good hospital catering</td>
<td>89.7</td>
<td>.55 (.18, .92)</td>
</tr>
<tr>
<td>Better coordination of your care</td>
<td>97.4</td>
<td>.66 (.03, 1.00)</td>
</tr>
<tr>
<td>Minimize pain or discomfort during treatment&lt;sup&gt;a&lt;/sup&gt;</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>None selected</td>
<td>84.6</td>
<td>.60 (.32, .88)</td>
</tr>
<tr>
<td>Total number selected</td>
<td>79.5</td>
<td>.50 (.33, .80)</td>
</tr>
<tr>
<td>4. Area of care: managing your condition at home</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Access to help or information to manage physical symptoms</td>
<td>97.4</td>
<td>.66 (.03, 1.00)</td>
</tr>
<tr>
<td>Access to help or information to manage emotional symptoms</td>
<td>94.9</td>
<td>−.03 (−.09, .04)</td>
</tr>
<tr>
<td>Access to help in order to maintain activities of daily living</td>
<td>94.9</td>
<td>−.03 (−.09, .04)</td>
</tr>
<tr>
<td>Access to help or information relating to finance, work, insurance</td>
<td>97.4</td>
<td>.84 (.54, 1.00)</td>
</tr>
<tr>
<td>Access to information to review at home</td>
<td>94.9</td>
<td>.48 (−.12, 1.00)</td>
</tr>
<tr>
<td>Access to help or information for family support</td>
<td>94.9</td>
<td>.48 (−.12, 1.00)</td>
</tr>
<tr>
<td>Information on how to manage medical emergencies</td>
<td>94.9</td>
<td>.64 (.19, 1.00)</td>
</tr>
<tr>
<td>None selected</td>
<td>89.7</td>
<td>.72 (.46, .97)</td>
</tr>
<tr>
<td>Total number selected</td>
<td>84.6</td>
<td>.60 (.29, .63)</td>
</tr>
</tbody>
</table>

<sup>a</sup> Insufficient number of observations to calculate a test statistic.

Acceptability Statistics

A total of 543 of 674 individuals (80.6%) completed the acceptability items related to selecting and navigating general initiatives and 529 (78.9%) completed items related to the perceived value of survey results (Table 5). This noncompletion rate was observed for those participants who were called into their appointment before completing the survey. Of the 543 participants, most found the Consumer Preferences Survey easy to complete (97.9%, 531/543), comprehensive (93.1%, 506/543), an appropriate length (95.5%, 519/543), and thought adequate directions were provided (98.3%, 534/543). Of the 195 participants who received the relative prioritization exercise,
the majority indicated it was easy to complete (97.0%, 189/195) and that directions were clear (94.6%, 184/195).

A minority of participants indicated they were unsure if the results were an accurate summary of the initiatives desired (17.4%, 92/529) or were unsure if they would be willing to complete a similar survey in future (9.9%, 52/529). However, the majority of participants (80.7%, 427/529) believed the survey results were an accurate summary of initiatives that could improve their experience within the outpatient clinic, whereas 84.6% (165/195) reported the relative prioritization exercise helped them to decide which general initiatives were of greatest importance. Overall, 84.6% (448/529) of participants were willing to complete a similar survey in the future. The Flesch-Kincaid reading level was grade 6.8, indicating that those who completed 7 years of formal education would be able to easily comprehend the survey content.

**Table 5.** Reported acceptability of the Consumer Preferences Survey, including relative prioritization exercise.

<table>
<thead>
<tr>
<th>Acceptability</th>
<th>Participants, % (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selecting and navigating general initiatives (n=543)</td>
<td></td>
</tr>
<tr>
<td>The directions provided were adequate</td>
<td>98.3 (97.2-99.6)</td>
</tr>
<tr>
<td>The length of the survey was appropriate</td>
<td>95.5 (93.5-97.5)</td>
</tr>
<tr>
<td>The survey was comprehensive of all initiatives</td>
<td>93.1 (90.7-95.6)</td>
</tr>
<tr>
<td>The survey was clear and easy to complete</td>
<td>97.9 (96.4-99.3)</td>
</tr>
<tr>
<td>Completing the relative prioritization exercise (n=195)</td>
<td></td>
</tr>
<tr>
<td>The directions for the points exercise was adequate</td>
<td>94.6 (92.2-97.0)</td>
</tr>
<tr>
<td>The point exercise helped to decide what was important</td>
<td>84.6 (80.4-88.8)</td>
</tr>
<tr>
<td>The point exercise was clear and easy to complete</td>
<td>97.0 (95.2-98.8)</td>
</tr>
<tr>
<td>Overall value of survey (n=529)</td>
<td></td>
</tr>
<tr>
<td>The survey is an accurate summary of the initiatives desired</td>
<td>80.7 (77.0-84.5)</td>
</tr>
<tr>
<td>Willing to complete a similar survey in the future</td>
<td>84.6 (81.0-88.2)</td>
</tr>
</tbody>
</table>

*Completed by only those participants with 2 or more general initiatives selected.*

**Completion Rates and Timing Statistics**

Approximately 78.4% (529/674) of participants completed the Consumer Preferences Survey and all acceptability questions. Completion was significantly related to clinic site (data not shown; \(P<.001\)), with completion rates significantly higher within the privately funded intravenous chemotherapy clinic (98.5%, 65/66) compared to the publically funded oncology clinic (82.3%, 325/394). Both oncology clinics reported significantly higher completion than publically funded cardiology and neurology clinic (69.3%, 194/280).

Approximately 5 minutes (mean 5.02, SD 3.07) was required to navigate and select initiatives and to complete the relative prioritization exercise. The total time to complete all pilot survey content, excluding acceptability questions, was approximately 8.54 (SD 3.91) minutes.

**Discussion**

**Principal Results**

The development of the Consumer Preferences Survey was successful in providing a novel tool capable of generating a personalized and concise list of health service initiatives relevant to patients’ experiences of outpatient care, identifying a comprehensive set of targets that are modifiable on a service level, and generating a list of prioritized initiatives to ensure service-level change is introduced strategically. The interactive survey software also allows participants to select up to 110 specific initiatives and indicate the relative importance of chosen initiatives in improving their care experience.

Results from our pilot study suggest the tool is sufficiently reliable and acceptable to patients. The test-retest reliability of each general initiative was moderate to substantial and observed percentage agreement was above 80%, indicating that this tool provides a stable summary of patients’ preferences for health service change. Participants reported the Consumer Preferences Survey was easy to complete, comprehensive, and of an appropriate length. Based on average completion times and reading level, this tool can also be integrated into routine clinic practice and allows consumers to quickly participate in a quality evaluation exercise. Time to complete is approximately 9 minutes and is comparable to, or shorter than, other patient-report tools, such as the Cancer Care Monitor (12 minutes), Supportive Care Needs Survey (15-20 minutes), and Camberwell Assessment of Need (16 minutes) [12,13]. The Flesch-Kincaid reading level of the survey was assessed at 6.8. This requires participants to have completed a level of formal education well below the level of education recommended by the Australian National Health Medical Research Council for presenting information to health consumers [32].

Electronic touchscreen surveys are becoming a popular mode of survey administration within health research [33]. The Consumer Preferences Survey uses innovative Web-based software capable of complex adaptive questioning and interactive item types. The branching patterns allow participants to easily navigate through all general initiatives and only receive...
subsequent questions focusing on specific initiatives when appropriate. The survey content, particularly the way in which participants receive questions and the relative prioritization exercise, is a novel approach to summarizing and prioritizing patients’ perceptions of the quality of care. As such, it is promising that approximately 85% of individuals indicated they would be willing to complete a similar survey in the future and only 2% believed the survey did not provide an accurate summary of desired health service initiatives. The relative prioritization exercise was perceived to be a helpful and easy exercise that could be completed in a relatively short amount of time. Similar Web-based exercises have been successfully used to explore consumers’ research priorities and decision preferences [24,34]. With limited health care resources available, simplified willingness-to-pay exercises may be an appropriate data collection approach to strategically determine funding priorities according to consumers’ preferences.

Value and Application of the Consumer Preferences Survey

The involvement of consumers in shaping health policy and services is widely recognized as important for promoting patient-centered care in chronic diseases. Firstly, it is seen as an ethical and democratic right [35]. This can be an empowering experience for consumers who have been traditionally passive receivers of care with little opportunity to discuss their experiences. Secondly, consumers also offer a different but equally important perspective on the quality of health care than those of health service providers, researchers, and policy makers [35]. As research funding organizations and government health policies continue to mandate consumer involvement, a process to systematically collect and measure consumers’ perspectives of care is needed.

The Consumer Preferences Survey allows consumers to participate in a quality evaluation exercise and provides valuable information on how health services can be restructured. This is an information-generating tool and can be used to determine consumers’ preferences and priorities for health service initiatives. The data collection process is systematic, meaningful to consumers and health services, and sufficiently detailed and concise to translate into meaningful patient-centered health initiatives. The touchscreen survey covers a wide range of issues relatively quickly to minimize participant burden and maximize the feasibility of administering the tool in a range of health care settings.

Limitations of the Consumer Preference Survey

Unlike tools such as the Patient Generated Index [36], the Consumer Preferences Survey does not allow participants to nominate other aspects of their care they would like changed. However, these tools are not amenable to touchscreen mode of administration and cannot incorporate benefits such as an interactive action-prioritization exercise. Furthermore, a format allowing participants to generate new (and potentially highly personalized) items introduces challenges in relation to the prioritization of initiatives across chronic condition groups and users. As part of the evaluation process, the pilot test allowed participants to suggest additional initiatives that had not been covered by the survey. Only 5% of individuals suggested an additional initiative. Suggested initiatives were often specific initiatives that had been eliminated by expert review because they were deemed nonmodifiable or relevant to only a very small portion of service users.

The Consumer Preferences Survey has not been tested for validity following some traditional psychometric methods, such as factor analysis, given the lack of common denominator for items due to use of a sophisticated branching pattern. Furthermore, the organization structure of the survey into 4 distinct chronological areas of care eliminates the possibility of item randomization. These areas of care serve only as an organization structure and do not infer latent variables or construct dimensions. However, given that the Consumer Preference Survey was not designed to measure a psychological construct or diagnose a disease state, but rather as a tool for identifying and prioritizing subjective changes to hospital-based outpatient care, reliability is likely to be the most appropriate and important psychometric characteristic to establish. To further establish the credibility of survey results, additional research replicating the reliability portion of this pilot study with a greater sample size is required.

Although this pilot study included a range of settings and a large number of participants, there are several methodological limitations that may introduce bias. Firstly, age and gender were not recorded for all consenting individuals (9% missing data). As described, participants were recruited in clinic waiting rooms before their appointment or in treatment rooms while receiving intravenous therapy. All participants recruited within the privately funded clinic completed the survey while receiving intravenous treatment and did not experience time constraints. Missing data are observed for those participants called into their appointment before survey completion; this predominately occurred within the publically funded clinics. This difference in recruitment location explains the significant difference between clinic site and completion rates. There are a number of benefits that justify applying an active recruitment method within the health service settings. Firstly, participants can use the touchscreen device and survey software specifically designed for this study instead of more laborious methods, such as a postal survey or arranging a telephone interview. Secondly, participation rates are much higher with face-to-face interaction and may mitigate any response bias [37]. This can result in a more equitable representation of patients’ preferred initiatives. Although it could be argued that this approach introduces social desirability bias, this may be mitigated by the touchscreen technology which prior research suggests is a very private and acceptable data collection method [38].

Within the pilot, age was significantly related to consent. Individuals aged 71 years or older were more likely to decline participation than any other age group. There is evidence suggesting that age is generally not a barrier to using touchscreen technology within ambulatory settings [33]; within the study, the second oldest age group (50-69 years) reported a slightly higher than average consent rate (73%). This may suggest this result is isolated or due to an additional explanatory variable, such as increasing illness severity within the older age group. However, this cannot be confirmed within the existing dataset and requires further evaluation.
Conclusions

Results from the Consumer Preferences Survey can be used to guide patient-centered care initiatives within health services and will provide a list of patient-prioritized targets across several chronic conditions. This will offer an alternative and reliable method to introduce strategic initiatives to chronic disease outpatient services with the objective of empowering consumers to participate in quality improvement activities.
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Abstract

Background: As a modern pedagogical philosophy, problem-based learning (PBL) is increasingly being recognized as a major research area in student learning and pedagogical innovation in health sciences education. A new area of research interest has been the role of emerging educational technologies in PBL. Although this field is growing, no systematic reviews of studies of the usage and effects of educational technologies in PBL in health sciences education have been conducted to date.

Objective: The aim of this paper is to review new and emerging educational technologies in problem-based curricula, with a specific focus on 3 cognate clinical disciplines: medicine, dentistry, and speech and hearing sciences. Analysis of the studies reviewed focused on the effects of educational technologies in PBL contexts while addressing the particular issue of scaffolding of student learning.

Methods: A comprehensive computerized database search of full-text articles published in English from 1996 to 2014 was carried out using 3 databases: ProQuest, Scopus, and EBSCOhost. Eligibility criteria for selection of studies for review were also determined in light of the population, intervention, comparison, and outcomes (PICO) guidelines. The population was limited to postsecondary education, specifically in dentistry, medicine, and speech and hearing sciences, in which PBL was the key educational pedagogy and curriculum design. Three types of educational technologies were identified as interventions used to support student inquiry: learning software and digital learning objects; interactive whiteboards (IWBs) and plasma screens; and learning management systems (LMSs).

Results: Of 470 studies, 28 were selected for analysis. Most studies examined the effects of learning software and digital learning objects (n=20) with integration of IWB (n=5) and LMS (n=3) for PBL receiving relatively less attention. The educational technologies examined in these studies were seen as potentially fit for problem-based health sciences education. Positive outcomes for student learning included providing rich, authentic problems and/or case contexts for learning; supporting student development of medical expertise through the accessing and structuring of expert knowledge and skills; making disciplinary thinking and strategies explicit; providing a platform to elicit articulation, collaboration, and reflection; and reducing perceived cognitive load. Limitations included cumbersome scenarios, infrastructure requirements, and the need for staff and student support in light of the technological demands of new affordances.

Conclusions: This literature review demonstrates the generally positive effect of educational technologies in PBL. Further research into the various applications of educational technology in PBL curricula is needed to fully realize its potential to enhance problem-based approaches in health sciences education.

(J Med Internet Res 2014;16(12):e251) doi:10.2196/jmir.3240)
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systematic review; educational technologies; problem-based learning; medical education; health sciences; software; digital learning object; interactive whiteboard; learning management system

Introduction
As a modern pedagogical philosophy, problem-based learning (PBL) is increasingly being recognized as a major research area in student learning and pedagogical innovation in health sciences education. In contrast to traditional lecture-dominant teaching and learning approaches, inquiry-based approaches such as PBL prompt students to actively engage in knowledge construction and develop competencies across multiple contexts [1,2]. This review focuses on PBL instead of other distinct inquiry-based pedagogical approaches, such as discovery learning, experiential learning, and project-based learning. Given the high level of technological engagement of 21st century learners, a new area of research interest is examining the role of emerging educational technologies in PBL [3-5]. Therefore, the aim of this paper is to review new and emerging educational technologies in problem-based curricula with a specific focus on 3 cognate disciplines: medicine, dentistry, and speech and hearing sciences. The selection of these 3 related health sciences curricula is based on their level of current activity in the development and research of PBL [6-8]. Of particular interest to this review are studies investigating the role of such technologies in achieving PBL-related student learning outcomes of flexible knowledge, effective problem-solving skills, self-directed learning skills, collaborative teamwork skills, and intrinsic motivation [9,10].

Included studies are ones in which educational technologies have been adopted to support problem-based approaches to learning in both undergraduate and postgraduate programs. The types of technological innovations identified encompass such affordances as learning management system (LMS), specialist learning software (eg, CMapTools), immersive virtual environments (eg, SecondLife), and resources such as 3-dimensional (3D) anatomy models. Also of interest was the use of new hardware, such as interactive whiteboards (IWBs), and how these are combined to reshape new forms of learning in both synchronous, face-to-face “PBL 2.0” [3,11]. Additional studies are exploring the potential to initiate asynchronous models of PBL drawing on distance education needs and modes of delivery [12]. Such innovations draw on the potential of new technologies to provide a rich learning context with access to well-structured information and new spaces for knowledge collaboration [13]. However, although the field is growing and a few reviews have focused on e-learning innovation in health sciences and education [14,15], to date there is no existing systematic review of empirical studies on the usage of educational technologies in PBL in health sciences education.

We have identified 8 roles for technology in learning in the educational literature [16] relevant to identifying studies for inclusion in this review:
1. Access to and structuring of information
2. Curriculum platform
3. Communications media
4. Thinking tools
5. Rich contexts for learning
6. Collaboration spaces
7. A perspective toolkit
8. Scaffolding

The latter issue of scaffolding refers to situations in which experts offer assistance to learners in carrying out new tasks that learners would not be able to complete without support [17]. This issue has been debated in recent PBL and inquiry learning scholarship [18,19] with detractors indicating concerns that PBL does not provide sufficient scaffolding and that the open nature of the problems may add to cognitive load [18]. Proponents argue that PBL is highly scaffolded through strategies such as making disciplinary thinking and strategies explicit, embedding expert guidance, and structuring complex tasks thereby reducing cognitive load [19]. Open to further debate is whether the inclusion of technological affordances such as iPads, laptops, and simulations or variations of synchronous and asynchronous technology-rich delivery of PBL will support or detract from the scaffolding of learning.

Analysis of the studies reviewed will, therefore, focus on the effects of educational technologies in the PBL cycle while addressing the issue of scaffolding of student learning in particular both in face-to-face tutorials and during self-directed learning. The overarching goal is to provide new insights on how learners synthesize information from the multiple technologies employed in PBL at a time of pronounced educational innovation [13,20].

Methods

Focus Questions
Inspired by Cook and West’s approach [20] to conducting systematic reviews in medical education and existing review papers [21-24], the screening and classification process conducted is presented subsequently.

The focused questions addressed the population, intervention, comparison, and outcomes (PICO) model as recommended by Cook and West [20]. In addressing the issues above, the research questions addressed in this review are:
1. What effects of educational technologies on students and tutors have been identified in PBL-based applications?
2. How can educational technologies support digitally enhanced and interactive PBL in health sciences education?

Eligibility Criteria
Eligibility criteria for the selection of studies for review were also determined in light of the PICO guidelines. The population was limited to postsecondary education, specifically in dentistry, medicine, and speech and hearing sciences, in which PBL was the key educational pedagogy and curricula. Three types of educational technologies were identified as interventions used to support PBL: learning software and digital learning objects
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Methods
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Inspired by Cook and West’s approach [20] to conducting systematic reviews in medical education and existing review papers [21-24], the screening and classification process conducted is presented subsequently.

The focused questions addressed the population, intervention, comparison, and outcomes (PICO) model as recommended by Cook and West [20]. In addressing the issues above, the research questions addressed in this review are:
1. What effects of educational technologies on students and tutors have been identified in PBL-based applications?
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Eligibility Criteria
Eligibility criteria for the selection of studies for review were also determined in light of the PICO guidelines. The population was limited to postsecondary education, specifically in dentistry, medicine, and speech and hearing sciences, in which PBL was the key educational pedagogy and curricula. Three types of educational technologies were identified as interventions used to support PBL: learning software and digital learning objects
(video/3D models), IWBs and plasma screens, and LMSs. Three types of technologies were selected based on their relatively frequent implementation and innovations as indicated in on-site visitations and communications with health sciences PBL curricula across the globe. Regarding comparisons, although studies adopting experimental designs were included, this was not considered an exclusive criterion given that much educational research in the field is case-based. Finally, included studies indicated outcomes of the effects, both positive and negative, of the use of educational technologies on student learning and staff engagement in PBL. Evidence was determined from both databases and the grey literature.

Selection of Publications

A comprehensive computerized database search of full-text articles published in English from 1996 to 2014 was carried out using 3 education databases: ProQuest, Scopus, and EBSCOhost. Initial search terms were (“educational technologies” OR “learning technologies”) AND (“problem-based learning” OR “problem based learning” OR “PBL”) AND (“clinical” OR “dent*” OR “med*” OR “speech and hearing”). To narrow down the number of studies retrieved in each database, search terms in title/keywords/abstracts were selected in the initial search stage. The titles and abstracts of retrieved papers were first screened and rated for inclusion based on the PICO inclusion criteria. Additional cross-referencing uncovered grey literature in the form of articles and book chapters. Reviews and commentaries were excluded. The review flowchart (Figure 1) indicates the educational database search method and criteria as well as the final number of studies yielded for analysis (N=28). Search results indicate 3 types of educational technologies, learning software and digital learning objects, IWB (Figure 2 and plasma screens, and LMS, were investigated. Given that LMS combines a range of course or subject management and pedagogical tools to offer a means of designing, building, and delivering online learning environments [25], LMS in the search process includes examples of what are also termed course management systems or CMS (eg, WebCT/Blackboard, Angel, Sakai, and Moodle). Following Cook and West’s approach [20], key information (ie, author, year, research design, research purpose, findings) for each article were included. The results were then analyzed and synthesized by narrative or quantitative pooling, exploring effects of educational technologies in PBL-based applications.
Figure 1. Flowchart of the search process.
Results

Overview

Educational technologies have been increasingly used in health sciences education to support or substitute traditional didactic approaches to teaching and learning with inquiry-based approaches. Of the final 28 studies, 20 examined applications of various software and digital learning objects, 5 studies examined the application of IWBs and plasma screens, and 3 explored the application of LMSs in PBL across the 3 clinical disciplines.

Learning Software and Digital Learning Objects

Table 1 indicates studies that have implemented, evaluated, or explored a variety of software and digital learning objects in problem-based clinical education. Software included an interactive distance learning program in obstetrics and gynecology [26], concept mapping [27], 3D visualization [28], CD-ROM (ErgoROM [29]), a text and image database on CD-ROM [30], a Web-based learning portfolio (SkillsBase [31]), online virtual/simulated patients [32-36], video case(s) [37,38], online cases [39,40], an online resource simulating surgical clinical decision making (SURGENT [41]), Interactive Case-based Online Network [42], virtual PBL [43], and computer-based software [44,45]. The majority of these studies analyzed questionnaire data to investigate user perceptions of the efficacy of the various software and digital learning objects that were piloted, implemented, or developed as learning innovations. The purpose of integrating these software and digital learning objects in PBL were reported variously as an aid/supplement [39] or a replacement [34] for traditional formats, such as lectures, dissection, and clinical practice; or for the development of innovative approaches, bridging the gap between theoretical knowledge and clinical practice [29]; or for facilitating theoretical knowledge and clinical practice [29]; or for facilitating collaboration outside of the classroom [42]. Additional implementation goals were the reinforcement of knowledge construction and supporting decision-making processes [33,41], as well as the advancement of teaching and learning [35].

Perceived positive educational impact was seen in providing a more authentic learner environment [33]; conveying and facilitating understanding of information and complex phenomena [28,41]; facilitating enhanced knowledge [35]; improving cognitive, metacognitive, affective, and overall learning processes or outcomes in PBL [37,38]; having a positive impact on active learning [29,34] and critical thinking [29]; a reflective aid to learning clinical skills [31]; providing a suitable environment for collaboration and communication [33,43]; permitting reduced laboratory time; and increasing small-group activity with less reliance on staff [43]. Although the majority were positively disposed toward learning technologies in PBL, 1 study was more critical [32] finding the PBL video scenario to be cumbersome and not imitating real life; therefore, it was seen to be of little educational value.

The key implications include the importance of the modality of the scenario presentation [32] and the need for guiding principles and a direct facilitator connected to the use of 3D visualizations [28]. Hege et al [39] indicated integration of a computer-based learning tool into the curriculum is as important as the optimization of the software itself and concluded that a few aspects or strategies needed to be considered in integration of software into curriculum (eg, the software should be easy-to-use, highly accessible, and should support user evaluation, the delivering of content, user support, and case maintenance). Jha and Duffy [26] proposed 10 “golden rules” from an evaluation of a CD-ROM program in continuing medical education.
<table>
<thead>
<tr>
<th>Study</th>
<th>Research design</th>
<th>Research purpose</th>
<th>Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Antoniou et al (2014)</td>
<td>The user experienced a specific periodontology case and was asked to provide the optimal responses for each of the challenges of the case. A focus group of 9 undergraduate dentistry students experienced both the Web-based and the Second Life version of this virtual patient.</td>
<td>To assess the suitability of the Second Life MUVE as a virtual patient deployment platform for undergraduate dental education and to explore the requirements and specifications needed to meaningfully repurpose Web-based virtual patients in MUVEs.</td>
<td>The best practices of experiential and immersive game design should be organically incorporated in the repurposing workflow.</td>
</tr>
<tr>
<td>Chi et al (2014)</td>
<td>A retrospective cohort study of University of Washington School of Dentistry predoctoral dental students (N=247). The experimental group consisted of first-year dental students (n=63) who received a video case. The historical control group consisted of second-, third-, and fourth-year dental students (n=184) who received a paper case during their first year. A 19-item online survey was administered to all enrolled predoctoral dental students in May 2011.</td>
<td>To compare outcomes associated with video and paper cases used in an introductory public health dentistry course.</td>
<td>Compared to paper cases, video cases significantly improved cognitive, affective, and overall learning outcomes for dental students.</td>
</tr>
<tr>
<td>Schwarz et al (2013)</td>
<td>The latest development in the Medical Faculties Network was designed for indexing metadata about simulation-based learning objects. A questionnaire was used to explore students' attitudes and interests in using the interactive algorithms as part of their health sciences studies.</td>
<td>To present and evaluate simulation-based tools for teaching and learning acute medicine issues.</td>
<td>The peer-reviewed algorithms were used for conducting PBL sessions in general medicine and in nursing. The feedback from the survey suggests that the interactive algorithms are effective learning tools to facilitate enhanced knowledge in the field of acute medicine.</td>
</tr>
<tr>
<td>Rampling et al (2012)</td>
<td>A total of 24 students tried the scenario and gave feedback via an online survey.</td>
<td>To create a simulated patient with psychosis for psychiatric training within the online virtual environment of Second Life. After design and delivery of the scenario, medical students were asked to complete it and provide feedback.</td>
<td>The scenario was cumbersome, did not imitate real life, and was of little educational value. Multimedia representations of psychiatric symptoms were more positively received and there may be scope for further development.</td>
</tr>
<tr>
<td>Bridges (2009)</td>
<td>An intervention was conducted with Year 1 students through workshops that introduced the principles of concept mapping software. Qualitative ethnographic data included Year 1 group concept maps and content-specialist feedback on these. Quantitative data were collected using an online questionnaire.</td>
<td>To report an intervention to improve both the quality of the concept mapping and submission process.</td>
<td>Students have improved in identifying concepts and relationships and that their maps have increased in complexity and are also more clearly presented. After workshops and trialing, concept mapping has positively affected their thinking processes and improved knowledge retention.</td>
</tr>
<tr>
<td>Conradi et al (2009)</td>
<td>A virtual patient (VP) scenarios were designed for learners on a Paramedic Foundation Degree within the virtual world Second Life. A player using the MediBiquitous VP international standard allowed cases to be played both within Second Life and on the Web.</td>
<td>To describe and test the PREVIEW project, trailed a replacement to traditional paper PBL with VPs delivered through a virtual world platform.</td>
<td>The Second Life environment engages students effectively in learning, despite some technology barriers. Students perceived SL could provide a more authentic learner environment than classroom-based PBL.</td>
</tr>
<tr>
<td>Poulton et al (2009)</td>
<td>A PBL module was converted to VPs, and delivered to 72 students in 10 tutorial groups, with 5 groups each week receiving VPs with options and consequences, and 5 groups receiving online VPs but without options.</td>
<td>To describe and evaluate the replacement of paper cases by interactive online VPs in PBL.</td>
<td>The replacement of paper cases by online interactive VPs was perceived as a success by students and tutors, and both groups appreciated the improvements in PBL process.</td>
</tr>
<tr>
<td>Study</td>
<td>Research design</td>
<td>Research purpose</td>
<td>Findings</td>
</tr>
<tr>
<td>-------</td>
<td>----------------</td>
<td>-----------------</td>
<td>----------</td>
</tr>
<tr>
<td>Corrigan et al (2008) [41]</td>
<td>Evaluation was in both a qualitative and a quantitative fashion. A post-course survey of medical students was used to evaluate access, process, and outcome criteria. SURGENT was used by 98% of students, with 69% spending more than 30 minutes per session on the program.</td>
<td>To assess the introduction of a Web-based module to complement traditional surgical undergraduate curricula.</td>
<td>A Web-enhanced interactive surgical module in an undergraduate course can successfully convey information and understanding beyond the textbook. SURGENT will supplement textbooks and ward experience, allowing students to develop their clinical decision-making skills.</td>
</tr>
<tr>
<td>Silen et al (2008) [28]</td>
<td>Questionnaires were used to investigate the medical and physiotherapy students’ opinions about the different formats of visualizations and their learning experiences.</td>
<td>To support learning efficacy by developing and using 3D datasets in health sciences curricula and enhancing the knowledge about possible educational value of 3D visualizations in learning anatomy and physiology.</td>
<td>It was successful to implement 3D images in existing themes in programs. The results show that deeper knowledge is required about students’ interpretation of images/films regarding learning outcomes. There is also a need for preparations and facilitation principles connected to the use of 3D visualizations.</td>
</tr>
<tr>
<td>Hege et al (2007) [39]</td>
<td>Different integration strategies of e-learning are presented and compared regarding motivational aspects and acceptance of students and instructors.</td>
<td>To describe and compare different implementation strategies of case-based learning as an important component of e-learning.</td>
<td>A voluntary integration strategy combined with exam relevance of the content is recommended. The assets and drawbacks of all described strategies are discussed.</td>
</tr>
<tr>
<td>Balslev et al (2005) [38]</td>
<td>11 residents were each assigned to 1 of 2 groups. Both groups analyzed an identical vignette of a patient case. Immediately after, 1 group watched a 2.5-minute video recording and the other group read a description of the same video recording. The groups then reanalyzed the case. Thinking processes were tapped by recording and analyzing the verbal group interaction.</td>
<td>To investigate whether adding a brief video case instead of an equivalent written text improves the cognitive and metacognitive processes of residents in PBL.</td>
<td>The verbal interaction showed statistically significant improvements in data exploration, theory building, and theory evaluation after the video case.</td>
</tr>
<tr>
<td>Nathoo et al (2005) [42]</td>
<td>Describe a case study of distinct, small-group tutorials over 2 years as part of the Human Nervous System and Behavior course at the Harvard Medical School. Students and faculty were interviewed following completion of the course and their utilization of the system was recorded and examined.</td>
<td>To assess the introduction of a Web-based innovation in medical education that complements traditional PBL curricula. Utilizing the case method as its fundamental educational approach, the Interactive Case-based Online Network allows students to interact with each other, faculty, and a virtual patient in difficult neurological cases.</td>
<td>This is the first study of the Interactive Case-based Online Network learning system in undergraduate medical education, a platform designed to facilitate collaboration outside of the classroom. Data on user perceptions and system utilization suggest that both faculty and students chose to adopt this online learning system as a means for collaboration.</td>
</tr>
<tr>
<td>Hudson (2004) [45]</td>
<td>Third-year medical undergraduates at Adelaide University, South Australia were randomly assigned to 4 groups. Following a pretest, only students in the didactic, problem-based, and free-text groups had 2 weeks of free access to a neuroradiology CAL. Learning was quantified by comparing the post-to pretest scores for each of the 4 groups.</td>
<td>To test the hypothesis that a Computer-aided learning (CAL) tutorial, will result in superior learning (ability to apply and retain knowledge) to that obtained in more passive CAL formats.</td>
<td>While users of an interactive CAL tutorial demonstrated significant learning outcomes compared to non-CAL users, these outcomes were not superior to those achieved from noninteractive CAL.</td>
</tr>
<tr>
<td>Sibbald (2004) [40]</td>
<td>Students performed 3 PBL exercises for the same topic. Educational outcomes and students perceptions from an online survey are reported.</td>
<td>To encourage self-directed skill development; addresses learning style preferences; quantitatively and qualitatively assesses the relative advantages of electronic-based vs traditional PBL tools on knowledge and skills building.</td>
<td>This project gave students a balanced, enhanced knowledge perspective from 3 PBL formats; promoted peer teaching, mentoring, and technology skills; and provided insights comparing Web-based tools to other methods for autonomous lifelong learning.</td>
</tr>
<tr>
<td>August-Dalfen &amp; Snider (2003) [29]</td>
<td>The program ErgoROM was used with a group of third-year occupational therapy students (n=50) in a semester-long course at McGill University in Canada.</td>
<td>To explore the students’ perceptions of using the ErgoROM and impact of the CD-ROM learning experience on their active learning and critical thinking skills.</td>
<td>Overall, 91% of respondents rated the ErgoROM as either “excellent” or “very good.” Additionally they reported that ErgoROM had a positive impact on active learning and critical thinking.</td>
</tr>
</tbody>
</table>
Table 2 indicates that the use of IWBs is a new phenomenon in clinical education with 4 studies of IWBs in PBL curricula [3,11,46,47] arising in the past 7 years in addition to 1 study on the use of plasma screens [48] in 2005. Kerfoot [48] indicated that the introduction of computers and plasma screens had a positive impact on PBL tutorials. Bridges and her colleagues [11] adopted an interactional ethnographic methodology to analyze student engagement with digital materials through the use of an IWB and found that “the integration of face-to-face and virtual modalities through the single PBL group’s use of an IWB across tutorials and self-study was seamless and supported whole-group engagement in the process.” In another study in undergraduate dentistry, Bridges and her colleagues [3] noted that the use of different texts and tools in one problem cycle supported a discursive shift from stimulus for hypothesizing to evidence for final hypotheses. Lu’s 2 studies in medical education [46,47] compared a traditional whiteboard group with an IWB group. One study [47] described that nature of scaffolding of collaborative problem solving under the 2 conditions and concluded that educational technology such as IWB can help by expanding the scaffolding choices. The other study [46] identified relationships between learners’ collaborative decision making and communicative discourse when engaged in a simulated medical emergency. Group differences were found in that IWB group participants engaged in more adaptive decision-making behavior earlier than the traditional whiteboard group, which led to shared understandings and subsequently to more effective patient management [46]. They also found more productive argumentation in the type of collaborative discourse produced in IWB medical student groups [46]. There are limited studies to show the relative advantages or disadvantages of using IWBs in health sciences education. More studies, therefore, are encouraged to explore both the impact of using IWBs for large-screen visualization and collaboration.
self-management, and helped consolidate, integrate, and develop Web resources for their peers. Critical to successful scaffolding in PBL are tutor facilitation strategies [10]. In online environments, tutor presence, ongoing engagement, and timely feedback become factors in facilitating students’ problem solving, self-directed learning, and collaboration in health sciences education.

Learning Management Systems

Table 3 lists studies that adopted various LMSs to support problem-based approaches. These included the application of WebCT [49], VMS Portal [50] to manage inquiry-based materials and activities for PBL curricula, and iSUS for self-directed learning [51].

A few studies noted the positive effects of using LMS in PBL curricula [49-51]. In Dornan’s study [51], a Web-based LMS-iSUS helped to provide practical guidance about what to learn and how to learn, helped access appropriate experiences and manage time, gave feedback on students’ accumulated real patient learning, provided peer comparison, and helped self-management. The authors argued that iSUS can provide the motivational jigsaw to fill the gap between PBL and placement learning. McLean [49] found students perceived that LMS are the most useful means of communication and resource delivery for PBL in medicine. His study also highlighted limitations in that insufficient support, resources, and training might result in less successful implementation of educational technologies.

With regard to the question of scaffolding, some of the previous studies noted that monitoring, support, and development are important for efficient and positive implementation of an LMS in PBL curricula. In the VMS Portal project [50], medical students were involved in website development to help, consolidate, integrate, and develop Web resources for their peers. Critical to successful scaffolding in PBL are tutor facilitation strategies [10]. In online environments, tutor presence, ongoing engagement, and timely feedback become factors in facilitating students’ problem solving, self-directed learning, and collaboration in health sciences education.

Table 2. Studies examining the application of interactive whiteboards and plasma screens.

<table>
<thead>
<tr>
<th>Study</th>
<th>Research design</th>
<th>Research purpose</th>
<th>Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bridges et al (2012) [3]</td>
<td>Case study of a single third-year PBL group (n=8) as they engaged in learning activities across a problem cycle. The study investigated the data trail across PBL learning events and contexts and the various discourse members. One discourse member of the PBL group was selected as an anchor point for tracking across the data collection.</td>
<td>To investigate PBL-as-process in clinical education through detailed analysis of the “way” students and their tutors construct knowledge and negotiate meaning in situ in a dental PBL curriculum.</td>
<td>The way students experience and understand 2 “black box” facets of their PBL learning, independent learning, and online learning, are explored by adopting interational ethnography multmodality within a theory of semiotics examines multimodal texts support cognition and transformative learning.</td>
</tr>
<tr>
<td>Bridges et al (2010) [11]</td>
<td>IWBs were installed in all PBL tutorial rooms and IT support was provided for all students and facilitators in a 5-year undergraduate dental PBL curriculum. Year 1 students (n=55) received additional workshops and IWB support. Analysis of 4 hours of video-recorded learning activities undertaken by a Year 1 undergraduate PBL group (n=8) on 3 occasions during the same week.</td>
<td>To establish and evaluate how the progression from a digital repository approach towards an interactive blending of technology within face-to-face tutorials might be supported and resourced.</td>
<td>The group accessed a range of digital materials to support learning within and across all phases of a problem cycle. The use of learning objects and online resources within a problem cycle supported inquiry learning and the discursive shift in student talk from a stimulus for hypothesizing in relatively lay terms in the first tutorial to evidence. The integration of face-to-face and virtual modalities through the use of an IWB within the tutorial was seamless and supported whole-group engagement in the problem process.</td>
</tr>
<tr>
<td>Lu et al (2010) [47]</td>
<td>2 conditions (traditional whiteboard and IWB) using a “deteriorating patient” case were examined. 2 groups of third-year medical students in the Department of Internal Medicine in a large urban teaching hospital volunteered to participate.</td>
<td>To describe the nature of scaffolding of collaborative problem solving under 2 conditions—with technological support and without.</td>
<td>Although appropriate scaffolding is still based on the teacher’s domain knowledge and pedagogy experience, technology can help by expanding the scaffolding choices that an instructor can make in a medical training context.</td>
</tr>
<tr>
<td>Lu &amp; Lajoie (2008) [46]</td>
<td>2 groups of 7 third-year medical students volunteered to participate. Both groups were asked to solve a learning activity. 1 group of students used a traditional whiteboard and the other used an IWB while solving the patient problem. 2 kinds of data were collected: collaborative decision-making discourse and computer records of whiteboard annotations.</td>
<td>To investigate the collaborative decision making and communicative discourse of groups of learners engaged in a simulated medical emergency across the 2 condition subgroups.</td>
<td>IWB enabled data sharing and construction of shared understandings about the patient. Shared visualization clarified verbal interaction, promoted productive argumentation, and facilitated negotiation. Argumentation tools embedded into the IWB design enhanced groups’ decision making and communicative interactions in the simulated medical emergency.</td>
</tr>
<tr>
<td>Kerfoot et al (2005) [48]</td>
<td>37 tutorial groups, were observed to record the patterns of use of the computers and plasma screens. Based on these observations, surveys were developed and distributed to students and tutors.</td>
<td>To examine how the introduction of this educational technology impacted PBL tutorials.</td>
<td>Both students and tutors reported that the introduction of computers and wall-mounted plasma screens had positively impacted tutorials. Questions were raised as to how this technology might alter tutorial dynamics.</td>
</tr>
</tbody>
</table>

Table 3. Studies adopting various LMSs to support problem-based approaches.
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Table 3. Studies examining the application of learning management systems.

<table>
<thead>
<tr>
<th>Study</th>
<th>Research design</th>
<th>Research purpose</th>
<th>Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rosenbaum et al (2009) [50]</td>
<td>VMS Portal used software and database technology for a highly customized Web portal for medical students. Access to course material, evaluations, academic information, and community assets were customized for individual users. Modular features were added in response to student requests and feedback and monitoring of usage habits.</td>
<td>To describe a practice-based focus by 2 medical students to create a website for all medical students.</td>
<td>Medical students are uniquely positioned to help consolidate, integrate, and develop Web resources for peers. As other medical schools create and expand digital resources, input by medical students should be solicited.</td>
</tr>
<tr>
<td>Dornan et al (2005) [51]</td>
<td>A Web-based LMS included 66 placement students in a PBL medical curriculum. Data were free-response comments from 16 students during 7 weeks of usage, transcripts of pre- and postgroup discussions, and questionnaire responses (100%).</td>
<td>To establish whether and under what conditions medical students can learn in a self-directed manner in the clinical environment.</td>
<td>Students valued affective and pedagogic support, and relied on teachers to manage their learning environment. With support, they were motivated and able to choose how and when to meet their learning needs.</td>
</tr>
<tr>
<td>McLean &amp; Murrell (2002) [49]</td>
<td>WebCT in PBL, student-centered curriculum was introduced. A survey was conducted after completing the first module in School of Medicine in South Africa.</td>
<td>To gather user feedback with regard to the value of WebCT as a curriculum support, especially the value of WebCT for the delivery of digitized material.</td>
<td>Students responded positively to the communication facility. WebCT will be particularly useful when students are off campus, undertaking electives and community service.</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

The journal articles and book chapters examined in this systematic review indicate the generally positive effect of the thoughtful implementation of educational technologies in PBL. This is particularly the case where such technologies support scaffolding thereby reducing cognitive load and allowing students to learn in complex domains [19]. Firstly, when considering resource development, educational technologies enable provision of rich, authentic problems and/or case contexts accessible on demand in virtual spaces. Online virtual/simulated patients, video case(s), and online cases [33-41] convey complex phenomena in a more authentic learning environment. Secondly, educational technologies provide not only access to engagement in the problem-based inquiry, but also structure information by embedding expert knowledge and skills. This may be in the form of problem-relevant videos and simulations made available during self-directed learning [3] demonstrating case reports independent of time and place. Thirdly, educational technologies support students and their facilitators in making disciplinary thinking explicit. Dedicated software can help learners to construct explanations, structure tasks, and make them more manageable [19]. Adaptations of standard LMS as well as dedicated inquiry-based LMS can provide a platform to elicit articulation, collaboration, and reflection [52]. Technological resources, such as different software and 3D models, LMS, and IWB, can assist students engage in problem-solving processes.

Although generally positive, a limited number of studies have indicated the adverse effects of educational technologies or their methods of implementation. In this review paper, the less successful implementations may be attributable to the content or delivery of the video scenario [32]. Additional cognitive burden due to higher levels of complexity was seen as a possible limitation to their effective implementation; however, in highly positive cases, technologies were seen as providing an additional supportive scaffold for student learning. In terms of infrastructure and staff development, insufficient support, resources, and training [49,53] were seen as disabling. Adopting and/or adapting functionalities from software or LMS with limited staff-student and/or student-student interactivity and limited student feedback processes were seen as shortcomings in cases where this occurred. This would indicate that thoughtful instructional design approaches need to be applied when adapting more traditional systems or when designing new programs for inquiry-based learning [54]. Well-designed empirical research studies are needed to establish best practices for technological hardware and software in enhancing teaching and learning productivity and building stronger learning communities [55].

Although the major forms of educational technologies presented in these studies look very promising and are potentially fit for educational purpose in many problem-based health sciences education settings, there is a need for support and training in light of the ever-changing nature of both technical knowledge of teaching staff and the technological affordances themselves. The power of computers and Internet, merging with multimedia and interactive spaces, appear to allow a high degree of flexibility and accessibility to digital instructional content in health sciences education [56]. These affordances may enable integration of technologies into the curriculum and support staff development by encouraging interactive teaching and learning. However, the often-false assumption is the “sink or swim” approach in which faculty may assume students’ prior technological skills or knowledge. Where new affordances are introduced or even old affordances with new inquiry-based purposes, additional hands-on tutorials and training are helpful to facilitate student adaptation to the technology and ensure optimal benefit [49,57]. Successful multimedia teaching and
learning relies not only on the proper use of information technology, but also on a clear implementation strategy [58]. Implications also arise in considering Technological Pedagogical Content Knowledge [59] with regard to disciplinary influences on the ways that educational technologies are incorporated into the curriculum. Guidance and support should be tailored to meet the needs of each user including learner, facilitators, and curriculum developers to be at its most effective.

Conclusions

In conclusion, this literature review indicates a generally positive effect from the adoption of various educational technologies in PBL. Positive outcomes for student learning included providing rich, authentic problems and/or case contexts for learning; supporting student development of medical expertise through the accessing and structuring of expert knowledge and skills; making disciplinary thinking and strategies explicit; providing a platform to elicit articulation, collaboration, and reflection; and reducing perceived cognitive load. Insufficient technical support, infrastructure, and resources were seen as impacting negatively on uptake and learning outcomes. Staff and student induction and ongoing training in the use of educational technologies for learning in inquiry-based contexts such as PBL is recommended.

Although educational technologies have been increasingly used in health sciences education, it has been questioned whether they can completely substitute traditional teaching methods [60]. The rise of Massive Online Open Courses in all fields, including health sciences, has been seen as positive, particularly for continuous medical education and public health literacy [15]. In considering undergraduate inquiry-based curricula, this review supports Hmelo-Silver [19] and Bridges et al’s [61] predictions that technology can play an important but synergistic role with other components of PBL. Further research into the various applications of educational technologies in PBL curricula is needed to fully realize their potential in enhancing inquiry-based approaches in health sciences education. In an increasingly digital, networked world, convergence of educational technologies is increasingly apparent. This has given rise to understandings that learners are positioned within digital ecosystems. Consequently, it is possible that a learner might engage with the merging of distinct educational technologies. The effects of learning in a digital ecosystem need to be identified and explored in further research.
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Abstract

Background: On the Internet, people share personal experiences as well as facts and objective information. This also holds true for the exchange of health-related information in a variety of Internet forums. In online discussions about health topics, both fact-oriented and strongly personal contributions occur on a regular basis.

Objective: In this field experiment, we examined in what way the particular type of contribution (ie, factual information vs personal experiences) has an impact on the subsequent communication in health-related Internet forums.

Methods: For this purpose, we posted parallelized queries to 28 comparable Internet forums; queries were identical with regard to the information contained but included either fact-oriented descriptions or personal experiences related to measles vaccination. In the factual information condition, we posted queries to the forums that contained the neutral summary of a scientific article. In the personal experiences condition, we posted queries to the forums that contained the same information as in the first condition, but were framed as personal experiences.

Results: We found no evidence that personal experiences evoked more responses (mean 3.79, SD 3.91) from other members of the Internet forums than fact-oriented contributions (mean 2.14, SD 2.93, t26=0.126, P=.219). But personal experiences elicited emotional replies (mean 3.17, SD 1.29) from other users to a greater extent than fact-oriented contributions (mean 2.13, SD 1.29, t81=3.659, P<.001).

Conclusions: We suggest that personal experiences elicited more emotional replies due to the process of emotional anchoring of people’s own style of communication. We recommend future studies should aim at testing the hypotheses with more general and with less emotionally charged topics, constructing different fact-oriented posts, and examining additional potential factors of influence such as personality factors or particular communication situations.

(J Med Internet Res 2014;16(12):e277) doi:10.2196/jmir.3766
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Introduction

The Internet is an essential platform for sharing and exchanging information on a multitude of topics [1,2]. There is, however, great variety in the types of information that are shared on the Internet, ranging from purely fact-oriented information exchange to sharing very personal information [3-5]. People with a common interest in a particular topic may come together on the Internet as online communities in order to share information [6,7]. Platforms that are particularly relevant for information
exchange are Internet forums [8,9]. These forums are virtual places where users can ask questions, express their opinions, and share their knowledge and experiences [10]. Participants in Internet forums can post messages that other users can pick up and reply to—instantly or at a later point in time. Many forums are organized and arranged according to certain topics or subtopics [8,10].

One subject area for which the Internet is an important platform for information search and information exchange is the field of health-related issues [11,12]. In the exchange of health-related information in pertinent Internet forums [5,10,13,14] and online health communities [15-18], there is also a wide range in the variety of contributions, with both fact-oriented information exchange and the transfer of personal information. Health-related Internet forums make it possible for everyone to make contributions, that is, ask or answer questions.

At the same time, this type of very open information exchange involves the risk that the reliability of health information is often very unclear [19-22]. Moreover, users who ask questions in an Internet forum are often not aware of the kinds of replies they can expect. They also cannot know under which circumstances their chances of receiving an answer are good or bad, if any answer at all [23]. Should they make their request as matter-of-factly, objectively, and neutrally as possible? Or do queries have a higher chance of eliciting an answer when they express personal concerns and experiences? And beyond the pure frequency of answers, what will reply posts look like then in terms of personalization and emotionalization? Will objective or personal queries elicit, in turn, answers that are respectively more neutral or more emotional?

Previous research has shown that people are very interested in personal information and care a lot about communication that includes personal and emotional aspects [4,24-26]. In particular, personal experience is considered a highly legitimate form of giving advice regarding health-related issues [26-28]. Accordingly, we state the following hypothesis: Hypothesis 1: users will reply more frequently to health-related queries that consist of personal experiences than to corresponding queries that contain fact-oriented information.

In addition, research has found that humans tend to imitate other people’s behavior [29] and the communication style of their communication partners [30-32]. In particular, people have a propensity to imitate expressions of emotion [33-35]. Moreover, emotionally expressive people were found to be more cooperative than people with a low level of emotional expressivity [36]. Accordingly, we state an additional hypothesis: Hypothesis 2: users will reply in a more emotional manner to health-related queries that consist of personal experiences than to corresponding queries that contain fact-oriented information.

Methods

Sample
We selected 28 Internet forums for this study. We took into consideration six different types of forums with regard to topic: 8 forums had a focus on health, 8 on family issues, 2 were sports forums, 2 dealt with naturopathy, 2 were vaccination critique forums, and 6 were general forums that dealt with a wide variety of topics including sports, health, etc.

From those considered, we selected only forums in which posts had occurred on the day of selection. Moreover, we ensured that the forums selected all had a comparable level of activity. A complete list of all 28 forums is included in Multimedia Appendix 1.

Procedure
We applied a procedure that allowed for a randomized and controlled approach in combination with a high level of ecological validity. We created two experimental conditions: (1) factual information, and (2) personal experiences. In the factual information condition, we posted queries to the forums that contained the neutral summary of a scientific article. In the personal experiences condition, we posted queries to the forums that contained the same information as in the first condition, but were framed as personal experiences (see below). We randomly assigned an equal number of the different types of forums to the two experimental conditions, resulting in an allocation of 4 health forums, 4 family forums, 1 sports forum, 1 naturopathy forum, 1 vaccination critique forum, and 3 general forums in each condition.

We created user accounts for all forums on the same day and with the same gender-neutral user name. These accounts were used to post the queries in the respective forums on the identical day. We recorded the answers to these posts in the subsequent 4 weeks. In order to maintain absolute standardization of the experimental procedure, we did not reply to any answers or counter questions.

Experimental Material
Both queries dealt with the topic of measles vaccination. We chose this topic because vaccination is a heavily debated issue about which many people have strong opinions and tend to express them on the Internet [37,38]. Accordingly, it appeared to be plausible that a substantial number of forum users would be willing to reply to such queries and express their opinion on this topic.

The query in the factual information condition was developed on the basis of an article published in the official journal of the German Medical Association [39]. This article reported the outbreak of measles in a medium-sized town and provided statistical descriptions of this epidemic. The query that was posted in this condition indicated that this user was looking for opinions about measles vaccination and had already gathered some information. This introduction was followed by a brief summary of the journal article including the complete reference. The provision of the reference was intended to emphasize the pure fact-orientation of this query and to make clear to the recipients that this information did not result from any kind of personal experience. This post consisted of 87 words.

The query in the personal experiences condition also stated that the user was looking for opinions about measles vaccination and had previously gathered some information. This introduction was followed by the same information as in the previous
condition (regarding the age of the children concerned and the symptoms), but was framed in terms of personal experience with the outbreak of measles in a day-care center. This post did not refer to the journal article and consisted of 69 words.

**Measures**

We counted the number of replies and captured the average number of replies to the posts in the two experimental conditions in order to test Hypothesis 1. In addition, two independent raters evaluated the emotionality of the replies on 5-point Likert scales ranging from 1 (neutral) to 5 (very emotional), in order to allow for examining Hypothesis 2. Those raters were blind to the respective experimental condition and to the general research questions, and reached consensus on their final rating in cases of disagreement.

The following reply is an example of a very emotional statement:

> For me, measles vaccination is obligatory and I was really glad that my little kid could finally be vaccinated now in May! Because I am extremely frightened of the long-term consequences and I personally rather put up with the very unlikely vaccination adverse effects than running the risk of a measles infection. Once in the hospital I had to care for a child suffering from meningitis, which died then, and this experience has probably affected me …

This reply, in contrast, is an example of an emotionally neutral statement:

> Yes, measles are contagious, yes, children can fall ill with them, and yes, one can be vaccinated against them, which is worthwhile, because measles are known for having an impact on fertility.

**Statistical Analysis**

We compared the number of replies within the different types of forums using chi-square tests. In order to test Hypothesis 1, we compared the number of replies with a chi-square test and conducted an independent samples t test with the average number of replies as dependent variable. To take the distribution of this variable into account, we additionally conducted a Mann-Whitney U test and a Mood’s median test. For testing Hypothesis 2, we conducted an independent samples t test with emotionality of the replies as dependent variable.

**Ethical Considerations**

Since this study used information posted in open online forums, contributions were considered as belonging to the public domain [40,41]. The posts of all users in all forums could be openly read by everybody; usernames and passwords were only required for posting. So the behavior of research participants did not occur in a private context [42]. In line with the requirements of the local ethics committee at the Knowledge Media Research Center (Tübingen, Germany), the dignity and integrity of participants were not violated in any way in this study. We did not give medical advice to the forum users. We did not provide any medically questionable or incorrect information in the online forums.

We made sure that our queries did not confront the users with any kind of information that they would not otherwise encounter in Internet forums or many other communication situations. Thus, the forum users were not taken advantage of in any respect; there was absolutely no infringement of the users’ rights. In order to protect the individual user’s personal or online identity, we do not provide information about the names or online identities of contributors in this article. In order to avoid an individual’s identity being traced by searching for the quoted phrases, we use only English translations of direct quotes [42,43].

**Results**

**Number of Replies**

There was a wide range in the number of replies among the different Internet forums: the number of replies per forum varied from 0 to 13. The most replies were found in the 8 family forums (a total of n=37; mean 4.63, SD 3.89) compared to the other 20 forums (a total of n=46; mean 2.30, SD 3.18), as indicated by a chi-square test ($\chi^2 = 22.12, P=.015$). The other forum types did not differ among each other in the frequency of replies, all $P>.370$.

Regarding Hypothesis 1, there appeared to be more replies (n=53) to the personal experiences than to the factual information (n=30), with a median of 2 in the personal experiences condition and a median of 1 in the factual information condition. But the two conditions did not differ significantly from each other when we compared the number of replies with a chi-square test ($\chi^2 = 8.40, P=.590$).

The same finding occurred when we conducted an independent samples t test with the average number of replies as dependent variable ($t_{26}=1.26, P=.219$). In the factual information condition, the posts received on average 2.14 (SD 2.93) replies per forum. In the personal experiences condition, we found 3.79 (SD 3.91) replies.

We also conducted further nonparametric tests, but both a Mann-Whitney U test ($P=.178$) and a Mood’s median test ($P=.257$) confirmed that the difference was non-significant.

**Emotionality of Replies**

As expected in Hypothesis 2, in a t test the replies of the other forum users were significantly more emotional in the personal experiences condition (mean 3.17, SD 1.29) than the answers in the factual information condition (mean 2.13, SD 1.29; $t_{26}=3.66, P<.001$).

**Discussion**

**Principal Findings**

Contrary to our initial assumptions, personal experiences did not elicit more replies than factual information. This absence of a significant effect was probably due to the very large variance of replies in the different forums. It might also be the case that forum users tended to regard factual information and personal experience as equivalent. This interpretation would be
consistent with previous findings that forum users in health-related contexts do not adequately distinguish between verifiable and non-verifiable information [10,16,21,22].

The key finding of this field experiment is that answers to a post containing personal experiences were significantly more emotional than replies to factual information. Reasons for this could be that inquirers who reported private information were perceived as more personable or that the recipients of the initial posts felt addressed on a personal level and, accordingly, replied on the same level. This behavior might be explained by effects of anchoring and adjusting [44-46], in that participants used the initial post as an emotional anchor to which they adjusted their own style of communication.

Limitations and Future Work
The finding that reply rates were rather low overall could be due to the topic we selected. Potentially, and contrary to our expectations that people would feel strongly about the topic, the subject area of measles vaccination is only important to a limited group of people, that is, people who have young children themselves. It may be a rather abstract or even an irrelevant topic for childless people, such as singles or adolescents. This interpretation is supported by the finding that the family forums were the most active ones regarding our queries, compared to forums concerned with other topics. In addition, most answers implied that they were written by people who had personal experience with this topic. This might also indicate that vaccination is in fact an emotionally charged topic for many people, a circumstance that may have had an impact on their response behavior. Future studies should aim to test the hypotheses with different, that is, more general topics with a broader base of interest and with a less emotionally charged subject matter.

Another limitation of our study is that the queries in the factual information condition might have been perceived to be quite uncommon or peculiar, because it is rather seldom that posts in Internet forums include a reference to a journal article. Even though the provision of this reference was intended to underline the fact-orientation of the post, it is not clear how the forum users perceived this information. Future research should try to find ways to construct fact-oriented posts that do not appear to be peculiar to other forum users.

In addition, the emotionality of the reply posts was only evaluated by two independent raters. Future studies might consider applying additional assessment methods, such as identifying key words of emotionality in the reply post of the forum users [47,48].

Finally, it might be worthwhile for further research to examine additional potential factors of influence that may have an impact on the way people express their answers. This may include certain personality factors, such as social value orientation [49], agreeableness [50], or people’s need for self-presentation and self-esteem [51,52]. In addition, these factors of influence may also include aspects of the communication situation, such as anonymity [53], identifiability [54-56], or the synchronicity of information exchange. The current study represents only a beginning to potential research into what impact particular kinds of contributions have on the subsequent exchanges of health-related information in Internet forums.
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Abstract

Background: Frail older people often receive fragmented care from multiple providers. According to the literature, there is an urgent need for coordination of care. Online and eHealth tools are increasingly used to improve coordination. However, there are significant barriers to their implementation in frail older people.

Objective: Our aim was to (1) evaluate differences in use of a personal online health community (POHC) for frail older people in relation to personal characteristics, and (2) explore barriers and facilitators for use as experienced by older people and their informal caregivers, using the case of the Health and Welfare Information Portal (ZWIP).

Methods: This is a mixed methods study. For the quantitative analysis, we used POHC usage information (2 years follow-up) and baseline characteristics of frail older people. For the qualitative analysis, we used semistructured interviews with older people and their informal caregivers. Participants were recruited from 11 family practices in the east of the Netherlands and frail older people over 70 years. The ZWIP intervention is a personal online health community for frail older people, their informal caregivers, and their providers. ZWIP was developed at the Geriatrics Department of Radboud University Medical Center. We collected data on POHC use for 2 years as well as relevant patient characteristics. Interview topics were description of use, reasons for use and non-use, and user profiles.

Results: Of 622 frail patients in the intervention group, 290 were connected to ZWIP; 79 used ZWIP regularly (at least monthly). Main predictors for use were having an informal caregiver, having problems with activities of daily living, and having a large number of providers. Participants were recruited from 11 family practices in the east of the Netherlands and frail older people over 70 years. The ZWIP intervention is a personal online health community for frail older people, their informal caregivers, and their providers. ZWIP was developed at the Geriatrics Department of Radboud University Medical Center. We collected data on POHC use for 2 years as well as relevant patient characteristics. Interview topics were description of use, reasons for use and non-use, and user profiles.

Conclusions: Only 27.2% (79/290) of frail older enrolled in the POHC intervention used the POHC frequently. For implementation of personal online health communities, older people with active health problems and a sizable number of health care providers should be targeted, and the informal caregiver, if present, should be involved in the implementation process.


(J Med Internet Res 2014;16(12):e278) doi:10.2196/jmir.3609
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Introduction

Potential Benefits of eHealth for Frail Older People

Frail older people have a large number of health deficits and receive fragmented care, often resulting in nursing home admissions and hospitalization [1]. Frail older people also have multiple health care providers. The collaboration between these providers is not always optimal, and they are often unaware of the fact that they care for the same patient. This reveals insufficient coordination in the care for frail older people [2]. There are several barriers to providing coordinated care to frail older people in a cross-institutional setting: (1) the physical barriers of working in different institutions located in different geographical locations, (2) not having a timely overview of all professionals involved in the care of the patient, (3) information that colleagues have on the patient, (4) how they treat the patient, and (5) that multidisciplinary consultation can take place only if all professionals are available at the same time. The required coordination of care for frail older people may be facilitated by the implementation of eHealth [3,4].

Personal online health communities (POHCs) seem particularly suited to improving the coordination of care for frail older people with multiple providers. Such communities allow a patient, and/or professionals caring for a specific patient, to interact in online networks. In general, online health communities are online platforms that unite providers and/or patients with a shared goal or similar interest [5]; in the case of POHCs, that is the care for an individual. POHCs enable communication between people who would not have met each other otherwise [5]. They also provide an alternative to face-to-face consultations. POHCs facilitate communication by organizing a network of providers around a patient [5]. They are a relatively new development in eHealth [6], and so information on the determinants of usage is limited. We developed the Health and Welfare Information Portal (in Dutch: Zorg- en WelzijnsInfoPortaal or ZWIP), a POHC aimed at reducing fragmentation in care in frail older people. ZWIP targets individual patients, their informal caregivers, and their health care providers, to learn about the feasibility and effects of POHCs in the care for frail older people. In an earlier study, we showed that ZWIP had not yet yielded any benefits [7], but there were indications that usage was heterogeneous across users and, in general, limited. Usage is therefore the focus of this study.

Determinants of Using Personal Online Health Communities in Older People

Despite the potential benefits of POHCs, implementing eHealth is difficult, especially in frail elderly populations [3]. Implementation difficulties in this group arise because frail older people have decreased physical and cognitive function leading to a loss of autonomy. Older people in general have a lower level of computer literacy than younger populations, which has to be considered when developing and implementing eHealth interventions for this group [8]. Furthermore, older patients may not be able to use complex and multifunctional eHealth interventions, which also leads to low levels of usage.

At present, little is known about facilitators of eHealth usage in general and POHCs in particular in frail older people and how the barriers presented can be overcome [3]. Previous studies focused on implementation barriers during the introduction of eHealth interventions in other groups, such as health care providers [9-14] and in younger patients with chronic illnesses [15-17]. Knowledge about such determinants of usage in frail older people would allow identification of older people who are likely to use and possibly benefit from eHealth interventions.

Aim

The aim of this study was to investigate the main determinants of ZWIP usage in frail older people. First, we describe ZWIP use and its users’ characteristics. Second, we investigate the predictors (barriers and facilitators) of ZWIP usage in frail older people to identify successful users.

Methods

Intervention

ZWIP is a personal online health community for multidisciplinary communication and information exchange for frail older people and their informal caregivers. The development of the intervention has been described elsewhere [2]. Briefly, ZWIP is a secure digital environment, aiming to improve collaboration within the care network around frail older people. Within the ZWIP network, frail older people (or on their request, their informal caregiver) take the lead. Patients and their informal caregivers give permission to providers to join their network. For all members this creates an overview of the providers involved in their care. ZWIP contains a message system similar to email, where patients can exchange messages with these providers. Most messages are visible to all members of a patient’s network, with the exception of private messages. Therefore, all relevant professionals and informal caregivers are kept up to date on care-related developments. Based on the family practice’s information system and frailty identification through Easycare-TOS (see below), ZWIP contains current medical and social care data on frail older people, which is shared within a patient’s network. ZWIP also gives the opportunity to register individual patient’s care-related goals and action plans. Goals and action plans are determined by the patients in consultation with the professionals. Patients may also receive tailored health information via ZWIP. (See Multimedia Appendix 1 for a video of a patient using ZWIP.)

Centers, Participants, and Recruitment

ZWIP was implemented in 11 family practices in the east of the Netherlands. The participating practices started by screening all of their patients aged 70 years and older in alphabetical order using the Easycare-TOS (Two step Older persons Screening) instrument. Easycare-TOS is a validated, two-step measure to identify frail older people in the community as a target population for integrated geriatric care [18]. Easycare-TOS is
based on the EASYcare-system, a focused geriatric assessment by a primary care nurse [19,20]. Initially, the family practitioner completed a questionnaire in Step 1 and judged patients as frail, frailty uncertain, or not frail based on readily available information. If patients were assessed as being frail or family practitioners were uncertain, a second assessment step (Step 2) was carried out by specialized nurses to confirm or exclude frailty. All 622 patients who were considered frail based on the screening were invited to participate in ZWIP, of which 290 (46.6%) consented.

**Design**

In complex interventions, which are usually difficult to describe and replicate, qualitative research can help clarify the processes of implementation and change. Therefore, we evaluated ZWIP usage with a mixed methods study. The local ethics committee (Committee on Research Involving Human Subjects Region Arnhem-Nijmegen) stated that no formal approval was required due to the non-invasive and non-experimental nature of the study [21,22].

**Quantitative Data Collection**

Quantitative data were collected in the intervention arm of an effectiveness trial [7], and measurements were performed by trained nurses in the patients’ homes using a face-to-face questionnaire. We used baseline data for demographics, physical, mental and social functioning, as well as coordination of care and care use. We included patient characteristics observed by the family practitioner or obtained during the Easycare-TOS assessment. Individual baseline characteristics used were the Barthel index of Activities of Daily Living (ADL) and the Lawton scale of Instrumental Activities of Daily Living (IADL), the Short Form-36 Health Survey (SF-36) (social activity limitations and mental health) [23-26], as well as education, age, and sex. Family practice level characteristics were practice location, family practitioner having used electronic consultation previously, and percentage of frail older people in the practice. Furthermore, we used data from the ZWIP application’s logging files. In this model, ZWIP usage was operationalized as monthly total page views by the patients or their informal caregivers. ZWIP use was followed up to 2 years. We operationalized ZWIP usage as a combined measure of total page views by the patients or their informal caregivers. To capture all forms of usage, we counted passive usage (simply logging in without interaction with the providers, viewing health promotion) and active usage by the older people or their informal caregivers (actual communication with providers, adapting goals).

**Quantitative Data Analysis**

Baseline characteristics of ZWIP participants and non-participants were compared using t tests and chi-square tests. We classified different groups of users according to usage of ZWIP, using hierarchical cluster analysis [27], creating groups from observations based on similarities of their features. ZWIP users were clustered according to the degree of use of the various ZWIP features (communication, goals, health promotion, etc) [27]. Clusters were created using the Ward method [28], and the number of separate groups were determined using the pseudo $r^2$ and the pseudo $F^2$ [27,29].

Furthermore, we investigated the relationship between usage and baseline characteristics at the patient and family practice levels. We used a hierarchical linear growth model [30] to account for potential variation in use across time (months since connection to ZWIP) within a patient, between patients with various characteristics, and between family practices. All analyses were performed using SAS 9.2.

**Qualitative Data Collection**

Participants were patients and their informal caregivers who participated in ZWIP and were selected using purposive sampling [31]. To include a wide variety of users and levels of use during sampling, we allowed for the following patient characteristics: sex, age, family practice, whether a patient or an informal caregiver managed the patient’s ZWIP account, network size, and how much they used ZWIP (ZWIP usage). If any patient declined to participate, a patient with comparable characteristics was chosen instead. The final sample size was dictated by data saturation [32].

Three research assistants, who were not otherwise involved in the evaluation of ZWIP, approached the selected patients or their informal caregivers and conducted individual semistructured interviews at the patients’ homes. The interviewers used a topic list based on relevant themes derived from the literature [33], which evolved when relevant new topics came up. Initial topics were description of use, reasons for use/non-use, and user profiles. New topics were discussed in the research group and pursued if relevant to the aim of this study. All interviews were audiotaped and transcribed verbatim. Data collection continued until saturation was reached (eg, when no new themes emerged from the interviews).

**Qualitative Data Analysis**

To analyze the transcripts, 3 researchers (PM, SR, and MP) used directed content analysis [34] and deconstructed the interviews independently, using the principles of iterative comparison. In discussion meetings, PM, SR, and MP reached agreement on codes, combined codes to generate and adjust categories (axial coding), merged categories to compose and refine themes (selective coding), and discussed whether saturation had been reached. We used Atlas-ti 5.2 software to help in data coding and retrieval.

**Integration of Quantitative and Qualitative Data**

Quantitative data were used to identify qualitative respondents. We based the user profiles on the clusters identified during cluster analysis, thus making the link between qualitative and quantitative data. Qualitative and quantitative data on facilitators for use were presented separately and integrated by triangulation [35] in the discussion. Similar weight was given to the two types of analyses.
Results

Participants
A total of 290 vulnerable older patients (46.6% of all 622 eligible patients) completed baseline measurement and participated in ZWIP. The other 332 refused participation. ZWIP participants were similar to non-users in terms of demographic criteria, functional measures such as ADL and mental health measures, number of illnesses, and the types of illnesses present with the exception of dementia. Furthermore, they were similar in terms of a number of process indicators such as patient experience with care measures, and family practitioner reported process measures, with one exception: patients using ZWIP were more likely to have more providers involved in their care (Table 1).

In total, 23 patients and informal caregivers participated in the interviews. Patient age varied between 74 and 90 years, and they came from a wide range of practices (see Multimedia Appendix 2). Additionally, as a result of purposive sampling, interviewed patients varied substantially in terms of messages sent and received and if they had an informal caregiver and the type of informal caregivers (spouse or child).

Usage
The most frequently used ZWIP function was messaging with an average of 12 messages per patient during the 2-year follow-up period (Table 2). Additionally, 47.9% (139/290) of patients used the goal-setting function and 13.1% (38/290) of older people modified or evaluated the goals during ZWIP usage. Furthermore, 33.1% (96/290) of patients had defined concrete care-related activities to reach their goals; in the case of 9.0% (26/290) of patients, these activities were modified or actively evaluated in ZWIP during the period of ZWIP usage.

Hierarchical cluster analysis identified four main groups of users: Non-active users (using ZWIP only a few times within 2 years), Regular users (once a month), Active users (once a week), and a small group of Very active users (daily users). From quantitative demographic data and qualitative data, average user profiles per cluster were constructed (Textbox 1). As can be seen in Figure 1, after an enthusiastic start the number of page views decreased to remain relatively stable in all groups a few months after the start, except for the very active users (Figure 1).

In addition, qualitative data further characterized the variations in use seen in the quantitative data trends. Qualitative data confirmed that patients and informal caregivers made highly variable use of ZWIP: “I check ZWIP every day” [Respondent 21, Patient], “I probably checked ZWIP 2 or 3 times” [Respondent 6, Informal caregiver], and “At the start I checked ZWIP once or twice a week. Later, it decreased” [Respondent 16, Patient].

The number of providers that patients had contact with was also highly variable. Whereas some patients never logged in, only added informal caregivers to their network, or waited for others to communicate, other patients used ZWIP intensively to communicate in their network: “Only the family practitioner and district nurse, with the other health care providers I did not have any contact” [Respondent 14, Informal caregiver].

Other patients mentioned that providers did not respond to the invitations for their networks and that they got little response to their messages from providers. Interviewed ZWIP users and informal caregivers used only the communication platform: “I only used the communication tool” [Respondent 10, Informal caregiver].

Figure 1. Average page views per month of usage for the 4 identified usage clusters.
Table 1. Comparison of frail older patients who used and did not use ZWIP.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total</th>
<th>Used ZWIP</th>
<th>Did not use ZWIP</th>
<th>P value (2-sided)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female, n (%)</td>
<td>400</td>
<td>180 (63.2)</td>
<td>220 (66.7)</td>
<td>.36</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.25</td>
</tr>
<tr>
<td>≤Primary education</td>
<td>136</td>
<td>56 (21.7)</td>
<td>80 (28.7)</td>
<td></td>
</tr>
<tr>
<td>Secondary education</td>
<td>380</td>
<td>192 (74.4)</td>
<td>188 (67.4)</td>
<td></td>
</tr>
<tr>
<td>University / tertiary education</td>
<td>21</td>
<td>10 (3.9)</td>
<td>11 (3.9)</td>
<td></td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.43</td>
</tr>
<tr>
<td>Married</td>
<td>253</td>
<td>128 (44.4)</td>
<td>125 (38.1)</td>
<td></td>
</tr>
<tr>
<td>Divorced</td>
<td>29</td>
<td>11 (3.8)</td>
<td>18 (5.5)</td>
<td></td>
</tr>
<tr>
<td>Widow / widower / partner deceased</td>
<td>290</td>
<td>132 (45.8)</td>
<td>158 (48.2)</td>
<td></td>
</tr>
<tr>
<td>Unmarried</td>
<td>38</td>
<td>15 (5.2)</td>
<td>23 (7)</td>
<td></td>
</tr>
<tr>
<td>Long-term cohabitation, unmarried</td>
<td>6</td>
<td>2 (0.7)</td>
<td>4 (1.2)</td>
<td></td>
</tr>
<tr>
<td>Living independently, n (%)</td>
<td>314</td>
<td>134 (48.2)</td>
<td>180 (55.4)</td>
<td>.08</td>
</tr>
<tr>
<td>Informal caregiver, n (%)</td>
<td>484</td>
<td>242 (84.0)</td>
<td>242 (74.0)</td>
<td>.003**</td>
</tr>
<tr>
<td>Informal caregiver lives together with the frail older person, n (%)</td>
<td>242</td>
<td>132 (56.2)</td>
<td>110 (46.2)</td>
<td>.03*</td>
</tr>
<tr>
<td>Benefit expected from more coordinated care according to family practitioner, n (%)</td>
<td>228</td>
<td>102 (39.5)</td>
<td>126 (43.9)</td>
<td>.30</td>
</tr>
<tr>
<td>Number of other care providers than the family practitioner involved, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.007**</td>
</tr>
<tr>
<td>No other care providers</td>
<td>75</td>
<td>22 (7.6)</td>
<td>53 (16)</td>
<td></td>
</tr>
<tr>
<td>1-3 other care provider</td>
<td>407</td>
<td>200 (69.4)</td>
<td>207 (62.3)</td>
<td></td>
</tr>
<tr>
<td>More than 3 other care providers</td>
<td>138</td>
<td>66 (22.9)</td>
<td>72 (21.7)</td>
<td></td>
</tr>
<tr>
<td>Age in yrs, mean (SD)</td>
<td>615</td>
<td>82.13 (5.77)</td>
<td>82.07 (5.72)</td>
<td>.89</td>
</tr>
<tr>
<td>Frailty index (scale 0-1, higher is worse), mean (SD)</td>
<td>616</td>
<td>0.29 (0.08)</td>
<td>0.30 (0.08)</td>
<td>.16</td>
</tr>
<tr>
<td>Barthel index (0-20, 20 completely independent), mean (SD)</td>
<td>616</td>
<td>16.01 (3.91)</td>
<td>15.99 (3.66)</td>
<td>.95</td>
</tr>
<tr>
<td>Morbidity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>146</td>
<td>68 (23.9)</td>
<td>78 (23.6)</td>
<td>.95</td>
</tr>
<tr>
<td>Stroke</td>
<td>91</td>
<td>38 (13.3)</td>
<td>53 (16.1)</td>
<td>.34</td>
</tr>
<tr>
<td>Heart failure</td>
<td>55</td>
<td>26 (9.1)</td>
<td>29 (8.8)</td>
<td>.88</td>
</tr>
<tr>
<td>Cancer</td>
<td>76</td>
<td>39 (13.7)</td>
<td>37 (11.2)</td>
<td>.35</td>
</tr>
<tr>
<td>COPD</td>
<td>100</td>
<td>44 (15.4)</td>
<td>56 (17)</td>
<td>.61</td>
</tr>
<tr>
<td>Urinary incontinence</td>
<td>144</td>
<td>62 (21.8)</td>
<td>82 (24.8)</td>
<td>.37</td>
</tr>
<tr>
<td>Osteoarthritis</td>
<td>2</td>
<td>1 (0.4)</td>
<td>1 (0.3)</td>
<td>.92</td>
</tr>
<tr>
<td>Osteoporosis</td>
<td>39</td>
<td>16 (5.6)</td>
<td>23 (7)</td>
<td>.49</td>
</tr>
<tr>
<td>Hip fracture</td>
<td>17</td>
<td>6 (2.1)</td>
<td>11 (3.3)</td>
<td>.35</td>
</tr>
<tr>
<td>Fractures other than hip</td>
<td>12</td>
<td>7 (2.5)</td>
<td>5 (1.5)</td>
<td>.40</td>
</tr>
<tr>
<td>Dizziness with falling</td>
<td>15</td>
<td>7 (2.5)</td>
<td>8 (2.4)</td>
<td>.98</td>
</tr>
<tr>
<td>Benign prostate enlargement</td>
<td>16</td>
<td>10 (3.5)</td>
<td>6 (1.8)</td>
<td>.19</td>
</tr>
<tr>
<td>Depression</td>
<td>10</td>
<td>2 (0.7)</td>
<td>8 (2.4)</td>
<td>.09</td>
</tr>
<tr>
<td>Anxiety / panic disorder</td>
<td>16</td>
<td>11 (3.9)</td>
<td>5 (1.5)</td>
<td>.07</td>
</tr>
<tr>
<td>Dementia</td>
<td>25</td>
<td>19 (6.7)</td>
<td>6 (1.8)</td>
<td>.002**</td>
</tr>
</tbody>
</table>
Table 2. Usage of the different functionalities of ZWIP, as used in the cluster analysis for the four different groups of users.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total group</th>
<th>Non-users</th>
<th>Regular users</th>
<th>Active users</th>
<th>Very active users</th>
</tr>
</thead>
<tbody>
<tr>
<td>People using ZWIP, n (%)</td>
<td>290</td>
<td>211 (72.8)</td>
<td>67 (23.1)</td>
<td>9 (3.1)</td>
<td>3 (1.0)</td>
</tr>
<tr>
<td>Older people logged in at least once, n (%)</td>
<td>220</td>
<td>141 (64.1)</td>
<td>67 (30.5)</td>
<td>9 (4.1)</td>
<td>3 (1.4)</td>
</tr>
<tr>
<td>Number of providers in network per older person at baseline, mean (SD)</td>
<td>4.44 (2.77)</td>
<td>3.80 (2.20)</td>
<td>5.76 (3.28)</td>
<td>7.56 (3.40)</td>
<td>10.67 (0.58)</td>
</tr>
<tr>
<td>Page views per patient during 2 yrs, mean (SD)</td>
<td>102.64 (273.16)</td>
<td>19.32 (22.71)</td>
<td>188.22 (78.74)</td>
<td>659.33 (174.88)</td>
<td>2381.33 (490.02)</td>
</tr>
<tr>
<td>Messages sent in a network during 2 yrs, mean (SD)</td>
<td>11.54 (35.26)</td>
<td>2.47 (4.44)</td>
<td>19.94 (21.02)</td>
<td>70.89 (49.08)</td>
<td>284.33 (122.10)</td>
</tr>
<tr>
<td>Other ZWIP functions (health promotion usage, setting and modifying goals, actions to reach the goals) used during 2 yrs, mean (SD)</td>
<td>7.22 (6.62)</td>
<td>5.53 (3.23)</td>
<td>10.07 (7.86)</td>
<td>19.33 (12.83)</td>
<td>26.00 (27.78)</td>
</tr>
</tbody>
</table>

*P<.05.  **P<.01.
Textbox 1. Example user profiles per group.

Non-active user
A man in his 70s, suffering from heart failure and stroke. His daughter already predicted the limited use of ZWIP by her father, because his computer skills were poor. She lived very close to her father but also hardly used ZWIP for her father. Even though ZWIP seemed appealing to her, she logged in only three times. She agreed to participate in ZWIP in view of the future digitalization of society. The daughter found ZWIP redundant. The family practice and the pharmacy were across the street from where she lived, which facilitates face-to-face instead of digital consultation.

Regular user
A woman in her 90s, suffering from dementia, heart failure, and deafness. She was living together with her son, who managed her ZWIP. The family practitioner and the practice nurse participated in the patient’s ZWIP network. Her son liked to occasionally use the ZWIP to ask questions regarding his mother’s treatment and background information on her medical conditions. Her son also rescheduled his mother’s appointments through the ZWIP. When his mother became more apractic due to dementia, the occupational therapist was invited to join ZWIP. Her son appreciated ZWIP for its user friendliness, the easy small-scale communication, and the complete overview of her mother’s conditions and medication use.

Active user
A woman in her 80s, suffering from coronary heart disease. Her deceased husband was a health care provider. She managed ZWIP herself. Generally, she found it difficult to reach the family practice. What she appreciated most from ZWIP was that the family practitioner was easily accessible for health- and medication-related questions. That made her feel safe during the time of her myocardial infarction and it prevented, in her view, unnecessary face-to-face consultations in the family practice. She also kept her family practitioner informed of her condition after visits to the cardiologist. The family practitioner was her only active contact in ZWIP and that was all she needed. At the time of the interview, she was doing relatively well, so she hardly used ZWIP in that period.

Very active user
A man in his 80s, suffering from COPD and heart failure. He was highly educated and had good computer skills. He used ZWIP daily. He strongly appreciated the two main components of ZWIP: the messaging system and especially the goal-setting function. His family practitioner, cardiologist, and pulmonary nurse participated in his ZWIP. He reported that the frequency of the home visits has decreased and the physically exhausting face-to-face consultations with his health care providers had become rarer.

Perceptions of ZWIP Usage
Perceptions of ZWIP usage were rather positive, illustrated by the quotes below. Some patients and informal caregivers perceived that communication was quicker than by telephone and that ZWIP was a good way to co-decide on their own health and welfare issues with the provider: “It is fast, multidisciplinary and you are in control of your own care. Very pleasant!” [Respondent 22, Patient] and “You send a message, and when it is convenient for them they answer. I think it is easier for them, also for the family practitioner” [Respondent 20, Informal caregiver].

Exchange of information and access to providers was perceived to be better using ZWIP: “I think it (ZWIP) causes unnecessary appointments to be avoided and at the same time it provides a safe connection to the family practitioner” [Respondent 17, Patient].

Informal caregivers said the ZWIP gave them a complete overview of the patient’s situation: “You can paint a more complete picture than on the phone.” [Respondent 10, Informal caregiver] and “My parents needed more care. It seemed like a good idea to get a good overview and simplify communication” [Respondent 10, Informal caregiver].

Other participants were disappointed by the frequency of communication through ZWIP: “Well, we expected that there would be more information exchange...” [Respondent 20, Informal caregiver].

Predictors for Use: Barriers and Facilitators
In quantitative user analysis, several determinants of use were identified (Table 3). When a person had larger networks involved in their care according to the family physician, this led to more page views. Having an informal caregiver also contributed positively to ZWIP usage. Also, patients with a higher Barthel index (better ADL) at baseline showed fewer page views compared to the older people with lower Barthel index (worse ADL) at baseline. All patients slightly decreased in their use of ZWIP over time. On a family practice level, having a higher percentage of frail older people in the practice, previously having used electronic consultation methods, and being located in a village (versus a city) led to more active ZWIP usage.

Also, a major theme addressed in the interviews was facilitators of use. According to the interviewees, a successful older ZWIP user was interested in communicating about health and welfare status and was pro-actively sending messages to providers using ZWIP: “I like to be in control of my own care. I can handle different opinions. And I have several health problems, on which I have questions” [Respondent 22, Patient, on why ZWIP was successful in his case].

Importantly, these patients had current, chronic health problems for which they used ZWIP. Patients using ZWIP should have computer skills and should have no cognitive problems, or should have an adequate informal caregiver who can use ZWIP on their behalf: “I can handle it (computer) very well. My mother cannot, so I support her” [Respondent 18, Informal caregiver].
caregiver]. ZWIP was considered a good, quick, and easy communication tool: “I can easily communicate without picking up the phone for everything” [Respondent 10, Informal caregiver].

Informal caregivers, especially children who were living far away, mentioned that ZWIP made it easy for them to be involved in the care for their vulnerable parent. “It is a triangle, it is about my husband, but it could also support me” [Respondent 19, Informal caregiver] and “Before, you had to wait until the family practitioner came. Now we used ZWIP and the family practitioner was already informed when he came” [Respondent 3, Informal caregiver].

An important advantage compared to telephone and face-to-face communication was that in ZWIP it is possible to communicate at a time that is convenient for patients and providers: “A small example is that I do not have to take my mother to the family practitioner for everything. I can just ask a question” [Respondent 18, Informal caregiver].

Some patients mentioned that they used ZWIP because it gave them a sense of safety, being able to communicate with their health care providers and to ask questions in ZWIP: “It is good that I can alarm providers about my father’s situation, rather than them hearing only his story” [Respondent 18, Informal caregiver]. One patient said that communication in ZWIP could replace a consultation, which was convenient for him because his medical condition made it difficult for him to visit his physicians: “Before, you had to wait until the family practitioner came. Now we used ZWIP and the family practitioner was already informed when he came” [Respondent 3, Informal caregiver].

Another major theme in the interviews was barriers for use. Patients or informal caregivers who did not or hardly used ZWIP often stated that there was no need for ZWIP, since they or the older people they cared for were healthy: “There was no reason for use. My father is actually still very healthy” [Respondent 15, Informal caregiver] and “Why should I communicate if I do not have any questions?” [Respondent 23, Patient].

Some older people simply had problems logging in but never asked for help, or they reported that support was not sufficient: “I thought it was all very complicated…I could not handle it” [Respondent 9, Informal caregiver] and “A computer is a little impossible for an older person” [Respondent 15, Informal caregiver].

However, patients did expect an increased usage of such interventions in the future when computer skills are more common among older patients. Other patients did not like the fact that ZWIP was a computer app and were not interested in using it. Some patients feared that the ZWIP would replace face-to-face contact with their health care providers and preferred to phone or visit the family practice: “You do not see your family practitioner anymore. That is a disadvantage…When contact is only digital, I think care becomes rather meager” [Respondent 16, Patient].

Other patients and informal caregivers would have wanted to use ZWIP but complained that they got no response or only a limited response from health care providers. This was particularly problematic if it was their family practitioner not responding. “We experienced slow reactions from health care providers…So we could not use it for communication” [Respondent 20, Informal caregiver].

Some of these professionals did not even accept the invitation to participate in the patient’s network. Several patients said that they assumed that their family practitioners were too busy to communicate in ZWIP and so did not try further: “I found it cumbersome. And because I thought: they are never going to make time for that. They are already so busy” [Respondent 6, Informal caregiver].
Table 3. Association of potential patient-level and family practice/practitioner-level predictors with the number of total page views at baseline and across 2 years of follow-up using hierarchical linear models.

<table>
<thead>
<tr>
<th>Baseline determinants (fixed effects)</th>
<th>Time-determinant determinants (linear rate of change)</th>
<th>Estimate</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td></td>
<td>-3.16</td>
<td>-19.41 to 13.09</td>
<td>.70</td>
</tr>
<tr>
<td><strong>Patient-level determinants</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Network size (number of professionals at baseline)</td>
<td>2.75</td>
<td>1.83-3.67</td>
<td>&lt;.001***</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td>1.39</td>
<td>-0.20 to 2.98</td>
<td>.09</td>
</tr>
<tr>
<td>Barthel index of ADL (0-20)</td>
<td></td>
<td>-0.94</td>
<td>-1.67 to -0.21</td>
<td>.012*</td>
</tr>
<tr>
<td>SF-36 mental health (0-100)</td>
<td></td>
<td>-0.15</td>
<td>-0.31 to 0.01</td>
<td>.07</td>
</tr>
<tr>
<td>Age at baseline</td>
<td></td>
<td>0.08</td>
<td>-0.29 to 0.45</td>
<td>.69</td>
</tr>
<tr>
<td>Multimorbidity</td>
<td></td>
<td>-0.75</td>
<td>-2.30 to 0.80</td>
<td>.35</td>
</tr>
<tr>
<td>Informal caregiver</td>
<td></td>
<td>6.67</td>
<td>0.71-12.63</td>
<td>.03*</td>
</tr>
<tr>
<td>Sex (female)</td>
<td></td>
<td>-3.32</td>
<td>-8.14 to 1.50</td>
<td>.18</td>
</tr>
<tr>
<td><strong>Account closed</strong></td>
<td></td>
<td>5.45</td>
<td>-10.76 to 21.66</td>
<td>.51</td>
</tr>
</tbody>
</table>

| Time (months from baseline)           | -0.03     | -1.48 to 1.42 | .96     |
| time*network size (number of professionals at baseline) | -0.18       | -0.26 to -0.10 | <.001*** |
| time*education                        | -0.10     | -0.28 to 0.08  | .25     |
| time*barthel index at baseline        | 0.09      | 0.01-0.17      | .02*    |
| time* SF-36 mental health at baseline | 0.02      | 0.00-0.04      | .06     |
| time*age at baseline                  | -0.05     | -0.09 to 0.01  | .03*    |
| time*multimorbidity at baseline       | 0.05      | -0.13 to 0.23  | .53     |
| time*informal caregiver at baseline   | -0.55     | -1.20 to 0.10  | .10     |
| time*sex                              | 0.43      | -0.08 to 0.94  | .11     |
| time*account closed                   | -0.20     | -1.32 to 0.92  | .72     |

| **Family practice-level determinants** |                                                       |          |                      |         |
| Village practice                      |                                                       | 24.25    | 15.06-33.44          | <.001***|
| Electronic consultation               |                                                       | 10.92    | 1.00-20.84           | .03*    |
| Percent frail                         |                                                       | 0.95     | 0.48-1.42            | <.001***|
| time*village                          | -0.16     | -1.14-0.82     | .75     |
| time*electronic consultation          | -0.33     | -1.39 to 0.73  | .54     |
| time*percent frail                    | 0.00      | -0.06 to 0.06  | .92     |

*P<.05. **P<.01. ***P<.001.

**Discussion**

**Principal Findings**

Active use of ZWIP as an innovative POHC, specifically developed for frail older people, was limited, despite a small group of very active users. However, in active networks ZWIP was highly appreciated. ZWIP was mainly used for communication. The combination of quantitative and qualitative data revealed a distinct profile of an active ZWIP user: a patient or informal caregiver interested in communicating about their own or their relative’s health and welfare status and sufficiently pro-active to actually stimulate communication in ZWIP. Importantly, these patients had current, chronic health problems that they used ZWIP for and had a lower functional performance (low Barthel scores). Multiple health care providers in a patient’s network (reflected in network size) was also associated with increased ZWIP use.

**Characteristics of Likely Users**

The current study contributes to identifying characteristics of the older people who are likely to use POHCs—either on their own or with additional support—and which older people are unlikely to use a POHC. It seems that additional targeting criteria are useful for the successful implementation of POHCs for frail older people. Whereas some general characteristics
may be applicable for all potential users of eHealth interventions, others seem specific for this population of frail older people. In line with previous research [36], impaired health status (reflected in ADL functioning and indirectly in network size) was an important predictor for using a website in older people. This indicates that a minimal level of care need was required. So there needs to be a current reason for intensive contact with health care providers for a POHC to be used. However, other characteristics identified by previous research [37] such as education were not significantly related to ZWIP use. This may be due to the generally low level of education of the older people in the sample compared to younger populations. Additionally, patient age and gender seem to be a common predictor of usage [33]; however, in this study neither was significant. This may be due to the low level of ZWIP’s use. At the same time, the effect of age is partially captured by the health status variable, as shown by a small and significant negative interaction between age and continued usage (analysis on request). Further research is needed to investigate how age influences usage beyond health status.

Two additional characteristics of successful implementation are worth mentioning. On a family practice level, this study shows that a high percentage of frail older people in the family practice’s patient population led to more ZWIP use. This finding suggests that context effects are also important for usage. Additionally, having an informal caregiver significantly contributed to ZWIP’s increased usage, which may indicate that informal caregivers can overcome problems of (generally) low computer literacy among older people, as suggested by previous research [38,39].

According to interviewees, future active ZWIP users are interested in managing their own (or their loved one’s) care and experiencing current health problems. Such observations are consistent with major dimensions of the theoretical models of information and communication technology adoption, such as the Unified Theory of Acceptance and Use of Technology model, namely performance expectation, effort expectancy, facilitating conditions, computer experience and voluntariness of use, and social influence [33]. Performance expectancy is defined as the degree to which individuals believe that using the system will help them attain gains in performance. Effort expectancy is the degree of ease associated with the use of the system. Facilitating conditions are defined as the degree to which an individual believes that an organizational and technical infrastructure exists to support use of the system. Computer experience is if patients have used computers before, voluntariness of use is how far patients felt they had a choice in using the system, and social influence is having the feeling that others also use the system and their opinions on the system. Specifically, in terms of performance expectations, patients were more likely to use ZWIP if they expected improved communication with the physician. In terms of effort expectancy, on average they perceived ZWIP use to be easy, although there is a group who find the computer a real barrier to ZWIP use. Patients were also more likely to use ZWIP if they were facilitated in ZWIP usage or had previous computer experience.

Additionally, ZWIP usage was more likely if patients voluntarily participated in ZWIP, and in terms of social influence, actually got messages. Therefore, it seems that the successful use of patient networks requires providers to be willing to respond to patient messages and actively send messages to patients. Conversely, health care providers who decline invitations or fail to respond to patient messages form a serious barrier for implementation. Further research is needed to quantitatively explore the role of technology acceptance factors, for example, using the Unified Theory of Acceptance and Use of Technology model [33] to guide implementation of POHCs in older populations. However, this first study to identify the characteristics of successful ZWIP participants already allows for a stricter selection of patients who might most easily benefit from such interventions. As long as a large group of frail persons experiences the electronic nature of POHCs as a major barrier to use, the efficacy and effectiveness of POHCs can be better tested in more selective samples [40,41]. Carefully selected older people should be more successful in digital self-management.

Implications for Implementation and Practice

Although we have found some examples of frail older patients in their 80s successfully using ZWIP, low computer literacy of older people seems to hamper the implementation efforts. In the Netherlands, only 39% of older people aged 75 years and older report having Internet access [42], whereas in the younger populations this is close to 100%. One option is to give older people computer training. Previous research has shown that training older people to use computers and health websites that they are expected to use can be successful [43]. Therefore, we have attempted train older people in using computers and the ZWIP website [44]. However, older people were not receptive to our chosen method of implementation of receiving trainers in their homes [44]. An alternative is involving the informal caregivers at an earlier stage, as both our qualitative results and quantitative results revealed the importance of having an informal caregiver for continued use. It is likely that the general level of computer literacy in older people will increase over time. However, low computer literacy will remain problematic in disadvantaged groups or very old people for a considerable time and may be a persistent problem for older people suffering cognitive impairment. In future studies, various implementation methods should be compared to raise computer literacy in the older people and to increase the willingness of informal caregivers to participate. In addition, the effect of using eHealth interventions on various components of health—namely physical, social, and mental health—should continue to be explored further.

Strengths and Limitations

This study reports a process evaluation of POHC usage in a population of frail older people. Its major strength lies in the mixed methods approach, combining both qualitative and quantitative information on usage, and in its relatively large sample size. Its outcome, a profile of a successful older eHealth user, makes it possible to target likely users. Adequately targeting audiences who will use a new intervention, represents a precondition for studies aiming to show the benefits of such
interventions. Thus, these profiles form a valuable contribution to future research and implementation projects of eHealth interventions.

The study also has some limitations to consider. First, this process evaluation of usage was conducted in the Netherlands within a strong primary care system and so it can be generalized only to countries with a similar system. Additionally, we did not continuously measure the health status of individuals, which was shown qualitatively as a main driver of usage, and this should be explored in further research. Finally, while we explored patients’ levels of computer literacy, access to computers, and user-friendliness of ZWIP for the individual older person in the interviews, we omitted a quantitative assessment of these issues and this should be pursued further during evaluation of other applications.

Conclusions
The current evaluation of use of the ZWIP, a personal online health community for frail older people, revealed important predictors of usage of eHealth interventions in older populations. Frail older patients with poor health status reflected in functional problems, with at least 5-6 providers involved perceived the most benefit and therefore used ZWIP more actively. Sufficient computer skills in either the patient or the informal caregiver and an interest to play an active role in their own care were essential. Therefore, during implementation of POHCs, and probably other eHealth interventions, informal caregivers should be involved from the start of the project. Profiling successful users can facilitate more effective targeting of frail older patients for implementation of eHealth interventions in the near future.
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Abstract

Background: There is increasing interest in the use of online forums as a component of eHealth weight loss interventions. Although the research is mixed on the utility of online forums in general, results suggest that there is promise to this, particularly if the systems can be designed well to support healthful interactions that foster weight loss and continued engagement.

Objective: The purpose of this study was to examine the relationship between the styles of utterances individuals make on an online weight loss forum and week-to-week fluctuations in weight. This analysis was conducted to generate hypotheses on possible strategies that could be used to improve the overall design of online support groups to facilitate more healthful interactions.

Methods: A convenience sample of individuals using an online weight loss forum (N=4132) included data both on online forum use and weight check-in data. All interactions were coded utilizing the Linguistic Inquiry and Word Count (LIWC) system. Mixed model analyses were conducted to examine the relationship between these LIWC variables and weight over time.

Results: Results suggested that increased use of past-tense verbs (P=.05) and motion (P=.02) were associated with lower weekly weights whereas increased use of conjunctions (eg, and, but, whereas; P=.001) and exclusion words (eg, but, without, exclude; P=.07) were both associated with higher weight during the weeks when these utterances were used more.

Conclusions: These results provide some insights on the styles of interactions that appear to be associated with weight fluctuations. Future work should explore the stability of these findings and also explore possibilities for fostering these types of interactions more explicitly within online weight loss forums.

(J Med Internet Res 2014;16(12):e254) doi:10.2196/jmir.3735
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Introduction

Background
The Internet is becoming a place for health information and social support. A recent Pew Research Center survey reported 72% of respondents search for health-related information online at least once a year, with more than a quarter of survey respondents specifically seeking experiences of others with similar health concerns [1]. Online communities for health not only offer social support [2-4], accountability [5], and peer modeling [6], but can also extend the reach of care for patients who fall between the cracks of traditional health care. Based on
this, there is great potential for online forums as a key part of systems that foster health behavior change.

Although there is great promise, current evidence supporting the utility of online communities is limited [7-9]. Specifically, these online communities, including social media and online forums/message boards, often promote only modest behavior change. This seems to be particularly the case because of high attrition rates. Based on this, there is great potential for these systems to promote behavior change and weight loss at scale, but additional research is required to better understand how best to design the systems to facilitate continued use and weight loss.

One strategy that could be utilized to improve the design of these systems is to explore how interactions within a system relate to outcomes such as weight. A great deal of research from psychology has articulated styles of interactions during therapeutic sessions that are predictive of behavior change. For example, empathic regard by a therapist and committal statements made by a client, particularly at the end of the session, are both predictive of improved clinical outcomes, such as reduced alcohol consumption [10-12]. Beyond therapeutic style, previous research by Pennebaker and colleagues [13,14] have provided a solid foundation for computationally documenting and understanding interaction styles from written documents (more subsequently). Collectively, this work suggests that there is likely great potential for understanding how best to improve online forums by articulating the interactions that appear to be associated with improved outcomes.

This paper reports findings concerning the relationship between styles of utterances in an online forum and weight loss via data provided to us from the makers of DropPounds (note: name changed to protect confidentiality). DropPounds is one of the most popular weight loss smartphone and Web-based online weight loss forums currently on the market. Users of DropPounds can specify various types of personal goals (eg, target weight, exercise, measurements, nutrition). DropPounds then prepares personalized targets to strive for and, in the paid premium plans, detailed plans. DropPounds provides a companion application for smartphones, tablets, and PCs. This application allows users to log their exercise and calorie consumption. The service also integrates with wireless activity and weight tracking devices, including the Withings scale, Nike+, and Fitbit. DropPounds provides peer support in the form of an online forum, along with social networking features such as private messaging and friend lists. The forum can be used to facilitate team and open challenges. It also provides a venue for discussing health, nutrition, exercise, personal reflection and experiences, and various other topics (eg, see [15]). In this paper, we examine how different utterances of participants in the DropPounds online forums, as codified by a validated natural language processing tool called Linguistic Inquiry and Word Count (LIWC), predict week-to-week fluctuations in weight among DropPounds forum users.

Related Research

Internet-Assisted Weight Loss Interventions

Although online forums are used for many purposes, research studying the effect of online forums as a tool to support weight loss is limited. The vast majority of research on online weight loss interventions (eg, Tate et al [16], Womble et al [17], Finley et al [18], Harvey-Berino et al [19], Neve et al [20,21], and Weinstein [22]) examines the effect of Internet-assisted weight loss intervention packages that included an online forum as 1 of its components. There is far less work examining characteristics of the forum itself that might predict health outcomes. Bensley et al [23] conducted one such study; they reviewed online groups and generated 5 possible design suggestions, including (1) recreate the human experience, (2) personalize, (3) create a dynamic experience, (4) provide a supportive environment, and (5) build on sound theory. This research was largely qualitative, however, with limited empirical data supporting these design suggestions. There is clearly potential for deeper research in this area. Our research attempts to fill this research gap by examining the effects of forum activity on weight loss.

Linguistic Inquiry and Word Count

LIWC is a linguistic analysis tool [13,24-26]. It consists of a dictionary mapping words and word stems to linguistic categories, as well as a software program that calculates various metrics on text data using this dictionary. (Note that we did not use the program itself for this project. Because the amount of data we were working with was beyond the tool’s abilities, we used a custom version of a Perl script.) The purpose of LIWC is “to provide a method for studying psychological phenomena (eg, emotion, cognition) that are present in individuals’ communications” [24,25].

When LIWC processes a piece of text, counts are maintained corresponding to each category in its dictionary. When a word is scanned, the counts for all dictionary categories that include that word are incremented. The output consists of the values for all counts once the entire text has been scanned.

Dictionary

LIWC’s dictionary assigns words and word stems to various categories (eg, positive emotion, anxiety, pronouns). The categories of the current dictionary can themselves be categorized in the following ways [13,24-26]: (1) 22 standard linguistic dimensions (eg, pronouns, articles, auxiliary verbs), (2) 32 categories tapping psychological constructs (eg, affect, cognition, biological processes), (3) 7 personal concern categories (eg, work, home, leisure activities), and (4) 3 paralinguistic dimensions (assents, fillers, nonfluencies).

LIWC’s dictionary has gone through multiple iterations of compilation and revision [13]. Initially, there were only 2 categories—positive and negative emotion—but this was expanded during the original round of compilation as the compilers added more types of language they wanted to capture. Initial word lists were assembled from various sources (eg, dictionaries) and assessed by groups of independent judges. Initial compilation was done between 1992 and 1994, and revisions were done in 1997 and 2007 [13].

Linguistic Inquiry and Word Count Validation

LIWC has been validated through a variety of mechanisms. For example, in a writing study, college students were asked to write
essays from both emotional and nonemotional standpoints. These essays were rated using both LIWC and a panel of 4 independent judges [27]. Later analyses of these data found that the LIWC scales and judges’ ratings were highly correlated [13,24-26].

There is a research precedent for using LIWC analysis of text to study various behavioral and psychological issues. For instance, Rude et al [28], Gunsch et al [29], and Kowalski [30] used LIWC analysis to gain insight into the cognitive operations associated with depression, the affective composition of political campaign ads, and the emotional perception of teasing, respectively.

On the other hand, the use of LIWC metrics as predictive tools has also been investigated. For instance, Simmons et al [31], Sexton and Helmreich [32], and Leshed et al [33] used LIWC metrics to predict marital health, pilot performance, and performance during collaborative tasks. We have applied this research methodology to the current task, DropPounds is ideal for this sort of analysis because natural writing is a fundamental part of its feature set and the sort of disclosures that occur within the forums map on to the intended purpose of LIWC focused on self-disclosure [27].

Research Questions

Overview

We explored 4 different models examining the relationship between utterance styles and weekly fluctuations in weight. Note that for each model we also included word count in all models as a control for overall verbal fluency.

Model 1

The first model focused on discussions about health. It is logical to presume that individuals who tend to talk more about health, consumption, or general biological mechanisms of weight loss may be more actively engaging in their weight loss during those times and, thus, lose more weight. Based on this presumption, we focused on content words as our first model.

Model 2

The second model focused on emotion. Specifically, it is plausible that content words related to positive and negative affect would be predictive of weight fluctuations with more positive affect associated with weight loss and more negative affect associated with weight gain.

Model 3

In our third model, we chose groupings of words that have been linked to psychological phenomena in previous research that could impact psychological loss, including (1) social process words (eg, talk, they, child) which have been linked to social support; (2) past tense use (eg, went, ran, had), which suggests a focus on the past; (3) certainty (eg, always, never), which has been linked with emotional stability; (4) exclusive words (eg, but, without, exclude), which have been linked with honesty; and (5) third-person singular (eg, she, her, him), which has been linked to exhibiting social support [13,14].

Model 4

The fourth model was data-driven, in that we chose styles of utterances that were observed in our dataset most often within the forums and could be indicative of important areas to focus on within online weight loss forums. This fourth model specifically included past tense use, conjunctions, and “motion” words (eg, arrive, go, car).

Per Pennebaker et al [13,14], although a lot of initial emphasis was placed on “content” words (eg, emotions and personal concerns) in early development of LIWC, research increasingly indicated that function or “style words” (eg, pronouns, prepositions, verb tense) often had higher association with phenomena under study. As such, we anticipated the majority of findings to be localized around these style words, but we did develop content-related explorations based on their intuitive appeal and because there is limited research exploring these questions.

Methods

Data Preparation

Two datasets provided by the makers of DropPounds were combined to conduct these analyses. The first included the following data at a weekly level for users of DropPounds: weight, number of active days per week, calorie intake budget, number of calories consumed, and number of calories burned through exercise. In addition to users entering data manually, a subset of users also used Withings brand wireless-enabled weight scales. Although users may check in these data several times a week, when we received the data, it had been aggregated and reported on a weekly basis. Every check-in’s weight was measured at the end of a weekly interval. This interval always started on the same day of the week—either Sunday or Monday, depending on the user. This check-in date was created based on the data provided to us (ie, the weekly weight check-in data was always aggregated on a Sunday or Monday). Identifying each user’s check-in day was necessary for aggregating weekly LIWC metrics from the values for individual posts.

The second dataset included all forum posts of the participants. Because weight and other health data check-ins were aggregated weekly, we also aggregated forum-derived data at the weekly level using the same start weekday. For each post, we generated LIWC metrics.

After data cleaning, the dataset included weekly weight loss progress and forum check-ins from DropPounds users between July 2008 and October 2012. We processed the forum posts using the LIWC linguistic analysis tool, generating content metrics for each forum post based on a dictionary that assigns words of the English language to various topic categories as already discussed. These metrics were used as predictors in a multilevel mixed model analysis, with user weight as the predicted outcome variable.

Participants within the study were self-selected. Specifically, the act of joining the forum occurred via finding the forum online (either via being directed from DropPounds mobile app or likely via a Google Search). There was no other active
recruitment for this forum beyond standard commercial practices that might be deployed by a commercial weight loss company.

**Linguistic Inquiry and Word Count Metrics**

LWIWC results were generated for every single forum post in the forum dataset and then aggregated to the weekly level to conform to the weight metric. Because LIWC metrics are word counts, aggregating each LIWC metric for a given user over a given week simply involved adding up the values of the metric for the user’s posts over that week. Word count was controlled for in all models.

**Data Cleaning**

**Data Anomalies**

The weekly check-in data contained a number of anomalies, such as outliers, out-of-range check-ins (ie, automatically generated check-ins from before the earliest or after the latest possible check-in date), and sequences of check-ins that consisted of the same weight carried forward from previous weeks. We applied the following filters and corrections to clean the dataset.

1. If 2 or more consecutive check-ins had diet and exercise check-in values of zero (an indicator of nonreporting) and they had identical weight, then we assumed that these consecutive weight check-ins were automatically generated and filtered them out of our dataset.

2. If a check-in had nonzero diet and exercise check-in data, and was followed by a check-in with identical weight and diet and exercise check-in data that equaled zero, we assumed the second check-in was automatically generated by copying the first and we filtered out the second check-in.

3. We flagged all users with weight check-ins over 600 lb for outlier investigation.

4. We examined the flagged data and corrected anomalous weight entries where possible, based on surrounding entries (ie, a string of entries with weight 179 lb contained a single check-in with weight 1111 lb and this was corrected by inspection).

5. We used linear interpolation to correct sequences of repeated outlier check-ins.

6. We deleted all users who showed no change in weight throughout their data-gathering period.

7. Two users had parallel data streams. We deleted the automatically generated streams, leaving the manually checked-in data.

8. We calculated the change in weight from 1 week to the next for each check-in. If there was a large weight change between check-ins, we took the length of time gap was taken into account before applying outlier processing. To filter out users with unreasonable changes in weight, we only kept check-ins for users who had a maximum absolute weekly weight change of 5 pounds or less, which is conceptually similar to strategies used by Finley et al [18].

In applying these changes, we brought the size of the dataset from more than 1 million check-ins to approximately 100,000, representing approximately 4000 users. However, further data preparation was necessary before we could begin modeling. We describe this process in the following section.

To provide some context for our statistical results, we included text from the forums in the Post Text Results section within the current paper. Note that slight modifications to the posts were made if any potentially identifying information was provided in the text. To find these posts, we selected the top 10 posts for each category (ie, high in the particular style word use, such as past-tense verbs). We then selected passages from this group that best demonstrated the general style of conversation found among those 10 posts.

**Statistical Analyses**

Similar to Neve et al [20], we chose multilevel mixed models as our analysis technique [34]. The advantage of this technique is that it is capable of dealing with observations that are nested (eg, multiple observations for each individual), have unbalanced data (where individuals have unequal observations), and contain missing values.

Prior to conducting any mixed model analyses, variables are recentered to make the results more readily interpretable. A recentered variable is restated as a deviation from a theoretically meaningful reference value (eg, time since first observation instead of calendar date and time).

In our dataset, we recentered the starting date for each week. This was done by representing starting dates as week numbers. Each starting date was replaced by the number of weeks between the starting date and the date when the user first used DropPounds.

Multilevel mixed models were developed using an iterative methodology. Each model attempted to improve on the previous model, reducing the residual error and explaining more of the target variance. Here, we describe the models generated.

The first model generated was an unconditional means model. This model included no predictors and attempted to express the target variable in terms of a grand mean (the fixed intercept) and a user-specific deviation from the grand mean (the random intercept). This model served as a baseline for model comparison. If the random effect was not statistically significant, we concluded that the individual-level mean target values were not statistically different than the grand mean target value for the entire dataset.

The next set of models added time as a predictor. These were the unconditional growth models and they attempted to determine the effect of time on the target variable. Multiple unconditional growth models were developed. Each included a higher-order power of time than the previous. This enabled us to study curvilinear change over time, if there was a plausible reason to anticipate such change (as was the case with weight whereby it was plausible for a quartic linear effect based on the well-studied concept of “yo-yo” dieting with weight loss, plateaus, and then weight gain again and another plateau). Finally, we generated the models that include the predictors of interest after controlling for time and for overall word count.
Results

Mixed Model Results

Table 1 reports descriptive statistics about the sample (N=4132).

Table 1. Descriptive statistics of the sample (N=4132).a

<table>
<thead>
<tr>
<th>Variables</th>
<th>Sample</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>37.5 (12.4)</td>
<td>18-87</td>
</tr>
<tr>
<td>Starting weight (lbs), mean (SD)</td>
<td>190.1 (46.7)</td>
<td>63-483</td>
</tr>
<tr>
<td>Number of weeks actively checked-in weight and used forum, mean (SD)</td>
<td>23.5 (23.6)</td>
<td>2-185</td>
</tr>
<tr>
<td>Women, n (%)</td>
<td>3371 (81.60)</td>
<td></td>
</tr>
</tbody>
</table>

a Because these data were provided to us, “normal” demographic data for scientific publications (eg, ethnicity, BMI) were not available.

Results comparing the unconditional means model to the unconditional growth models indicated that there was a significant impact of time on weight. Specifically, results indicated that there was a significant effect of linear and quadratic time. These results suggested that individuals utilizing the forum on DropPounds tended to lose weight and then their weight tended to level off. Results exploring if there was a cubic (which could be indicative of weight regain) or quartic (which could be indicative of yo-yo weight loss of regain, loss, and regain) revealed that there was not sufficient variance within the model at later stages to properly test for cubic or quartic effects. Based on this, the unconditional growth model that included a random linear time predictor and a fixed linear and quadratic predictor was used (ie, common metrics among all models in Table 2, excluding word count). In the model whereby only word count was added to the model, results found that word count alone did not predict weight (ie, $B=-0.000009$, SE 0.0000063, $P=.13$). That said, results indicated a significant model fit improvement when word count was added compared to the unconditional growth model that included quadratic time (ie, unconditional growth model: –2 log-likelihood $=[-2LL]=621186$, Akaike information criterion [AIC]=$=621198$, Bayesian information criterion [BIC]=$=621240$; word count model: $–2LL=588920$, AIC=$=588934$, BIC=$=588984$). Based on this improved model fit and based on the need to control for overall usage, all LIWC-specific predictor models were compared to the unconditional growth model and the word count model for determination of improved model fit (see Table 2).

Table 2. Mixed models, model fit statistics.

<table>
<thead>
<tr>
<th>Predictor variables</th>
<th>Unconditional growth</th>
<th>Word count model</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2 Log-likelihood</td>
<td>621186</td>
<td>588920</td>
<td>588915</td>
<td>588919</td>
<td>588909</td>
<td>588898</td>
</tr>
<tr>
<td>AIC</td>
<td>621198</td>
<td>588934</td>
<td>588935</td>
<td>588937</td>
<td>588933</td>
<td>588919</td>
</tr>
</tbody>
</table>

The word count model represents the unconditional growth model, which includes a random linear effect and a fixed linear and quadratic effect of time, as well as word count per week per participant. Model 1 represents analyses that included topic-relevant words, such as health, ingestion, and motion. Model 2 represent analyses that include positive and negative affect words. Model 3 represents theoretically meaningful words including social process, past-tense verb use, certainty, exclusion, and third-person singular words. Model 4 represents analyses that include conjunction, motion, and past-tense verb use. With regard to –2LL and AIC, lower values indicate better model fit.

Table 3 reports results of the 4 models. In general, results suggest that the content words explored in model 1 (ie, health, ingestion, and biology) and model 2 (ie, positive and negative emotion words) were not predictive of fluctuations in weight from 1 week to the next. Results from the theoretically driven model (model 3) indicated that use of past-tense verbs was predictive of weight loss. Specifically, when individuals utilized more past-tense verbs in their writing (an indication of thinking about the past), they tended to have lower weight that week relative to other weeks. In addition, use of exclusion words was also predictive of fluctuations in weight. Specifically, during weeks when individuals utilized more exclusion words, which in previous work has been linked to increased honesty, there was a statistical trend for those individuals to exhibit higher weight during the same week. The final model, which was more data-driven, found that the 3 LIWC variables with the most variance were all associated with weekly fluctuations in weight. In particular, increased use of past-tense verbs and discussions about motion, which is a content word that could be indicative of physical activity, during the week were associated with lower weights during those weeks. Finally, results indicated that increased use of conjunctions, which has not been linked with any psychological variables in the past, was associated with increased weight during those weeks. Examination of the model fit statistics (ie, –2LL, AIC, and BIC) indicated that model 4 exhibited the greatest overall model fit.

In brief, the mean age was 37.5 (SD 12.4) years and most were women (81.60%, 3371/4132). These values are similar to those seen in other studies focused on commercial weight loss interventions [18,20].
### Table 3. Mixed models predicting weekly changes in weight.

<table>
<thead>
<tr>
<th>Predictor variables</th>
<th>Model 1 B (SE)</th>
<th>Model 1 P</th>
<th>Model 2 B (SE)</th>
<th>Model 2 P</th>
<th>Model 3 B (SE)</th>
<th>Model 3 P</th>
<th>Model 4 B (SE)</th>
<th>Model 4 P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fixed intercept</td>
<td>187.1 (0.5011)</td>
<td>&lt;.001</td>
<td>187.1 (0.5011)</td>
<td>&lt;.001</td>
<td>187.1 (0.5011)</td>
<td>&lt;.001</td>
<td>187.1 (0.5011)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Time</td>
<td>-0.2817 (0.0059)</td>
<td>&lt;.001</td>
<td>-0.2817 (0.0059)</td>
<td>&lt;.001</td>
<td>-0.2817 (0.0059)</td>
<td>&lt;.001</td>
<td>-0.2816 (0.0059)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Quadratic time</td>
<td>0.0016 (0.0000)</td>
<td>&lt;.001</td>
<td>0.0016 (0.00002)</td>
<td>&lt;.001</td>
<td>0.0016 (0.0000)</td>
<td>&lt;.001</td>
<td>0.0016 (0.0000)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Word count</td>
<td>-0.0004 (0.0002)</td>
<td>.03</td>
<td>-0.0002 (0.0003)</td>
<td>.62</td>
<td>-0.0001 (0.0004)</td>
<td>.76</td>
<td>-0.0008 (0.0004)</td>
<td>.07</td>
</tr>
<tr>
<td>Model 1 Health</td>
<td>-0.0153 (0.0139)</td>
<td>.27</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ingestion</td>
<td>-0.0002 (0.0096)</td>
<td>.98</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Biology</td>
<td>0.0112 (0.0106)</td>
<td>.29</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 2 Positive emotion</td>
<td>0.0069 (0.0083)</td>
<td>.41</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative emotion</td>
<td>-0.0068 (0.0097)</td>
<td>.48</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 3 Social process</td>
<td>-0.0028 (0.0034)</td>
<td>.40</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Past-tense verbs</td>
<td>-0.0164 (0.0061)</td>
<td>.007</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Certainty</td>
<td>-0.0126 (0.0157)</td>
<td>.42</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exclusion</td>
<td>0.0148 (0.0082)</td>
<td>.07</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Third-person sing</td>
<td>0.0202 (0.0134)</td>
<td>.13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 4 Conjunction</td>
<td>0.0203 (0.0063)</td>
<td>.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Motion</td>
<td>-0.0191 (0.0084)</td>
<td>.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Past tense</td>
<td>-0.0109 (0.0056)</td>
<td>.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Random effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Linear time</td>
<td>0.121 (0.003)</td>
<td>&lt;.001</td>
<td>0.121 (0.003)</td>
<td>&lt;.001</td>
<td>0.121 (0.003)</td>
<td>&lt;.001</td>
<td>0.121 (0.003)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Random intercept</td>
<td>1994.6 (31.7)</td>
<td>&lt;.001</td>
<td>1994.6 (31.7)</td>
<td>&lt;.001</td>
<td>1994.5 (31.7)</td>
<td>&lt;.001</td>
<td>1994.5 (31.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Residual</td>
<td>16.4 (0.082)</td>
<td>&lt;.001</td>
<td>16.4 (0.082)</td>
<td>&lt;.001</td>
<td>16.4 (0.082)</td>
<td>&lt;.001</td>
<td>16.4 (0.082)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

### Post Text Results

**Overview**

To give some context to results of the mixed model analyses, some examples of posts that exemplify the different types of utterance usages are provided subsequently.

**Past-Tense Verbs**

Posts with past-tense verbs use, which was associated with lower weight during weeks when they were used, tended to compare a person’s current weight situation to the past. Often, these posts were very long and some even started from childhood and worked forward from there as a sort of “weight loss journey” chronicle. For example, here are excerpts from 1 forum user:

```
```

---

http://www.jmir.org/2014/12/e254/
Past Tense Example 1
I have struggled with my weight since third grade. I have tried so many different diets—a childhood friend and I were first introduced to WW when we were in the fifth grade, needless to say it really didn’t work...This was the first time in years that I was looking thinner, feeling better about myself and drastically dropping dress sizes—clothes shopping became fun! I got down to 170-175, yeah, I know that still sounds heavy, but I carry my weight differently and looked 20 pounds lighter than I actually was...After graduating, my husband and I thought that our life was starting, we would start our family and everything would just be right. In 2005 we unexpectedly became pregnant...my heaviest weight is 339.6 lb and I am only 5’4”, my goal weight seems so far away at 185 lb. So far, this program has been working well—it is easy to follow, now I just need to exercise.

Past Tense Example 2
I feel you—I think the biggest part of me being apprehensive to this whole weight loss thing...In (terms of food) was counting calories. 1) I was terrified of finding out what I consume, considering I work out pretty meticulously and wasn’t losing a thing, and 2) I was daunted at how much it takes. Eating out becomes a headache, I was scared of having to measure everything, what happens when I just don’t KNOW the calories-do I avoid it all together? I fell off the “healthy lifestyle” wagon after few illnesses that happened right after the other. I couldn’t exercise and started eating whatever I wanted. But realistically, it does become second nature. I lost 110 the last time I “counted” and only actively counted. Eventually it not only became habit (knowing WHAT to eat and how much) but I started becoming full off of what I NEEDED vs wanted. My dad just knew how many points everything was and knew how to subconsciously eye out portions. A big thing, which I think not too many people think of, is our cravings and their relation to our taste buds and what our body is taking in nutritionally...You can literally train your body into WANTING healthier foods...So, I think, not only do watching calories and what you eat become second nature, but it becomes fulfilling and preferable.

Motion-Related
With regard to the motion-related posts, a scan of the posts with the highest use of motion words tended to revolve around 2 general themes: most commonly a detailed report about an exercise routine, race/run/marathon, and far less often the high motion posts were detailed travel reports on a recent life-changing vacation/trip that inspired weight loss in some way. For example, here are some short excerpts from 1 of the posts reporting on an exercise routine/race:

Motion Exercise Activity Example 1
Yesterday I ran (maybe run is too strong) the St. Jude Memphis Marathon. I’ve been training for months. If you count the time building up a solid running base, training has actually been almost 2 years. After my first half in April, I felt good afterwards and figured I had it in me to try the full distance. I wanted the feeling of not being sure I could finish the race. The half marathon never made me feel like that. I was told the marathon would deliver. I was told correctly.

Motion Exercise Activity Example 2
What is the most common thing you see women do in the gym? Cardio. And if they do lift weights they pick up a 5-pound dumbbell and do endless reps. As we have discussed, women need to lift heavy, challenging weights just like men in order to gain muscle. While machines do provide sufficient stimulation to gain muscle, nothing can beat free-weight/compound exercises. Now, we will go over a few free-weight and compound exercises that we will incorporate in the weight training presented. [Followed by definitions of each exercise and then a workout schedule]

And here is an example of the beginning of the tale of a “life-changing” trip:

Motion Trip Example 1
So this trip I just took. It was a trip of a lifetime. It ranks up there with my wedding, my brother’s wedding in Scotland, and in a way it might be even more significant than even I realize right now. Something happened while on this trip. I turned a corner in this journey. I said goodbye to that girl, the one who has been with me my entire life. I let go of my inner fat girl. I love her, but I don’t need her anymore...I felt something inside of me click into place, I felt like I had ARRIVED...

Exclusion-Related
When examining the posts that tended to be related to exclusions (and were associated with slight weight gain), the posts often suggested that the person was providing explanations for a failed plan at weight loss. For example, here are 2 from forum users:

Exclusion Example 1
I lost almost a year to a serious foot injury that was misdiagnosed and then turned out to be an injury that heals slowly. I had been exercising regularly up until then and had lost some weight, but gained it all back plus 15 pounds more during my enforced inactivity. I’ve just started exercising regularly and have just added [DropPounds] to the equation. I’m not an enthusiastic exerciser either, but I have given myself a few options and I can change it up enough to stick with it. If the gym doesn’t work, see what you can do at home. My cable provider has Exercise on Demand; I haven’t tried them because that’s not really my thing, but I did notice them. If you have cable, you might want to check out what’s available. You don’t
need a lot of room or fancy equipment. Forget the gym, because if it’s that much hassle it’s easy to talk yourself out of it. If you don’t make it easy for yourself to do, you won’t do it.

Exclusion Example 2

Here is an example that happened to me recently. I went home to visit my mom for a long weekend, and ate out a lot. I ate in a reasonable manner, only went overbudget 1 day. I also did a 16-mile run with hard, fast segments in it, and ran at least an hour every day. I was 6 pounds heavier when I got home. My fingers were so swollen I could not get my wedding ring off. After about 4 days of eating food I was accustomed to, I was back to my normal weight. I am convinced it was all the sodium. My mother also salts everything as if she needs to preserve her food before eating it. It’s ridiculous...I was once on an 8-week plateau during my weight loss journey. I didn’t change anything up; eventually I worked through it. Sometimes just sticking with the plan works. My husband (who has lost 120 pounds) was more of a “cycler” mixing it up if he hit a plateau. He also does not count calories, but focuses on eating whole foods and being aware of his appetite and eating only when he is hungry.

Conjunctions

In a similar vein to exclusion words, use of conjunctions was also associated with modestly higher weight during those weeks. When reading through posts that utilized many conjunctions, responses tended to have a sort of “lessons learned” flavor to them. For example:

Conjunction Example 1

I relearned today NOT [sic] to eat cereal! More on that in a moment. If I run right after I get up and am not starving, I won’t eat beforehand. If I’m a little peckish, a handful of cereal will usually do me. If I’m hungry, I’ll try a granola bar. If I’m getting up early for a race, I’ll usually have scrambled eggs and toast or a granola bar. I also drink water before I go out, even if early in the morning. Did a 3.35-mile run with my boyfriend today, we had to stop halfway through because he felt ill from the coffee and cereal we had for breakfast (I definitely was starting to be a little sick of the milk but was pushing through since it wasn’t so bad). I think I might need to just go out on my own for morning runs when I’m visiting him—he likes to eat and then wait until he’s digested a bit, and I’d rather just go and come back and be able to take my time getting ready for the day.

Conjunction Example 2

...I feel that pain man, 3 kids and a wife myself! Have made it a priority to get in my exercise, and told the family that as well. I figure a healthier Dad is better than a Fat/Dead from a Heart Attack one, LMAO! My job makes it a bit easier; I can work a couple hours into the middle of the day for exercise. If I had to wait until evening, I’m sure I wouldn’t be able to do it consistently, and I am not a morning person.

Discussion

Overall, results of this study suggest that there was a significant impact of time on weight loss for those individuals utilizing the DropPounds forum and tracking system. Beyond that, we also found that the style of utterances within an online weight loss forum is associated with weekly fluctuations in weight. Based on the models we ran, it appears that increased use of past-tense verbs and words related to motion were associated with lower weekly weights whereas increased use of conjunctions (eg, and, but, whereas) and exclusion words (eg, but, without, exclude) were both associated with higher weight during the weeks when these utterances were used more. In general, our results have generally verified the finding that style words have much more predictive power than content words [13].

It is important to be mindful that in the current analyses time was taken into account, but the analyses are largely more akin to a repeated set of cross-sectional analyses as opposed to longitudinal analysis. This is because although weight and posts were measured frequently, the actual associations are being explored when both were measured at the same time. Although it is plausible to create models that allow for temporal relations to be determined (eg, models whereby you lag your predictor such that the previous instance of your predictor predicts the current instance of your outcome variable [35]), this dataset with its frequent missing data is not well suited for this type of lagged analysis. Because this is more akin to cross-sectional analyses, it is impossible to determine the directionality of the effects. With this in mind, the quotation examples appear to provide some insights that seem to imply the likelihood that the posts are likely more driven by the weight loss than the posts driving weight loss. This is based on the fact that all the posts, not surprisingly, have some degree of self-reflection and “sense-making” of weight loss efforts, including behaviors such as exercise.

Even if these results are more indicative of providing explanations for weight loss, they still do provide some insights on the types of activities that individuals utilizing a weight loss forum might want to participate in and become a key target to facilitate within the forums. For example, it appears that there might be some advantage with reflecting on the past to place current efforts at weight loss into perspective based on the association with past-tense verbs. Based on this, a possible future design implication to explore is to facilitate individuals in this sort of reflective “weight loss journey” process. Related to the motion words, it seems logical to conclude that running some type of race and exercise more generally is a valuable strategy to use to foster weight loss. This fits with research suggesting that diet and exercise together appear to be particularly useful for promoting weight loss [36]. From a system design standpoint, a logical strategy to incorporate into online forums could be the facilitation of individuals into partaking races and other exercise routines more actively.

Related to the constructs that were associated with weight gain (ie, exclusion and conjunctions), the previous research on these
variables, particularly exclusion, tends to be associated with increased honesty. It does seem quite plausible that this is simply a reflection of “owning up” to any current weight gain. Because conducting the lagged explorations is not possible in the current dataset based on missing data, it is not possible to examine if these sorts of observations would result in better weight loss the following week. It is plausible, however, that this sort of effect would happen. Regardless, these word types (ie, exclusion and conjunctions) might be valuable identifiers of honesty within the system, which could be used to better understand the current psychological state of users of the forum.

Because this work utilizes secondary data, results suggesting that there was weight loss followed by a leveling off of weight should be considered more descriptive than causative. As already articulated, the analyses controlled for time, but the analyses are more akin to cross-sectional analyses than longitudinal analyses particularly when exploring the relation between utterances and weight. As such, directionality of the effects cannot be determined. Further, the current sample is a convenience sample of real-world users of the DropPounds system. Based on this, there is a natural selection bias in the sample. Despite these limitations, this convenience sample does provide ecological validity in that it is a real-world sample of individuals actively working on weight loss. As such, it is valuable dataset for the specific questions we sought to answer focused on understanding how natural utterances in an online forum are related to fluctuations in weight.

To the best of our knowledge, this study represents the first time styles of utterances within an online forum have been associated with fluctuations in weight. These exploratory results provide empirical evidence for possible interactions to specifically target and facilitate within online weight loss forums, such as participating in races/marathons and reflecting on current weight relative to past experience. In addition, results suggest that certain types of utterances (ie, exclusion in particular) may be a valuable proxy for identifying when a person is making an honest appraisal of their current difficulties with weight. This information could be used to help flag individuals that might need additional help within these online forums. Future work could explore trying to implicate these lessons into the design of more robust online forum interactions.
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Abstract

Background: The rise of social media and microblogging platforms in recent years, in conjunction with the development of techniques for the processing and analysis of “big data”, has provided significant opportunities for public health surveillance using user-generated content. However, relatively little attention has been focused on developing ethically appropriate approaches to working with these new data sources.

Objective: Based on a review of the literature, this study seeks to develop a taxonomy of public health surveillance-related ethical concepts that emerge when using Twitter data, with a view to: (1) explicitly identifying a set of potential ethical issues and concerns that may arise when researchers work with Twitter data, and (2) providing a starting point for the formation of a set of best practices for public health surveillance through the development of an empirically derived taxonomy of ethical concepts.

Methods: We searched Medline, Compendex, PsycINFO, and the Philosopher’s Index using a set of keywords selected to identify Twitter-related research papers that reference ethical concepts. Our initial set of queries identified 342 references across the four bibliographic databases. We screened titles and abstracts of these references using our inclusion/exclusion criteria, eliminating duplicates and unavailable papers, until 49 references remained. We then read the full text of these 49 articles and discarded 36, resulting in a final inclusion set of 13 articles. Ethical concepts were then identified in each of these 13 articles. Finally, based on a close reading of the text, a taxonomy of ethical concepts was constructed based on ethical concepts discovered in the papers.

Results: From these 13 articles, we iteratively generated a taxonomy of ethical concepts consisting of 10 top level categories: privacy, informed consent, ethical theory, institutional review board (IRB)/regulation, traditional research vs Twitter research, geographical information, researcher lurking, economic value of personal information, medical exceptionalism, and benefit of identifying socially harmful medical conditions.

Conclusions: In summary, based on a review of the literature, we present a provisional taxonomy of public health surveillance-related ethical concepts that emerge when using Twitter data.

(Keywords: social media; twitter messaging; ethics)

Introduction

Since its inception in 2006, the microblog platform Twitter has become a key resource for understanding—and sometimes predicting—mass behavior, particularly in the area of marketing [1] and politics [2]. More recently, the public health community has recognized Twitter’s potential for public health surveillance [3,4] with applications including monitoring the prevalence of
infectious diseases in the community [5,6], identifying early-stage disease outbreaks [7], detecting disease outbreaks in mass gatherings [8], and recognizing and understanding health behaviors, like temporal variability in problem drinking [9], and attitudes toward emerging tobacco products such as electronic cigarettes and hookah [10]. Despite the clear utility of using Twitter to augment current public health surveillance, there remains doubt among regulatory authorities, ethics committees, and individual researchers regarding ethically appropriate conduct in this kind of large-scale research, where a single researcher can automatically process hundreds of millions of public tweets. Adding to this difficulty is the fact that many Twitter researchers are based in university computer science and engineering departments, environments that often have not shared as long a tradition of ethical and regulatory oversight as health-related fields.

While there has been significant research effort in developing ethical guidelines for conducting Internet discussion forum-based research generally [11] and for developing ethical guidelines on appropriate use of social media for clinicians [12], there is little current work addressing ethical problems in large-scale automatic Twitter-based public health research. In this paper, we attempt to address this problem by systematically reviewing ethical content in Twitter-based public health surveillance papers with a view to: (1) explicitly identifying a set of potential ethical issues and concerns that may arise when researchers work with Twitter data, and (2) providing a starting point for the formation of a set of best practices for public health surveillance through the development of a taxonomy of ethical concepts derived from the research literature.

**Methods**

In this review, we are focused on exploring ethical issues that have been identified in published Twitter-based public health surveillance research papers. Relevant research is dispersed across several broad research areas, including biomedicine (Medline), computer science and engineering (Compendex), philosophy (Philosopher's Index), and psychology (PsycINFO). As we are primarily interested in ethical and regulatory issues and how they relate to public health surveillance, with the aid of a biomedical librarian, we designed a complex set of queries for each indexing service to identify those papers that included ethics-related terms in their titles or abstracts, such as “IRB” (institutional review board), “ethics”, and “privacy”. See Figure 1 for a complete list of keywords.

As the focus of this review is on ethical issues in large-scale automatic Twitter-based research for public health surveillance, we excluded work centered on non-microblog social media platforms (eg, Facebook). We also excluded work on policy and clinician/student professionalism (eg, proposed guidelines for governing clinician interaction with patients via Twitter), and research focused on non-health related topics (eg, marketing) with the exception of those articles concentrating on automatically identifying personality variables from Twitter feeds.

After searching the four databases with queries shown in Figure 1, we screened articles by titles and abstracts, discarding papers that were not available on an open-access basis or via the University of California library system. We began identifying ethical concepts by carefully reading two papers that, through our initial review, we identified as being especially rich in ethical content [13,14]. From these two initial papers, we highlighted sections of the text discussing ethical content and iteratively constructed an initial ethical taxonomy. We then carefully reviewed the remaining 11 papers, adding to and refining the taxonomy. Our methodology was inspired by, but is not identical to, that used by Strech et al [15] who used a rigorous grounded theory methodology to comprehensively investigate ethical issues in the dementia literature. Our aim in this short paper is limited to producing an outline of the ethical issues identified in the Twitter-based public health surveillance research literature.
Figure 1. Literature search queries for PubMed, Compendex, Philosopher’s Index, and PsycINFO.

<table>
<thead>
<tr>
<th><strong>Pubmed Query</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>(((((twitter OR All Fields) OR tweet OR All Fields) OR tweets OR All Fields) OR microblog OR All Fields) OR microblogging OR All Fields) AND (“jurisprudence” OR “ethics” OR “comprehension” OR “human rights” OR “decision making” OR “philosophy” OR “religion” OR “morals” OR “paternalism” OR “paternal advocacy” OR “ethics” OR “ethically”) AND “All Fields” OR “confidentiality” OR “All Fields” OR “decision making” OR “All Fields” OR “informed consent” OR “mental competence” OR “All Fields” OR “Autonomy” OR “All Fields” OR “justice” OR “moral” OR “morality” OR “All Fields” OR “morals” OR “All Fields” OR “philosophy” OR “religious” OR “All Fields” OR “privacy” OR “private” OR “All Fields” OR “IRB” OR “All Fields” OR “Institutional review” OR “All Fields” OR “rights” OR “All Fields” OR “regulation” OR “All Fields” OR “regulations” OR “All Fields” OR “regulatory” OR “All Fields” OR “duty” OR “All Fields” OR “duties” OR “All Fields” OR “oversight”) AND (“2007/01/01”[PDAT] : “2013/10/25”[PDAT]))))</td>
</tr>
</tbody>
</table>

Date of query: 31st October 2013
Service URL: www.pubmed.org

<table>
<thead>
<tr>
<th><strong>Compendex Query</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>(twitter OR tweet OR tweets OR microblog OR microblogging OR microblogs) AND (twitter OR tweet OR tweets OR microblog OR microblogging OR microblogs) AND (paternalism OR ethics OR ethic OR ethical OR ethically OR beneficence OR confidentiality OR confidential OR consent OR competence OR Autonomy OR justice OR moral OR morality OR morals OR philosophy OR religious OR religion OR spiritual OR prayer OR privacy OR private OR IRB OR institutional OR duty OR duties OR oversight) AND (“2007/01/01”[PDAT] : “2013/10/25”[PDAT]))</td>
</tr>
</tbody>
</table>

Date of query: 31st October 2013
Service URL: www.compendex.org

<table>
<thead>
<tr>
<th><strong>Philosophers Index Query</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>(twitter OR tweet OR tweets OR microblog OR microblogging OR microblogs)</td>
</tr>
</tbody>
</table>

Retrieved: 6 (all dates)
Date of query: 31st October 2013
Service URL: www.philindex.org

<table>
<thead>
<tr>
<th><strong>PsycINFO Query</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>(ALL(twitter) OR ALL(tweet) OR ALL(tweets) OR ALL(microblog) OR ALL(microblogs) OR ALL(microblogging)) AND ( ALL(paternalism) OR ALL(ethics) OR ALL(ethic) OR ALL(ethical) OR ALL(ethically) OR ALL(beneficence) OR ALL(confidentiality) OR ALL(confidential) OR ALL(competence) OR ALL(Autonomy) OR ALL(justice) OR ALL(moral) OR ALL(morality) OR ALL(morals) OR ALL(philosophy) OR ALL(religious) OR ALL(religion) OR ALL(spiritual) OR ALL(prayer) OR ALL(privacy) OR ALL(privacy) OR ALL(IRB) OR ALL(institutional) OR ALL(duty) OR ALL(duties) OR ALL(oversight) OR ALL(bioethics) OR ALL(bioethical) OR ALL(bioethical))</td>
</tr>
</tbody>
</table>

Date of query: 31st October 2013
Service URL: www.psycinfo.org

Results

Overview

Our initial set of queries identified 342 references across the four databases (see Figure 2). After title and abstract screening, 49 references remained. After further full-text screening of these 49 references, 13 remained. Five of the papers were from biomedical journals [13,16-19] and six were from computer science and engineering conference proceedings [20-25]. One paper appeared in a journal dedicated to the social and cultural impact of technology [14]. Finally, one paper was published in the proceedings of a collaborative technology conference [26]. All articles were peer reviewed and written in English.
Taxonomy

Our iterative, taxonomy construction process identified 10 broad ethical categories (eg, privacy, IRB/regulation). Six of these categories included several subcategories (eg, privacy has subcategories including the concept of privacy, IRB/regulation has subcategories including data protection legislation). The most prevalent and complex ethical category we found was privacy with 16 subcategories covering such important ethical concepts as unintended revelation of personal information and population level monitoring vs individual diagnosis (Textbox 1). Multimedia Appendix 1 shows example sentences and paragraphs for each ethical concept in the taxonomy.
Textbox 1. Ethical categories identified during the iterative, taxonomy construction process.

1. Privacy
   a. Concept of privacy
      i. Public vs private - doubts about the location of Twitter data on the public/private spectrum [13,14,18,21,24]
      ii. Fluidity in the concept of privacy - rapidly changing concept of privacy [13,14,18,21,24]
      iii. Generational differences in the concept of privacy [13,18]
   iv. Panopticon effect - risk that public health monitoring will change user behavior on Twitter [24]
   b. Confidentiality
      i. Data linkage - risk of privacy loss due to linking data from different sources [13,21]
      ii. Confidentiality - appropriate storage of Twitter data by researchers [14]
      iii. Right to/desire for anonymity - research using Twitter challenges a participant’s right to (and desire for) anonymity [13,14,16]
      c. Stigmatized medical conditions - concerns about protecting the privacy of those with stigmatized medical conditions (eg, epilepsy, depression) [13,20]
      d. Twitter’s privacy policy - implications of Twitter’s privacy policy and how it is understood by users [14,18,19,21,22]
      e. Twitter is publicly accessible by default - emphasizes that Twitter is a broadcast medium. Unless a user changes privacy settings, tweets are public [14,19,21,22,24]
      f. Reliability of user provided personal details - reliability of information derived from Twitter when some users use false or whimsical personal details to maintain anonymity [13,24]
      g. Interpreting decontextualized Twitter data as fully representative of users who are in fact multifaceted - possibility that the user might be experimenting with self-presentation or exhibit a belief or behavior in their historical tweets that they no longer adhere to (eg, illegal drug use) [13,24]
      h. Unintended revelation of personal information - potential for a user to unintentionally provide insights into their mental health, health behaviors, etc, through information garnered from their tweets [20,22-24]
      i. Personal responsibility of Twitter users - emphasizes the responsibility users have for their posts [22,24]
      j. Twitter users have no expectation of privacy - emphasizes the researchers’ belief that Twitter users have no reasonable expectation of privacy [19,21]
   k. Identifying users’ mental health status or personality traits to:
      i. identify those in need of treatment [22,25]
      ii. job placement [20,22-24]
      iii. targeted marketing [21,23]
   iv. system interface design (eg, introverts prefer data presented in a certain way) [21,23]
   v. law enforcement (eg, identifying psychopaths) [22]
   l. Population level monitoring vs individual diagnosis - difference between using Twitter to identify broad, population level changes and diagnosing individuals [20]
   m. Potential for discrimination based on health status as garnered from social media [20]
   n. Danger of inaccurately labeling a user as suffering from a particular health problem [20,22]
   o. Traceability of Twitter data - risk that tweets can be traced back to the original tweeter if reproduced verbatim in research work, threatening anonymity [13,17]
   p. Intended audience for tweets - some Twitter users use Twitter as a communication tool for a small group of family and friends and do not expect their tweets to be widely read (ie, hidden in plain sight). Other Twitter users aim to broadcast to the world and gain the maximum number of followers [14,21,24]

2. Informed Consent
   a. Twitter users are oblivious or unwilling research participants [13]
   b. Informed consent is difficult (or impossible) to gain (or not required) for large-scale Twitter work [13,14,24]

3. Ethical Theory
   a. Difficulties in applying current ethical theories to mass Twitter research [13]
   b. Ethical theories:
      i. Deontology [13,26]
ii. Utilitarianism [13,26]
iii. Feminism [13]
iv. Communitarianism [13]
v. Application of the “golden rule” [13]
vi. Agile/situational ethics [14]
vii. Rawls’ theory of justice [26]

4. IRB/Regulation
   a. Citizens’ rights to communicate and share information [24,26]
   b. Researcher belief that regulatory oversight is not required when using Twitter data [19]
   c. Discussion of IRB/ethics committees, generally [14,18]
   d. Data protection legislation [14,18]
   e. Professional codes of conduct [14]
   f. Need for regulatory control, generally [18,20]
   g. Privacy regulation by country [14,24]

5. Traditional research vs Twitter research
   a. Apomediation - shifting from hierarchical models of research to a situation where the researcher is a potential participant [18]
   b. Scale of Twitter-based research - research norms that were developed for small-scale research do not scale to millions of Twitter users [14]
   c. Greater distance between researcher and participants - mass Twitter-based research increases the distance between researchers and participants [14]
   d. Ambiguous status of participants - the status of participants is more ambiguous than in traditional research (ie, are they consumers, participants, patients, service users, journalists, etc) [14]
   e. Increase in researcher power - in mass Twitter research, a single researcher has access to millions of Twitter users, hence increasing researcher power [14]

6. Geographical Information
   a. Tracking physical location - potential loss of privacy in tracking Twitter users’ physical locations [13,14,19,21]
   b. Appropriate geographical granularity – potential loss of privacy in reporting a Twitter user’s precise location, compared to their general location. For example, reporting that a Twitter user is somewhere in Los Angeles is very different to reporting their precise location in Los Angeles [14]

7. Researcher Lurking [13,14]
8. Economic Value of Personal Information [14]
9. Medical Exceptionalism - health-related matters are qualitatively different from other, non-medical areas and require special attention (and perhaps regulation) [25]
10. Benefit of Identifying Socially Harmful Medical Conditions [22]

**Normative Rules**

In several of the papers under review, explicit normative rules were presented (or suggested) for conducting and reporting mass Twitter public health surveillance work (Textbox 2). Note that these rules are discussed but not necessarily endorsed.
Explicit normative rules for mass Twitter public health surveillance work.

1. When reporting research, avoid quoting directly from users’ Twitter streams. Paraphrases should be used [13].
2. Informed consent should be gained from participants [13].
3. Metadata (usernames, location data, etc) should not be disclosed [13].
4. Twitter-based work is human subjects research and requires that some form of appropriate IRB/ethical review take place [14].
5. Data collection should be logged and justified [14].
6. There should be parity between the researcher and participants (ie, the researcher’s tweets and their associated locations, if appropriate, should be public) [14].
7. Employment-related profiling for mental health conditions should only be performed in exceptional circumstances (eg, security critical roles) [24].
8. Consent should be gained from potential employees before employment-related profiling for mental health conditions is performed [24].

Discussion

The main output of this research is a taxonomy of ethical concepts derived from close reading of the literature. The taxonomy will be used to help frame future interview-based qualitative research focused on Twitter users’ attitudes to the use of microblog data for public health surveillance and, in due course, inform the generation of a set of ethical guidelines for using Twitter for public health surveillance and research. We found that ethical theory was rarely mentioned in the reviewed papers and, when it was discussed, that discussion was typically brief. Only two papers [13,26] explicitly discuss the application of traditional ethical theories (eg, deontology, utilitarianism) to mass Twitter-based public health surveillance. As expected, the bulk of the ethical concepts we discovered were concerned with privacy [13,14,16-25], including frequent references to the fluid and changing nature of the concept of privacy [13,14,18,21,24], and more concretely, to Twitter’s privacy policies [14,18,19,21,22]. Discussion of IRBs and regulation (or the lack thereof) was also widespread in the literature [14,18-20,24,26]. Some topics were raised by a single research paper, for example, the idea that the ability to automatically process millions of tweets increases researcher power compared to traditional research methodologies [14], and the idea that the benefits of using Twitter for public health purposes are so great that they mitigate any ethical doubts that would apply to other, non-health-related uses of Twitter data (eg, for commercial gain) [25].

Although inspired by the ethics-oriented qualitative literature review methodology proposed by Strech [15], the approach taken in this review is substantially different, in particular the use of a single reviewer (author MC) rather than a group of reviewers, and the use of close reading in place of a theoretically grounded qualitative methodology. A further characteristic of this review is that our search strategy was confined to papers indexed in PubMed, Compendex, PsycINFO, and the Philosopher’s Index. Papers that were not available via the University of California San Diego library system or on an open-access basis were excluded. It is likely that we “missed” relevant papers in business disciplines or in those computer science and engineering conferences and journals not indexed by Compendex. However, our purpose in this review was the identification of a broad taxonomy of ethical concepts relevant to Twitter-based public health research using a systematic, reproducible methodology and thus comprehensiveness, while desirable, is not a necessity.

In conclusion, this short paper provides a taxonomy of ethical concepts derived from the research literature. Future work will involve interview-based qualitative research exploring Twitter users’ attitudes toward the mining of their data for public health purposes, and ultimately the formation of best practice guidelines for public health surveillance using Twitter data.
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Abstract

Background: It is not known whether ongoing access to a broad-based Internet knowledge resource can influence the practice of health care providers. We undertook a study to evaluate the impact of a Web-based knowledge resource on increasing access to evidence and facilitating best practice of health care providers.

Objective: The objective of this study was to evaluate (1) the impact of the Spinal Cord Injury Rehabilitation Evidence (SCIRE) project on access to information for health care providers and researchers and (2) how SCIRE influenced health care providers’ management of clients.

Methods: A 4-part mixed methods evaluation was undertaken: (1) monitoring website traffic and utilization using Google Analytics, (2) online survey of users who accessed the SCIRE website, (3) online survey of targeted end-users, that is, rehabilitation health care providers known to work with spinal cord injury (SCI) clients, as well as researchers, and (4) focus groups with health care providers who had previously accessed SCIRE.

Results: The online format allowed the content for a relatively specialized field to have far reach (eg, 26 countries and over 6500 users per month). The website survey and targeted end-user survey confirmed that health care providers, as well as researchers perceived that the website increased their access to SCI evidence. Access to SCIRE not only improved knowledge of SCI evidence but helped inform changes to the health providers’ clinical practice and improved their confidence in treating SCI clients. The SCIRE information directly influenced the health providers’ clinical decision making, in terms of choice of intervention, equipment needs, or assessment tool.

Conclusions: A Web-based knowledge resource may be a relatively inexpensive method to increase access to evidence-based information, increase knowledge of the evidence, inform changes to the health providers’ practice, and influence their clinical decision making.
Health providers have long cited that having the evidence in one place would facilitate the translation of research to practice [14]. Several websites targeted at frontline health care providers serve as a knowledge product to compile, synthesize, and update selected literature and to provide expert commentary over a focused topic area (eg, specific disease). For example, the Rehabilitation Measures website assists clinicians in their outcome measure selection by reviewing the psychometric properties of outcome measures and providing instructions for their administration in the rehabilitation field [15], while the disease-specific Stroke Engine website critically appraises stroke-related treatments and outcome measures [16]. Profession-specific sites such as the American College of Physicians Journal Club are designed to filter the literature and deliver expert summaries of articles that warrant immediate attention by physicians in internal medicine [17]. Initially disseminated through a traditional journal format, the content is now complemented with an online version.

Access to timely quality evidence is the first step to rectifying the consistent failure to translate research into practice [18] and reducing the unacceptably long time it takes to translate this evidence [19]. While it is known that delivery of specific Internet-based learning activities that require formal registration and participation (eg, virtual anatomy course, teleconference on a specific client case) can have positive effects on educational outcomes for health care providers and students [20], it is not known whether ongoing access to a broad-based Internet knowledge resource can influence the practice of health care providers. We undertook a mixed methods evaluation of the Spinal Cord Injury Rehabilitation Evidence (SCIRE) Project website to answer this question.

The SCIRE Project is an online resource that provides a synthesis of the evidence underlying SCI rehabilitation interventions and is designed to enable relevant decision making in practice settings [21] and public policy. The target audience are health care professionals, researchers, and policy makers. SCIRE uses transparent methods to synthesize all levels of evidence (from randomized controlled trials to case reports), as well as present an overview of relevant outcome measures (eg, purpose of measure, psychometric properties). Over 70 clinicians and researchers with a high degree of expertise in the topics provide summaries of the evidence with implications for practice and decision making.

The SCIRE Project consists of two main sections. The first is an overview of the rehabilitation evidence for 27 different sections. The specific sections are illustrated in Figure 1. Each section includes background information on the topic, tables of relevant individual studies, a discussion synthesizing the data, a summary of the levels of evidence, and a summary of key points. Standardized search methods and assignment of the levels of evidence are undertaken to ensure that the methods are replicable and transparent. The second section is an overview of 105 different outcome measures related to spinal cord injury.

**Introduction**

eHealth has been defined as “health services and information delivered or enhanced through the Internet and related technologies” [1]. Online health information was one of the earliest (and remains one of the most frequent) applications of eHealth [2,3]. A population-based European study (over 14,000 participants surveyed) estimated that over 50% of adults use the Internet as a source of consumer health information [4]. More recently, health care professionals have increased their use of the Internet to access medical and health information to update their practice and ultimately improve the outcomes of their patients [3]. While free access to academic electronic databases (eg, PubMed) has increased over the years, health care providers have reported numerous barriers to their use, including inability to access the full text of the articles, lack of skills in searching and appraising the literature, and lack of time to compile all of the relevant evidence [5-7]. The amount of information to answer any one clinical question can be massive, and the literature is often conflicting with various levels of quality. For example, a search on the narrow topic of the effectiveness of anticonvulsant medication for the management of pain following spinal cord injury (SCI) results in 13 studies ranging from randomized controlled trials to pre-post studies and retrospective chart reviews [8].

Formal assessments of the body of scientific evidence are an important and time-saving resource for clinicians wishing to incorporate evidence into their clinical decision making and are a key element of putting knowledge into action (ie, knowledge translation) [9]. The Knowledge-to-Action Cycle is a conceptual framework that builds on more than 30 planned action theories and comprises a dynamic process between a knowledge creation and a knowledge application domain [10]. Three levels or “generations” of information have been identified within the knowledge creation domain [11]. Graham et al [11] refer to the information associated with numerous primary studies of varied quality as the “first generation knowledge” or “knowledge inquiry” stage. Synthesized literature may overcome some of the barriers to compiling and weighting relevant literature [12]. This synthesized or aggregated literature often takes the form of a systematic review or meta-analysis and is referred to as “second-generation knowledge” or “knowledge synthesis” [11]. “Third-generation knowledge” or “knowledge tools” take the knowledge synthesis one step further and present user-friendly information with the intent of influencing practice [11]. These include tools and knowledge products such as practice guidelines, care pathways, or websites that synthesize and provide expert commentary on the literature with regard to current practice [11]. Knowledge tools are often preferred by clinicians as they provide explicit, evidence-based descriptions of the benefits and risks of an intervention at the level of the user [13].
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**Introduction**

eHealth has been defined as “health services and information delivered or enhanced through the Internet and related technologies” [1]. Online health information was one of the earliest (and remains one of the most frequent) applications of eHealth [2,3]. A population-based European study (over 14,000 participants surveyed) estimated that over 50% of adults use the Internet as a source of consumer health information [4]. More recently, health care professionals have increased their use of the Internet to access medical and health information to update their practice and ultimately improve the outcomes of their patients [3]. While free access to academic electronic databases (eg, PubMed) has increased over the years, health care providers have reported numerous barriers to their use, including inability to access the full text of the articles, lack of skills in searching and appraising the literature, and lack of time to compile all of the relevant evidence [5-7]. The amount of information to answer any one clinical question can be massive, and the literature is often conflicting with various levels of quality. For example, a search on the narrow topic of the effectiveness of anticonvulsant medication for the management of pain following spinal cord injury (SCI) results in 13 studies ranging from randomized controlled trials to pre-post studies and retrospective chart reviews [8].

Formal assessments of the body of scientific evidence are an important and time-saving resource for clinicians wishing to incorporate evidence into their clinical decision making and are a key element of putting knowledge into action (ie, knowledge translation) [9]. The Knowledge-to-Action Cycle is a conceptual framework that builds on more than 30 planned action theories and comprises a dynamic process between a knowledge creation and a knowledge application domain [10]. Three levels or “generations” of information have been identified within the knowledge creation domain [11]. Graham et al [11] refer to the information associated with numerous primary studies of varied quality as the “first generation knowledge” or “knowledge inquiry” stage. Synthesized literature may overcome some of the barriers to compiling and weighting relevant literature [12]. This synthesized or aggregated literature often takes the form of a systematic review or meta-analysis and is referred to as “second-generation knowledge” or “knowledge synthesis” [11]. “Third-generation knowledge” or “knowledge tools” take the knowledge synthesis one step further and present user-friendly information with the intent of influencing practice [11]. These include tools and knowledge products such as practice guidelines, care pathways, or websites that synthesize and provide expert commentary on the literature with regard to current practice [11]. Knowledge tools are often preferred by clinicians as they provide explicit, evidence-based descriptions of the benefits and risks of an intervention at the level of the user [13].

Health providers have long cited that having the evidence in one place would facilitate the translation of research to practice [14]. Several websites targeted at frontline health care providers serve as a knowledge product to compile, synthesize, and update selected literature and to provide expert commentary over a focused topic area (eg, specific disease). For example, the Rehabilitation Measures website assists clinicians in their outcome measure selection by reviewing the psychometric properties of outcome measures and providing instructions for their administration in the rehabilitation field [15], while the disease-specific Stroke Engine website critically appraises stroke-related treatments and outcome measures [16]. Profession-specific sites such as the American College of Physicians Journal Club are designed to filter the literature and deliver expert summaries of articles that warrant immediate attention by physicians in internal medicine [17]. Initially disseminated through a traditional journal format, the content is now complemented with an online version.

Access to timely quality evidence is the first step to rectifying the consistent failure to translate research into practice [18] and reducing the unacceptably long time it takes to translate this evidence [19]. While it is known that delivery of specific Internet-based learning activities that require formal registration and participation (eg, virtual anatomy course, teleconference on a specific client case) can have positive effects on educational outcomes for health care providers and students [20], it is not known whether ongoing access to a broad-based Internet knowledge resource can influence the practice of health care providers. We undertook a mixed methods evaluation of the Spinal Cord Injury Rehabilitation Evidence (SCIRE) Project website to answer this question.

The SCIRE Project is an online resource that provides a synthesis of the evidence underlying SCI rehabilitation interventions and is designed to enable relevant decision making in practice settings [21] and public policy. The target audience are health care professionals, researchers, and policy makers. SCIRE uses transparent methods to synthesize all levels of evidence (from randomized controlled trials to case reports), as well as present an overview of relevant outcome measures (eg, purpose of measure, psychometric properties). Over 70 clinicians and researchers with a high degree of expertise in the topics provide summaries of the evidence with implications for practice and decision making.

The SCIRE Project consists of two main sections. The first is an overview of the rehabilitation evidence for 27 different sections. The specific sections are illustrated in Figure 1. Each section includes background information on the topic, tables of relevant individual studies, a discussion synthesizing the data, a summary of the levels of evidence, and a summary of key points. Standardized search methods and assignment of the levels of evidence are undertaken to ensure that the methods are replicable and transparent. The second section is an overview of 105 different outcome measures related to spinal cord injury.
For each outcome measure, a clinical summary including the psychometrics (reliability, validity) and how-to-use section are provided. One outcome measure is illustrated in Figure 2.

The SCIRE Project is relevant to the knowledge creation domain of the knowledge-to-action cycle and creates “third-generation knowledge” or “knowledge tools” to convey user-friendly information with the intent of influencing practice. Numerous gaps have been identified between current practice and best practice in SCI rehabilitation including the underutilization of standardized outcome measures [22], as well as the lack of implementation of the best evidence for SCI-related complications such as urinary tract infections [23] and pressure ulcers [24]. The SCIRE Project has been online since December 2009.

Our objective was to evaluate the impact of the SCIRE Project on the uptake of knowledge. We hypothesized that this Web-based source of information would (1) increase access to evidence-based information for health care providers and researchers and (2) influence the self-report practice of these health care providers in the management of their clients.

Figure 1. Screenshot illustrating the 27 sections providing rehabilitation evidence related to spinal cord injury. Each section includes background information on the topic, tables of relevant individual studies, a discussion synthesizing the data, a summary of the levels of evidence, and a summary of key points.
Methods

Overview

A 4-part mixed methods evaluation was used to evaluate the SCIRE Project. The protocol was approved by the local university ethics board, and participant consent was required for the surveys and focus groups. An interdisciplinary project advisory team of 12 researchers and clinicians in the field of SCI rehabilitation, including the professions of medicine, health care administration and evaluation, physical therapy, occupational therapy, and research provided input to the development of the tools (surveys and interview guides). To assess the SCIRE Project as a knowledge translation tool, questions were developed using Pathman’s Awareness-to-Adherence Model [25]. Survey instruments were developed using Dillman’s Tailored Design Method [26]. Two re-iterations of each tool were reviewed by the project advisory team beyond the initial version to test logic and functionality. Our study is a first step in determining whether ongoing access to a broad-based Internet knowledge resource can influence the practice of health care providers and utilizes self-report measures that are useful to reveal behaviors and perceptions of clinicians. However, we acknowledge that such measures are subject to various forms of bias (eg, recall bias, social desirability bias).

Part 1: Website Traffic

We monitored website traffic and utilization using Google Analytics from the initial hosting of the website (December 2009) to July 2012. The purpose was to analyze the website visits and visitor behavior to provide a picture of activity on the website.

Part 2: Website Survey

A brief (5 minutes) online survey was hosted on the SCIRE Project website over a 5-week period (July 20-Aug 24, 2012) and appeared when visitors exited the website. The purpose was to supplement the Google Analytics data with an 11-question online survey of which 4 questions related to demographics, 1 question on how they heard about SCIRE, 5 questions on use and usability (including navigation; not reported in this paper), and 1 question on impact (the focus of this paper). The question on impact queried the impact of the SCIRE Project on the participant’s access to SCI information and on their clinical practice rated on a 5-point Likert scale.

Part 3: Targeted End-User Survey

The purpose of the end-user survey was to provide an indication of the awareness of the SCIRE Project, and the impact on clinical or research practice. In contrast to the website survey, participants were health care providers or researchers confirmed to work in the field of SCI rehabilitation. The SCIRE Project was developed with the health provider as the main end-user; however, it is recognized that researchers also constitute a major end-user. A sample of convenience was generated by sending the survey link to 22 coordinators associated with SCI rehabilitation centers in Canada who disseminated it to frontline clinicians who worked in SCI rehabilitation (July 26-Sept 7, 2012). An additional 95 surveys were sent to names gathered from Canadian public health care registries when they specified the interest of the provider to be SCI.

The targeted end-user survey queried the demographics of the individual, reasons why they visited the SCIRE Project, how useful was the SCIRE Project to their information needs, and
questions related to the access to information and impact on practice rated on a 5-point Likert scale. Descriptive analyses were used to tabulate the frequency counts to summarize the data for the targeted end-user survey, as well as the website survey.

**Part 4: Focus Groups**

Online focus groups with health care providers were undertaken to explore how the SCIRE Project website information is applied in the clinical setting. The interview guide included questions on experience with the SCIRE Project website, motivations for using the SCIRE Project, and extent to which the SCIRE Project has impacted practice. Inclusion criteria for participation in the focus groups were health care providers who had used the SCIRE Project previously. They were selected from those in Part 3 who had agreed to be contacted for a focus group. Two online focus groups (n=8, n=7) were conducted and were led by a trained facilitator with technical support. Each focus group session was recorded and transcribed verbatim. Qualitative content analysis was then applied to the transcripts [27]. The transcripts were read and reviewed separately by 2 researchers. The text was coded into meaning units (statements that relate to the same central meaning), and then the codes were grouped into categories (grouping of codes) until no new categories emerged. Categories were then aggregated into themes (concepts that cut across codes and categories and contributed to our understanding of the impact of the SCIRE Project), and relationships among these were determined. Representative quotes were used to illustrate the themes and to assist the readers in judging the transferability of the findings.

**Results**

**Overview**

A total of 332 people participated in the evaluation across the website survey, end-user survey, and focus groups.

**Part 1: Website Traffic**

A total of 195,519 unique visitors accessed the website between December 2009 and July 2012. The majority of website visitors were from (in descending order) United States, Canada, United Kingdom, Australia, and India. The majority of website visitors (77.62%) were new visitors, while 22.38% were returning visitors. Of the top five most visited content pages, four were specific outcome measures (Functional Independence Measure, Symptom Checklist, Jebsen Hand Test, Hospital Anxiety and Depression Scale), while one was a page within the Respiratory Interventions Chapter (Intermittent Positive Pressure Breathing). Content pages involving the outcome measures were viewed 58.56% of the time, while content from the intervention chapters were viewed the other 41.44% of the time.

**Part 2: Website Survey**

There were 171 individuals who completed the website survey. While 26 countries participated, the majority of responses were from the United States (29.8%, 51/171), Canada (29.8%, 51/171), and Australia (14.0%, 24/171). The respondents were primarily health care providers (59.1%, 101/171), while researchers (26.37%, 45/171), SCI consumers and their families (8.2%, 14/171), policy makers (1.7%, 3/171), and others (4.7%, 8/171) made up the remaining groups. Of the health care providers, the majority were physical therapists (41.6%, 42/101), physicians (23.8%, 24/101), occupational therapists (11.9%, 12/101), and nurses (10.9%, 11/101). The health care providers worked in rehabilitation settings (72.3%, 73/101), community settings (13.9%, 14/101), acute settings (7.9%, 8/101), and other settings (5.9%, 6/101) and had a mean of 6.5 (SD 7.6) years of clinical experience. Researchers had a mean of 5.3 (SD 7.2) years of research experience. Most of the health care provider respondents first heard about SCIRE from an Internet search engine result (46.5%, 47/101), referral from a colleague (31.7%, 32/101), published article (10.9%, 11/101), or conference/workshop (10.9%, 11/101).

The responses of the health care providers (n=101) suggested that the website may have had positive impact on practice (Table 1): 89% agreed or strongly agreed that the SCIRE Project had increased their access to SCI evidence, 91% agreed or strongly agreed that the SCIRE Project had improved their knowledge of SCI evidence, 81% agreed or strongly agreed that the SCIRE Project had helped inform changes to their clinical practice, and 69% agreed or strongly agreed that the SCIRE Project had improved their confidence in treating SCI clients.

The researchers agreed or strongly agreed (82-87%) that the SCIRE Project had increased their access to SCI evidence, improved their knowledge of SCI evidence, and supported their current research activities.
Table 1. Website survey results showing impact of SCIRE on health care providers and researchers (101 health care providers and 45 researchers completed the survey, but some marked an item as not applicable and were not included in the percent calculation, eg, a clinician who had no research responsibilities for item 2).

<table>
<thead>
<tr>
<th>Health care providers</th>
<th>n</th>
<th>Strongly agree, %</th>
<th>Agree, %</th>
<th>Undecided, %</th>
<th>Disagree, %</th>
<th>Strongly disagree, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCIRE has improved my knowledge of SCI evidence</td>
<td>98</td>
<td>56.1</td>
<td>34.7</td>
<td>7.1</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>SCIRE supports my current research activities</td>
<td>86</td>
<td>41.8</td>
<td>41.8</td>
<td>14.0</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>SCIRE has helped inform changes to my clinical practice</td>
<td>92</td>
<td>29.3</td>
<td>52.2</td>
<td>15.2</td>
<td>2.2</td>
<td>1.1</td>
</tr>
<tr>
<td>SCIRE has increased my confidence in treating SCI clients</td>
<td>90</td>
<td>29.9</td>
<td>38.9</td>
<td>24.4</td>
<td>5.6</td>
<td>1.1</td>
</tr>
<tr>
<td>SCIRE has increased my access to SCI evidence</td>
<td>97</td>
<td>58.8</td>
<td>29.9</td>
<td>10.3</td>
<td>0</td>
<td>1.0</td>
</tr>
<tr>
<td>SCIRE has not impacted my clinical practice or research activities</td>
<td>98</td>
<td>3.1</td>
<td>5.1</td>
<td>12.2</td>
<td>48.0</td>
<td>31.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Researchers</th>
<th>n</th>
<th>Strongly agree, %</th>
<th>Agree, %</th>
<th>Undecided, %</th>
<th>Disagree, %</th>
<th>Strongly disagree, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCIRE has improved my knowledge of SCI evidence</td>
<td>43</td>
<td>44.3</td>
<td>42.0</td>
<td>13.7</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SCIRE supports my current research activities</td>
<td>39</td>
<td>43.6</td>
<td>38.5</td>
<td>15.4</td>
<td>2.5</td>
<td>0</td>
</tr>
<tr>
<td>SCIRE has increased my access to SCI evidence</td>
<td>39</td>
<td>59.0</td>
<td>28.2</td>
<td>12.8</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SCIRE has not impacted my research activities</td>
<td>35</td>
<td>0</td>
<td>0</td>
<td>20.0</td>
<td>45.7</td>
<td>34.3</td>
</tr>
</tbody>
</table>

Part 3: Targeted End-User Survey

Of the 146 targeted end-users, the majority of responses resulted from the distribution to the 22 rehabilitation centers (n=111) and the remaining (n=35) from the direct email request. The majority were working in Canada (83.6%, 122/146), with a small proportion (12.3%, 18/146) from the United States and from other countries (4.1%, 6/146). Due to privacy issues, we were not able to directly email the staff at the rehabilitation centers, and thus do not have information about the response rate for this group. Of the 95 direct email requests, 64 opened the email, and 35 completed the survey.

Of the targeted end-users, 69.9% (102/146) were aware of the SCIRE Project. For the users that were aware of the SCIRE Project, 52.0% (53/102) worked in a rehabilitation setting, 30.4% (31/102) in an acute setting, 15.7% (16/102) in a community setting, and 2.0% (2/102) indicated “other”. The respondents were primarily health care providers (66.7%, 68/102), while researchers (22.5%, 23/102) made up the second largest proportion. Of the health care providers, there was representation from physical therapists (32%, 22/68), physicians (16%, 11/68), occupational therapists (10%, 7/68), nurses (24%, 16/68), psychologists (4%, 3/68), and social worker/counselors (4%, 3/68). Health care providers had a mean 8.5 (SD 7.1) years of experience while researchers had 11.5 (10.8) years of experience. The users that were not aware of the SCIRE Project (30.1%, 44/146) had a similar mix of health providers; however, a larger proportion (52%, 23/44) worked in an acute setting.

Of the users who were aware of the SCIRE Project, 62 health care providers and 31 researchers had accessed the website previously, and their feedback is shown in Table 2. Similar to the website survey, the health care providers indicated positive impact of the website on practice (Table 2): 88% agreed or strongly agree that the SCIRE Project had improved their knowledge of SCI evidence, 93% agreed or strongly agreed that the SCIRE Project had increased their access to SCI evidence, 66% agreed or strongly agreed that the SCIRE Project supported their current research activities, 66% agreed or strongly agreed that the SCIRE Project helped inform changes to practice, and 62% agreed or strongly agreed that the SCIRE Project increased their confidence in treating SCI clients.

Of the researchers, a majority (70-81%) agreed or strongly agreed that the SCIRE Project had increased their access to SCI evidence, improved their knowledge of SCI evidence, and supported their current research activities.
Table 2. Targeted user survey results showing impact of SCIRE on health care providers and researchers (62 health care providers and 31 researchers were surveyed, but some marked the item as not applicable and were not included in the percent calculation, eg, a clinician who had no research responsibilities for item 2).

<table>
<thead>
<tr>
<th></th>
<th>n</th>
<th>Strongly agree, %</th>
<th>Agree, %</th>
<th>Undecided, %</th>
<th>Disagree, %</th>
<th>Strongly disagree, %</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Health care providers</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SCIRE has improved my knowledge of SCI evidence</td>
<td>59</td>
<td>47.1</td>
<td>41.5</td>
<td>9.4</td>
<td>1.9</td>
<td>0</td>
</tr>
<tr>
<td>SCIRE supports my current research activities</td>
<td>51</td>
<td>13.0</td>
<td>58.7</td>
<td>26.1</td>
<td>0</td>
<td>2.2</td>
</tr>
<tr>
<td>SCIRE has helped inform changes to my clinical practice</td>
<td>56</td>
<td>31.4</td>
<td>37.2</td>
<td>25.5</td>
<td>5.9</td>
<td>0</td>
</tr>
<tr>
<td>SCIRE has increased my confidence in treating SCI clients</td>
<td>58</td>
<td>30.8</td>
<td>36.5</td>
<td>26.9</td>
<td>5.8</td>
<td>0</td>
</tr>
<tr>
<td>SCIRE has increased my access to SCI evidence</td>
<td>61</td>
<td>50.9</td>
<td>41.9</td>
<td>7.2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SCIRE has not impacted my clinical practice or research activities</td>
<td>57</td>
<td>21.1</td>
<td>15.4</td>
<td>11.5</td>
<td>34.6</td>
<td>17.3</td>
</tr>
<tr>
<td><strong>Researchers</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SCIRE has improved my knowledge of SCI evidence</td>
<td>31</td>
<td>40.0</td>
<td>40.0</td>
<td>16.6</td>
<td>0</td>
<td>3.3</td>
</tr>
<tr>
<td>SCIRE supports my current research activities</td>
<td>30</td>
<td>26.7</td>
<td>56.7</td>
<td>10.0</td>
<td>3.3</td>
<td>3.3</td>
</tr>
<tr>
<td>SCIRE has increased my access to SCI evidence</td>
<td>31</td>
<td>43.3</td>
<td>33.4</td>
<td>13.3</td>
<td>6.7</td>
<td>3.3</td>
</tr>
<tr>
<td>SCIRE has not impacted my research activities</td>
<td>29</td>
<td>25.0</td>
<td>14.3</td>
<td>25.0</td>
<td>14.3</td>
<td>21.5</td>
</tr>
</tbody>
</table>

Part 4: Focus Groups

A total of 15 people over two online focus groups participated. The majority of participants were from Canada (n=10), while the remaining were from outside Canada (United States: n=3; Brazil: n=1; New Zealand: n=1). All were primarily health care providers in the field of SCI rehabilitation; however, several had some responsibilities in research (n=4) and management (n=3). The health professions represented were physical therapy (n=9), medicine (n=3), psychology (n=1), occupational therapy (n=1), and clinical educator (n=1).

From the focus groups, five major themes emerged: evidence in one place, online access, training tool, decision-making tool, and confirmatory evidence.

Evidence in One Place

A central theme emerged from a number of comments on how the SCIRE Project provided a comprehensive set of topics relevant to SCI in one place. This “one-stop shopping” was particularly advantageous when initiating a search to answer a new question: “It’s a great resource for me when I’m in a situation where I have questions about anything related to SCI, that’s probably the first place I’d start” [P4, group 2] and “If we’re doing anything new or different from the norm, they like to have a good justification. So we would often give the evidence that the SCIRE website provides” [P6, group 2].

Participants acknowledged that having the synthesized evidence could assist with the huge volume of literature: “Having a resource, you know, having this huge explosion of literature...it’s next to impossible...you’d like to keep up with everything, but it’s next to impossible to keep up with it. So, to have a resource that, like I said earlier...this is my first entry into the literature” [P4, group 2].

In addition to the evidence being in one place, the timeliness of this centralized resource was considered important: “I think it’s a great resource…and just hope that they continue to add new evidence in a timely manner” [P5, group 2] and “It’s nice to have a place that you can go that is comprehensive about current information” [P2, group 1].

Online Access

The online access was viewed as a major advantage of this knowledge tool, especially as it filled a unique niche for a health condition that had a relatively small population. The online SCIRE Project website had the advantage of being quick to access, compared to traditional literature searches. However, while there appeared to be good access to the information within specialized SCI units, some thought there was less awareness of this resource in centers that do not regularly treat SCI but could still benefit from this information:

First of all, the fact that it’s an online tool is excellent. [P5, group 1]

Honestly, to my knowledge, it’s the only website like that... that exists, and being in the field of neuro and being in the field of rehab, it seems like there are a lot of resources out there for persons working with...
primarily the stroke population, but not a whole lot out there for spinal cord injuries. [P1, group 2]

The reason I don’t use the publications and journal articles is sort of what the two previous people said, that when I’m on that website that’s usually what I’m there for, so I’m using it fairly quickly. [P1, group 1]

I know at a rehab hospital here, we obviously know about it. But I know within the province, people in other hospitals that would treat people with SCI would probably have no idea about SCIRE. [P3, group 1]

Training Tool

Health care providers used this knowledge tool to teach others about SCI care, including staff and students. In some cases, the SCIRE Project provided the evidence to justify their current practice:

For educating new staff…it’s a resource. [P2, group 1]

When I have a student and I have a SCI patient, it’s a great resource to direct them to. [P5, group 2]

When I have students or I’m doing teaching, I’m on it more frequently...But it’s [using SCIRE] usually when…I’m wanting to justify either my clinical practice or in my instruction to students…you want to have the evidence to back up what you’re doing. [P2, group 2]

Decision-Making Tool

The SCIRE Project directly affected the clinical decision making of the health care providers, such as influencing their choice of intervention, patient equipment needs, or type of assessment tool:

A body of knowledge that a clinician can kind of depend on to help with their practice so it’s definitely impacted on the way we justify things. An example, we were reassessing a C4 patient who we’re looking at exercise options. They’re [the physical therapy team] putting together a proposal for an FES [functional electrical stimulation] bike and we’ll be using SCIRE website to help our case to provide evidence towards that. [P6, group 2]

It [SCIRE] has influenced our choice of the tool that we decided to use here for pressure ulcer prevention, so it did have a great influence on that. [P7, group 1]

I’ve used it clinically in terms of, for pressure ulcers…find out more about whether electrical stimulation should be used to heal pressure ulcers. So I’ve used that and spread it [the intervention] around to my colleagues. [P6, group 1]

I went to the website to look at the literature related to bone density and fracture risk…for clinical purposes before getting people up and trying to get them to walk. [P4, group 2]

Confirmatory Evidence

Several participants suggested that the SCIRE Project content served to confirm what they were already doing in practice and reinforced their understanding of the SCI evidence, rather than impacting their initial decision-making process:

It hasn’t had a huge impact on my practice...I go there less than monthly...it’s actually confirmed what I had read through other journal articles and what colleagues were saying. [P3, group 2]

It has been reinforcing in terms of if we’re uncertain, in ensuring that we’re doing what we should be doing. [P6, group 1]

So it [SCIRE] didn’t bring any sort of new revolution with relations to practice. [P2, group 1]

Discussion

Principal Results

Taken together, the quantitative and qualitative findings of this study provide evidence that a Web-based knowledge tool may be effective in disseminating evidence-based practice, informing changes to practice, and bridging the gap between research and practice in SCI rehabilitation. The users were primarily physical therapists, physicians, occupational therapists, and nurses, which suggests that the website attracted health care providers of an interdisciplinary nature. Physical therapists were the largest group who accessed the website possibly due to the large number of interventions and outcome measures included within the SCIRE Project, which related to motor functions. Alternatively, perhaps insufficient promotion has been undertaken with other health provider groups. For example, the SCIRE Project has many interventions and outcome measures dedicated to psychosocial and community aspects of care, which would have major implications for psychologists and social workers, but these providers were underrepresented in the samples.

While the targeted end-user survey indicated that a substantial proportion (70%) were aware of the SCIRE Project resource, some indicated in the focus groups that the SCIRE Project was less well known outside of major rehabilitation or SCI centers. It is a challenge to promote the website to health care providers for whom SCI rehabilitation is a less regular part of their responsibilities (eg, family physician, community social worker). However, these providers may be most likely to benefit from the content for the small number of SCI patients they treat because they do not have the in-house support from other clinicians with SCI experience.

The focus group discussions revealed that the online aspect was an important feature that permitted fast access to the information. The online format allowed the content for a relatively specialized field to have far reach (eg, 26 countries and over 6500 users per month). The website survey and targeted end-user survey confirmed that health care providers, as well as researchers perceived that the website increased their access to SCI evidence.

The focus groups indicated that a major advantage of the SCIRE Project website was that the content was comprehensive and timely and provided one-stop shopping for the best evidence. Users could access the information when it was convenient for them. While participants accessed both the intervention and...
outcome measure information, the website statistics showed a heavier access to the outcome measures. A number of studies have noted the lack of standardized measures utilized within rehabilitation [28,29]; the website provides one tool to help clinicians select appropriate outcome measures for their practice.

**Impact on Practice**

As intended, the SCIRE Project activities are focused on the knowledge creation domain and have a less direct role in the implementation activities of the knowledge-to-action process. However, users across all parts of the evaluation reported not only accessing the evidence but also applying the SCIRE Project evidence to their own practice contexts. Thus, access to the SCIRE Project not only improved knowledge of SCI evidence but helped inform changes to their clinical practice and improved their confidence in treating SCI clients. While all parts of the knowledge-to-action process are important, a recent systematic review showed that in the field of rehabilitation, the most common barrier to the implementation and use of evidence-based medicine was related to research utilization (eg, conflicting results, understanding statistics, literature not compiled in one place, implications for practice not being made clear) [30]. The SCIRE Project provides one important facilitator to enhancing research utilization. The SCIRE Project information directly influenced the health care provider’s clinical decision-making, in terms of choice of intervention, equipment needs, or assessment tool.

Some participants felt that the SCIRE Project information served more to confirm or reinforce what they were already doing in practice, rather than impacting their initial decision-making process. Researchers in other areas have noted that guidelines provide accountability in the eyes of other stakeholders [31] and may improve the clinician’s confidence as it legitimates their approach [32]. In some instances, it appeared that some health care providers accessed the SCIRE Project to justify their practice to others, especially students. The finding that users were accessing the SCIRE Project to teach others suggests a snowball effect in terms of its dissemination and impact. It is likely that to change practice, the optimal use of the SCIRE Project would be to use it in conjunction with active (eg, audit and feedback) and multicomponent implementation strategies [12,33] to facilitate uptake and change in practice. Moreover, it may be that resources like the SCIRE Project represent a platform on which to develop even more focused tools, such as clinical decision support systems that reflect customized and contextualized approaches to facilitate clinical decision making.

**Limitations**

As we examined the natural uptake of this website information, no control group was used to control for biases such as social desirability within the self-report responses. Furthermore, due to the fact that the samples were of convenience, they may not have been representative samples, and it is possible that those who perceived to have gained benefits from the SCIRE Project would be more likely to participate in the surveys and focus groups. The website was relatively inexpensive to develop and maintain and did not include more interactive attributes such as Web 2.0 blogs or wikis, which require more monitoring but could potentially develop a strong collaborative community of users.

**Conclusions**

Most notably, these findings demonstrate that the SCIRE Project was effective in disseminating information about evidence-based practice to an interdisciplinary audience and that there was some indication that it facilitated practice changes in the primary target audience of frontline clinicians. Information relating to outcome assessment represented the most frequently sought materials. It was noted that the online nature of the SCIRE Project, coupled with its comprehensiveness and timeliness, facilitated utilization as a one-stop resource for informing practice. However, there were suggestions that this resource also served to confirm or provide a rationale for existing practice, which reflects the nature of the SCIRE Project as a compilation of evidence. Additionally, there was some evidence that the SCIRE Project may have had less impact outside of major rehabilitation and SCI centers.

Taken together, these findings suggest that it might be beneficial to more explicitly describe and demonstrate to users how they might take full advantage of the SCIRE Project—not only as a knowledge creation resource (ie, evidence synthesis) but also by providing examples of how users might employ this or similar resources in their knowledge-to-action (ie, implementation) activities.
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Abstract

Background: A key role of Occupational Therapists (OTs) is to carry out pre-discharge home visits (PHV) and propose appropriate adaptations to the home environment in order to enable patients to function independently after hospital discharge. However, research shows that more than 50% of specialist equipment installed as part of home adaptations is not used by patients. A key reason for this is that decisions about home adaptations are often made without adequate collaboration and consultation with the patient. Consequently, there is an urgent need to seek out new and innovative uses of technology to facilitate patient/practitioner collaboration, engagement, and shared decision making in the PHV process. Virtual reality interior design applications (VRIDAs) primarily allow users to simulate the home environment and visualize changes prior to implementing them. Customized VRIDAs, which also model specialist occupational therapy equipment, could become a valuable tool to facilitate improved patient/practitioner collaboration, if developed effectively and integrated into the PHV process.

Objective: The intent of the study was to explore the perceptions of OTs with regard to using VRIDAs as an assistive tool within the PHV process.

Methods: Task-oriented interactive usability sessions, utilizing the think-aloud protocol and subsequent semi-structured interviews were carried out with seven OTs who possessed significant experience across a range of clinical settings. Template analysis was carried out on the think-aloud and interview data. Analysis was both inductive and driven by theory, centering around the parameters that impact upon the acceptance, adoption, and use of this technology in practice as indicated by the Technology Acceptance Model (TAM).

Results: OTs’ perceptions were identified relating to three core themes: (1) perceived usefulness (PU), (2) perceived ease of use (PEoU), and (3) actual use (AU). Regarding PU, OTs believed VRIDAs had promising potential to increase understanding, enrich communication and patient involvement, and improve patient/practitioner shared understanding. However, it was unlikely that VRIDAs would be suitable for use with cognitively impaired patients. For PEoU, all OTs were able to use the software and complete the tasks successfully; however, participants noted numerous specialist equipment items that could be added to the furniture library. AU perceptions were positive regarding use of the application across a range of clinical settings including children/young adults, long-term conditions, neurology, older adults, and social services. However, some “fine tuning” may be necessary if the application is to be optimally used in practice.

Conclusions: Participants perceived the use of VRIDAs in practice would enhance levels of patient/practitioner collaboration and provide a much needed mechanism via which patients are empowered to become more equal partners in decisions made about their care. Further research is needed to explore patient perceptions of VRIDAs, to make necessary customizations accordingly, and to explore deployment of the application in a collaborative patient/practitioner-based context.
Introduction

Background

With an anticipated rise in the demand for health care resources as a result of an ageing population [1], government initiatives see innovations in technology for health care as one of the few areas in which there still remains capacity for reducing costs and improving quality of service for patients [2]. In particular, the recently proposed long term version for the National Health Service (NHS) under the banner of “Equity and Excellence: Liberating the NHS” [3] demonstrates the UK government’s commitment to innovation via the use of Information and Communication Technology (ICT). ICT is seen as a key lever in delivering person-centered, preventative, re-ableing, and personalized care. If this vision is to be realized, it is crucial to “empower and liberate clinicians to innovate” [3], hence enabling practitioners to adopt and integrate new technologies and practices with a view to improving patient health outcomes. A central role of incorporating ICT into health care delivery is to provide more effective patient–centred health care that creates opportunities for both practitioners and patients to work collaboratively in the consultation and decision making processes [4,5]. Enabling patient/practitioner collaboration will improve the extent to which the patient is aware of their health issues, consequently improving levels of patient engagement, adherence, and satisfaction [6]. Promoting innovative applications of technology for health care is seen as playing a central role in enabling patients to take responsibility for their own care, and improve and sustain quality of life by making it possible to live independently within their own homes for longer [7].

A primary area of focus within the domain of Occupational Therapy is to enable patients to live independently within their homes. In order to facilitate this, a key role of an occupational therapist (OT), across Europe, Australia, and North America [8], is to carry out a pre-discharge home visit (PHV) with the patient to facilitate appropriate, safe, and successful discharge from hospital to home [9]. The aim of the PHV is for the clinician to visit the home with the patient to provide additional information about how the patient will cope within their home environment after discharge. During the visit the OT may propose modifications to the home environment, where appropriate, to enable the patient to function at a satisfactory level of independence after discharge [10]. Modifications to the home environment may include installation of specialist assistive equipment such as bed hoists, support rails, shower seats, grab rails, and so forth. Furthermore, often patients may be faced with the prospect of using a wheelchair or walking frame to aid mobility, which may also dictate that alterations must be made to the layout of the home to accommodate access. Recent research in the field of occupational therapy has revealed that PHVs can becumbersome, highly resource intensive, and sub-optimal for patients [8,11]. One significant issue is that decisions made regarding home adaptations are often made without adequate collaboration and consultation with the patient [10,12]. Currently, the only real opportunity to consult and collaborate with the patient is while the clinician and patient are together in the home as part of the PHV process. However, patients have reported that they find this anxiety-provoking and feel as if they are being tested/assessed in terms of their mobility around the home; hence, they do not feel able to collaborate as an equal partner for fear of not being discharged home after the visit [10]. This could influence use of assistive devises since more that 50% of home adaptations are not used after discharge home, resulting in sub-optimal health outcomes and significant wastage of resources [12]. This is perhaps no surprise when considering how personalized and sensitive the home setting is [13]. Coupled with the fact that there is no readily available tool or technique that assists patients and practitioners to jointly visualize and explore the home environment according to the patients’ personal needs [14].

There is a need to seek out and develop new and innovative uses of technology that enable patients and practitioners to jointly understand and visualize the complexities and meanings associated with the home environment, to envisage the challenges that are likely to be encountered within the home, and to collaborate and contribute equally to developing solutions to these challenges [15]. This is likely to lead to many positive health outcomes such as improved adherence, engagement, and patient satisfaction [6].

Virtual Reality Interior Design Applications for Occupational Therapy

Over the past decade, Virtual Reality (VR) has become a valuable tool that has been applied to a range of health care scenarios [16]. The term VR typically relates to interactive three-dimensional (3D) computer-generated environments that simulate being present within the real world equivalent of that environment [17]. Application areas of VR span across a range of domains including interior design, health care, military and defense, education, and entertainment and gaming [18]. Specifically relating to health care, perhaps the most well-noted application of VR has been for the treatment of phobia such as public speaking anxiety [19] and the treatment of claustrophobia [20]. More specifically within the domain of home interior design, virtual reality interior design applications (VRIDA) serve as a valuable assistive tool for negotiating adaptations between designers and home owners [21]. VRIDA allows individuals to design or redesign their homes virtually, prior to making these changes a reality. The advantages of using VRIDA in interior design include improved collaboration between the home owner and the designer, and enhanced understanding and communication of design options. It also brings design misconceptions to the forefront of discussion, facilitating active participation by all parties involved, and aiding the process of...
achieving consensus between all parties [22,23]. Figure 1 provides some examples of 3D home environments produced using VRIDA. The specific VRIDA used to produce the example environments was “SweetHome 3D”, a freely available open-source 3D interior design software application [24].

In light of the need for improved collaboration between OTs and patients, this research proposes to explore the use of VRIDA to aid the PHV process and gain insights into patient and practitioner experiences of its application in practice. The prospect of using VRIDA has potential to respond to a number of the issues that currently limit the effectiveness of PHVs. VRIDA would serve as a tool that enables occupational therapists to rapidly create the 3D representation of the patient’s home, allowing the patient and practitioner to jointly visualize the interior of the home and trial a range of adaptations and specialist equipment within it. This would enhance collaboration between clinician and patient and assist them in making shared decisions about how this sensitive and personalized space may be best adapted specifically to the patient’s individual needs. It would also provide an interactive simulation of the home, enabling the patient to “walk” through the home, via a personal computer or laptop, which could help therapists to better consider barriers to everyday performance and enhance the patient’s insight and motivation to participate in tailored interventions. VRIDA would provide the patient with the valuable opportunity to consult as an expert on their own needs, and participate as an equal partner in decision making, without feeling as if their mobility is being assessed, as is often the case when visiting the home in person with the practitioner. To date, however, the gains that VRIDA could bring to occupational therapy practice are yet to be capitalized upon, as little research has been carried out within this particular health care context.

Figure 1. Examples of virtual home environments, lounge (left), kitchen (right), produced using Virtual Reality Interior Design Applications (VRIDA).

Practitioner Perceptions and Technology Acceptance

The insight of practitioners is extremely valuable and should be employed at all stages of technology development and deployment. Research with health care practitioners has shown that they are more likely to adopt technologies if these are viewed as compatible with current practice [25]. Compatibility issues could relate to time, existence of evidence on positive outcomes in practice [26], organizational issues [27], and attitudes of professionals towards technology [28]. Therefore, the application of VRIDA must be accepted by therapists if it is to serve as a feasible tool that may be used within occupational therapy in practice [28]. If VR therapies are not perceived as usable or likable in actual clinical settings, it is unlikely that the technology will remain in use long enough for an evidence-base to be explored and established.

Over the past two decades, much research effort has been invested into understanding end users’ reactions and motivations to technology acceptance, adoption, and use [29]. Although a large portion of this research effort has been focused within the Information Systems research domain, more recently, there is increasing interest in gaining a better understanding of the factors that influence user acceptance, adoption, and use of technology within the health care domain [30]. To the best of our knowledge, there is no research yet that explores barriers to acceptance, adoption, and use of VRIDA technology for use within the occupational therapy context or its application to the PHV process. The Technology Acceptance Model (TAM) is perhaps the most notable theory applied in the explanation of user motivations, attitudes, and responses to acceptance and use of technology [31]. Despite its relative simplicity, even the most basic form of TAM is typically seen to provide an explanation of approximately 40% of issues related to technology acceptance [29].

TAM proposes that when presented with a new technology, users’ behavioral intention to use and their Actual Use (AU) of technology are typically mediated by two key factors: Perceived Usefulness (PU), which is the extent to which the user perceives that the new technology will aid them in performing the task at hand, and Perceived Ease of Use (PEOU), which is the extent to which the individual believes using the technology would be free of effort [32]. TAM is now increasingly being applied within the health care research domain [33]. Examples include exploring the acceptance of: telemedicine technology by nurses [34], Personal Digital Assistants (PDAs) by physicians [35], portable postural assessment technologies for use by physiotherapists [36], mobile picture archiving technologies for dental care [37], and a range of customizable and wearable health care devices for patients and practitioners [38]. Although the vast majority of TAM research to date has been quantitative, there is increasing recognition that qualitative enquiry, particularly in the early explorative stages, is well suited to
scoping the design and development of new innovations and identifying the range of factors that may affect the acceptance, adoption, and use of a specific technology [39].

The aim of this study is to explore occupational therapists’ perceptions of VRIDA and to gain insights into the feasibility of using VRIDA as a tool to aid the PHV process in relation to the key factors outlined in the technology acceptance model. The next section provides details of the study carried out to achieve this aim. The results of this study are then presented, followed by a discussion of the implications of the findings in the context of existing research literature and outlining the study limitations. Finally, the study is concluded and future research directions are considered in light of the findings.

Methods

Overview

The aim of this study was to explore the perceptions of OTs relating to the three TAM factors (PU, PEOU, and AU) and the potential feasibility of using VRIDA applications as an assistive tool that may be used within the PHV process.

Table 1. Summary of participant profiles.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Gender</th>
<th>Years practicing</th>
<th>Area of specialty</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Male</td>
<td>More than 5 years</td>
<td>Social services (community)</td>
</tr>
<tr>
<td>B</td>
<td>Female</td>
<td>More than 10 years</td>
<td>Senior Therapist Older Person</td>
</tr>
<tr>
<td>C</td>
<td>Female</td>
<td>More than 5 years</td>
<td>Senior Therapist Older Person</td>
</tr>
<tr>
<td>D</td>
<td>Female</td>
<td>Less than 5 years</td>
<td>Social services (community)</td>
</tr>
<tr>
<td>E</td>
<td>Male</td>
<td>More than 20 years</td>
<td>Mental Health Team Leader</td>
</tr>
<tr>
<td>F</td>
<td>Female</td>
<td>More than 10 years</td>
<td>Senior Therapist Acute Care</td>
</tr>
<tr>
<td>G</td>
<td>Male</td>
<td>More than 5 years</td>
<td>Pediatrics</td>
</tr>
</tbody>
</table>

Orientation Task Using a VRIDA

On arrival, information sheets were distributed to users prior to participation in the session, the content of which was worked through with each participant individually. The information sheet provided a brief background and context and purpose to the study, and summarized the main activities that would take place during the course of the session. Participants were encouraged to ask questions throughout the process, and any questions were answered as they arose. Participants were then asked to complete a consent form in which their ethical rights were explained in terms of informed consent, withdrawal, and anonymity.

Participants were given the task of using a VRIDA to design the interior of a room that would typically represent a patient’s home environment. The VRIDA software application used for the purposes of this task was a customized version of SweetHome 3D [24]. Figure 2 illustrates the SweetHome 3D application interface used by participants to design and develop home interiors.

The SweetHome 3D application interface is made up of four main functional quadrants: (1) furniture catalogue, (2) home plan, (3) home furniture list, and (4) 3D view. For the purposes of this study, the application has been customized to include a library of specialist OT assistive equipment necessary for OTs to make typical home adaptation recommendations as part of the PHV process. These artefacts were presented within the furniture catalogue quadrant of the application in a folder entitled “OT Objects”. Occupational therapy assistive devices featured in the library included ramps, a range of grab rails, a bath hoist, a wheelchair, toilet frame, and seat. The custom OT objects library folder, how this was integrated into the furniture catalogue navigation pane, and examples of some of these OT objects (wheelchair and toilet frame) are presented in Figure 2, as well as how these OT objects may be modelled within an example 3D view of a bathroom environment.

Prior to the main task of designing a typical patient room of their choice, participants were provided with basic written instructions, presented in Table 2, outlining the key steps necessary to create a room using the application.

Printed screenshots of the SweetHome 3D interface and the 4-quadrant map of the software (similar to those presented in Figure 2) were also provided alongside the written instructions. Using the resources provided, participants were asked to design...
a bathroom in order to practice developing an environment prior to moving on to the main task. After the participants perceived they were confident in utilizing the software, they were asked to proceed with the main task.

Table 2. Written instructions for initial familiarization and orientation with SweetHome 3D.

<table>
<thead>
<tr>
<th>Instructions</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Create your room</td>
<td>Draw floor in Quadrant 3 using the Floor button (follow instructions in pop-up box) Draw walls in Quadrant 3 using the Walls button (follow instructions in pop-up box)</td>
</tr>
<tr>
<td>Furnish your room</td>
<td>Choose objects from Quadrant 1 using the Select tool Drag and drop into Quadrant 3, arrange using the Select tool An inventory of these objects will appear in Quadrant 2</td>
</tr>
<tr>
<td>Decorate your room</td>
<td>Select a wall or floor in Quadrant 3, it will highlight in blue once it is selected Right-click on highlighted wall or floor, select “Modify Walls” or “Modify Floor”, choose colors/textures</td>
</tr>
<tr>
<td>Visit your room</td>
<td>Go to “3D View” menu at the top menu, choose “Virtual Visit” A figure will appear in Quadrant 3 and the view in Quadrant 4 will change Move and click in Quadrant 4 to look around the room</td>
</tr>
<tr>
<td>Save your room</td>
<td>Go to “File” at the top menu Name your file and save to the desktop</td>
</tr>
</tbody>
</table>

Figure 2. The customized SweetHome 3D application interface.
**Think-Aloud Interior Home Design Task**

For the main task, participants were asked to design a room of their choice, which they believed represented a typical room within a patient’s home. They were also welcome to insert assistive equipment where they deemed necessary. Participants were asked to design the room of choice from scratch, while adopting a ‘think-aloud’ approach, which enabled them to verbally share their thoughts while interacting with the application [42]. Think-aloud is a valuable research technique that is typically used for the real-time capture of, not only client preferences and thoughts while interacting with software applications, but also the reasoning behind these preferences and thoughts. It is frequently used within usability testing and has been used within occupational therapy to explore clinical reasoning [43]. It was important that users did not feel pressured, as it was anticipated that this may impact on the level of think-aloud thoughts they felt comfortable sharing during the task. Therefore, users were reminded throughout the task that there was no urgency in completing the task, and encouraged to take as long as they required to provide comments and to interact with the SweetHome 3D application. During the sessions, standard prompts to think aloud, such as “what are you thinking?” and “what are you doing now?” were used whenever the researcher felt there were extended periods of silence. The use of task-focused prompts such as these ensured that participants’ attention remained on the task at hand but also that sufficient data and commentary relating to their interactions with the software application were elicited [44]. All sessions were audio-recorded and the researcher also took written notes during the session. At the end of the session, a discussion was held with the user, giving them the opportunity to elaborate on any of the points they made during the session and to reflect on their experience of using the application and perceptions relating to its ease of use, usefulness, usability, and the feasibility of it actually being used as a tool to assist in the PHV process.

**Data Analysis**

Template analysis was used to analyze the interview data. This is a form of thematic analysis, which involves development of a coding template that represents a summary of the themes that are seen by the researcher(s) as being of importance within the dataset [45]. The approach taken to this was both inductive, as some themes were closely linked to the data, and other themes were driven by theory and the researchers’ analytical interest [46]. Analysis often begins with some a priori themes/codes that are of interest to the researcher. In this case, the interview data was approached with the broad aim of exploring factors that are related to TAM. Hence, analysis considered the participant perceptions of the feasibility, usability, and utility of VRIDA for PHV interventions within the context of three high-level TAM themes relating to PU, PEOU, and AU. The approach taken in the analysis of this data is in line with what Madhill et al [47] refer to as the ‘contextual constructivist’ position. In this case, it is accepted that there are many interpretations that may be made of a given phenomenon, which depends upon the focus of the researcher and the context in which the research is carried out. Hence, the themes and sub-themes that emerge as a result of the analysis are partly a product of these factors.

As an initial step, all interview recordings were transcribed into text format. The textual dataset in its entirety was perused to conceptualize the data and its relationship to the a priori themes that existed at a high level. The entire dataset was closely read and patterns in the data were noted. Sequences of data that represented “the most basic segment, or element, of the raw data or information that can be assessed in a meaningful way regarding the phenomenon” [48] were identified and assigned a code name. The dataset was then examined iteratively through several stages of splicing, linking, deleting, and reassigning themes and sub-themes. In this way, a final representation of the themes in the data was produced. The themes did not ‘emerge’, because they did not have a concrete existence in the data, rather they were constructed as part of the interpretative work. The analysis goes beyond the surface meaning of the data and tries to “identify the underlying ideas, assumptions, and conceptualizations—and ideologies—that are theorized as shaping or informing the semantic content of the data” [46]. The first and second authors coded the data and discussed inconsistencies where these arose until a clear consensus of the main themes was reached. The main themes are those drawn from multiple contributions and that represent issues that are clearly central to the participants themselves. Within these themes, we have identified sub-themes that depict the breadth of positions that were adopted within the main themes. For a detailed description of the thematic template analysis process, see King [45], and similarly for the thematic analysis process, see Joffe and Yardley [49] and Silverman [50].

**Ethical Considerations**

The study was reviewed and approved by the Brunel University Research Ethics Committee prior to any data collection. All participants taking part in the study were guaranteed confidentiality and anonymity. Signed consent forms were obtained from all participants prior to taking part in the semi-structured interviews. Participants were informed of their right to withdraw from the study at any time. This was done both in writing and verbally.

**Results**

**Overview**

The results of the analysis of think-aloud responses and the discussions held at the end of each session are presented in this section in the context of the three key TAM themes used for analysis: PU, PEOU, and AU. A number of sub-themes were identified within these key TAM themes, these are presented as a thematic mind map in Figure 3.
Perceived Usefulness (PU)

Increased Understanding
Participants B, D, E, F, and G felt that 3D images were a good visual aid that enabled patients to have a better understanding of assistive technology or adaptations to be provided. It was felt that the rich visual representations and interactive environment provided by the application is preferable to the static hand-drawn examples that are often used in practice. The 3D images were also seen to somehow convey additional information that otherwise would be difficult to verbalize in their absence.

I think everyone could have a look and it’s much better than having drawings or trying to explain them. [Participant D]

Other participants perceived that it can give the patient “immediate feedback” on planned changes (Participants C, G), which is likely to improve shared understanding of proposed adaptations to the home and the extent to which patients and practitioners can engage in a meaningful discussion about a particular scenario. Participant A felt that comprehension and evaluation of items that might be difficult to determine when looking at an aerial or 2D drawing would be much clearer when presented as a 3D representation. This participant also felt that it would be helpful to spot additional issues that would be lost using 2D representations, such as the height of an oven for a wheelchair user.

User Involvement
Participants A, E, F, G spoke about the positive impact of client involvement. They suggested that the use of the application in conjunction with the patient would be likely to empower patients and enable them to share the expertise and knowledge that they have about their unique circumstances, how they manage their condition, and how they engage with their home environment.

They are the experts in their situation and so if we can get them to join in with the design process, it makes it easier for everybody. [Participant A]

The software was perceived as supporting shared decision making since patients would be more involved within the process (B, E) and understand the rationale behind the suggested adaptations. Hence, participants felt that the visualization afforded by the application would help to foster improved levels of engagement in the PHV process and reduce the levels of ambivalence and anxiety that sometimes surround the process of introducing assistive equipment into the home environment.

Most people are really a bit ambivalent about equipment. Obviously, first it’s a horrible reminder

of things going wrong. And usually it’s because a lot of people can’t visualize it. [Participant E]

The application was also perceived as a tool that could be used for the independent assessment of technology and enable parents to design environments for their children (Participant A, C, G). In particular, the negotiation process for introducing new equipment into the home can sometimes be extremely resource intensive, requiring numerous visits to the home to explore concerns regarding space requirements and positioning of equipment. Utilization of the VRIDA application was seen to offer a solution that could potentially reduce the time and resources required to come to an agreement on home adaptations.

Because every parent says they don’t have the space, so when you can show you have room for that, it would be so different what you can do without going so many times in his house [Participant G]

Utility of Software
One perception (Participant D) was that the software would not be suitable for persons with cognitive impairment. It was felt that such patients may find it challenging to make the connection between the virtual representation of the home environment and the home itself. However, some participants believed that the application would be very helpful when carrying out major modifications to the home environment (Participant B, E) and was more effective than the current method of taking photographs (Participant C, D) or paper drawings (Participant A). One of the advantages of the interactive 3D representations would be that the patients could immediately see the proposed changes, without having to worry about the quality or scaling of the photographs or hand drawings that have been used to come to a decision. It was felt that 3D representations were likely to offer peace of mind and foster better quality and more timely collaboration around a more accurate representation of the individual patient’s home setting.

If you can knock something like this up and send it to them, and even better these days when so many people are online, you can create something back at the office and send it through to them and say, right, this is what I think, what do you reckon? [Participant A]

Perceived Ease of Use (PEOU)

Learning to Use the Software
All of the participants were able to complete the assigned tasks and vocalized the way they best learned the new tasks. Participants A, F, E, and G stated that they did not like or use the written instructions provided to assist them in learning how to use the application. All reported that they were able to make sense of the key application functions fairly intuitively without
any assistance. Both participants F and G explicitly stated that they preferred to learn by playing with the software as opposed to following written instructions. In contrast, participants B, C and D favored the use of the written instructions for guidance and liked their conciseness and the narrative, which enabled them to engage in a simple task before moving on to designing a home environment of their own conception. Only one participant (Participant C) emphasized the overhead of effort required to practice utilizing the software before any significant progress was made.

Operating the Software

A number of issues relating to its usability were identified by participants as a result of carrying out the main task. Participants A, B, and F all commented on how they had difficulty picking up or selecting an item of furniture in order to move it to a new position within the room while completing the task. Participants B, D, E, and F stated that the controls were sometimes tricky to operate. Participants B and G felt that the rotation of objects, in particular, should be done with a dedicated button that would move the object in 90 degree turns, similar to how photos are rotated in digital photo viewing applications. Participants A, B, C, D, E, and F experienced issues or confusion over how to apply a wall texture or color; specifically, the software terms of “left side” and “right side” to wall orientation were unclear. Similarly, Participants B, C, and F felt that the default white color for the floors, walls, and objects made it difficult to visually differentiate between them. Participants B, E, and F felt that the mouse controls were too sensitive.

Participants also made numerous suggestions about additional items that should be included in future versions of the furniture library and OT object catalogue. A summary of the additional items of furniture and assistive equipment suggested by participants are presented in Table 3.

Table 3. Suggested additional items for OT object library.

<table>
<thead>
<tr>
<th>Participant(s)</th>
<th>Suggested item(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A, E</td>
<td>Ceiling track hoist</td>
</tr>
<tr>
<td>A</td>
<td>Drain (shower room)</td>
</tr>
<tr>
<td>F</td>
<td>Folding door or “doors that go both ways”</td>
</tr>
<tr>
<td>G</td>
<td>Mirror</td>
</tr>
<tr>
<td>C</td>
<td>Non-slip mat</td>
</tr>
<tr>
<td>D</td>
<td>OT items for bedroom</td>
</tr>
<tr>
<td>C</td>
<td>OT items for kitchen</td>
</tr>
<tr>
<td>G</td>
<td>OT items for children’s playroom</td>
</tr>
<tr>
<td>A, C, D, E, F</td>
<td>Rails in multiple lengths/rotations</td>
</tr>
<tr>
<td>A</td>
<td>Ramps (outdoor items)</td>
</tr>
<tr>
<td>E</td>
<td>Sash window</td>
</tr>
<tr>
<td>A</td>
<td>Wall-hung basin</td>
</tr>
<tr>
<td>A, B</td>
<td>Wheelchair turning radius graphic</td>
</tr>
</tbody>
</table>

aOT: occupational therapy

Actual Use (AU) of the Technology

Overview

In general, most participants were positive about the use of the software. Some of the comments were: ‘it’s quite cool’, “My kids would love it”, and “it’s really great”. Some participants were positive about the value that this application could deliver to occupational therapy more generally and across a range of services.

I think it’s doing a great job. I was really impressed.
I think that can really help many OTs throughout the country. [Participant D]

Two participants perceived that more work needed to be done if maximum benefits of the application were to be realized in practice. However, they noted that the majority of functionality currently offered is useful and that with only minor adaptations to the interface and functionality, the application would be beneficial to use in practice.

I’m sure it’s a case of fine tuning rather than significant changes. [Participant A]

Look and Feel

Participants B and G felt that the look and feel of the digital home images needed enhancement to enable a client to connect with the 3D images more effectively. They felt that the home environments presented within the application felt slightly artificial in some way and could benefit from being softened or made to look more ‘lived-in’.

I think it’s got potential, but it still feels quite academic, quite sterile.

Some participants made suggestions relating to how the modelled environments could be made to feel more life-like and lived-in. For example, both Participants B and G suggested making simple additions, such as a rubber duck in the bathroom.
to help to add a home-like element that was otherwise felt to be missing. Participant B also suggested a towel on the towel rail, bottles of shampoo, blinds/curtains on the windows, and houseplants.  

If you have a bath, where is the bottle of shampoo? Because that's going to make it look like it is someone's home. It is easier, it opens up the ability to engage with people who maybe need that household. [Participant B]

Participants B and F felt that this technology, specifically the use of a computer and mouse, was outdated. They felt that perhaps delivering interventions using a VRIDA application may be better delivered on more mobile types of platform, such as a tablet computer or a laptop.

Measurements

Participants emphasized the importance of measurement and having objects in pre-set sizes (Participants A, C). They felt that it is important to ensure that assistive pieces of equipment are modelled to scale within the environment.

Because at the moment you could end up with a design that looks wonderful but you can't actually achieve it because you have dropped in a bath that is not actually on the market. [Participant A]

Indeed, Participants B and D thought that Sweet Home 3D with exact measurements could be a beneficial tool when communicating with assistive equipment installation technicians. They also felt the exact measurements in Sweet Home 3D would give clients a better representation of what they would be receiving and how it would be oriented. Participant A felt that standardized objects should be included and that the ability to resize or stretch objects in Sweet Home 3D may lead to errors, therefore, suggesting that the sizes of objects within the OT object library should be fixed and protected against being resized within the application.

Suitability for OTs

There was a view that the software may be suitable for actual use by OTs working with a variety of clinical conditions. Table 4 summarizes the types of clinical conditions for which SweetHome 3D is likely to be usefully applied to.

One participant perceived that if the technology improved, they would “take it on all of my visits” (Participant G). Another participant perceived that if the technology was to be used in practice, then it must be used with a tablet computer (Participant B).

However, one participant worried about the impact on the profession and was concerned that introduction of such technology could potentially result in less OTs being employed within the profession.

But the one thing I would say, this isn’t necessarily criticism, but it's just whether not – because it’s been so easily done, whether that actually de-skills OTs and actually kind of takes their jobs away. You won’t need them anymore because you’ve got a whiz-bang computer that can do it for you. [Participant E]

Table 4. Suggested clinical usage

<table>
<thead>
<tr>
<th>Participant(s)</th>
<th>Suggested clinical usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>B, F, G</td>
<td>Children/Young Adults</td>
</tr>
<tr>
<td>B</td>
<td>Clients that are difficult to engage</td>
</tr>
<tr>
<td>B, D</td>
<td>Long-term Conditions</td>
</tr>
<tr>
<td>F</td>
<td>Neurology</td>
</tr>
<tr>
<td>F</td>
<td>Older Adults</td>
</tr>
<tr>
<td>D</td>
<td>Social Services</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

In this study, occupational therapists viewed the VRIDA software as being a potentially important and useful visual aid to facilitate shared understanding and shared decision making about home adaptations with patients. This is particularly valuable given that, to date, insufficient explanation and notification of home adaptations during home visits has resulted in some users feeling dissatisfied with their experience, resulting in equipment abandonment levels in excess of 50% [12,51,52]. Enabling people to stay at home and maintain independence at home can add to an increased sense of control and improved quality of life [53-55]. The OTs that took part in this study did not seem to be concerned about the usability of the software but rather were more interested in the impact of using a VRIDA as a tool to assist in occupational therapy interventions and the positive impact this would have on the patient experience.

Interestingly, evidence from a study involving older adults from 11 European countries found that older adults wanted to have a trusting relationship with the practitioners, to have their preferences respected, and to receive clear health information from the health care providers [56]. The use of VRIDAs within the PHV process was seen as having promising potential to improve patient/practitioner communication and collaboration within practice.

OTs perceived that the VRIDAs may also reduce anxiety and empower patients. Therefore, the use of VRIDA is likely to encourage therapists to consider new mechanisms to promote health literacy, which is a key enabling factor for patients to be empowered, take ownership, and be involved in the decisions that are made about their care. Health literacy is defined as the ability to “access, understand, evaluate, and communicate information as a way to promote, maintain, and improve health
in various settings over the life-course” [57]. Traditionally, health literacy tools have taken the form of information leaflets and/or delivery of information verbally. Some of the benefits of using information leaflets have been seen to be that patients and service users are able to refer back to written health information when required and to use the information at their own pace [58]. However, a relationship also exists between poor literacy skills, poor health, and poor health outcomes [59,60]. The use of more visually focused health communication tools, such as VRIDAs, are likely to provide the opportunity to overcome some of the communication imbalances that exist in current practice settings. Indeed, one recent study exploring the use of a virtual reality application to assess whether it could be used for persons with intellectual disabilities to achieve improved provision and communication of health-related information has achieved very promising results [61].

VRIDA applications such as SweetHome 3D were perceived by OTs as having the potential to address miscommunications that typically occur as part of the PHV process, as it gives patients immediate visual feedback on proposed home adaptations. Therapists appeared to believe that patients may prefer visual aids to facilitate understanding as opposed to more traditional methods of communication. To date only one study appears to exist within the research literature which explores the use of visual aids, in the form of photographs, within the process of occupational therapy home modifications or provision of assistive technology. Daniel et al [62] used photographs of the patient’s home to evaluate the validity and feasibility of onsite home assessments with fallers. This technique could have significant benefits for persons with literacy issues, particularly as health literacy is more common among older adults [63]. In addition, evidence-based guidelines published by the Gerontological Society of America [64] suggest that visual aids can help address hearing-related communication issues. Moreover, visual aids can reduce the need for complex verbal information and reduce the cognitive effort required to understand information.

All the participants in this study were able to use the software, thus giving support to the notion that the majority of therapists can utilize technology and not just Generation X [65]. An Australian study [66] found that while therapists did use technology in practice, they used it primarily for client contact, professional development, and professional networking rather than for therapy provision. On the whole, participants were positive about the VRIDA software but two participants perceived the application as needing further refinement. In this study, most of the participants identified features that could enhance the software. Some participants viewed it as “quite sterile” and as being in need of further customization in order to achieve a more personalized look and feel, such as adding objects to the modelled environment that had some personal meaning and would make the environment feel more lived in. Indeed, evidence suggests that much of the personal home is tied up with the association of the self and identity [67]. Issues were also associated with exact measurement and whether this could hinder the development and use of the tool. Measurement is an interesting area of practice within occupational therapy, as to date little is known about how therapists measure for assistive technology and/or the instructions that are given in order to carry out measurement tasks [68].

Unlike many VR studies, this research was not tied to a specific clinical context, condition, or desired outcome such as learning surgical reconstruction [69], client interventions concerning public speaking [19], or interventions with stroke patients [70]. However, the wide variety of suggested uses for the different client groups, suggested by the participants, indicates the potential versatility and applicability of VRIDAs such as SweetHome 3D. One therapist did not perceive it as being useful for persons with cognitive issues, although one study has utilized the Engaging Platform for Art Development (ePAD) for persons with dementia in creative occupations with some success [71]. This study showed that a sample of people employed in occupational therapy possessed computer skills and that the software of choice was indeed usable, as also seems to be the case with the participants in this study. While this may seem like a small step, establishing these key points echoes the work of Laver et al [70] and the opinions of Verdonck and Ryan [15]. Much VR research focuses on the patient and their interactions with the software, without mention of whether or not clinical staff can operate it and feel confident doing so.

**Limitations**

A limitation of this research is that a follow-up interview was not carried out separately to the trial session itself; however, interviews were carried out at the end of the think-aloud sessions. This provided them with a chance to share any additional comments and reflect on the experience of using the software application. Qi [72] suggested that a follow-up interview may also allow the participants to validate the researchers’ interpretation of their think-aloud utterances. This study relied on the recruitment of participants who were self-motivated to learn how to use the software, which may indicate that they felt comfortable in their own computer skills prior to participating in this research. In order to attract participants with a wide range of computer literacy, invitations could have explicitly stated that participants who have low as well as high computer skills are welcome to take part in the study. However, the insights gained from this study do represent views of OTs who have significant experience across a wide range of clinical settings and application domains. The number of participants that took part in this study may be considered to be too small to make generalizations about OT perceptions of the use of VRIDA in the PHV process more generally. However, in accordance with recent research findings in the usability testing research domain, the number of participants that took part in this study exceeds the suggested threshold number of five participants that are necessary to provide useful and effective feedback when using the think-aloud protocol for interactive prototype evaluation [40]. In relation to the TAM model, it is noted that it has been advocated that the Human Activity Assistive Technology (HAAT) model integrates the social model of disability, concepts from occupational therapy theory, and principles of assistive technology adoption and abandonment. Hence, if HAAT was used in addition to TAM, additional insights relating to these aspects may have been identified [73]. Nevertheless, TAM is a well-recognized model that has been used with significant success to identify barriers...
to adoption of new technology within health care and a variety of other settings and provided an appropriate framework through which issues relating to the adoption of VRIDA were identified in a considered way.

Conclusions

This study has gained valuable insights into the value and utility of using VRIDA software applications such as SweetHome 3D within the occupational therapy setting and more specifically within the PHV process. OTs appeared to be positive about the utilization of VRIDAs within a range of clinical settings and that it would serve as a valuable collaborative tool that could empower patients and facilitate more effective patient/practitioner engagement. The study also revealed that VRIDAs have the potential to facilitate decision making and could serve as a valuable tool to demonstrate ideas and put them into a visual context that is personalized and intuitive for the patient. Furthermore, using VRIDA could better facilitate shared decision making and empower patients to play more of a role in the decisions that are made about their care. This is especially important given the complex emotions that can be tied to conditions leading to home modifications or the need for equipment. Furthermore, many studies look at the patient experience without noting the experience from the point of view of the clinician. It is often assumed that clinicians have/do not have the ability to learn to use new technology in practice. Without gathering and documenting the clinician’s perspective, research is missing the valuable insights that clinicians can bring as a result of their range of clinical experience and that can be fed back into the development of technology that is tailored to the clinicians needs. This study has identified a number of issues that now can be addressed in order to ensure that the proposed VRIDA technology is suitably adapted and made to be fit for purpose, if it is to be introduced as a tool to facilitate more effective PHV interventions. Ultimately, new tools and strategies that enable improved patient/practitioner communication and collaboration must be identified and deployed, if significant levels of equipment abandonment seen as a result of PHV interventions are to be addressed and overcome. The use of VRIDA as a tool to facilitate improved communication and collaboration within this process has been perceived to be promising by practitioners.

Further research is needed to explore patient perceptions of VRIDA and to better understand the effectiveness of using such applications jointly and collaboratively with patients and practitioners. Further development work is also needed to incorporate the requirements suggested by practitioners as a result of this study and to identify patient specific requirements, which will ensure that both patients and practitioners are able to optimally benefit from using this application in practice.
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Abstract

Background: PubMed contains numerous articles in languages other than English. However, existing solutions to access these articles in the language in which they were written remain unconvincing.

Objective: The aim of this study was to propose a practical search engine, called Multilingual PubMed, which will permit access to a PubMed subset in 1 language and to evaluate the precision and coverage for the French version (Multilingual PubMed-French).

Methods: To create this tool, translations of MeSH were enriched (eg, adding synonyms and translations in French) and integrated into a terminology portal. PubMed subsets in several European languages were also added to our database using a dedicated parser. The response time for the generic semantic search engine was evaluated for simple queries. BabelMeSH, Multilingual PubMed-French, and 3 different PubMed strategies were compared by searching for literature in French. Precision and coverage were measured for 20 randomly selected queries. The results were evaluated as relevant to title and abstract, the evaluator being blind to search strategy.

Results: More than 650,000 PubMed citations in French were integrated into the Multilingual PubMed-French information system. The response times were all below the threshold defined for usability (2 seconds). Two search strategies (Multilingual PubMed-French and 1 PubMed strategy) showed high precision (0.93 and 0.97, respectively), but coverage was 4 times higher for Multilingual PubMed-French.

Conclusions: It is now possible to freely access biomedical literature using a practical search tool in French. This tool will be of particular interest for health professionals and other end users who do not read or query sufficiently in English. The information system is theoretically well suited to expand the approach to other European languages, such as German, Spanish, Norwegian, and Portuguese.

(J Med Internet Res 2014;16(12):e271) doi:10.2196/jmir.3836
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Introduction

MEDLINE, created by the US National Library of Medicine (NLM), is the most used medical bibliographic database in the world. Currently (as of September 3, 2014), it contains 21,515,657 citations [1] from 5650 indexed journals from 81 countries around the world. Each MEDLINE record is indexed with the NLM’s controlled vocabulary, Medical Subject Headings (MeSH) [2].

MEDLINE is the largest component of PubMed [3], the freely accessible online database of biomedical journal citations and abstracts. In addition to MEDLINE citations, PubMed also contains [4]:

1. Citations not yet indexed with MeSH and added to MEDLINE (in-process citations or when supplied electronically by the publisher);
2. Some “old MEDLINE” citations that have not yet been updated with the current vocabulary and converted to MEDLINE status;
3. Citations to some additional life science journals that submit full text to PubMedCentral and receive a qualitative review by the NLM; and
4. Citations to author manuscripts of articles published by NIH-funded researchers.

On the same date (September 3, 2014), PubMed contained 24,157,837 citations [5].

Language may be an obstacle to access PubMed and all the information it contains [6]. Moreover, there is still demand for native-language articles [7]. Of the 28 different ways to access PubMed listed by Lu [8], only 2 help non-native-English speakers to query PubMed/MEDLINE in their native language: BabelMeSH [9,10] and Patient, Intervention, Comparison, Outcome (PICO) Linguist [10]. We developed a French MeSH browser linked to PubMed [11]; more than 500 users consult it daily and it is taught in half of French medical schools. These 3 tools rely on MeSH translation in multiple languages to ease querying [12] and also rely on some metadata available in existing user languages to ease the results of browsing. Nevertheless, these 3 tools lack most PubMed functionalities (eg, advanced query builder, filters, citation sensor); in truth, they just lack functionalities.

A multilingual search engine to access the PubMed/MEDLINE subset in any non-English language (eg, French, German, Spanish, or Norwegian) with advanced functionalities would be of great interest for any user who is not comfortable in English. The goal of this paper was to present such a tool (Multilingual PubMed) and evaluate the potential increase in information retrieval task performance by using the French version.

Methods

Material

To create an effective multilingual search engine, the basic framework must first be clearly specified. Several tools were initially developed before the beginning of this project. Since 1995, the Catalogue and Index of Online Health Resources in French (CISMeF=Catalogue et Index des Sites Médicaux de langue Française), a quality-controlled health gateway [13], describes and indexes using the MeSH thesaurus the main institutional health Web resources (documents and sites) available in French. A search engine, Doc’CISMeF, was developed in 2000 to allow querying of this gateway. In 2007, CISMeF began using several terminologies/ontologies to allow easier and more accurate indexing. The CISMeF team was prompted to develop a multiterminology portal (French/English) [14], which interoperated with the search engine. In 2012, a transition was made to establish a cross-lingual portal named Health Terminology/Ontology Portal (HeTOP) available in 23 different languages [15,16].

Recently, Doc’CISMeF was significantly updated in 2 ways: (1) it has become a generic tool able to integrate any metadata model and its related data; therefore, this tool is able to describe and index Web resources as well as PubMed citations and (2) the search engine has now been developed into a reliable multilingual tool, which is capable of searching by using multiple terminologies/ontologies in several languages.

These 2 improvements in Doc’CISMeF allow the search for PubMed citation in any language. The final steps to transform Doc’CISMeF into the desired Multilingual Access to Each PubMed Subset for Each Language (Multilingual PubMed or, for French, Multilingual PubMed-French), designed for non-English speakers to access the literature in languages other than English, consist of (1) completing translation of MeSH descriptors and MeSH qualifiers and (2) translating the interface.

For the 5 basic languages of this study, the translation of MeSH descriptors is available in Unified Medical Language System [17]. Several institutions have helped us to translate the remaining MeSH qualifiers and interface terms (see Acknowledgments).

Nevertheless, developing a search engine requires good knowledge of the language used. As a French team, we are unable to assume that the performance for all other languages is equivalent to that of French language.

Two improvements related to the MeSH thesaurus in Doc’CISMeF can be used in Multilingual PubMed [18]:

1. Bilingual (French and English) predefined queries (n=389) were defined by the CISMeF medical librarians (eg, the CISMeF term “natremia” was automatically transformed to the MeSH predefined query “sodium/blood”). These predefined queries will have to be translated to be applied to the other European languages of this project.
2. Superconcepts (or metaterms; n=126) are medical (sub)specialties or biological science disciplines (eg, cardiology or bacteriology) selected by the CISMeF chief librarian. For each superconcept, 1 semantic link was created with 1 or more MeSH descriptor and qualifier. For example, the metaterrm psychiatry is associated with the MeSH descriptors psychiatry and psychiatric hospital that belong to a completely different tree structure within the MeSH. Superconcepts have been created to optimize information retrieval and to overcome the relatively
restrictive nature of MeSH descriptors. These superconcepts also need to be translated, but the basic semantic links between superconcepts and MeSH descriptors are language-independent.

The list of predefined queries and metaterms is available at the HeTOP cross-lingual terminologies/ontologies portal [15]. There are also some other improvements that are based on all the available metadata. It is possible to perform faceted browsing [19]. Facets list citation characteristics, which can be used to refine results. It works based on metadata (eg, year, country, resource type). Default ranking in Doc’CISMeF is based on a relevance score, whereas in PubMed, the most recent articles are ranked first: last in-first out (LIFO). Doc’CISMeF interprets users’ queries to identify meaningful words and medical descriptors matching health terminologies, such as MeSH. It then returns results corresponding to these words and descriptors. It uses several criteria to score and rank the results: query words present in the title, descriptors present in major topics, publication date, and origin of the descriptors as they may have been assigned by librarians or programmatically by computers for less important resources. If title words and major topics perfectly matched the user’s query, they score 100% and are consequently ranked. Imperfect matches score less depending on how many words and descriptors are present (eg, MeSH minor topic). For results of equal scores, publication date is the determinant criterion.

Some other improvements previously developed in Doc’CISMeF have not yet been implemented in the Multilingual PubMed-French search engine (see Discussion).

Architecture

The CISMeF generic information system is divided into 5 layers (Figure 1):

1. A relational database layer, which ensures data persistence and Structured Query Language query processing; execution plans are optimized by dynamic partitioning and local indexes.
2. A cache layer, which is devoted to clustering data distribution. It is based on random access memory and is distributed between several servers; therefore, it is very fast. Moreover, it avoids data loss after crashes.
3. A business components layer mainly composed of CISMeF Java libraries dealing with business logic.
4. A service layer hosting Web services that rely on business components and are, in turn, used by each client application of the information system.
5. A presentation layer that includes the gateways, Web-based user interfaces, rich Internet apps, and any client application of the service layer.

Figure 1. CISMeF information system.
Data Sources
The first and only version of Multilingual PubMed tested in this paper was the French version: the Multilingual PubMed-French search engine. Nevertheless, the whole framework should be able to manage any language as it does with French. To perform this study, all PubMed citations in French were extracted from PubMed and included in the Multilingual PubMed-French semantic search engine using a specific parser. Some PubMed citations were also extracted in other languages (ie, German, Spanish, Portuguese, and Norwegian) to ensure that our hypothesis of a multilingual framework was not unrealistic.

All MeSH descriptors and MeSH qualifiers were translated into French by the Technical and Scientific Information Department of the French National Institute of Health [20]. The CISMéF team considerably enriched this translation with:

1. 25,501 synonyms and 689 ambiguous acronyms of MeSH descriptors;
2. 163 synonyms of MeSH qualifiers;
3. 20,887 translations of MeSH supplementary concepts (out of 209,326);
4. 27,295 synonyms of MeSH supplementary concepts;
5. 6037 translations of MeSH scope notes, which consist of MeSH descriptor definitions; and
6. 3918 “see also” relations among MeSH descriptors.

Evaluation
The 2 main limiting factors for such a tool are the response time, which must be low in order to be acceptable for end users, and the result quality (are there any results and are they relevant?). They were evaluated by measuring the response time and relevance of the first 20 results for 20 queries.

Queries were selected from the queries frequently run on Doc’CISMéF (log-analysis). Twenty queries were randomly selected from those that retrieved results, were run more than 50 times in the previous 100 days, and did not involve advanced syntax.

Table 1. Examples of queries in the different tools.

<table>
<thead>
<tr>
<th>Search strategy</th>
<th>Example of query (for “constipation”)a</th>
</tr>
</thead>
<tbody>
<tr>
<td>BabelMeSHb</td>
<td>constipation</td>
</tr>
<tr>
<td>Multilingual PubMed-French</td>
<td>constipation</td>
</tr>
<tr>
<td>PubMedc</td>
<td>constipation[All Fields] AND French[lang]</td>
</tr>
<tr>
<td>PubMed TT</td>
<td>constipation[TT] AND French[lang]</td>
</tr>
</tbody>
</table>

a Shown is the query as written in the search box.

b The checkbox “français” was checked.

c Whatever the ranking used (relevance or LIFO), the query was the same.

Results
Technical Feasibility
Table 2 shows the number of PubMed citations for the main European languages (excluding English). As a proof of concept, PubMed citations of different languages were included in the CISMéF information system: French (n=665,359), German (n=7102), Portuguese (n=4497), Spanish (n=4297), and Norwegian (n=3764). The end user was able to choose 1 language and then perform a query in the same language. Thanks to our colleagues mentioned in the Acknowledgments, the Multilingual PubMed interface was translated into French, German, Portuguese, Spanish, and Norwegian. The same main metadata displayed by default in the PubMed database was similarly displayed in the Multilingual PubMed search engine.
as well as the indexing MeSH descriptors and qualifiers (Figure 2). Direct links to the full-text article in the same language were also presented to the end user (Figure 2), often via Digital Object Identifier [22]. The objective of creating a bibliographic database extracted from PubMed in several languages and available in 1 specific language was then completed as a proof of concept. In the previous CISMeF gateway, the objective for response time was the following: all queries with 1 or 2 terms should be less than 2 seconds. Since 2001, this objective has been fulfilled for the 101,000 Web resources included in the CISMeF information system. The number of PubMed citations in French versus CISMeF Web resources is approximately 6 times more. All response times for all queries were below the limit of 2 seconds (Table 3). As expected, there was a strong correlation between the response time and the number of citations retrieved ($r = .73$, 95% CI .42-.89). According to linear regression coefficient, this would lead to an unacceptable response time for queries that collect more than 20,000 citations. This evaluation of response time is an important step in determining the feasibility of this Multilingual PubMed-French search engine to create a bibliographic database in French for health professionals. The current version of Multilingual PubMed-French is available on the Internet [23].

Table 2. Number of PubMed citations for the main European languages.

<table>
<thead>
<tr>
<th>Language</th>
<th>Number of PubMed citations</th>
</tr>
</thead>
<tbody>
<tr>
<td>German</td>
<td>808,653</td>
</tr>
<tr>
<td>French</td>
<td>680,451$^a$</td>
</tr>
<tr>
<td>Italian</td>
<td>294,720</td>
</tr>
<tr>
<td>Spanish</td>
<td>302,287</td>
</tr>
<tr>
<td>Portuguese</td>
<td>85,839</td>
</tr>
<tr>
<td>Norwegian</td>
<td>35,712</td>
</tr>
</tbody>
</table>

$^a$ The discrepancy between the number of French citations in PubMed and the number of French citations inserted in our information system comes primarily from some doubtful classifications in PubMed (ie, articles mislabeled as French).

Table 3. Response times for the 20 Multilingual PubMed-French queries.

<table>
<thead>
<tr>
<th>Query (French/English)</th>
<th>Response time (seconds)</th>
<th>Number of PubMed citations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allaitement maternel / breast feeding</td>
<td>0.42</td>
<td>633</td>
</tr>
<tr>
<td>Angine/pharyngitis</td>
<td>0.53</td>
<td>845</td>
</tr>
<tr>
<td>AVC/stroke</td>
<td>0.54</td>
<td>1704</td>
</tr>
<tr>
<td>BPCO/COPD</td>
<td>0.49</td>
<td>1503</td>
</tr>
<tr>
<td>Cigarette électronique / electronic cigarette</td>
<td>0.42</td>
<td>24</td>
</tr>
<tr>
<td>Constipation/constipation</td>
<td>0.27</td>
<td>531</td>
</tr>
<tr>
<td>Coqueluche / whooping cough</td>
<td>0.54</td>
<td>314</td>
</tr>
<tr>
<td>Gale/scabies</td>
<td>0.57</td>
<td>148</td>
</tr>
<tr>
<td>Hémochromatose/hemochromatosis</td>
<td>0.59</td>
<td>712</td>
</tr>
<tr>
<td>Hypertension/hypertension</td>
<td>1.03</td>
<td>8694</td>
</tr>
<tr>
<td>Lupus/lupus</td>
<td>0.34</td>
<td>1147</td>
</tr>
<tr>
<td>Maladie cœliaque / celiac disease</td>
<td>0.58</td>
<td>723</td>
</tr>
<tr>
<td>Maladie de Crohn / Crohn disease</td>
<td>0.69</td>
<td>1363</td>
</tr>
<tr>
<td>Nutrition/nutrition</td>
<td>1.13</td>
<td>8367</td>
</tr>
<tr>
<td>Psychiatrie/psychiatry</td>
<td>0.94</td>
<td>5602</td>
</tr>
<tr>
<td>Sarcoïdose/sarcoidosis</td>
<td>0.77</td>
<td>1721</td>
</tr>
<tr>
<td>Scoliose/scoliosis</td>
<td>1.10</td>
<td>669</td>
</tr>
<tr>
<td>Soins infirmiers / nursing care</td>
<td>0.86</td>
<td>5767</td>
</tr>
<tr>
<td>Tabac/tobacco</td>
<td>0.42</td>
<td>679</td>
</tr>
<tr>
<td>Toxoplasmose/toxoplasmosis</td>
<td>0.74</td>
<td>1238</td>
</tr>
</tbody>
</table>
Performance Evaluation

Table 4 displays the coverage of each query for each strategy. The PubMed TT strategy retrieved far fewer citations than the other 4 strategies with a total of 10,716 hits. Babel MeSH, Multilingual PubMed-French, and regular PubMed queries retrieved 50,894, 42,384, and 34,047 citations, respectively. Babel MeSH and Multilingual PubMed-French retrieved significantly more citations than relevance/LIFO PubMed (both $P=.03$; Mann-Whitney test).

The precision measured on the first 20 citations retrieved are listed (1) considering the citations assessed as highly relevant—the strict analysis—and (2) considering both the highly and the slightly relevant citations, the relaxed analysis (Table 5). The results were similar with 2 strategies that outperformed the other 3 in terms of precision: Multilingual PubMed-French and PubMed TT. These 2 strategies reached more than 90% precision with a slight advantage for PubMed TT ($P=.002$, Fisher test), whereas the other 3 barely reached 80% in the relaxed analysis.
Table 4. Coverage of queries according to the search engine.

<table>
<thead>
<tr>
<th>Query (English)</th>
<th>Strategy (n)</th>
<th>BabelMeSH</th>
<th>Multilingual PubMed-French</th>
<th>PubMed&lt;sup&gt;a&lt;/sup&gt;</th>
<th>PubMed TT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breast feeding</td>
<td></td>
<td>639</td>
<td>633</td>
<td>3</td>
<td>50</td>
</tr>
<tr>
<td>Pharyngitis</td>
<td></td>
<td>2043</td>
<td>845</td>
<td>2326</td>
<td>82</td>
</tr>
<tr>
<td>Stroke</td>
<td></td>
<td>2671</td>
<td>1704</td>
<td>202</td>
<td>52</td>
</tr>
<tr>
<td>COPD</td>
<td></td>
<td>687</td>
<td>1503</td>
<td>25</td>
<td>275</td>
</tr>
<tr>
<td>Electronic cigarette</td>
<td></td>
<td>355</td>
<td>24</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Constipation</td>
<td></td>
<td>574</td>
<td>531</td>
<td>666</td>
<td>144</td>
</tr>
<tr>
<td>Whooping cough</td>
<td></td>
<td>227</td>
<td>314</td>
<td>2</td>
<td>166</td>
</tr>
<tr>
<td>Scabies</td>
<td></td>
<td>136</td>
<td>148</td>
<td>4</td>
<td>102</td>
</tr>
<tr>
<td>Hemochromatosis</td>
<td></td>
<td>537</td>
<td>712</td>
<td>756</td>
<td>129</td>
</tr>
<tr>
<td>Hypertension</td>
<td></td>
<td>10,348</td>
<td>8694</td>
<td>12,580</td>
<td>1533</td>
</tr>
<tr>
<td>Lupus</td>
<td></td>
<td>2232</td>
<td>1147</td>
<td>2694</td>
<td>1150</td>
</tr>
<tr>
<td>Celiac disease</td>
<td></td>
<td>649</td>
<td>723</td>
<td>2</td>
<td>305</td>
</tr>
<tr>
<td>Crohn disease</td>
<td></td>
<td>1190</td>
<td>1363</td>
<td>2</td>
<td>758</td>
</tr>
<tr>
<td>Nutrition</td>
<td></td>
<td>4969</td>
<td>8367</td>
<td>6480</td>
<td>819</td>
</tr>
<tr>
<td>Psychiatry</td>
<td></td>
<td>4453</td>
<td>5602</td>
<td>5394</td>
<td>1940</td>
</tr>
<tr>
<td>Sarcoidosis</td>
<td></td>
<td>1522</td>
<td>1721</td>
<td>13</td>
<td>878</td>
</tr>
<tr>
<td>Scoliosis</td>
<td></td>
<td>651</td>
<td>669</td>
<td>3</td>
<td>159</td>
</tr>
<tr>
<td>Nursing care</td>
<td></td>
<td>14,360</td>
<td>5767</td>
<td>2867</td>
<td>888</td>
</tr>
<tr>
<td>Tobacco</td>
<td></td>
<td>1607</td>
<td>679</td>
<td>18</td>
<td>585</td>
</tr>
<tr>
<td>Toxoplasmosis</td>
<td></td>
<td>1044</td>
<td>1238</td>
<td>10</td>
<td>701</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>50,894</td>
<td>42,384</td>
<td>34,047</td>
<td>10,716</td>
</tr>
</tbody>
</table>

<sup>a</sup> Whatever the ranking used (relevance or LIFO), the number of citations retrieved was the same.
Table 5. Precision measured on the first 20 citations for each query for each strategy (analysis-relaxed analysis).

<table>
<thead>
<tr>
<th>Query (English)</th>
<th>Strategy (precision)</th>
<th>PubMed TT</th>
<th>PubMed Relevance</th>
<th>PubMed LIFO</th>
<th>Babel MeSH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breast feeding</td>
<td></td>
<td></td>
<td></td>
<td>1.00-1.00</td>
<td>0.55-0.75</td>
</tr>
<tr>
<td>Pharyngitis</td>
<td></td>
<td></td>
<td></td>
<td>1.00-1.00</td>
<td>0.00-0.00</td>
</tr>
<tr>
<td>Stroke</td>
<td>0.45-0.80</td>
<td>0.95-0.95</td>
<td>0.15-0.15</td>
<td>0.35-0.35</td>
<td>1.00-1.00</td>
</tr>
<tr>
<td>COPD</td>
<td>0.40-0.55</td>
<td>1.00-1.00</td>
<td>0.75-0.85</td>
<td>1.00-1.00</td>
<td>1.00-1.00</td>
</tr>
<tr>
<td>Electronic cigarette</td>
<td>0.10-0.10</td>
<td>0.35-0.40</td>
<td><em>b</em></td>
<td><em>b</em></td>
<td></td>
</tr>
<tr>
<td>Constipation</td>
<td>0.45-1.00</td>
<td>1.00-1.00</td>
<td>0.50-0.95</td>
<td>0.75-1.00</td>
<td>1.00-1.00</td>
</tr>
<tr>
<td>Whooping cough</td>
<td>0.80-1.00</td>
<td>1.00-1.00</td>
<td>1.00-1.00</td>
<td>1.00-1.00</td>
<td>1.00-1.00</td>
</tr>
<tr>
<td>Scabies</td>
<td>0.90-1.00</td>
<td>1.00-1.00</td>
<td>0.25-0.25</td>
<td>0.25-0.25</td>
<td>1.00-1.00</td>
</tr>
<tr>
<td>Hemochromatosis</td>
<td>0.65-0.95</td>
<td>1.00-1.00</td>
<td>0.70-1.00</td>
<td>0.85-1.00</td>
<td>1.00-1.00</td>
</tr>
<tr>
<td>Hypertension</td>
<td>0.45-0.75</td>
<td>0.95-0.95</td>
<td>0.25-0.75</td>
<td>1.00-1.00</td>
<td>1.00-1.00</td>
</tr>
<tr>
<td>Lupus</td>
<td>0.70-1.00</td>
<td>1.00-1.00</td>
<td>0.75-0.95</td>
<td>1.00-1.00</td>
<td>1.00-1.00</td>
</tr>
<tr>
<td>Celiac disease</td>
<td>0.70-0.95</td>
<td>1.00-1.00</td>
<td>1.00-1.00</td>
<td>1.00-1.00</td>
<td>1.00-1.00</td>
</tr>
<tr>
<td>Crohn disease</td>
<td>0.80-0.90</td>
<td>1.00-1.00</td>
<td>0.50-1.00</td>
<td>0.50-1.00</td>
<td>1.00-1.00</td>
</tr>
<tr>
<td>Nutrition</td>
<td>0.45-0.70</td>
<td>0.70-1.00</td>
<td>0.25-0.60</td>
<td>1.00-1.00</td>
<td>1.00-1.00</td>
</tr>
<tr>
<td>Psychiatry</td>
<td>0.75-0.80</td>
<td>1.00-1.00</td>
<td>0.85-0.95</td>
<td>0.90-0.95</td>
<td>1.00-1.00</td>
</tr>
<tr>
<td>Sarcoidosis</td>
<td>0.70-0.90</td>
<td>1.00-1.00</td>
<td>0.92-0.92</td>
<td>0.92-0.92</td>
<td>1.00-1.00</td>
</tr>
<tr>
<td>Scoliosis</td>
<td>0.65-0.90</td>
<td>1.00-1.00</td>
<td>0.67-0.67</td>
<td>0.67-0.67</td>
<td>1.00-1.00</td>
</tr>
<tr>
<td>Nursing care</td>
<td>0.85-0.90</td>
<td>1.00-1.00</td>
<td>0.70-0.80</td>
<td>0.85-0.90</td>
<td>1.00-1.00</td>
</tr>
<tr>
<td>Tobacco</td>
<td>0.60-0.90</td>
<td>1.00-1.00</td>
<td>0.83-0.89</td>
<td>0.83-0.89</td>
<td>1.00-1.00</td>
</tr>
<tr>
<td>Toxoplasmosis</td>
<td>0.65-0.90</td>
<td>1.00-1.00</td>
<td>1.00-1.00</td>
<td>1.00-1.00</td>
<td>1.00-1.00</td>
</tr>
<tr>
<td>Total</td>
<td>0.58-0.79</td>
<td>0.93-0.95</td>
<td>0.57-0.74</td>
<td>0.79-0.83</td>
<td>0.97-0.98</td>
</tr>
</tbody>
</table>

a Only 3 citations retrieved.
b No citation retrieved.
c Only 2 citations retrieved.
d Only 4 citations retrieved.
e Only 13 citations retrieved.
f Only 18 citations retrieved.
g Only 10 citations retrieved.

Discussion

Principal Results

The Multilingual PubMed-French strategy allows the retrieval of French PubMed citations with high precision and high coverage. Despite more than 600,000 PubMed citations that were introduced into the CISMeF information system, the average server-side response time stayed below the threshold time (ie, 2 seconds), which is acceptable, in our experience, for the average health professional. The Multilingual PubMed-French search engine is now freely available on the Internet [23].

Babel MeSH allows users to access PubMed database in French. It provides many results for low precision and is, therefore, of poor interest for French speakers. Moreover, the functioning of the search engine is not detailed anywhere; it is only possible to make rough free-term queries that are translated automatically by Babel MeSH. The Babel MeSH interface is limited; it is not possible to perform many queries in a short period of time. The classic use of PubMed is not satisfying for French speakers, which is not surprising because it is supposed to work in English, not in French. The relatively high mean coverage masked enormous heterogeneity (from 0 to more than 12,000 citations). Precision was lower than that for Multilingual PubMed-French or PubMed TT. However, the relevance ranking provided consistently better precision for the first 20 results than LIFO ranking. There was no evidence to maintain LIFO ranking as default.
Using PubMed TT provides more precise results than using Multilingual PubMed-French. PubMed TT works like a free-text search engine that looks only in the title of the citation. Therefore, it is quite logical that precision was high. Nevertheless, PubMed TT recall must be lower than Multilingual PubMed-French recall based on the huge differences in coverage and slight differences in precision. Moreover, Multilingual PubMed-French and Babel MeSH constantly provided more than 20 results, whereas PubMed did not; some queries provided few or even no results. The poor coverage of PubMed TT is probably the consequence of difficulties managing French particularities (eg, elision, apostrophe, accentuation).

**Limitations**

This study has several limitations. First, this feasibility study only included server-side response time. The overall response time also depended on the end user’s computer type and type of browser. Second, the MeSH thesaurus is incompletely translated. MeSH descriptors and qualifiers are frequently translated, but this is not the case for MeSH supplementary concepts. Therefore, querying at a MeSH supplementary concept level of accuracy is currently not possible in one’s own language. It would require a huge amount of work to translate all MeSH supplementary concepts, even using natural language processing tools [24]. Last, English is by far the most frequently used language of scientific medical publications and publications in other languages are declining comparatively. Nevertheless, the latter are important because they can be more easily adapted to national contexts and be more understandable to a wider local audience. An automatic intelligible translation of English articles would definitely resolve this issue, but it is far beyond current technology [25].

For the “angine/pharyngitis” query, an unanticipated issue arose: PubMed (LIFO and relevance strategies) did not find any results and automatically translated the query to “angina” which has a different meaning. This affected the precision of these strategies by biasing it toward zero. Three sensitivity analyses were performed to evaluate bias importance: (1) the “angine” query was excluded from the analysis, (2) the “angine” query was considered as providing zero results for PubMed LIFO and PubMed relevance strategies, and (3) the 20 citations returned by this query for PubMed LIFO/relevance strategies were considered as fully relevant. In each scenario, the precision was significantly better for Multilingual PubMed-French and PubMed TT compared with PubMed LIFO/relevance strategies. Therefore, it is possible to conclude a very limited bias.

**Perspectives and Future Challenges**

One of the strengths of Multilingual PubMed lies in the multilingual CISMeF information system. Because the MeSH thesaurus is already translated into multiple languages, it will be easy to make Multilingual PubMed for these languages. Nevertheless, the CISMeF team is not familiar with the linguistic treatments that are necessary to interpret user queries in other languages than French; therefore, it is unlikely that the other versions of Multilingual PubMed will achieve results comparable to those observed here. We are currently working with several international teams to extend Multilingual PubMed to German, Spanish, Portuguese, and Norwegian. According to the number of PubMed citations (see Table 1) for the main European languages, this feasibility study could be extrapolated as positive for other languages with fewer PubMed citations than French (ie, Spanish, Italian, Portuguese, and Norwegian) and one-third larger for German.

Several other improvements related to MeSH indexing in the search engine have not yet been implemented for PubMed citations; in particular, affiliation of MeSH qualifiers to MeSH supplementary concepts, indexing with MeSH concepts, and affiliation of MeSH qualifiers to MeSH concepts [26]. It will not be feasible to perform these tasks manually due to the size of the PubMed citations corpus in French (n=665,359). Therefore, the automatic indexing tool used in the CISMeF quality-controlled health gateway will need to be enhanced to be applied to the Multilingual PubMed-French search engine.

As stated in the Introduction, it is possible to manage multiple kinds of resources in the CISMeF information system. End users are now able to ask for mixed results: Web resources from CISMeF and PubMed citations from Multilingual PubMed. Also, an interesting avenue for future development of Multilingual PubMed is to integrate bibliographic data from other sources. A partnership with Elsevier-Masson and 2 small French companies has now been launched. Elsevier will provide additional metadata for MEDLINE/PubMed citations (abstracts in French in particular), which currently are not yet available in the MEDLINE/PubMed database. Furthermore, Elsevier-Masson will provide metadata on journals not included in PubMed, but included in other bibliographic/bibliometric databases (eg, Web of Science, EMBASE, and BIOSIS).

In addition to being more efficient than its competitors are, Multilingual PubMed is, in our opinion, more user friendly and provides more features. Nevertheless, there are still many interesting functionalities in PubMed (ie, related citations, history management) or in other tools [8] (graphical representation) that are not implemented in Multilingual PubMed. Future work may address these issues.

**Conclusion**

This feasibility study was carried out to create a multilingual search engine to query monolingual PubMed subsets. It was successful for the French language and will be extended to the other main European languages. Bibliographical references from non-English publications can now be searched in a native language–friendly interface using multilingual data from the PubMed database and MeSH vocabulary.

Overall, this Multilingual PubMed tool could be of valuable interest for non–English-speaking health professionals who are unable to access PubMed.
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Abstract

Background: The abundance of health information available online provides consumers with greater access to information pertinent to the management of health conditions. This is particularly important given an increasing drive for consumer-focused health care models globally, especially in the management of chronic health conditions, and in recognition of challenges faced by lay consumers with finding, understanding, and acting on health information sourced online. There is a paucity of literature exploring the navigational needs of consumers with regards to accessing online health information. Further, existing interventions appear to be didactic in nature, and it is unclear whether such interventions appeal to consumers’ needs.

Objective: Our goal was to explore the navigational needs of consumers with chronic health conditions in finding online health information within the broader context of consumers’ online health information-seeking behaviors. Potential barriers to online navigation were also identified.

Methods: Semistructured interviews were conducted with adult consumers who reported using the Internet for health information and had at least one chronic health condition. Participants were recruited from nine metropolitan community pharmacies within Western Australia, as well as through various media channels. Interviews were audio-recorded, transcribed verbatim, and then imported into QSR NVivo 10. Two established approaches to thematic analysis were adopted. First, a data-driven approach was used to minimize potential bias in analysis and improve construct and criterion validity. A theory-driven approach was subsequently used to confirm themes identified by the former approach and to ensure identified themes were relevant to the objectives. Two levels of analysis were conducted for both data-driven and theory-driven approaches: manifest-level analysis, whereby face-value themes were identified, and latent-level analysis, whereby underlying concepts were identified.

Results: We conducted 17 interviews, with data saturation achieved by the 14th interview. While we identified a broad range of online health information-seeking behaviors, most related to information discussed during consumer-health professional consultations such as looking for information about medication side effects. The barriers we identified included intrinsic barriers, such as limited eHealth literacy, and extrinsic barriers, such as the inconsistency of information between different online sources. The navigational needs of our participants were extrinsic in nature and included health professionals directing consumers to appropriate online resources and better filtering of online health information. Our participants’ online health information-seeking behaviors, reported barriers, and navigational needs were underpinned by the themes of trust, patient activation, and relevance.

Conclusions: This study suggests that existing interventions aimed to assist consumers with navigating online health information may not be what consumers want or perceive they need. eHealth literacy and patient activation appear to be prevalent concepts in the context of consumers’ online health information-seeking behaviors. Furthermore, the role for health professionals in guiding consumers to quality online health information is highlighted.
Introduction

The Internet is a popular source of health information among consumers [1-4]. The vastness of health information available online affords consumers unprecedented access to health information. Such access to health information is paramount, given the global push for consumer-focused health care, particularly in the management of chronic health conditions [5-11]. Despite the pervasiveness of the Internet, several of its design features have been identified as potential impediments to consumers’ functional access to online health information [12]. As such, navigation of online health information can be problematic. The volume of health information available online can result in information overload [12-14]. The use of overly technical language to convey information, along with the volume of irrelevant content returned from search engine results, the confusing layout of many Web pages, the lack of universal quality requirements for publishing online content, and the abundance of inaccurate or misleading information, are other reported challenges [12]. Despite recognition in the literature of potential navigational issues, to date, little is known about what consumers want in order to better navigate the Internet to access health information.

A comprehensive literature review was conducted to explore interventions aimed at assisting consumers with finding quality online health information related to chronic health conditions [15]. In addition to highlighting the paucity of research in this field, a didactic approach was common among the identified interventions. In these interventions, participants were taught how to use the Internet, evaluate the reliability of online health information, or how to use health information databases. Such interventions appear to have been created without research into the navigational needs of consumers.

In order to understand the consumer perspective, we propose the need to explore consumers’ online health information-seeking behaviors (HISB). In order to understand consumers’ needs for finding online health information, it is essential to know what types of health information are sought online, as well as why, when, where, and how, and the actions that are taken. To date, much of the literature on consumers’ online HISB appears to examine only aspects of the concept such as exploring the types of [4,16] and reasons why [16,17] health information is sought, characterizing demographic characteristics of online health information seekers [3,4,18,19], and determining predictors of online health information seeking [1,20]. Furthermore, many studies appear to examine the HISB and online HISB of consumers from populations with particular health conditions [21], such as cancer [17,22-26], spinal cord injury [27,28], and human immunodeficiency virus (HIV) [29-31]. Studies exploring the general online HISB of consumers [3,4,16] included consumers who may not have chronic health conditions. There is thus potential to determine the online HISB and needs of consumers with at least one chronic health condition, representing a significant portion of the adult population.

Studies have suggested the interaction between consumers and health professionals to be a motivator for people to seek health information online [20,21,32-34]. Additionally, consumers’ reasons for seeking health information online include enhanced feeling of empowerment [21], perception of improved engagement with their health professionals [21,34], lack of information provided by health professionals [21,35], and dissatisfaction with consumer-health professional interactions [20]. Despite the apparent popularity of the Internet as a source of health information, literature suggests that consumers generally still value the advice given by health professionals above that of health information sourced online [2,3,21,33,36,37]. This suggests that health professionals can play an important role in consumers’ online HISB, and we anticipate that consumers’ relationships with their health professionals will be pertinent to this investigation.

Further to understanding consumers’ navigational needs, a comprehensive understanding of potential barriers to navigation is needed. Recognizing that many consumers have limited ability to find, evaluate, and use health information effectively [38-42], the concept of health literacy is relevant to this investigation. Further to this is consideration of the online environment, with consumers requiring computer and media literacies and skills to overcome the barriers to finding information online, collectively known as eHealth literacy [43]. A more comprehensive picture of the breadth of barriers impeding effective navigation of online health information can thus supplement understanding of navigational needs.

Therefore, this study aims to explore the navigational needs of consumers when searching for health information online for the purpose of self-management of chronic health conditions. To gain a more comprehensive understanding of consumers’ needs, this will be explored in the broader context of consumers’ online HISB, and potential barriers to navigation will be identified. This approach aims to provide understanding of the navigational needs of health consumers, to inform initiatives and interventions that recognize consumers’ needs.

Methods

Procedures and Participants

The apparent need to explore and understand the consumer perspective was approached using qualitative inquiry. Semistructured face-to-face interviews were conducted individually with health consumers. Ethical approval was granted by the Curtin University Human Research Ethics Committee (HR06/2013) and provided for each participant to be offered an AUD $25 gift card to compensate for their travel and time.
Purposive recruitment took place in August-September 2013. Participants were at least 18 years of age, conversant in English, had at least one chronic health condition, and used (or had used) the Internet to find health information related to their condition(s). While an appropriate sample size for qualitative studies should be guided by data saturation, we nominated an initial target of 20 participants, based on commonly cited sample sizes in qualitative studies [44]. The sample was partly sourced by approaching members of the public at nine community pharmacies, with permission of the respective pharmacy store managers and owners, within a practical traveling distance (25 km radius) of the research center in Perth, Western Australia. This coverage was considered to provide a broad demographic of health consumers. This study was also advertised through the student portal on the university website, a local community radio station, and two social media platforms via the university’s account.

**Interviews**

Broad interview questions (Multimedia Appendix 1) surrounding the topics of online HISB and barriers and navigational needs related to finding quality online health information, were devised with reference to the literature and agreed upon by all authors to address the study objectives. Points of interest or points requiring clarification were explored using follow-up questions devised by the interviewer.

Interviews were conducted by the first author and lasted 15-50 minutes. Each interview was audio-recorded with two digital recorders and transcribed verbatim in Microsoft Word as soon as practical after each interview, supplemented by field notes. Grammatical corrections were made to improve flow and readability of the transcripts.

**Analysis**

**Overview**

Transcripts were imported into QSR NVivo 10 to facilitate coding and thematic analysis. For analytical rigor, two established approaches to thematic analysis were used. First, we used a data-driven approach (Stage 1 analysis), whereby codes were generated inductively from the data [45,46]. This approach aims to minimize bias in the identification of codes and themes. The codes and themes for this approach were identified by the primary researcher. A subset of transcripts was reviewed by another member of the research team for agreement of codes and themes. On completion of the data-driven analysis, a theory-driven approach was subsequently used by the primary researcher (Stage 2 analysis). This approach required the researchers to formulate a theory about the anticipated results and then develop a provisional list or framework of codes based on the anticipated results [45,46]. Transcripts were then coded using these provisional codes, and additional codes were added if necessary. While this latter approach ensures that the codes and themes identified from the results are focused on the aims of our study, it can restrict the breadth of the findings. Hence, our purpose for using this approach is to confirm the themes identified by the data-driven approach.

Each approach to thematic analysis was further divided into manifest and latent levels of analysis. These two levels reflect how themes are identified. As themes can be broadly defined as patterns found in information, it can range from patterns that are directly observable in the information such as statements made by participants (manifest level), to patterns underlying the meaning behind why participants made certain statements (latent level) [45]. We undertook the following specific processes.

**Stage 1 Analysis: Data-Driven, Manifest Level**

While reading the first interview transcript, codes were identified and created. Codes created from this transcript formed the skeleton of our coding framework, which was continuously revised as more transcripts were coded. Once all transcripts were coded, the codes were grouped into broader categories for identification of themes.

**Stage 1 Analysis: Data-Driven, Latent Level**

On completion of the manifest-level analysis, the latent-level analysis was conducted. Here, the manifest-level themes identified were continuously compared against all the interview transcripts in attempts to identify underlying patterns (latent themes).

**Stage 2 Analyses: Theory-Driven, Manifest and Latent Levels**

Figure 1 illustrates the theory that we devised based on our anticipated results. As codes had already been created in Stage 1, a separate QSR NVivo 10 project was established so new codes could be created for this stage. As illustrated in Figure 1, our theory-driven approach categorized online HISB according to what types of health information are sought online, *why* health information is sought online, *when* health information is sought online (eg, prior to or after consultation with a health professional), *where* consumers go to obtain online health information (ie, their source(s) of information), *how* consumers go about obtaining online health information (eg, their search strategies), and *actions taken*, that is, what consumers do with the information they find online. We anticipated that barriers to finding online health information could be broadly coded as either extrinsic or intrinsic. For this study, we defined “extrinsic” barriers as those related to the environment or health system. This includes health professionals, health policies, and the design of the Internet/Web pages. We defined “intrinsic” barriers as those pertaining to individual health consumers, such as their motivations to seek health information, and their knowledge and medical conditions and their management. These definitions were based on a recent report [47] on health literacy whereby the definition of health literacy was divided into “individual” and “environmental” components. We believe that these two components would apply to our study. We also anticipated that participants' navigational needs would be extrinsic and intrinsic in nature. These categories formed the framework under which subsequent codes were categorized.
Data Saturation

Data saturation was defined by the researchers of this study as the point whereby no new codes could be generated from the data-driven approach. In practice, this point was determined as the participant transcript after which no new codes, relevant to the study, were created in QSR NVivo 10.

Results

Summary

Of the consumers recruited from the nine community pharmacies, 20 initially agreed to participate, of whom 11 attended the interview. Of the remainder, 7 consumers could not be reached, 1 consumer asked to postpone the interview but later retracted due to ailing health, and another did not attend the scheduled interview and could not be contacted thereafter.

After learning of the study via the aforementioned media channels (student portal on the university website, a local community radio station, and two social media platforms via the university’s account), 13 consumers enquired about participation. Of these, 8 people agreed to participate, but 1 did not attend the scheduled interview and could not be reached thereafter.

In total, 17 eligible participants completed the interview: 10 participants recruited from pharmacies, 4 via community radio, and 3 via university advertising channels. An additional recruit was excluded due to ineligibility identified during the interview. There were 9 female and 8 male participants. The age of participants ranged from 19-85 years, with the most common age category being 50-60 years. The majority of participants appeared to be native English speakers. Participants comprised 3 university students, 8 in the workforce, and 6 retirees. The participants’ diagnosed medical conditions were not formally recorded for privacy reasons; however, their conditions revealed during the interviews were broad ranging, and a majority of participants reported having more than one chronic health condition.

Data saturation was perceived by the 14th interview; no new codes relevant to this study were generated from the remaining three interview transcripts.
Manifest-Level Analysis

Tables 1 and 2 reveal a wide range of responses related to what types of online health information were sought, why, when, where, and how online information was sought, and what consumers reported doing with the health information they found online (actions taken).

As indicated in Table 1, participants most commonly reported seeking health information related to understanding their medical conditions and the medications prescribed by their health professionals (what). Common reasons for seeking information online were to be more informed about their health and were commonly related to consultations with their health professionals (why). The most common time in which participants were more likely to seek information (when) was after consulting a health professional.

As indicated in Table 2, despite typically searching for health information after consulting a health professional, the most common approach was the use of a search engine (where and how). Once participants obtained health information, their actions appeared to largely revolve around the consultations with their health professionals in the sense that participants either decided to relay their findings to their health professionals or make decisions about whether to consult their health professionals for advice or medical attention (actions taken). Some participants also reported that the information sourced online assisted in making decisions about whether to use therapeutic products or to trial lifestyle modifications to supplement advice given by their health professionals.

Table 1. Online HISB: what, why, when (responses are listed in approximate order of frequency from most to least frequently mentioned).

<table>
<thead>
<tr>
<th>What</th>
<th>Why</th>
<th>When</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medicines or medical devices—including side effects, and indications for the products</td>
<td>To be more informed</td>
<td>Following a consultation with a health professional</td>
</tr>
<tr>
<td>Medical conditions</td>
<td>To clarify/verify information discussed during consultation</td>
<td>Before a consultation with a health professional</td>
</tr>
<tr>
<td>Lifestyle information (eg, information on diets and exercise)</td>
<td>Because the Internet is accessible</td>
<td>When required</td>
</tr>
<tr>
<td>Information about individual health professionals, medical clinics and hospitals (eg, appropriate specialists for particular conditions)</td>
<td>Emotional support, eg, to read about experiences of others with the same condition(s)</td>
<td>Before and after a consultation</td>
</tr>
<tr>
<td>Natural products</td>
<td>Out of interest</td>
<td></td>
</tr>
<tr>
<td>Information about disease-specific associations, eg, Cancer Council and Diabetes Australia</td>
<td>Disagreement with points made by a health professional</td>
<td></td>
</tr>
<tr>
<td>Medical glossary</td>
<td>To seek alternative/additional treatment options</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Insufficient information provided during a consultation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Urgency to know</td>
<td></td>
</tr>
<tr>
<td></td>
<td>To take charge of one’s life</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Self-management of a perceived minor condition, eg, common cold</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Limited time during consultation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>To have written information to read</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Infrequency of interaction with health professional</td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Online HISB: where, how, actions taken (responses are listed in approximate order of frequency from most to least frequently mentioned).

<table>
<thead>
<tr>
<th>Where</th>
<th>How</th>
<th>Actions taken</th>
</tr>
</thead>
<tbody>
<tr>
<td>Search engines (eg, Google, Bing)</td>
<td>Start with results from a search engine</td>
<td>Discuss information with a health professional</td>
</tr>
<tr>
<td>Disease-specific association websites</td>
<td>Direct URL</td>
<td>Decide whether to consult with a health professional</td>
</tr>
<tr>
<td>Forums/support groups</td>
<td>Start with websites recommended by others</td>
<td>Decide whether to purchase/use a medication or natural product</td>
</tr>
<tr>
<td>Wikipedia</td>
<td></td>
<td>Trial lifestyle modifications</td>
</tr>
<tr>
<td>General health websites (eg, Better Health Channel)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Website recommended by health professionals</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Research databases</td>
<td></td>
<td></td>
</tr>
<tr>
<td>eNewsletters</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private health insurer websites (eg, Medibank)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3 summarizes participants’ self-reported barriers to online HISB. Table 4 summarizes participants’ reported navigational needs for finding online health information.

Participants’ self-reported barriers to online HISB (Table 3) were able to be categorized into “extrinsic” and “intrinsic” subcategories. This suggests that our findings are aligned with our theorized framework illustrated in Figure 1. Extrinsic barriers included issues with the information or presentation of information online, the volume of information available online, and issues with the relationship between consumers and their health professionals. Regarding intrinsic barriers, limited “eHealth literacy skills” was the prevalent theme.

When participants were asked about their navigational needs (Table 4), their comments focused on extrinsic needs and encompassed improving access to, or transparency of, quality information, reducing/blocking access to poor quality information, and involving health professionals in guiding consumers to quality health information. No intrinsic navigational needs were reported by our participants.

Table 3. Participants’ self-reported barriers to online HISB.

<table>
<thead>
<tr>
<th>Category</th>
<th>Feedback</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extrinsic</td>
<td>Availability/accessibility of content, eg, difficulty in accessing content published in research journals</td>
</tr>
<tr>
<td></td>
<td>Use of medical jargon</td>
</tr>
<tr>
<td></td>
<td>Inconsistency of information across different sources</td>
</tr>
<tr>
<td></td>
<td>Volume of information available</td>
</tr>
<tr>
<td></td>
<td>Poor interaction/relationship with health professional, eg, low level of trust in the advice given by health professionals</td>
</tr>
<tr>
<td>Intrinsic</td>
<td>Limited eHealth literacy skills</td>
</tr>
<tr>
<td></td>
<td>Limited knowledge of credible websites</td>
</tr>
<tr>
<td></td>
<td>Unsure of information need</td>
</tr>
<tr>
<td></td>
<td>Limited time available to search for information</td>
</tr>
<tr>
<td></td>
<td>Lack of motivation to search for information</td>
</tr>
</tbody>
</table>

Table 4. Participants’ self-reported navigational needs.

<table>
<thead>
<tr>
<th>Category</th>
<th>Feedback</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extrinsic</td>
<td>Greater availability/accessibility of content</td>
</tr>
<tr>
<td></td>
<td>Single/designated destination for credible information</td>
</tr>
<tr>
<td></td>
<td>Health professionals’ input, such as providing an annotated list of potentially useful websites</td>
</tr>
<tr>
<td></td>
<td>Blocking untrustworthy websites</td>
</tr>
<tr>
<td></td>
<td>Stricter rules for publishing information online</td>
</tr>
<tr>
<td></td>
<td>Improved webpage layout and features</td>
</tr>
<tr>
<td>Intrinsic</td>
<td>None reported by participants</td>
</tr>
</tbody>
</table>
Latent-Level Analysis

Our latent-level analysis revealed that there were three themes underlying one or more aspects of our participants’ online HISB, and barriers and navigational needs for finding online health information: trust, patient activation, and relevance. In particular, these three themes appear to provide potential reasons as to why participants chose certain sources of information and why they were motivated to search for health information online, and they reinforce the important role online health information plays in the self-management of chronic health conditions.

Trust

Throughout the interviews, the idea of trust became evident as a factor associated with online HISB. This idea of trust encompassed both trust in health professionals, and trust in certain online sources such as search engines. Trust in advice given by health professionals is exemplified in the following quotations:

If it’s something that the doctor has prescribed for me, generally I don’t research that, because I think the doctor has decided that “that’s what I want”, and he decided what the dose is and told me what the side effects might be—so I don’t actually go into that. [P7]

The Internet is part of my life medically, but only a relatively small part. I rely mostly on my GP and specialist for most things. [P12]

Yes, and [my doctor is] very good with latest research and things. He will say, “Oh I read this, and that doesn’t work anymore”. What was that thing that I was going to talk to him about next time that’s been recently in the TV—is it Statins for the high blood pressure? That’s one thing I will ask him. So I’d rather trust him than say, 60 Minutes [television show]. [P17]

Despite this trust in their health professionals, participants still searched for health information online. This suggests that the idea of trust also applied to online sources. From one participant reflecting on Wikipedia:

Generally, I’d say I trust it, but I know it can be very variable because it’s written by all sorts of people. They do have a team of writers, but they are, as the name implies, almost anyone can add to it. So you’ve got to look carefully at the qualifications of who’s written that particular piece. [P7]

Further to the topic of trust in online sources, search engines such as Google were mentioned by many participants as a trusted source. The following two examples suggest that the participants trust the Google search engine to provide them with a starting point to finding relevant information.

When asked how online information is sought:

For example, for glandular fever, I will put in “recurring glandular fever”. When you do it in Google, it virtually thinks ahead for you. So it’s fantastic in that way because maybe you haven’t thought of exactly the right words and it comes up with half a dozen—it triggers off this set of words and then you just click on the one that’s closest to the one that you’re thinking. [P11]

When asked how online information is sought:

In general terms, I start off with Google and see where that takes me. [P13]

However, while participants generally appeared to trust certain online sources of health information, the majority of participants still sought clarification with health professionals for their discipline expertise. The following participant mentioned seeking clarification with their doctor after obtaining health information online:

I had an issue last year where my feet were swelling and I was getting a bit of a pigmented pattern. I looked that up to see what it was…I thought “Oh, should I be worried? What’s this? I should go mention it to my doctor”…It prompted me to say “I better go and ask a question about it next time I see him [the doctor]”. [P4]

A lack of trust appears to contribute to some of the identified barriers in Table 3. For example, individuals may not trust online health information because they are unable to appraise the information for its reliability. This could be due to an individual’s limited eHealth literacy, among other factors.

When asked for his/her opinion about health information found online:

I don’t put a great deal of trust into it because, you know, so many different things come on the Internet. How do you weigh the worth against another when it’s not your field? [P8]

Regarding navigational needs, the theme of trust appeared to be a factor influencing participants’ comments. For example, one participant commented that their doctor provided an annotated list of relevant websites, which the participant found valuable:

He actually gave me a list of websites that are good ones to use…I like the fact that I was given a choice, given a list, so I could go through them all and choose one for me. I wasn’t just given one and told “this will suit all your needs”—because it’s never really going to and I guess in that sense, I did go through and decide to pick the one that I liked. But you know, you could pick and choose and compare. [P15]

While many participants reported that they trust a variety of online information sources, most of these participants also reported that they trust one or more of their health professionals. This theme of trust appeared to underlie participants’ online HISB and barriers and navigational needs for finding online health information. Interestingly, it appears that trust in health professionals prevailed over trust in online sources.

Patient Activation

Patients or health consumers are considered to be activated if they “believe patients have important roles to play in self-managing care, collaborating with providers, and maintaining their health. They know how to manage their...
condition and maintain functioning and prevent health declines; and they have the skills and behavioral repertoire to manage their condition, collaborate with their health providers, maintain their health functioning, and access appropriate and high-quality care” [48].

The theme of “patient activation” aligned primarily with the reasons for consumers to seek online health information: an urgency to know, to be more informed, to find alternative treatment options, to take charge of one’s life, and to manage self-perceived minor conditions. Components of this definition were reflected in comments from participants.

When asked why the participant sought information online:

- Just to look for information that my doctor wasn’t able to tell me…They didn’t know what the cause was. So I was really adamant to find out what the possible cause would be. [P1]

When asked whether the participant experiences difficulty finding health information online:

- I generally find that I can find what I want pretty quickly. As I say, there’s all sorts of things with Google. It’s quite massive the amount of information that is there, but you’ve got to use a little bit of intelligence to get through it. [P2]

On the topic of why health information is sought online as opposed to seeking a health professional:

- There’s sometimes a waitlist…If I have to wait a week to see a doctor, I lose interest, so I kind of go, “ok, I’m going to research this”, do it and that’s it. [P3]

When asked why the participant sought information online:

- More so clarification and to get information…because I want to be informed… I don’t want to be a passive patient. I want to know what’s going on, I want to make informed decisions. So if they decide on a particular course of treatment, I want to know what’s going on and if there is an alternative. [P16]

In terms of patient activation influencing barriers to finding online health information, one participant claimed:

- I’m not terribly patient of the Internet. I would turn it off and ask someone. I think some people will sit there because they’re happy looking at a screen and clicking forever, whereas if I can’t get something reasonably quickly, or know where to start, I’ll just get a book off the shelf or see someone. [P6]

This appears to reflect the participant’s lack of motivation to use the Internet to find health information. However, it is important to note that this participant still appeared to demonstrate a degree of activation from being motivated to seek health information from other sources.

While participants highlighted their desire for health professionals to play a greater role in assisting their navigation of online health information (Table 4), many participants also expressed the need to improve various aspects of the Internet, such as blocking untrustworthy websites. This reinforces the desire for participants to use the Internet to find health information and suggests patient activation is a potential factor having an impact on their navigational needs.

Relevance

While some participants reported that they also looked online for information about health topics that were of interest but were unrelated to their health issues, the primary reason for searching online was to find health information relevant to their condition(s). This suggests that our participants appeared to value the role online health information can play in self-management of chronic health conditions.

When asked what types of health information is sought:

- Well, usually it was for pain patches, because I want to investigate about putting on weight with them, because I have a lot of fluid retention…So I want to look at that and see. [P5]

When asked what the participant would do regarding an information need:

- I would look at the Internet a number of times, because there’s so much conflicting information out there. And then I would try and keep narrowing it down to things that may be helpful for my condition. [P15]

In terms of barriers to finding online health information, the volume of irrelevant information can impede access to relevant online health information. One participant commented that this can be particularly important when one has comorbidities:

- There’s so much information out there. It’s having more than one medical condition, for me, makes it complicating. For example, I’ll be looking up depression and diabetes, and there’s not always a cross-match to compare them. [P3]

The navigational needs listed in Table 4 suggest participants’ desire to be more able to find relevant and reliable online health information, as illustrated by the following participant:

- I’d love to have a search function that can say “I want to hear about blah, blah and blah, but not blah”. [P17]

Discussion

Principal Findings

Our study suggests that the didactic emphasis of existing interventions is not in line with consumers’ needs when searching for online health information. Our participants’ navigational needs were extrinsic in nature. They wanted to be able to better navigate online health information by improving systems supporting their health information-seeking activities. These systems include design features of the Internet that have been reported [12] as potential impediments to functional access, as well as health professionals guiding consumers to appropriate online resources. This finding reinforces the need for greater efforts into addressing such design issues of the Internet, as well as suggesting that health professionals can play a role in consumers’ navigation of online health information.
Regarding the online HISB of consumers with chronic health conditions, we report that such behaviors commonly revolve around (either before, or more commonly after) consultations with health professionals. Various reported reasons why our participants sought information (Table 1) and actions taken (Table 2) by our participants appear to be in line with a study of consumers’ online HISB in the context of medical consultations [21,34]. Given the long-term management requirements for chronic health conditions and the need for regular appointments with health professionals, it appears reasonable that online HISB is aligned with health professional consultations. This finding reinforces the importance of health professionals in influencing the online HISB of consumers with chronic health conditions and further supports literature reporting consumers’ trust in health professionals with regards to health information [2,3,33,36,37].

Regarding how online health information is found (Table 2), search engines were often the first port of call. This finding confirms other studies whereby search engines have been identified as a dominant source of health information [16,49-51]. Our findings suggest that this could be attributed to identified intrinsic barriers such as a lack of awareness of relevant and reliable websites. However, further studies are recommended to determine other potential reasons. Given the prevalent use of search engines to acquire health information and some participants’ expressed “trust in Google” to provide relevant results, it appears that search engines can also play an important role in influencing consumers’ online HISB. This is reinforced by the themes of trust and relevance, which we identified as two of the three themes underlying consumers’ online HISB and navigational needs.

In terms of the extrinsic barriers (Table 3), our findings suggest that greater involvement by health professionals could assist in minimizing such barriers. For instance, by providing consumers with greater guidance on where to go for quality resources that are pertinent and comprehensible to the individual consumer, the issues of medical jargon, volume of information, and inconsistency of information across different sources may be addressed. In doing so, this could also perceivably improve the health professional–consumer relationship. Such involvement is consistent with one or more of participants’ navigational needs (Table 4). Similarly, given the prominent use of search engines in the context of online HISB and consumers’ navigational needs, improving filtering of poor quality websites by search engines could help address one or more of the identified barriers (Table 3) and is also in line with participants’ navigational needs (Table 4). These suggestions require further investigation to ensure validity in our claims.

Our study identified eHealth literacy skills as a prominent intrinsic barrier to finding online health information. This prevalence is suggestive of the need to address issues of Health literacy and eHealth literacy, as suggested by the multitude of studies conducted in these fields [38-41,43]. We also identified that the theme of patient activation underlies consumers’ online HISB. Given the prominence of eHealth literacy as a barrier, as well as the importance of patient activation in consumers’ online HISB, there may be associations between consumers’ online HISB, eHealth literacy and patient activation, and their role in self-management of chronic health conditions. Further investigation is required to explore the possibility of such associations.

The themes of trust, patient activation, and relevance, identified via latent-level analysis, underpinned one or more aspects of our participants’ online HISB and barriers and navigational needs for finding online health information. While the theme of trust has been identified in various studies as a predictor of online HISB [1,20,32,52], the concept of patient activation appears less studied in the online health information context. We propose that patient activation will remain crucial in light of social trends towards self-care. One would expect that consumers with chronic conditions would most commonly search for information relating to their own conditions. However, it is noteworthy when considering the plethora of online information and potential challenges for consumers in identifying relevance of information. While further studies are required to examine the significance and interrelationships of these three themes, we have provided a framework for future initiatives to support consumers in their navigation of online health information.

**Strengths and Limitations**

A key strength of this study lies in our use of two approaches to analysis (data-driven and theory-driven analyses) to assist with consolidation of the themes. Further to minimizing bias in analysis, as mentioned above, the use of a data-driven approach has been suggested to offer greater criterion and construct validity over a theory-driven approach [45]. A limitation of the data-driven approach is potential identification of codes and themes that may not be relevant to the study objectives [45]. We believe that combining these two approaches improves the rigor of our analysis by mitigating limitations from each individual approach. As such, we believe our findings can be considered more robust compared to using each analytical approach separately.

By separating manifest and latent-level themes, and by demonstrating what we classified as manifest and latent-level themes, we have added transparency to our methods of analysis. This facilitates peer critique of our interpretation and assessment of the robustness of our findings.

While many studies focused on HISB and online HISB in the context of specific chronic conditions [17,22-31,53-55], our study qualitatively explored online HISB for a variety of chronic health conditions. Despite the broader focus of our study, manifest level themes identified (Table 1) including the types of and reasons why online health information is sought, is in line with findings from various disease-specific studies. This corroboration of findings, despite differing research designs, settings, and sampling approaches, suggests consistency of our interpretation of our results and robustness in our findings. Our study therefore provides a foundation to better understanding the overall concept of online HISB.

At the time of writing, we had not identified any other study that attempted to identify consumers’ navigational needs when searching for online health information. Hence this study provides the foundations for investigation into the navigational
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needs of health consumers in the context of online health information seeking.

While various means of recruiting participants were used, all participants were from the metropolitan area in Perth, Western Australia. This limits the generalizability of our findings. Further, the nature of qualitative research means that generalization of findings is not appropriate. Nevertheless, the diversity of our participants’ backgrounds, the number and types of chronic health conditions of our participants, and the match between our prominent manifest level themes with other studies suggest that our findings could be transferable to a wider population of consumers with chronic health conditions who use the Internet to find health information. Quantitative studies may be a useful supplement to our qualitative data.

A further limitation to our study is that our qualitative approach does not allow statistical analysis of interrelationships between manifest-level themes. Our data suggest potential relationships between various manifest-level themes and latent-level themes. A quantitative study is recommended for confirmation.

Further Research
Our research uniquely explores consumers’ perspectives on how they would like to better navigate the Internet to find online health information, for the purpose of self-management of chronic health conditions. A comprehensive literature review highlighted that previous studies focused on delivering educational-type interventions [15], however, our study reveals that consumers may prefer other avenues. Given that this, to our knowledge, is the first study inviting the consumer perspective, we recommend further investigation into consumers’ navigational needs for online health information, to inform practical solutions.

Further, the prominence of the concepts of online HISB, eHealth literacy, and patient activation in our study warrants further exploration. Other studies have examined the issue of eHealth literacy alone [43,56-58], and one study examined the interplay between health literacy and patient activation [59]. A more comprehensive understanding of these three concepts could further assist in addressing the navigational needs of consumers. Due to the qualitative data, statistically significant correlations between our identified themes cannot be examined. Quantitative research is in progress by the researchers of this study to examine potential correlations between the prominent themes identified in this study.

The navigational needs for finding online health information, as recommended by participants, appear to address only the extrinsic barriers identified in this study. Future research could investigate reasons for this finding.

Conclusions
This study explores consumers’ navigational needs for finding online health information and identifies various barriers to consumers’ online HISB. In doing so, it highlights that consumers may desire interventions other than the educational-type interventions provided to date and highlights avenues for future research. eHealth literacy and patient activation were prominent themes in the context of online HISB and are possibly related.

Of particular note, our findings suggest consumers’ desire for health professionals to play a role in guiding them to find relevant and reliable online health information. Consumers will continue to source health information online, and those motivated to source such information require assurance of its accuracy. By providing an understanding of how consumers can potentially be assisted in finding quality online health information, our study serves as a foundation towards assisting consumers with better self-management of their chronic health conditions.
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Abstract

Background: College students’ health behavior is a topic that deserves attention. Individual factors and eHealth literacy may affect an individual’s health behaviors. The integrative model of eHealth use (IMEHU) provides a parsimonious account of the connections among the digital divide, health care disparities, and the unequal distribution and use of communication technologies. However, few studies have explored the associations among individual factors, eHealth literacy, and health behaviors, and IMeHU has not been empirically investigated.

Objective: This study examines the associations among individual factors, eHealth literacy, and health behaviors using IMeHU.

Methods: The Health Behavior Scale is a 12-item instrument developed to measure college students’ eating, exercise, and sleep behaviors. The eHealth Literacy Scale is a 12-item instrument designed to measure college students’ functional, interactive, and critical eHealth literacy. A nationally representative sample of 525 valid college students in Taiwan was surveyed. A questionnaire was administered to collect background information about participants’ health status, degree of health concern, major, and the frequency with which they engaged in health-related discussions. This study used Amos 6.0 to conduct a confirmatory factor analysis to identify the best measurement models for the eHealth Literacy Scale and the Health Behavior Scale. We then conducted a multiple regression analysis to examine the associations among individual factors, eHealth literacy, and health behaviors. Additionally, causal steps approach was used to explore indirect (mediating) effects and Sobel tests were used to test the significance of the mediating effects.

Results: The study found that perceptions of better health status ($t_{520}=2.14-6.12, P<.001-.03$) and greater concern for health ($t_{520}=2.58-6.95, P<.001-.003$) influenced college students’ development of 3 dimensions of eHealth literacy and adoption of healthy eating, exercise, and sleep behaviors. Moreover, eHealth literacy played an intermediary role in the association between individual factors and health behaviors (Sobel test=2.09-2.72, $P<.001-.03$). Specifically, higher levels of critical eHealth literacy promoted students’ health status and their practice of multiple positive health behaviors, including eating, exercise, and sleep behaviors.

Conclusions: Because this study showed that eHealth literacy mediates the association between individual factors and health behaviors, schools should aim to enhance students’ eHealth literacy and promote their health behaviors to help them achieve high levels of critical eHealth literacy. Although some of the study’s hypotheses were not supported in this study, the factors that influence health behaviors are complex and interdependent. Therefore, a follow-up study should be conducted to further explore how these factors influence one another.

(J Med Internet Res 2014;16(12):e287) doi:10.2196/jmir3542
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Introduction

Background

The health behavior of college students is a topic that is worth exploring. According to Taiwan’s Health Promotion Administration of the Ministry of Health and Welfare, National Health Survey statistics showed that the percentage of college students aged 18-24 years who exercised regularly was 60.8% in 2002, 60.6% in 2005, and 55.1% in 2009. Furthermore, the percentage of students who ate breakfast daily was 65.8% in 2002, 62.6% in 2005, and 57.3% in 2009 [1]. Data from a 2010 survey showed a 2-hour difference between the number of hours students spent sleeping on school days (6.4 hours) and weekends (8.5 hours). These results indicate that Taiwanese college students’ exercise, eating, and sleep behaviors must be improved [2]. Many of the lifelong habits that jeopardize health are formed during childhood and adolescence [3]. As college students transition from adolescence into adulthood, their health habits may affect their future well-being. During this transition, those who have poor health habits may adopt better habits if they are given sound advice. Therefore, it is necessary and important to examine college students’ health behaviors because these behaviors affect students’ physical health and lifestyles in adulthood [4]. Health behavior is “any activity undertaken by a person who believes himself to be healthy, for the purpose of preventing disease or detecting it in an asymptomatic stage” [5]. A number of studies on health behavior have focused on eating and exercise [4,6]. Given that sleep is a basic physiological need and an essential element in maintaining physical and mental health, we will examine the health behaviors of college students by measuring their eating, exercise, and sleep behaviors.

Individual factors and eHealth literacy may affect one’s health behaviors. According to social cognitive theory [7], each factor possesses a self-regulating system that affects motivation and learner differentiation. Human behavior is influenced and affected by the individual, the behaviors of others, and the environment. This self-regulating system represents a process that is affected by bidirectional and interdependent associations between and among behaviors, environments, and personal experiences. Studies have found that certain factors, such as one’s health status, concern for health, and eHealth literacy, may shape an individual’s health behaviors [8].

eHealth literacy may mediate the association between demographic factors and health behaviors. The integrative model of eHealth use (IMEhU) suggests that the underlying social structure affects an individual’s health status, computer literacy, intrinsic interest in health, and perceived ability to use the Internet for health purposes [9]. The model also proposes macrolevel disparities in the social structures that are connected to health disparities through the microlevel conduits of eHealth literacy, motivation, and ability. That is, individuals with low eHealth literacy have less incentive to use the Internet to access health information and consider themselves to be incapable of using Internet-based health information. The IMeHU provides a parsimonious account of the connections among the digital divide, health care disparities, and the unequal distribution and use of communication technologies. However, few studies have examined the associations among individual factors, eHealth literacy, and health behaviors. Similarly, there is a lack of empirical evidence regarding the IMeHU. This study uses the IMeHU as a framework for examining the associations among individual factors, eHealth literacy, and health behaviors and to further validate the mediating effects of eHealth literacy on health behaviors and individual factors.

Literature Review

Individual Factors Affect Health Behaviors

According to studies of college students in Taiwan, different individual factors affect people’s health behaviors [10,11]. These studies found that college students with better self-perceived health status or those enrolled in medical-related fields engaged in healthier behaviors and had more positive health-related attitudes and habits than other students had. For example, medical school students adhere to a more positive, health-promoting lifestyle than do medical school students [10]. Furthermore, elders who rate their social interactive networks positively demonstrate better health and engage in exercise more consistently [12]. Accordingly, we propose hypothesis H1: based on certain individual factors, the health behaviors of college students can be predicted with relative accuracy.

eHealth Literacy Affects Health Behaviors

In recent years, studies of eHealth literacy have become more prevalent. Some studies focus on defining eHealth literacy [13-15], some design eHealth literacy programs [16,17], and others examine the effect and consequences of eHealth literacy [9]. People with high eHealth literacy are not only more inclined to use the Internet to find answers to health-related questions, but are able to understand the information that they find, evaluate the veracity of the information, discern the quality of different health websites, and use quality information to make informed decisions about health [9]. eHealth literacy affects an individual’s health information-seeking behaviors, including the initiative to search for and passively receive messages and then adopt health behaviors based on those messages, which ultimately affects one’s health outcomes [18]. Furthermore, those who possess higher levels of eHealth literacy may make healthier decisions, which in turn improve their health outcomes. Researchers have found that the use of health information on the Internet affects personal exercise habits, eating/food consumption habits, and activity habits [19], and that individuals with high eHealth literacy are more likely to permit evaluative procedures for colorectal cancer—a finding that further suggests that those who have better eHealth literacy may adopt more positive health behaviors [20]. Accordingly, we propose hypothesis H2: college students who possess better eHealth literacy engage in more positive health behaviors.

Individual Factors Affect eHealth Literacy

As one’s perception of his or her health status improves, his or her health literacy and health knowledge improves [21]. However, some studies show that health status does not affect one’s eHealth literacy [17]. Thus, it appears that the effect of health status on one’s ability to understand, use, or evaluate
health information is inconclusive and requires further study. Studies on the impact of the frequency of health-related discussions on eHealth literacy show that discussions with parents or peers can promote eHealth literacy [17]. The 2003 US data on the health literacy of American adults found that individuals who often communicate with friends and family and who seek advice from professionals demonstrated higher levels of health literacy [22].

Few studies have examined the effect of students’ majors on their eHealth literacy. However, those who are oral health or dental majors tend to have better perceptions of their oral health behaviors than those who are not oral health or dental majors [11]. Similarly, medical school students may have a better cognitive understanding and perception of health information than nonmedical majors. Based on this information, we propose hypothesis H3: among college students, various individual factors (eg, health status, major, degree of health concern, and the frequency with which they engage in health-related discussions) can predict eHealth literacy.

*eHealth Literacy Mediates the Association Between Individual Factors and Health Behaviors*

Although studies have shown a connection among individual factors, eHealth literacy and health behaviors, no studies have examined the mediating effects. Because eHealth literacy plays an important role in individuals’ lives and health behaviors [9], the mediating effects are worthy of further exploration. According to Taiwanese college students, it is difficult for students to evaluate and adopt the suggested behaviors and activities [23]. Even after students critically evaluate the reliability of health information, they often adopt the behavior or activity that has the smallest effect on their health. Thus, hypothesis H4 proposes that eHealth literacy mediates the association between individual factors and health behaviors.

The 4 hypotheses that were developed based on the preceding discussions are shown in Figure 1.

Figure 1. Theoretical framework of the study.

![Diagram of hypotheses](image)

**Methods**

**Participants**

According to the Ministry of Education and Statistics Department in Taiwan [24], there were a total of 1,037,632 college students in 2012. Accordingly, a sample of 350 was suggested for this investigation [25]. We determined that 500 students were needed for the official sample and estimated an effective questionnaire return rate of 80%. To make the sample more representative, the stratified cluster sampling method was employed. Using the region on a tiered basis and the class as the sampling unit, we extracted the desired projected number for each region sample based on the proportion of university students in the northern (n=292), central (n=146), southern (n=176), and eastern regions (n=11) of Taiwan. From March to May 2013, we surveyed a nationally representative sample of college students. A total of 625 questionnaires were distributed, including 64 unreturned and 36 incomplete questionnaires. Thus, 525 usable questionnaires were collected, resulting in an effective response rate of 84%. The sample’s sociodemographic and health information is displayed in Table 1.
### Table 1. Sociodemographic and health information of the sample (N=525).

<table>
<thead>
<tr>
<th>Variable and group</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Health status</strong></td>
<td></td>
</tr>
<tr>
<td>Poor (score &lt;4)</td>
<td>21 (4.0)</td>
</tr>
<tr>
<td>General (score 5-7)</td>
<td>366 (69.7)</td>
</tr>
<tr>
<td>Good (score &gt;8)</td>
<td>138 (26.3)</td>
</tr>
<tr>
<td><strong>Degree of health concern</strong></td>
<td></td>
</tr>
<tr>
<td>Extremely unimportant</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>Unimportant</td>
<td>13 (2.5)</td>
</tr>
<tr>
<td>Average</td>
<td>215 (40.9)</td>
</tr>
<tr>
<td>Important</td>
<td>240 (45.7)</td>
</tr>
<tr>
<td>Extremely important</td>
<td>56 (10.7)</td>
</tr>
<tr>
<td><strong>Major</strong></td>
<td></td>
</tr>
<tr>
<td>Major in medical field</td>
<td>55 (10.5)</td>
</tr>
<tr>
<td>Major in nonmedical field</td>
<td>470 (89.5)</td>
</tr>
<tr>
<td><strong>Frequency of discussion about health-related issues</strong></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Seldom</td>
<td>118 (22.5)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>320 (60.9)</td>
</tr>
<tr>
<td>Often</td>
<td>84 (16.0)</td>
</tr>
<tr>
<td>Always</td>
<td>3 (0.6)</td>
</tr>
</tbody>
</table>

### Instrument

**eHealth Literacy Scale**

The eHealth Literacy Scale (eHLS) measures a student’s ability to seek, find, understand, and evaluate health information from electronic sources and apply this knowledge to address or solve a health problem. The 12-item eHLS, which was developed following a thorough review of the literature [14,26,27], includes the following 3 dimensions: functional, interactive, and critical eHealth literacy. Each dimension is evaluated using 4 items. The functional eHealth literacy dimension evaluates basic reading and writing skills and basic knowledge of health conditions and health systems. Interactive eHealth literacy refers to communicative and social skills that can be used to extract information and derive meaning from different forms of communication and to apply new information to changing circumstances. Critical eHealth literacy refers to advanced cognitive and social skills that can be applied to critically analyze information and to use this information to exert greater control over life events and situations that are related to individual and community-level goals.

An Amos 6.0 confirmatory factor analysis was used to examine the best measurement model. An analysis was conducted with Amos using maximum likelihood estimation. The participants were asked to accurately rate each eHLS item based on their own practices or beliefs using a 5-point Likert scale (1=strongly disagree, 5=strongly agree). We found that the current data adequately fit the eHLS model, which was divided into the following 3 dimensions (12 items total): functional eHealth literacy, interactive eHealth literacy, and critical eHealth literacy. With the use of Amos for the confirmatory factor analysis, a review of the fit indexes revealed a chi-square/df value of 3.02, a goodness of fit index (GFI) value of 0.95, an adjusted GFI (AGFI) value of 0.93, a comparative fit index (CFI) value of 0.95, and a root mean square error of approximation (RMSEA) value of 0.06. Furthermore, the chi-square test was significant ($\chi^2_{31} = 153.8, P<.001$).

### Health Behavior Scale

The Health Behavior Scale (HBS) was also designed based on the literature [6,28-32] and the reference standard was based on Taiwan Ministry of Healthy Welfare [33] recommendations for individual eating, exercise, and sleep habits. The 3 health behavior dimensions included eating (eg, low-fat dairy foods and low-sugar cereals, vegetable and fruit consumption [more than 5 servings per day]), exercise (eg, exercise at least 3 times per week, monitor pulse while exercising), and sleep behaviors (eg, always have quality sleep, do not fall asleep during the day). Participants responded to the survey questions on a 5-point Likert scale (1=never, 5=always). High scores in the respective dimensions indicated more balanced eating habits, good and regular exercise habits, and good sleep habits and quality.

We found that the current data had a good fit with the model, which was divided into 3 dimensions (12 total items). With the use of Amos to conduct confirmatory factor analysis, a review of the fit indexes revealed a chi-square/df value of 2.74, a GFI value of 0.96, an AGFI value of 0.94, a CFI value of 0.96, and an RMSEA value of 0.06. Furthermore, the chi-square test was...
significant ($\chi^2_{50}=136.8, P<.001$). However, a statistically nonsignificant overall chi-square value indicated good fit [34]; these standards reject many models with good fit and suggest other indicators [35]. In this study, the model showed an adequate fit to the data. We considered the 2 models to represent the best-fitting models for the eHLS and HBS structures.

**Background Information**

Finally, we gathered the respondents’ background information, including information about their health status, their major, their degree of health concern, and the frequency with which they engaged in health-related discussions.

The students’ health status level (perceived psychological and physical status) was measured by asking them how well they currently felt with respect to their own psychological and physical condition on a scale from 1 (strongly unwell) to 10 (strongly well).

The students’ degree of health concern was measured by asking them about their health concerns and willingness to take appropriate action. The degree of importance of participants’ health was rated on a scale from 1 (extremely unimportant) to 5 (extremely important). A higher score indicated a higher level of concern regarding one’s health.

The major dimension was divided based on whether the participants were majoring in medical fields. In a subsequent analysis, the 2 groups were then transformed into dummy variables. We used the nonmedical group as the reference group.

The frequency with which students engaged in health-related discussions was measured based on participants’ responses on a scale from 1 (seldom) to 5 (always).

**Data Analysis**

This study used Amos 6.0 to perform a confirmatory factor analysis to identify the best measurement models for the eHLS and HBS. We then used multiple regression analysis to examine the associations among individual factors, eHealth literacy, and health behaviors. Additionally, a causal steps approach was used to explore the indirect (mediating) effects [36] and Sobel tests [37] were used to test the significance of the mediating effects.

**Results**

**Multiple Regression Analysis of Individual Factors Predicting eHealth Literacy**

Table 2 indicates that nearly all the individual factors positively predicted the 3 dimensions of eHealth literacy, yielding low predictive explanatory powers of 7%-8%. Notably, all the individual factors emerged as significant indicators of the 3 dimensions of eHealth literacy, with the exception of the frequency of health-related discussions.

**Table 2.** Multiple regression analysis of individual factors predicting eHealth literacy.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Functional</th>
<th>Interactive</th>
<th>Critical</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R$</td>
<td>$\Delta R^2$</td>
<td>$F$</td>
</tr>
<tr>
<td>Health status</td>
<td>.29</td>
<td>.08</td>
<td>11.82</td>
</tr>
<tr>
<td>Health concern</td>
<td>.14</td>
<td>.10</td>
<td>2.14</td>
</tr>
<tr>
<td>Majors</td>
<td>.37</td>
<td>.14</td>
<td>3.02</td>
</tr>
<tr>
<td>Frequency of discussions about health-related issues</td>
<td>.34</td>
<td>.10</td>
<td>2.16</td>
</tr>
</tbody>
</table>

**Multiple Regression Analysis of Individual Factors and eHealth Literacy Predicting Health Behaviors**

Two multiple regression analyses were performed to examine how well individual factors and health literacy predicted health behaviors. Table 3 reveals that the individual factors positively predicted the 3 health behavior dimensions, with a moderate level of predictive explanatory power for eating behaviors (23%) and a low level of predictive explanatory power for exercise (13%) and sleep behaviors (13%).

Table 3 further reveals that both health status and health concern positively predicted the 3 health behavior dimensions; major and the frequency of health-related discussions only demonstrated positive predictive power for eating behaviors. In addition, functional and critical eHealth literacy displayed positive predictive power for eating and exercise behaviors, whereas critical eHealth literacy only positively predicted sleep behaviors.
Table 3. Multiple regression analysis of individual factors and eHealth literacy predicting health behaviors.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Eating</th>
<th>Exercise</th>
<th>Sleep</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R$</td>
<td>$\Delta R^2$</td>
<td>$F$ ($df$)</td>
</tr>
<tr>
<td>Individual factors</td>
<td>.48</td>
<td>.23</td>
<td>39.37 ($4520$)</td>
</tr>
<tr>
<td>Health status</td>
<td>.44</td>
<td>.23</td>
<td>5.50 ($520$)</td>
</tr>
<tr>
<td>Health concern</td>
<td>.104</td>
<td>.30</td>
<td>6.95 ($520$)</td>
</tr>
<tr>
<td>Majors</td>
<td>.64</td>
<td>.08</td>
<td>2.02 ($520$)</td>
</tr>
<tr>
<td>Frequency of discussions</td>
<td>.37</td>
<td>.10</td>
<td>3.35 ($520$)</td>
</tr>
<tr>
<td>about health-related issues</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>eHealth literacy</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model summary</td>
<td>.30</td>
<td>.08</td>
<td>17.05 ($3521$)</td>
</tr>
<tr>
<td>Functional</td>
<td>.21</td>
<td>.16</td>
<td>3.48 ($521$)</td>
</tr>
<tr>
<td>Interactive</td>
<td>.09</td>
<td>.08</td>
<td>1.64 ($521$)</td>
</tr>
<tr>
<td>Critical</td>
<td>.11</td>
<td>.14</td>
<td>2.95 ($521$)</td>
</tr>
</tbody>
</table>

The Mediating Effects of eHealth Literacy on the Association Between Individual Factors and Health Behaviors

Table 4 is the result of a regression analysis of the individual factors and eHealth literacy as predictors of health behaviors. When comparing Tables 2 and 3, the standardized regression coefficients of the independent variables either decreased or were insignificant. Furthermore, a Sobel test of the mediating effect indicated that 6 of 13 paths were significant.

The 2 standardized regression coefficients were multiplied to compute a mediating effect, as presented in Table 5. Critical eHealth literacy mediated the association between health status and eating, exercise, and sleep behaviors, showing mediating effect values of .015, .021, and .022, respectively. Functional eHealth literacy mediated the association between health status and eating and exercise behaviors, with mediating effect values of .022 and .021, respectively. Critical eHealth literacy mediated the association between health concern and eating behaviors, yielding a mediating effect value of .017.

According to Baron and Kenny’s approach to statistical mediation analysis [36], it was further determined that critical eHealth literacy mediated the association between health status and health behaviors (see Table 6) and that the mediating effect was .058 units (.015+.021+.022). Functional/critical eHealth literacy mediated the association between health concern and health behaviors, with a mediating effect of .060 units (.022+.021+.017). These results indicate that participants who had better health status and greater concern for their health tended to have better functional and critical health literacy and were, therefore, more inclined to engage in positive health behaviors, especially positive eating behaviors.
Table 4. Regression analysis of individual factors and eHealth literacy predicting health behaviors.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Eating</th>
<th>Exercise</th>
<th>Sleep</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R^2$</td>
<td>$F_{7,517}$</td>
<td>$\beta$</td>
</tr>
<tr>
<td>Model summary</td>
<td>.50</td>
<td>.24</td>
<td>25.00</td>
</tr>
<tr>
<td>Individual factors</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health status</td>
<td>.40</td>
<td>.21</td>
<td>5.02</td>
</tr>
<tr>
<td>Health concern</td>
<td>.95</td>
<td>.27</td>
<td>6.31</td>
</tr>
<tr>
<td>Majors</td>
<td>.45</td>
<td>.06</td>
<td>1.43</td>
</tr>
<tr>
<td>Frequency of discussions about health-related issues</td>
<td>.30</td>
<td>.08</td>
<td>1.87</td>
</tr>
<tr>
<td>eHealth literacy</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Functional</td>
<td>.12</td>
<td>.09</td>
<td>2.14</td>
</tr>
<tr>
<td>Interactive</td>
<td>.03</td>
<td>.02</td>
<td>0.53</td>
</tr>
<tr>
<td>Critical</td>
<td>.06</td>
<td>.08</td>
<td>1.80</td>
</tr>
</tbody>
</table>

Table 5. Sobel test of the mediating effects of eHealth literacy on the association between individual factors and health behaviors.

<table>
<thead>
<tr>
<th>Pathway</th>
<th>Independent to dependent variable, $\beta$</th>
<th>Sobel test $P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Table 1</td>
<td>Table 3</td>
<td></td>
</tr>
<tr>
<td>Health status→functional eHealth literacy→eating</td>
<td>.23</td>
<td>.21</td>
</tr>
<tr>
<td>Majors→functional eHealth literacy→eating</td>
<td>.08</td>
<td>.06</td>
</tr>
<tr>
<td>Health concern→functional eHealth literacy→eating</td>
<td>.30</td>
<td>.27</td>
</tr>
<tr>
<td>Health status→critical eHealth literacy→eating</td>
<td>.23</td>
<td>.21</td>
</tr>
<tr>
<td>Majors→critical eHealth literacy→eating</td>
<td>.08</td>
<td>.06</td>
</tr>
<tr>
<td>Health concern→critical eHealth literacy→eating</td>
<td>.30</td>
<td>.27</td>
</tr>
<tr>
<td>Frequency of health-related discussions→critical eHealth literacy→eating</td>
<td>.10</td>
<td>.08</td>
</tr>
<tr>
<td>Health status→functional eHealth literacy→exercise</td>
<td>.24</td>
<td>.21</td>
</tr>
<tr>
<td>Health concern→functional eHealth literacy→exercise</td>
<td>.17</td>
<td>.13</td>
</tr>
<tr>
<td>Health status→critical eHealth literacy→exercise</td>
<td>.24</td>
<td>.21</td>
</tr>
<tr>
<td>Health concern→critical eHealth literacy→exercise</td>
<td>.17</td>
<td>.13</td>
</tr>
<tr>
<td>Health status→critical eHealth literacy→sleep</td>
<td>.27</td>
<td>.25</td>
</tr>
<tr>
<td>Health concern→critical eHealth literacy→sleep</td>
<td>.16</td>
<td>.13</td>
</tr>
</tbody>
</table>

Table 6. Estimation of the causal mediating effects.

<table>
<thead>
<tr>
<th>Pathway</th>
<th>Estimation of mediated effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health status→critical eHealth literacy→eating</td>
<td>.015</td>
</tr>
<tr>
<td>Health status→critical eHealth literacy→exercise</td>
<td>.021</td>
</tr>
<tr>
<td>Health status→critical eHealth literacy→sleep</td>
<td>.022</td>
</tr>
<tr>
<td>Health concern→functional eHealth literacy→eating</td>
<td>.022</td>
</tr>
<tr>
<td>Health concern→functional eHealth literacy→eating</td>
<td>.021</td>
</tr>
<tr>
<td>Health concern→critical eHealth literacy→eating</td>
<td>.017</td>
</tr>
</tbody>
</table>
Discussion

Overview
This study found that the participants who had better self-perceptions of their health status and stronger concern for their health exhibited better eHealth literacy and had an increased likelihood of adopting healthy eating, exercise, and sleep behaviors. Moreover, eHealth literacy mediated the association between individual factors and health behaviors.

Better Health Status and Greater Health Concern Adopt More Positive Health Behaviors
This study found that the participants who had better perceived health status and greater concern for their health tended to adopt more positive health behaviors. Similarly, college students who majored in medical fields and who engaged in more health-related discussions demonstrated better eating behaviors. Thus, hypothesis 1 was largely supported. Consistent with social cognitive theory [7], an individual’s health status and health concern are key factors that prompt him or her to adopt health behaviors [10,12]. It appears that college students who have better perceived health status and greater concern for their own health pay greater attention to their health and are more willing to engage in appropriate health behaviors.

Medical Majors, Better Health Status, and Greater Health Concern Have Better eHealth Literacy Development
The study also revealed that the participants who majored in medical fields, had better perceived health status, and had greater concern for their own health tended to have better eHealth literacy than other students. Additionally, the participants who frequently engaged in health-related discussions had better critical eHealth literacy. Therefore, consistent with previous studies [22,23,38], hypothesis 3 was largely supported: college students who had better perceived health and paid more attention to their health were more likely to seek and evaluate health information.

The framework for health literacy identifies 3 major areas of potential intervention and forms the organizational principles of intervention [8]. The framework also illustrates that educational, health, and cultural and social factors may influence health literacy and may ultimately contribute to health outcomes and costs. Health literacy involves a range of social and individual factors, including cultural and conceptual knowledge, listening, speaking, writing, and reading skills. For example, a previous study found that performance on health literacy tasks was related to education, income, country of birth, age, and race/ethnicity [39]. Specifically, individuals with higher educational attainment and higher income demonstrate higher levels of health literacy [9]. For example, medical school students have higher incomes and more medical knowledge and, therefore, possess greater eHealth literacy than non-medical school students.

No Prediction of Medical Majors and Health-Related Discussions for Exercise and Sleep Behaviors
However, this study also found that the participant’s major and the frequency with which he/she engaged in health-related discussions did not predict exercise and sleep behaviors. Because eHealth literacy relates to one’s context of relevant medical knowledge when assessing the quality of health information and when making decisions that promote one’s health [9], students who major in medical fields are likely to have greater knowledge of medicine. Therefore, medical school students have better health literacy than non-medical school students. The knowledge, attitude, and practice (KAP) model advocates that once an individual receives relevant information, the individual will develop the expected responses, thus triggering behavior that is consistent with one’s attitude [40]. However, outcomes and efficacy are not necessarily aligned [7]. In other words, what one knows does not necessarily equate to what one does.

Similarly, the concept of the “KAP gap” states that even if an individual is introduced to new ideas or practices and has a positive attitude toward these new ideas or practices, the individual will not necessarily adopt the behavior [41]. This disconnect results in inconsistency and creates a sense of cognitive dissonance. This problem is especially apparent with respect to new preventive ideas or practices because they often lack positive benefits and advantages. Thus, the effect is more ambiguous and individuals are more prone to experiencing a KAP gap. This tendency may explain why medical majors and those who frequently engage in health discussions do not necessarily implement their knowledge into actions. Future studies are needed to examine the motivation for one’s decision to adopt, reject, or discontinue a healthy behavior (ie, what leads to the KAP gap).

Less Influential of Functional and Interactive than Critical eHealth Literacy
Partially consistent with IMeHU [9], we found that critical health literacy played a key role in health status and health behaviors. Functional health literacy positively predicted eating and exercise behaviors, and critical health literacy positively predicted the 3 dimensions of health behaviors. However, interactive health literacy did not contribute to the 3 dimensions of health behavior. Accordingly, hypothesis 2 was partially supported. Individual health information literacy strengthens one’s intent to search for and apply health information and influences one’s health decision making and engagement in healthy behaviors [18]. Thus, the current study concludes that both functional and critical health literacy and dialog contribute to the adoption of positive health behaviors, especially eating and exercising behaviors.

However, functional eHealth literacy was not found to affect sleep behaviors, and interactive eHealth literacy was not found to affect any of the health behavior dimensions. Therefore, it is inferred that the factors that influence health behaviors are complex. The promotion of individual eHealth literacy affects the retention of eHealth information and subsequently influences future actions [9]. According to involvement theory [42], critical eHealth literacy may motivate individuals to seek and evaluate health information and to adopt appropriate health behaviors.
the quality of health information. In other words, individuals may attempt to gain as much information as possible and then evaluate and use the information to reach an optimal decision. The processing involved in functional and interactive eHealth literacy does not engage as deeply with an issue as that of critical eHealth literacy. Thus, functional and interactive eHealth literacy are less influential than critical eHealth literacy.

**Intermediary Role of eHealth Literacy in the Association Between Individual Factors and Health Behaviors**

The findings also revealed that functional and critical eHealth literacy mediated the association between individual factors and health behaviors. Thus, hypothesis 4 was partially supported. We found that functional eHealth literacy only mediated the association between health concern and 2 health behavior dimensions (eating and exercise behaviors). Critical eHealth literacy mediated not only the association between health concern and eating behaviors, but also the association between health status and all 3 health behavior dimensions. Therefore, college students’ critical eHealth literacy influenced the association perceived health status and the 3 health behavior dimensions. These findings are consistent with the belief that critical literacy is crucial to assess the quality of health information because laypersons risk harming themselves in their self-diagnosis and treatment when they lack the required background knowledge to correctly interpret information [43].

**Conclusions**

This study used the IMeHU to explore the associations among individual factors, eHealth literacy, and health behaviors. We hope that the findings will stimulate further debate about how a health education framework can be translated into practical approaches and will contribute to further refinement of the eHealth literacy concept. The study showed that eHealth literacy played an intermediary role in the association between individual factors and health behaviors. Thus, we suggest that schools strengthen college students’ eHealth literacy and promote positive health behaviors based on the current level of eHealth literacy among students [44]. Schools can further use the 6 core skills of eHealth literacy [45] (eg, traditional literacy, health literacy, information literacy, scientific literacy, media literacy, and computer literacy) to develop healthy eating, exercising, and sleeping behavior guidelines and to incorporate these guidelines into health education programs. Moreover, the current findings demonstrated that critical health literacy is a key competence in promoting individual health behaviors. Thus, it is suggested that the development of critical eHealth literacy and the promotion of positive health behaviors among college students require further investigation.

As this study indicated, the IMeHU [9] provides a parsimonious framework that is currently lacking in the extant literature. The examination of the potential effect of eHealth literacy on health behavior presents a unique challenge because it involves a complex interplay of basic literacy skills, the ability to successfully navigate the dominant language framework (English) and culture that is utilized for Web-mediated communication, and sufficient levels of technology adoption and proficiency [46]. Although some research hypotheses failed to gain support in this study, given that the factors that influence health behaviors are complex and interdependent, a future study should be conducted to explore how these factors influence one another. Further research is also needed to refine and verify the parsimonious framework of the IMeHU [9].
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Abstract

Background: Health care environments are continuously improving conditions, especially regarding the use of current technology. In the field of rehabilitation, the use of video games and related technology has helped to develop new rehabilitation procedures. Patients are able to work on their disabilities through new processes that are more motivating and entertaining. However, these patients are required to leave their home environment to complete their rehabilitation programs.

Objective: The focus of our research interests is on finding a solution to eliminate the need for patients to interrupt their daily routines to attend rehabilitation therapy. We have developed an innovative system that allows patients with a balance disorder to perform a specific rehabilitation exercise at home. Additionally, the system features an assistive tool to complement the work of physiotherapists. Medical staff are thus provided with a system that avoids the need for them to be present during the exercise in specific cases in which patients are under suitable supervision.

Methods: A movement-based interaction device was used to achieve a reliable system for monitoring rehabilitation exercises performed at home. The system accurately utilizes parameters previously defined by the specialist for correct performance of the exercise. Accordingly, the system gives instructions and corrects the patient’s actions. The data generated during the session are collected for assessment by the specialist to adapt the difficulty of the exercise to the patient’s progress.

Results: The evaluation of the system was conducted by two experts in balance disorder rehabilitation. They were required to verify the effectiveness of the system, and they also facilitated the simulation of real patient behavior. They used the system freely for a period of time and provided interesting and optimistic feedback. First, they evaluated the system as a tool for real-life rehabilitation therapy. Second, their interaction with the system allowed us to obtain important feedback needed to improve the system.

Conclusions: The system improves the rehabilitation conditions of people with balance disorder. The main contribution comes from the fact that it allows patients to carry out the rehabilitation process at home under the supervision of physiotherapists. As a result, patients avoid having to attend medical centers. Additionally, medical staff have access to an assistant, which means their presence is not required in many exercises that involve constant repetition.

(J Med Internet Res 2014;16(12):e281) doi:10.2196/jmir.3154
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Introduction

Background

Doctors, physiotherapists, and health care centers are increasingly incorporating video games and, more specifically, new technologies and methods into their rehabilitation therapies [1-3]. The result is a process that allows patients to recover impaired functions in an entertaining, useful, and effective way. Neurorehabilitation [4] is one of the areas in which this new type of therapy has been used in recent years. In particular, this new rehabilitation procedure has been applied with people with brain damage caused by cardiovascular accident, cerebral infarction, and neurodegenerative diseases such as Parkinson disease, multiple sclerosis, and Alzheimer disease. Although this therapy is currently regarded as unconventional, it has proved highly beneficial when applied in rehabilitation treatment [1,2]. Specifically, the results of a project conducted with patients with multiple sclerosis at Rey Juan Carlos University [5] revealed significant improvement when exercises based on video games were used. Thanks to this new therapy, many patients have been able to fully resume their activities of daily living, such as walking, jumping, or keeping their balance when standing up, that had previously caused them great difficulties.

The use of movement-based interaction is one of the most popular elements of video games that can be applied in health care settings. Specifically, this kind of interaction allows the creation of systems that offer patients the possibility of completing the rehabilitation process at home by following the exercises prescribed by qualified medical staff. In this paper, we present a system called “BDRehab,” which takes into account how movement-based interaction can improve rehabilitation processes. Specifically, the system focuses on the rehabilitation of patients with neurodegenerative diseases or some form of brain damage (eg, traumatic brain injury, dementia, cerebral palsy). This type of patient is unable to do many of these exercises, such as getting up or sitting on a chair, walking in a straight line, picking up or moving objects. The system focuses on helping patients in the recovery of balance function. These actions, which are easy for people in good health, are complex for people with neurodegenerative and brain diseases. Therefore, rehabilitation and training in these cases represent an essential and important improvement milestone.

The capacity to detect movement enables patient movement to be tracked and analyzed. The results of analysis provide enough information to perform corrective actions. The correction can be achieved by comparing how each rehabilitation exercise is actually carried out with how it should best be done. Accordingly, if the result is correct, then the system communicates this to the patient; if not, the system creates specific advice and clarification in animated form to help the patient complete the rehabilitation process in the correct way. Regarding data collection, the information concerning patient progress in each exercise facilitates the creation of a useful statistical study for medical staff. The aim of this additional functionality is to report on the current state of each patient’s rehabilitation process.

The BDRehab system uses Kinect for Windows [6] to work with movement-based interaction. This device is a major development, as it provides users with the capacity to interact with systems through common and natural gestures. The medical world has found Kinect to be a useful tool with which to experiment to reach solutions and make improvements. A wide range of issues have been treated, from haptic problems [7] to rehabilitation in chronic diseases [8]. The system is generalizable to similar movement-based interaction devices, such as Asus Xtion Pro Live [9] and SoftKinectDepthSense [10].

The rest of the paper is organized as follows. Outstanding related studies are described and compared in the next subsection. Section 2 describes the system developed for rehabilitation at home, as well as its functionality and interface. The outcomes of the evaluation are described in section 3. Section 4 presents conclusions and final remarks.

Related Studies

The emergence of devices offering movement-based interaction in casual environments such as video games has created great interest in their application in medical settings. Specifically, rehabilitation processes incorporating physical exercise comprise one of the main areas in which the research community has found a suitable environment in which to apply these techniques.

The first related study is outstanding. It describes a system, VirtualRehab [11], which involves physical rehabilitation using the movement-based interaction provided by Kinect. The system allows the monitoring and tracking of patients from any location. The main objective of VirtualRehab is to offer patients an enjoyable way of completing complex rehabilitation processes at home. To this end, the equipment required comprises a personal computer, Kinect for Windows software, and a screen. Additionally, VirtualRehab contains a manager that enables medical staff to plan, monitor, and review each patient’s progress. The system focuses on specific pathologies: acquired brain damage, neuromuscular diseases, neurodegenerative diseases, and mobility in older adults. To aid in the treatment of these pathologies, VirtualRehab places patients in a virtual world in which they can work with 9 games to perform specific movements to improve impairments (Figure 1). These games make it possible to work with the affected parts of the body and physical symptoms, particularly in patients with loss of motor ability, movement and posture disorders, and balance and coordination difficulties.

WiiHab is the second system we analyzed. In this case, the technology used is once again based on video games, but uses Nintendo technology through the Wii console. Specifically, WiiHab utilizes the potential of existing Wii games to encourage physical rehabilitation. Many studies [12-14] provide information on positive results with the use of WiiHab. Initially, WiiHab was focused on use of the basic controllers, named “Wii Remote,” to interact with the games. The main games used in physical rehabilitation were those related to sports: tennis, baseball, boxing, golf, and bowling. However, the evolution of the Nintendo console provides the possibility of interaction with new devices, such as the Wii balance board, with which the opportunities of dynamic activities (eg, aerobics or yoga) increase by the use of the feet as an element of interaction.
SeeMe [15] is another major study on rehabilitation, but in this case it corresponds to the assessment and treatment of unilateral spatial neglect. This system represents another method for rehabilitation that creates a virtual reality environment without the requirement of head-mounted displays or specialized equipment. SeeMe is a projected video capture of a virtual story in which patients are “embedded” through their own image. A representation of the patient is generated by capturing the individual through a camera while performing the activities. Specific algorithms are employed for movement and position recognition and analysis. The participants should stand or sit in a specific area while viewing a monitor on which their virtual representation is shown during the exercises inside the virtual world. For example, patients can be embedded in a game in which they are touching virtual exercise balls. Therefore, the participants can see themselves in a virtual story in which they use trunk and limb movements. Additionally, the medical staff is able to change the parameters of the virtual game (based on system indications and staff perceptions) during the rehabilitation procedure to adapt exercises and features according to patient progress and needs. In this way, SeeMe generates a setup whereby patients and medical staff are working together while the patient is at the medical center.

The last system we analyzed is ArmAssist [16], a functional prototype for at-home tele-rehabilitation of poststroke arm impairment. We aimed to provide a portable and easy-to-use device to enable effective rehabilitation (Figure 2). First, the clinical staff needs to decide when the patient is able to use the system independently at home. Then, the device is sent to the patient’s home and the rehabilitation process is monitored remotely with appropriate supervision and guidance. The device is integrated into a platform, named “TeleRehab” [17], which supports the phases of therapy planning, training, and assessment. The exercises to be completed with ArmAssist are divided into 2 types: assessment games and training games. The first type (1-2 minutes) is oriented toward working with an objective assessment of the range of movement, vertical force, and the ability to perform specific trajectories. The training games involve more complex activities (5-15 minutes), such as a word completion game. The results are stored and synchronized on a central server to be transmitted to the rehabilitation staff.

The studies mentioned above represent significant advances in rehabilitation processes through the use of new devices, game controllers, and movement-based interactions. However, the system presented in this paper offers new contributions that describe essential differences. In general, BDRehab is part of a complex system, named “Ubi4Health” [18], which provides a comprehensive solution for health care environments by operating from task management to rehabilitation process. Virtual Rehab is the closest work to the BDRehab system. The main difference is that Virtual Rehab uses games instead of real scenarios. Virtual Rehab embeds users in virtual games that help to improve their disabilities. In contrast, the BDRehab system involves patients in the real situation of a common daily activity, such as walking straight. In turn, WiiHab offers a parallel process designed to guarantee a rehabilitation program, but, similarly to Virtual Rehab, it involves patients in different games without engaging the patient in real daily activities. SeeMe represents a highly valid proposal to complete required rehabilitation programs at health care centers. In contrast, BDRehab is able to take the process to the home, which is where patients conduct activities of daily living. Therefore, patients can improve their condition without moving from home and without modifying their habits and comforts. Additionally, SeeMe requires the continuous presence of medical staff during the rehabilitation procedure, whereas BDRehab does not. BDRehab can be considered as an auxiliary application used at home. However, it must always be conducted under the adequate supervision of medical staff who manage the exercises to be completed and analyze the results, modifying parameters if necessary, but without the need to be physically present with the patient. ArmAssist represents a system that involves the use of a device worn by patients on their arms while performing the rehabilitation tasks. In contrast, patients are not required to wear any special equipment while performing their exercises with the BDRehab system. They interact with their own body with the use of Kinect, which captures their movements and postures. Therefore, BDRehab offers comfortable rehabilitation without the need to wear devices.
Methods

Balance Disorder Rehabilitation System

Considering how new technologies, and, more specifically, new interaction modes, can improve the conditions of patients in rehabilitation processes, we have developed a system focused on a specific functional exercise for persons with neurodegenerative diseases. The exercise consists of helping patients to recover from balance disorders by training them to walk straight. Consequently, the system is focused on a very specific objective. Patients are able to complete their therapy at home by performing the exercises defined by the medical staff without having to attend specialized centers. The main achievement is the incorporation of the therapy into the patients’ activities of daily living. Over time, the system will become an
element of the patient’s home, and rehabilitation will be just another daily activity. However, BDRehab in no way replaces the medical staff responsible for deciding with whom and how each patient has to use the system to perform the rehabilitation tasks. Thus, the decision of when the patient is ready to carry out the process without further supervision is made by the medical staff.

BDRehab can be extended to an important variety of exercises in spite of being focused on just 1 specific exercise. Specifically, the system has been developed to be applied in functional exercises that represent daily life situations. The features of BDRehab support rehabilitation exercises based on physical movements. At present, the movements need to be wide and noticeable, owing to the limitations of the hardware used. However, the evolution in hardware technology has led to increasingly more sensitive devices, meaning that such intense movements will no longer be required for accurate detection.

Based on the information obtained in interviews and meetings with specialists in the field of physiotherapy, one of the keys to success in the recovery of patients with balance disorder, along with many other common problems, is the continuous repetition of the related rehabilitation exercise. This is a major challenge for the patient. These exercises appear simple, but actually entail great complexity. In most cases, the problem stems from the fact that, as one example, the patient is not aware that of losing balance on one side of the body while walking straight. The proposed system monitors patients in real time by allowing them to see themselves in a projected image that provides constant help for performing the series of exercises defined by the medical staff.

The system is a well-defined deployment (see Figure 3) providing the new rehabilitation conditions. In particular, the system deployment is based on 2 connected points: the patient’s home computer and the system server. The first point represents the place where each Kinect device operates. To set up the system at the patient’s home, only a personal computer connected to a Kinect device and to a screen is needed. The personal computer requires a Web connection with a minimum bandwidth of 64 kbps to access the server, Windows 7 as the operating system, a dual core processor, and 2 GB of random access memory. In terms of visualization, the screen shows the system interface, which is the part of the system responsible for guiding the patient during the rehabilitation process. The server supplies and receives information to and from the software system running in the personal computer. Specifically, the information received is the usage statistics for each performed exercise to help medical staff analyze the evolution of the rehabilitation processes: attempts, errors, and the time needed to perform each session. The information supplied serves the purposes of parameter setting to customize the exercises for the patient.

The next subsections describe 3 essential elements of the system: (1) the exercises performed by the patients; (2) the system functionality with description of the fundamentals of the development and how it works; and (3) the interface that is needed to offer a system that helps patients and physiotherapists in the best possible way.
Balance Exercises

A number of real rehabilitation exercises comprise the exercise to be performed by the patient. These are then checked by the system as an adaptation, including the most important aspects. The exercises to be conducted using the system were selected according to recommendations in the specialized literature [19,20] as well as the knowledge and experience of the physiotherapists involved. The experience of these professionals allowed the exercises to be adapted to the needs of rehabilitation patients.

One of the exercises consists of walking along a straight line without leaning sideways and going backward in the same way. In general, guide marks help the patients line up the area within which they have to walk. These marks are an essential element in reporting a deviation of which the patient is not aware.

The other exercise consists of improving balance through ensuring an upright posture of for a number of seconds without any swinging movements. In this case, the patient has to be in a specific posture: standing up, arms close to the body without lifting, back straight, and feet aligned with the shoulders.

The BDR rehab system combines the previous exercises to generate a more complex exercise based on the first one. However, it monitors patients to ensure they maintain an upright posture while walking (as required by the second exercise) and also when still; in other words, when they start and finish the exercise.
Figure 4 shows the steps that comprise the complete BDRehab rehabilitation exercise. First, the patient has to stay still in an upright posture. Second, the patient has to walk along a 5-meter straight line without losing balance or deviating from the line. The last step consists of stopping at the finish line and maintaining an upright posture as at the start.

Figure 4. Steps to be performed during the BDRehab exercise: (1) to start in an upright posture; (2) to go along five-meter long straight line; and (3) to stop at the finish line and maintaining the upright posture.

System Functionality

The objective of the system is to check the posture of patients uninterruptedly during the exercise to guide them to perform the exercise described in the previous subsection. The system considers the exercise in 3 separate parts that involve different checks related to the postures and movements of the patient. To this end, the system maintains a variable named “step” to know which part of the exercise is performed and then the conditions to check. The system checks if the patient is at the initial position when the variable has the value 1. For value 2, the system checks if the patient is in the middle of the circuit and is balancing the body. For value 3, the system checks the patient’s final position and posture. In this way, the value of the variable increases from 1 to 3 after each step is checked. This monitoring process is carried out for each repeated exercise.

The monitoring process, which is recorded within a specific framework, comprises 2 parts. First, the system has to identify the posture of the patient. Posture identification is carried out by using the software development kit (SDK) provided by Microsoft [21]. This process is a key element, so an explanation of how the system performs the posture identification is essential. The SDK recognizes all 20 joints of the body that Kinect is able to identify. These points are supplied to the system through a code element that represents the skeleton and provides access to them through a set of 3 values referring to the position of the point in space (x-, y-, and z-axes). Once the system obtains this code element, the next step is to check if the patient is in the required posture, depending on the step of the exercise. To this end, the system considers that there are pairs of body parts that may be aligned with the vertical-horizontal coordinates. For example, the points related to the shoulders have to be at the same height during the exercise; otherwise, the patient is inclined to the side related to the shoulder that is in a lower position. However, the comparison allows a low error rate, which is checked through the difference of such coordinates within an error range.

An essential feature of this framework is that it works independently of patient height. The main reason for this is that the comparison of coordinates is relative to each patient. The framework checks if a pair of body points is aligned in the x- or y-axis, which means the coordinates are the same in one of these axes or inside the error range allowed. In other words, the difference between the x/y-coordinates of 2 points, which may be aligned in the x/y-axis, must be zero or inside the error range, regardless of the height of the patient. Figure 5 shows an example in which the right feet and shoulders of 2 patients of different height are analyzed to establish if these body parts with the same x-coordinate are within an error range. The figure contains 2 marks for each patient to check if the posture is correct: (1) the range within which the difference of the x/y-coordinates of the related body points should be and (2) the difference itself. In this case, as the difference is within the range, the posture is correct for the 2 patients. The figure shows 2 patients for whom the framework has analyzed a specific posture, regardless of the patients’ difference in height. The important idea is that the 2 analyzed points should be of a similar value along the x-axis.

The use of difference of coordinates allows the framework to be independent of patient height. This feature avoids the need to calibrate the system for each user, a task that previously had to be carried out by every patient before starting the
rehabilitation process. Therefore, patients are able to perform the rehabilitation session without any other complications.

The accuracy of the monitoring process is controlled through the management of a set of thresholds. The described framework and the whole system work under the control of each threshold, which can be customized by the physiotherapists. Increasing or decreasing each threshold makes the framework more or less strict. Specifically, the modification of the thresholds involves 2 factors: consideration of (1) wider or narrower error ranges as well as (2) the whole body of the patient or just some specific parts of it when checking the posture. This method modifies the precision of the system to detect postures and, consequently, the precision with which the patients have to perform the rehabilitation session. Therefore, the patients’ performance evolves favorably from the beginning to the end of the process. Initially, when patients find the exercise and the interaction more difficult, parameters are set at the minimum threshold; as they learn and overcome their limitations, the thresholds can be modified and increased accordingly. In this way, the thresholds are used to modify BDRehab based on the limitations on the patient’s movements. In technical terms, Kinect provides a degree of accuracy that is considered to be sufficient, natural, and adequate for the rehabilitation process carried out with the BDRehab system.

System Interface

Overview

A good user interface is an essential element for patient acceptance of the system. Consequently, a rehabilitation system needs to be easy to understand and needs to guide patients adequately during the exercise under the physiotherapist’s supervision. As a result, patients will be more likely to include the system as a rehabilitation tool in their activities of daily living. In this sense, the system can guide each patient step by step, just as physiotherapists would do. Additionally, the interface can incorporate enough information to complete the specific exercise and also to help guide and correct users at any point of the process, giving them the corresponding feedback.

The system interface is based on the interaction provided by Kinect. The interface follows the generic usability guidelines for any application [22], as well as those defined by the Kinect device [23]. The generic guidelines refer to the visual aspect of the system, which must allow the patient to avoid uncomfortable working positions. Furthermore, the Kinect guidelines point the way to creating helpful interfaces controlled by natural movements, such as hand and head movements.

The type of user is a key component in analyzing the needs and appearance of the interface. Some patients may understand current technology, whereas others may know nothing about it. In this sense, analysis has shown that it is fundamental that the interface have a well-defined set of warnings, notifications, and signals. At the same time, the system can show the information on the screen together with appropriate metaphors to complete the indications. Therefore, the system has to constantly let patients know exactly what to do and how to do it, particularly because the process of the exercise is controlled by patient interaction.

Figures 6 and 7 show screenshots of the system in which it is possible to observe the information given to patients during the rehabilitation process. Each element of the interface is outlined in the paragraphs below.

Current Task of the Exercise to be Performed

The patient needs to know what to do at all times. The system analyzes the development of the exercise by studying the distance covered by the patient. First, the system checks that the user is at the starting point. If the patient is not at the required point, the system indicates that the patient needs to be there. Then, the system indicates that the next step is to walk until the end of the rehabilitation route. Finally, the system determines the end of the exercise when the patient reaches the end of the virtual line that has been followed.

Balance Level

This mark is a key piece of information. A set of scales that inclines to the side on which the patient is leaning while walking shows the patient’s balance. This is an effective way of showing the correctness of the position. If the user inclines the body
excessively, the balance is inclined and the color of the affected side changes to red.

**Attempts**
The system records the attempts the user has made to complete the exercise, based on the physiotherapist’s indications.

**Level of Completion of the Complete Exercise**
Patients need to know which stage of the exercise they are at. This signal marks a man in a line showing the progress made. At the left is the starting point, and at the right is the finishing point.

**Margins of Movement**
These elements are 2 squares that diffuse the image to limit the action range of the patient during the walk. The margins widen as the patient nears the finishing point to generate a correct sense of depth. If the patient touches any margin, it will light up in red to indicate what is happening.

**Walking Lines**
Walking elements create margins to show the walking space available to perform the exercise. If the user touches any of the lines, the system lights up the corresponding margin in red to show what is happening.

**Patient’s Silhouette**
This element helps patients locate their bodies when adopting the initial posture. Specifically, the silhouette uses a section in red to represent the possible position of the patient.

**Animation Area**
This area contains the animations with a guide highlighted in red. The animation shows the patient the next action to be performed. This area includes information regarding the postures and movements that need to be corrected.

**Misaligned Bones Corrector**
This element indicates badly positioned joints during the current exercise using a semitransparent red surface. In this way, the corrector helps the patient understand the errors they make.

**Corrective Arrows**
The corrective arrows indicate the side toward which the patient’s posture must be corrected during the exercise. Figure 7 shows how posture must be corrected to the appropriate side.

**Conclusions**
This information appears when the patient finishes each attempt. This element gives a list of what needs to be corrected in the next step. If the attempt is performed correctly, the system “congratulates” the patient.

It is important to highlight that, to avoid causing the patient unnecessary stress, the time recording is not shown to the patient. However, BDRhab internally collects the duration of each exercise attempt, which is seen only by the medical staff. They can use the time recording as additional information to modify the accuracy of the monitoring process through the set of thresholds and also to better assess the evolution of the patients.

The possibility of using the patient’s voice to control the functionality of the system completes the interface. This capacity is provided by the Kinect device, which can interact with users through their voice by offering a microphone component and related software with voice recognition capability. This creates a better environment for users with arm mobility problems, in which they can operate the interface using oral instructions. Primarily, it allows users to manage the system by using preferences or simple actions such as indicating that they are ready to start.
Figure 6. System screenshot which shows user instructions in order to complete the rehabilitation exercise. The interface elements in the screenshot are: (a) current task, (b) balance level, (c) attempts, (d) level of completion, (e) margins of movement, (f) walking lines and (g) patient's silhouette.

Figure 7. System screenshot which shows an overview of a complete rehabilitation exercise. The interface elements in the screenshot are: (h) animation area, (i) misaligned bones corrector and (j) corrective arrows.

Results

The evaluation of the system has been performed following a user-centered approach. The process comprised 2 iterations. The outcomes of both evaluations were utilized to develop the system. Taking this into account, the version of the system described in this paper reflects most of the improvements that the evaluation process provided as an iterative process.

Five simulated patients took part in each iteration of the evaluation process. According to Nielsen and Landauer [24], 5
participants are sufficient to find 85% of errors and/or problems. The group comprised 2 teenagers (14 and 16 years old), 1 adult (31 years old), and 2 older adults (70 and 75 years old). The environment consisted of a 7x4-meter room in which a 24-inch screen connected to a Kinect device was installed at a height of 1 meter.

Two therapists were present during the whole evaluation process. They were responsible for ensuring that the process was carried out correctly. The active involvement of the therapists was a key factor in the success of the evaluations, because, unlike the present authors, they are experts in balance disorder rehabilitation and were better able to manage the process. The main objective was to know the effectiveness of the system. Therapists are fully familiar with the behavior patterns and limitations of the patients and were thus able to guide the participants to imitate the movements of a real patient with great precision.

The evaluation was recorded using a video camera to collect each participant’s reaction when using the system. In addition, the image displayed on the screen was recorded to show the relationship between the participant’s reactions and what the system was displaying on the screen.

The evaluations were performed in 2 iterations. The first one was performed without any prior explanation to the patients about the operation mode of the BDRehab system. In this way, we aimed to obtain information about the intuitiveness of the interface elements. The participants had to detect, identify, and interpret each element and functionality to complete one attempt of the rehabilitation exercise. Next, a complete explanation about BDRehab was given to the participants, and they then attempted the exercise 4 times. Finally, the participants were asked about the intuitiveness and simplicity of the system and what they thought could be eliminated.

The outcomes provided interesting feedback that provided a basis on which to make improvements to the system following the established user-centered design approach. We collected participants’ impressions, which are graphically depicted in Figure 8. In general, most participants found the system easy to work with. There was only one case in which a participant could not identify an element of the interface, which was the balance level. All other participants were able to identify the elements totally or partially. However, some initial interface elements (44%, 4 of 9) presented difficulties, because the partial identification was greater than or equal to the total identification. Specifically, 4 elements of the interface were involved in most problems: balance level, animation area, patient silhouette, and corrective arrows.

Only one color was used for the balance level, and many participants felt the color should change when their balance moved toward one side, indicating a motion error. The animation area confused older people when the examples showed an image in a sideways position. The same participants had problems following the patient silhouette because some points vibrated, causing them to be easily distracted. According to these findings, we and the therapists improved the following 4 aspects of the system. (1) The balance level was changed to green if the posture is correct and red if the posture moves to an incorrect side. (2) The animation area was changed, using new animations that better represented the postures to be repeated. (3) The code of the system was analyzed and corrected to avoid any vibration during the exercises. (4) The corrective arrows were modified to make them curved to represent the curvature of the back.

During the first iteration of the evaluation, the 2 therapists conducted a thorough analysis of the system. As a result, they considered the system a useful tool for the patients during their rehabilitation programs. The system avoids the need for patients to frequently attend medical centers and allows them to complete rehabilitation at home if their conditions are suitable. Despite positive impressions, the therapists suggested a set of improvements to be made, taking into account how patients usually work. First, they found it necessary to consider the possibility of working with patients with disabilities in other parts of the body. Specifically, the system was highly restrictive and failed if patients did not move an arm during the exercise. The solution found was to allow therapists to customize the body parts to be checked during the exercise. In addition, the therapists emphasized the need to improve the method of indicating the direction of the user during the exercise. The main reason was that many patients have difficulty in maintaining the same direction from the starting point to the end. Hence, we included 2 elements in the interface: the margins of movements and the walking lines (Figure 6). An additional consideration was the need to include more information about the exercise based on errors made. In this way, a more detailed report about the errors made during the exercise was included in the conclusions element.

The second iteration consisted of using a new version of the BDRehab system with many differences from the initial one. The objective was to know whether the redesigned interface provided a suitable set of elements and consequently whether the results of the first iteration had been interpreted correctly. The same participants attempted and successfully completed the rehabilitation exercise 4 times. Two additional improvements were also established. The older participants required audio instructions, as they experienced problems when listening to the instructions while checking their own exercises on the screen. This modification was introduced as an essential element because it includes additional information that helps patients complete the rehabilitation exercise without cluttering the user interface. The therapists found the system appropriate for application in a rehabilitation program but considered that some patients prefer not to see their own body displayed on the screen, so they thought the system would benefit from a virtual environment to eliminate real images. This concern is an interesting possibility for future research.

Finally, we tested the usability of the latest version of the system, in terms of user satisfaction, by using the System Usability Scale (SUS) [25]. The results of this test are shown in Figure 9. SUS scores have a range of 0 to 100, and we achieved a score of 98, which means that the usability of the system is reasonably high.
Figure 8. Identification of the interface elements.
Discussion

In this paper, we present a system designed to improve rehabilitation conditions of people with balance disorders. In particular, the system serves as a rehabilitation tool for patients who need training to walk straight. The main contribution comes from the fact that the system allows patients to perform the rehabilitation process at home under the supervision of physiotherapists.

The proposal presents significant benefits from two points of view. The first is that it takes into account the perspective of the medical staff, who find the system to be a useful time-saving tool. The time gained increases the capacity of medical staff to attend to patients more intensively, defining specific parameters for the exercise for each patient. The system partially replaces the presence of therapists during the performance of the exercise. Therapists are then able to focus on the results and the way to improve each rehabilitation process. The rehabilitation exercise is usually highly repetitive. This means that the constant presence of the physiotherapist is not required, because instructions are provided by the system. These instructions provide patients with enough information for them to know what they are doing incorrectly and how to correct the action. In this way, the system contains different ways to alert the patients without overwhelming them. The easiest instructions, and generally the most common ones, appear on the screen, adding color to the part of the exercise that is being wrongly completed. For example, the system uses an arrow to show the way to correct balance (see Figure 7). Other indications are more intrusive if the problem to be corrected could affect the patient’s health. For example, patients may fall if they do not correct a certain action. Although rehabilitation requires constant monitoring, traditionally with the physical presence of a therapist, this system constantly monitors the repetitive exercises, replicating the full-time attention usually provided by a therapist.

On the one hand, one might think that, without the presence of medical staff patients miss out, to some degree, on the personal treatment that can often be of great comfort. On the other hand, the patients are able to make progress at home with their family or people close to them. Despite the fact that medical staff is not physically present, they receive updated information about the progress of each patient. BDRehab collects information about patients’ progress and generates statistical data on how patients are performing in each attempt during the rehabilitation process, allowing patients to control their progress and analyze the results in depth. Regarding how medical staff can assess the progress of the rehabilitation sessions, the system stores the data produced during the rehabilitation session at the patient’s home. The therapists can then analyze these data and modify the parameters of the exercises accordingly to adapt the exercises to the progress of the patient.

The second point of view to be considered is that of the patient. The system avoids the need for patients to attend medical or specialty centers for rehabilitation. In this way, the patients can remain at home, a familiar and more comfortable environment, which is certainly of physiological benefit. Additionally, patients can conduct the rehabilitation process in an independent and less invasive way without the need to depend on others more than is strictly necessary. Therefore, they can organize their progress at their own leisure, based on the steps marked out by medical staff. These 2 benefits represent a significant development in rehabilitation, especially taking into account that some patients have to continue the rehabilitation process for the rest of their lives.

This proposal builds upon movement-based interaction through Kinect devices and a framework that analyzes patients’ movements. The framework studies how each patient performs the exercise and, depending on this performance, creates appropriate instructions to provide feedback to the patient to correct and guide them. The analysis consists of checking the posture and movements of the patient in the 3 steps into which the rehabilitation exercise is divided. The first and last steps
help check if the patient has the correct posture at the beginning and end of the exercise: standing up, arms close to the body, back straight, and feet aligned with the shoulders. The intermediate steps consist of analyzing how the patient walks from the beginning to end. In this sense, the system searches for straight movements. Feedback instructions are fundamental to help the patient during the exercise. The data gathered during the performance of the exercise (eg, time, number of errors) are stored so the therapist can supervise the evolution of the patient’s progress and adapt the exercises accordingly.

The system has been evaluated by 2 therapists with outstanding experience in balance disorder rehabilitation and by 5 people representing real patients. The outcomes of the evaluation were positive, indicating that the system could be applied in a real rehabilitation program as a useful aid for patients to follow the therapy at home and also as a suitable auxiliary tool for therapists to supervise the evolution of patients’ progress without the need to be physically present all the time. Furthermore, the therapists involved in the research provided us with interesting ideas for improving the system, which were crucial to achieving the final version described in this paper.
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