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Abstract

Background: Those who pay for health care are increasingly looking for strategies to influence individuals to take a more active role in managing their health. Incenting health plan members and/or employees to participate in wellness programs is a widely used approach.

Objective: In this study, we examine financial incentives to health plan members to participate in an online self-management/wellness program—US $20 for completing the patient activation measure (PAM) and an additional US $40 for completing 8 learning modules. We examined whether the characteristics of plan members differed by the degree to which they responded to the incentives. Further, we examined whether participation in the wellness program was associated with improvements in PAM scores and changes in health care utilization.

Methods: This retrospective study compared demographic characteristics and change in PAM scores and health utilization for 144,625 health plan members in 2011. Four groups were compared: (1) those who were offered the incentives but chose not to participate (n=128,634), (2) those who received the initial incentive (PAM only) but did not complete 8 topics (n=7099), (3) those who received both incentives (completing 8 topics but no more) (n=2693), and (4) those who received both incentives and continued using the online program beyond what was required by the incentives (n=6249).

Results: The vast majority of health plan members did not participate in the program (88.91%, 128,634/144,675). Of those who participated, only 7099 of 16,041 (44.25%) completed the PAM for the first incentive, 2693 (16.79%) completed 8 topics for the second incentive, and 6249 (38.96%) received both incentives and continued using the online program beyond what was required by the incentives (n=6249).

Conclusions: The incentive was not sufficient to spark most health plan members to use the wellness program. However, the fact that many program participants went beyond the incentive in their use of the online wellness program suggests that the users of the online program found value in using it, and it was their own internal motivation that stimulated this additional use. Providing an incentive for program participation may be an effective pathway for working with less activated patients, particularly if the program is tailored to the needs of the less activated.

(J Med Internet Res 2014;16(10):e217) doi:10.2196/jmir.3239
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Introduction

Theory and Prior Work

Patients are key in determining their health care outcomes. They are the ones that carry out the day-to-day care management tasks and decide whether or not to make the necessary lifestyle adjustments to improve their health. Without patients’ participation, even with best practices on the part of health care providers, it is very difficult to achieve optimal health outcomes [1]. To control costs and improve outcomes, insurance companies, government, and employers are increasingly looking for strategies to influence individuals to take a more active role in managing their health.

Incenting health plan members and/or employees to take Health Risk Appraisals (HRAs) is a widely used approach. The HRAs typically include questions about health behaviors and provide the individual feedback with a list of behavioral changes they could make to improve their health. A 2013 study estimated that 55% of large employers offered an HRA to employees and 54% of those provided an incentive to complete it [2]. That was up from 49% offering the HRA five years ago in 2008 and 33% incenting it. The use of HRAs is based on the assumption that raising awareness of health risks and needed behavioral changes will be sufficient to stimulate change, an assumption that is often not borne out [3]. Now the trend has expanded to include incentives that are tied to participation in a wellness program. For example, the 2013 Health Research and Educational Trust (HRET) survey found that 99% of large firms offer wellness programs and 36% incentivize participation in them [2]. Towers Watson Staying@Work Survey Report found that in 2011, half of employees surveyed were offered financial rewards for participation in a health program [4]. Under the Affordable Care Act (ACA) in the United States, new rules will allow employers to increase the use of incentives for wellness programs [5].

Studies indicate that incentives are most effective at achieving behavior change that requires a single activity, such as receiving a vaccination or a screening, as compared to actions that require ongoing engagement [6,7]. There is concern that when health plans or insurers offer incentives, discrimination or disadvantages do not accrue to those who choose not to participate. Of particular concern is when a specific health behavior is the focus, for example smoking, that the individual who opts out of participation is not penalized at work or in their access to insurance [8].

However, there are fewer concerns about the use of incentives to complete an HRA. There is evidence that incentives do yield greater participation in HRAs [9,10]. The degree to which incentives stimulate meaningful engagement in longer-term health programs is less clear. There is concern that financial incentives may supplant or undermine internal motivations. The worry is that the incentive may undermine a sense of personal responsibility for health and an individual’s intrinsic motivations to promote their own health [11].

Might an incentive to participate in a wellness/self-management program undercut internal motivation? One way to examine this question is to assess the impact of an incentive on program participation and on changes in patient activation. Patient activation is defined as having the knowledge, skill, and confidence to manage one’s own health and health care. Individuals who are more activated, are typically more motivated to effectively manage their health. While there are alternative ways to define activation or engagement, there is only one validated measure, the 13-item Patient Activation Measure (PAM). Multiple studies show that people who score higher on PAM are more motivated to improve their health. The PAM score is predictive of most health behaviors, many clinical indicators, and the use of costly health care services [12,13]. If PAM scores were to improve as a result of incentivized program participation, this would indicate that the incentive did not undercut internal motivation.

Most of the research on the efficacy of health program participation is based on programs offered at the worksite or programs offered in the community. Because wellness and self-management support programs are now also being offered as online programs, they are no longer limited to these venues. Studies indicate that there is some positive impact of self-directed online self-management programs. For example, Solomon and colleagues, evaluating the impact of an online program among chronic disease patients, found that the program increased patient activation an average of 4 points (on a 100-point scale) more than did the control group [14]. Similarly, Lorig and colleagues found that an online self-management program improved clinical outcomes and patient activation [15]. However, there appears to be no evidence on the value of offering incentives to participate in these self-directed online programs.

Research Questions

In this study, we examine the impact of providing financial incentives to commercially insured health plan members to participate in an online self-directed self-management/wellness program. We assess the impact of a US $20 financial incentive to take a PAM assessment and a second US $40 incentive to complete 8 user-selected learning modules or topics in the online program and to set 8 behavioral goals.

Our specific research questions were: (1) What are the characteristics of those who respond to the two levels of financial incentives and those who do not respond at all to the incentive?; (2) What are the characteristics of those who participate beyond the financial incentive in using the wellness/self-management program? How much further beyond the incentive does their participation go?; and (3) What is the impact of participating in the online program on patient activation and health care utilization?

Methods

Incentive

In 2011, commercially insured members of a large health plan were offered a US $20 incentive to go online to take the PAM questions. They were given a further US $40 incentive to complete 8 topics and set behavioral goals in the online self-directed wellness/self-management program. The participant could choose the topic areas and behavioral goals they wanted
to focus on. Thus there are four groups in the study: (1) nonparticipants in the online program, (2) those who only completed the PAM and received the first incentive, (3) those who completed the PAM and 8 topics and received the first and second incentive, and (4) those who received both incentives and continued using the online program beyond the required number of topics.

**Online Wellness Program**

Participants were incented to go to an online program that assessed their level of patient activation and to participate in a self-directed online wellness/self-management program. All the topics and suggested goals that users are able to select from in the online program are tailored to the users’ level of activation. The program tailors to the 4 levels of activation, from low (level 1) to high (level 4). Users can choose what they want to focus on, from disease specific self-management to wellness activities. The lowest activation level topics start at a very foundational level. The program breaks information down into small bits and suggests action steps or goals that less activated individuals are likely to succeed at, but may not be clinically meaningful at this point (eg, cut out fast food lunches 2 days a week). The approach is based on the theories of behavioral activation that show motivation will follow action [16]. The strategy is to start the individual acting, experiencing small successes, and those successes lead to greater motivation and confidence. Level 4 topics assume both a higher level of knowledge and skill and encourage users to set behavioral goals that, for example, help them stay on track with behaviors they have already adopted. Users focus on the topics they are interested in and set behavioral goals related to the topics they pursue. The program provides insights and strategies for overcoming barriers to meeting their goals.

**Design and Analysis**

This retrospective study compared demographic characteristics and change in PAM and health utilization for four groups of health plan members in 2011: (1) those who were offered the incentives but chose not to participate in the online wellness program, (2) those who received the initial incentive (PAM only) but did not complete 8 topics and goals, (3) those who received both incentives (completing 8 topics and 8 goals but no more), and (4) those who received both incentives and continued using the online wellness program beyond what was required by the incentives. The study protocol (designated as 12012011.001), was approved by the internal review boards (IRB) of the University of Oregon and George Washington University.

**Study Population**

The total population eligible for participation was 144,675 health plan members who were adults and had consistent coverage over the study period. Given that 128,634 people declined to respond to the incentive (88.91% of the eligible population did not use the online wellness program), we selected a random sample of 500 of these nonparticipating plan members to represent the nonparticipant group. The other 3 groups included all of those who chose to respond to the incentives and individually decided what level of incentive they would pursue (Figure 1). Observations are weighted in all analyses using the inverse probability of selection in order to reflect the percent of the total population they represent.

The study population excluded those plan members who were recruited for a special program that involved telephonic coaching because of serious health issues. We excluded this group whether they participated in the telephonic coaching or not. These excluded patients were sicker with more chronic conditions and higher levels of hospitalization and emergency department use than the larger population of plan members.

**Measures**

The independent variable in this study was the extent to which the eligible health plan member used the online wellness program (no participation, PAM only/low incentive, completed 8 topics/both incentives, went beyond incentive requirements).

Dependent variables included the PAM and health care utilization measures. The PAM consists of 13 items that form...
an interval level, unidimensional, Guttman-like scale. The measure has been shown to have strong psychometric properties. The PAM items are statements on confidence, beliefs, knowledge, and skills about managing one’s health, which respondents can answer with degrees of agreement or disagreement (e.g., I know how to prevent problems with my health; I am confident that I can tell a doctor my concerns, even when he or she does not ask). The measure is scored on a theoretical 0-100 scale with most patients falling in the 35-95 point range. Four levels of activation have been previously identified, reflecting a developmental progression from passive receipt of care toward greater activation [17,18].

Utilization data were derived from claims data. Primary care, specialty care, emergency department (ED) use, and hospital stays were the utilization variables assessed. For primary and specialty care visits, we examined the actual number of visits in the pre and post period. For the ED and hospitalizations, we examined whether or not there were any visits.

In our analyses we also examined and controlled for demographic and health variables. Average income for the member’s zip code is used as a proxy for member’s income in the analysis. The Adjusted Clinical Groups (ACG) score is a measure of illness severity and is included in the analysis to control for health status differences in the study groups.

Analytic Approach

We first examined the demographic and health characteristics of the four groups, using baseline data from the last 6 months of 2010, using chi-square and analysis of variance (ANOVA) tests. Additionally, we used descriptive statistics to examine how much use of the online wellness program each of the four groups engaged in.

Then, we examined bivariate relationship between the changes from pre- to post- in the outcome measures (PAM scores and utilization) using follow-up data collected from the first 6 months of 2012. Finally, we developed multivariate analyses to examine the relationships between group participation level and the post-period outcomes, controlling for the pre-period outcome value, demographic characteristics, and ACG risk score. The sample size for Patient activation in the follow-up is reduced to 46% of the original sample size because not all members completed the pam again in 2012. All analyses weight the observations by the inverse probability of selection and adjust the standard errors accordingly.

Results

Characteristics of Those Who Responded to Each Level of the Incentive

Table 1 shows that the vast majority of study participants did not use the online wellness program at all (88.91%, 128,634/144,675). Of the 16,041 people who did use it, 7099 (44.25%) people participated only enough to receive the initial incentive, 2693 (16.79%) received the second higher incentive, and 6249 (38.96%) went beyond the incentive requirements.

The people who participated in the four different levels of the online wellness program had different demographic characteristics (Table 1). The group that did not participate in the online wellness program had a higher percent of males than the groups that did respond, and women were more likely to comprehensively use the online program. There were also age differences in who and how much members responded to the incentive. Those that responded to the higher incentive only were slightly younger than those in the other groups. The average income (based on zip code) was not different for the four groups. People whose online program use went beyond the incentive requirements had a slightly higher baseline PAM score than did those who did only what the incentives required (there were no PAM scores on the group that did not participate in the online program at all).

There were also differences in the groups in terms of their health status. Those who responded to the incentive or went beyond the incentive had slightly higher ACG risk scores than those not responding to the incentive. However, those not responding to any of the incentives were more likely to have diabetes and hypertension than those who responded to the incentive or went beyond the incentive.

It is interesting to note that those members who went beyond the incentive in their use of the online program, had usage considerably beyond the requirements of the incentive, viewing on average over 20 topics (Table 2); 69.88% (6249/8942) of those who got the maximum incentive, went beyond what the incentive required.

We also looked at baseline PAM level as a predictor of how members responded to the incentive. Table 3 shows percent of members at each level of activation at baseline and their distribution over the three groups responding to the incentive (no PAM scores were available for those who did not respond to the incentive so they are not included in this analysis). Members at the lowest level of activation at baseline were slightly more likely to take the minimum incentive (PAM only), than those at the higher levels of activation. However, even among the least activated, 32.0% (231/723) went beyond the incentive in their use of the online program, while 40.50% (2828/6983) of the highest activated went beyond the incentive.
Table 1. Demographic and health characteristics of the study sample, by program participation level.

<table>
<thead>
<tr>
<th>Demographic/characteristic</th>
<th>Total sample(^a) (n=16,493)</th>
<th>Subsample of non-participants(^b) (n=452)</th>
<th>PAM(^b) only: Low incentive participation (n=3099)</th>
<th>Completed 8 topics: High incentive (n=2693)</th>
<th>Went beyond incentive requirements (n=6249)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weighted percent of population</td>
<td>-</td>
<td>14,609 (88.58%)</td>
<td>870 (5.27%)</td>
<td>305 (1.85%)</td>
<td>709 (4.30%)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>8881 (53.85)</td>
<td>8048 (55.09)</td>
<td>366 (42.06)</td>
<td>153 (50.16)</td>
<td>314 (44.29)(^c)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female</td>
<td>7612 (46.15)</td>
<td>6561 (44.91)</td>
<td>504 (57.93)</td>
<td>152 (49.84)</td>
<td>395 (55.71)(^c)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>41.3 (13.4)</td>
<td>41.2 (13.5)</td>
<td>42.8 (12.2)</td>
<td>39.2 (11.8)</td>
<td>41.9 (11.6)(^c)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Income of zip code, mean (SD)</td>
<td>23,967.34 (7131.31)</td>
<td>23,947.40 (7164.20)</td>
<td>24,318.16 (6899.29)</td>
<td>24,137.45 (7199.90)</td>
<td>23,874.46 (6846.15)</td>
<td>.48</td>
</tr>
<tr>
<td>PAM score, mean (SD)</td>
<td>N/A</td>
<td>N/A</td>
<td>70.3 (15.3)</td>
<td>70.5 (15.0)</td>
<td>71.7 (15.3)(^c)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Health Risk Score, mean (SD)</td>
<td>2.0 (1.3)</td>
<td>1.9 (1.3)</td>
<td>2.1 (1.2)</td>
<td>2.1 (1.2)</td>
<td>2.2 (1.1)(^c)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Chronic conditions, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>2156 (13.07)</td>
<td>1939 (13.27)</td>
<td>103 (11.84)</td>
<td>30 (9.84)</td>
<td>83 (11.71)</td>
<td>.24</td>
</tr>
<tr>
<td>Diabetes</td>
<td>519 (3.15)</td>
<td>485 (3.32)</td>
<td>15 (1.72)</td>
<td>5 (1.64)</td>
<td>14 (1.97)(^a)</td>
<td>.02</td>
</tr>
<tr>
<td>Hypertension</td>
<td>2307 (13.99)</td>
<td>2101 (14.38)</td>
<td>93 (10.69)</td>
<td>28 (9.18)</td>
<td>85 (11.99)(^a)</td>
<td>.02</td>
</tr>
</tbody>
</table>

\(^a\)Since we examined a random sample of people who never participated in online coaching, the descriptive statistics are weighted using the inverse probability of selection for the no coaching group, and the standard errors are weighted accordingly. The numbers presented in the table for percentages reflect the weighted numbers.

\(^b\)PAM: patient activation measure

\(^c\)Chi-square statistical tests were used for categorical demographic and health variables (gender and having specific chronic conditions), while ANOVAs were used for continuous variables (age, mean income of zip code, health risk score).

Table 2. Incentive response and use of online wellness/ self-management program.

<table>
<thead>
<tr>
<th>Program use</th>
<th>PAM(^b) only: Low incentive mean (SD)</th>
<th>Completed 8 topics: High incentive mean (SD)</th>
<th>Went beyond incentive requirements mean (SD)</th>
<th>ANOVA</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of health topics accessed</td>
<td>1.2 (2.2)</td>
<td>8.6 (1.0)</td>
<td>20.2 (18.4)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Number of health topics completed</td>
<td>0.9 (1.9)</td>
<td>8.0 (0.0)</td>
<td>19.4 (18.2)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Number of months of use</td>
<td>1.2 (0.6)</td>
<td>1.4 (0.8)</td>
<td>1.7 (1.1)</td>
<td>&lt;.001</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)PAM: patient activation measure

Table 3. Patient activation level and response to incentive.\(^a\)

<table>
<thead>
<tr>
<th>Response</th>
<th>PAM(^b) Level 1 (n=723)</th>
<th>PAM Level 2 (n=991)</th>
<th>PAM Level 3 (n=7342)</th>
<th>PAM Level 4 (n=6983)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAM only: Low Incentive</td>
<td>388 (53.67)</td>
<td>445 (44.90)</td>
<td>3237 (44.09)</td>
<td>3027 (43.35)</td>
</tr>
<tr>
<td>Completed 8 topics: High Incentive</td>
<td>106 (14.66)</td>
<td>179 (18.06)</td>
<td>1282 (17.46)</td>
<td>1126 (16.12)</td>
</tr>
<tr>
<td>Went beyond incentive requirements</td>
<td>229 (31.67)</td>
<td>367 (37.03)</td>
<td>2823 (38.45)</td>
<td>2830 (40.53)</td>
</tr>
</tbody>
</table>

\(^a\)Chi-square P value <.001

\(^b\)PAM: patient activation measure
Impact of Intervention on Patient Activation and Utilization

Table 4 shows the bivariate relationships between the program participation level and the pre, post, and change in outcome variables. The results indicate that there is a significant difference in PAM scores in the pre and post periods across the three groups who used the online program (we did not have PAM data on those who did not participate); however, the difference in the increase from baseline to follow-up is not significant.

There were no significant differences in the groups in primary care, specialty care, or hospital visits in either the baseline or post period. However, there were differences in the groups in the post period for ED visits, with highest rates for nonparticipants. It is notable that ED visits increased for all groups from the baseline to the post period, but the change was not significantly different among the groups.

Table 5 shows the multivariate regression results, which control for baseline outcome value, age, gender, income, and baseline ACG risk score. In this analysis, patient activation scores at follow-up are significantly greater (by approximately 1 point) for those who used the online wellness program as compared to those who only took the PAM. In addition, use of the ED is significantly lower for all groups who responded to any level of the incentive as compared to those who did not participate. No differences were found in other types of utilization.

Table 6 shows how much patient activation scores changed among those who made any use of the online program. The changes in scores are shown within baseline PAM levels. At baseline, those who scored in the lower two levels of patient activation increased their PAM score the most following participating in the online program. Members who at baseline scored in the lowest level of activation gained an average of 21 points (on a 0-100 scale).

---

**Table 4. Bivariate relationships between utilization, cost, and participation level.**

<table>
<thead>
<tr>
<th></th>
<th>No participation</th>
<th>PAM only: Low incentive participation</th>
<th>Completed 8 topics: High incentive participation</th>
<th>Went beyond incentive re-quirements</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Patient activation score</strong>, mean (SD)</td>
<td>n/a</td>
<td>70.7 (14.6)</td>
<td>71.2 (14.7)</td>
<td>72.1 (15.3)</td>
<td>.002</td>
</tr>
<tr>
<td>Pre-period</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Post-period</td>
<td></td>
<td>72.4 (14.6)</td>
<td>73.6 (15.1)</td>
<td>74.1 (16.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Change</td>
<td>n/a</td>
<td>1.7 (4.8)</td>
<td>2.5 (15.5)</td>
<td>2.0 (16.3)</td>
<td>.33</td>
</tr>
<tr>
<td><strong>Primary care visits, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-period</td>
<td>2.4 (5.4)</td>
<td>2.4 (4.8)</td>
<td>2.4 (4.6)</td>
<td>2.6 (5.0)</td>
<td>.47</td>
</tr>
<tr>
<td>Post-period</td>
<td>3.1 (4.9)</td>
<td>3.5 (5.3)</td>
<td>3.1 (5.6)</td>
<td>3.4 (5.9)</td>
<td>.06</td>
</tr>
<tr>
<td>Change</td>
<td>0.7 (6.8)</td>
<td>1.0 (6.5)</td>
<td>0.7 (6.9)</td>
<td>0.8 (7.1)</td>
<td>.50</td>
</tr>
<tr>
<td><strong>Specialty care visits, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-period</td>
<td>2.9 (7.2)</td>
<td>2.8 (6.5)</td>
<td>2.8 (5.9)</td>
<td>2.9 (6.4)</td>
<td>.86</td>
</tr>
<tr>
<td>Post-period</td>
<td>3.7 (9.1)</td>
<td>4.1 (8.0)</td>
<td>3.6 (7.3)</td>
<td>3.9 (7.9)</td>
<td>.10</td>
</tr>
<tr>
<td>Change</td>
<td>0.8 (9.5)</td>
<td>1.3 (8.7)</td>
<td>0.8 (8.3)</td>
<td>1.0 (8.9)</td>
<td>.20</td>
</tr>
<tr>
<td><strong>Emergency department visits, n (%) with a visit</strong>, b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-period</td>
<td>635 (4.5)</td>
<td>27 (3.0)</td>
<td>9 (3.1)</td>
<td>24 (3.4)</td>
<td>.41</td>
</tr>
<tr>
<td>Post-period</td>
<td>1103 (7.8)</td>
<td>33 (3.7)</td>
<td>12 (4.0)</td>
<td>31 (4.3)</td>
<td>.01</td>
</tr>
<tr>
<td>Change</td>
<td>3.3 (0.3)</td>
<td>0.7 (0.3)</td>
<td>0.9 (0.3)</td>
<td>0.9 (0.3)</td>
<td>.40</td>
</tr>
<tr>
<td><strong>Hospitalizations, n (%) with a visit</strong>, b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-period</td>
<td>226 (1.6)</td>
<td>10 (1.1)</td>
<td>3 (1.0)</td>
<td>8 (1.2)</td>
<td>.81</td>
</tr>
<tr>
<td>Post-period</td>
<td>291 (2.0)</td>
<td>17 (2.0)</td>
<td>7 (2.2)</td>
<td>16 (2.2)</td>
<td>.83</td>
</tr>
<tr>
<td>Change</td>
<td>0.4 (0.2)</td>
<td>0.8 (0.2)</td>
<td>1.2 (0.2)</td>
<td>1.1 (0.2)</td>
<td>.74</td>
</tr>
</tbody>
</table>

---

aThe sample size for PAM was n=2222 for PAM only, n=1522 completed 8 topics, and n=3894 for going beyond the incentive requirements.
bThe numbers presented in the table for percentages reflect the weighted numbers.
cPAM: patient activation measure
show a lesser increase in emergency department use for those who began at the lower two levels of activation. The findings also indicated that it is the more activated who are more likely to participate in offered health programs [19]. It is also consistent with findings that suggest that incentives are more effective with slightly higher scores at baseline were more likely to go beyond the incentive in using the online program. That is to say, the incentive seemed to be most effective in stimulating participation among those who were slightly more activated and in better health. This is consistent with a prior study indicating that it is the more activated who are more likely to participate in offered health programs [19]. It is also consistent with findings that suggest that incentives are more effective when the incentive does not require difficult or sustained behavior change [7].

Contrary to concerns raised by some investigators, the findings do not indicate that the incentive to participate in the online program undermined or supplanted internal motivations to manage one’s own health [11]. For those who used the online wellness program, 40% went beyond what the incentive required, and 70% of those who took the maximum incentive, continued to use the program beyond the incentive. This suggests that the users of the online program found value in using it, and it was their own internal motivation that stimulated this additional use. Further, it appears that participation in the online program increased PAM scores, particularly among those who began at the lower two levels of activation. The findings also show a lesser increase in emergency department use for those who participated in any way in the program compared to those who did not use the online wellness program. Given that the sickest and costliest patients were excluded from the analysis (those invited to telephonic coaching were excluded), it is somewhat surprising that this type of “self-directed” intervention would impact utilization among those who are moderate to low health care utilisers.

The findings break new ground in this research arena, in that most evaluations of wellness programs and incentives do not measure the impact of the program on the individual’s knowledge, skill, and confidence in managing their health (activation). By including activation in the analysis, the findings help to elucidate who these programs are reaching (eg, are they reaching the more or less activated?) and who they are helping.

Limitations

At the same time, the findings are limited by the fact that we did not have PAM data on those who chose not to participate in the incentive program, nor on participants who did not complete a PAM in 2012 as well as 2011. They are also limited by the design of the study. Because participants were not randomly assigned to the four study groups, we cannot rule out that the findings are the result of some other, unmeasured, factor. Finally, because the study was conducted within one health plan in one geographic region and only included insured adults, the generalizability of the findings are limited.

The findings indicate that participation in the program resulted in one geographic region and only included insured adults, the generalizability of the findings are limited. However, because the study was conducted within one health plan in one geographic region and only included insured adults, the generalizability of the findings are limited. However, because the study was conducted within one health plan in one geographic region and only included insured adults, the generalizability of the findings are limited. However, because the study was conducted within one health plan in one geographic region and only included insured adults, the generalizability of the findings are limited. However, because the study was conducted within one health plan in one geographic region and only included insured adults, the generalizability of the findings are limited. However, because the study was conducted within one health plan in one geographic region and only included insured adults, the generalizability of the findings are limited. However, because the study was conducted within one health plan in one geographic region and only included insured adults, the generalizability of the findings are limited. However, because the study was conducted within one health plan in one geographic region and only included insured adults, the generalizability of the findings are limited. However, because the study was conducted within one health plan in one geographic region and only included insured adults, the generalizability of the findings are limited. However, because the study was conducted within one health plan in one geographic region and only included insured adults, the generalizability of the findings are limited. However, because the study was conducted within one health plan in one geographic region and only included insured adults, the generalizability of the findings are limited. However, because the study was conducted within one health plan in one geographic region and only included insured adults, the generalizability of the findings are limited. However, because the study was conducted within one health plan in one geographic region and only included insured adults, the generalizability of the findings are limited.
findings are consistent with the findings from other intervention studies that show that the least activated gain the most from an intervention [14,15,20]. Research shows that increases in activation are related to improvements in health behaviors, clinical indicators, and reductions in costly health care utilization [1]. As we move into an era where organizations are held accountable for costs and outcomes, finding ways to engage the least activated is becoming a priority.

**Conclusions**

While the incentive was most effective in recruiting higher activated members, less activated members also responded to the incentive. Providing an incentive for program participation may be an effective pathway for working with less activated patients, particularly if the program is tailored to the needs of the less activated. However, it is important to note that the vast majority of health plan members did not respond to the incentive at all.

With increased costs and an aging population base, strategies to effectively manage population health is a global concern. This study adds to our understanding of who is likely to respond to incentives and how participation in the programs may influence behaviors and health care utilization.
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Abstract

Background: The HealthValues Healthy Eating Programme is a standalone Internet-based intervention that employs a novel strategy for promoting behavior change (analyzing one’s reasons for endorsing health values) alongside other psychological principles that have been shown to influence behavior. The program consists of phases targeting motivation (dietary feedback and advice, analyzing reasons for health values, thinking about health-related desires, and concerns), volition (implementation intentions with mental contrasting), and maintenance (reviewing tasks, weekly tips).

Objective: The aim was to examine the effects of the program on consumption of fruit and vegetables, saturated fat, and added sugar over a 6-month period.

Methods: A total of 82 females and 18 males were recruited using both online and print advertisements in the local community. They were allocated to an intervention or control group using a stratified block randomization protocol. The program was designed such that participants logged onto a website every week for 24 weeks and completed health-related measures. Those allocated to the intervention group also completed the intervention tasks at these sessions. Additionally, all participants attended laboratory sessions at baseline, 3 months, and 6 months. During these sessions, participants completed a food frequency questionnaire (FFQ, the Block Fat/Sugar/Fruit/Vegetable Screener, adapted for the UK), and researchers (blind to group allocation) measured their body mass index (BMI), waist-to-hip ratio (WHR), and heart rate variability (HRV).

Results: Data were analyzed using a series of ANOVA models. Per protocol analysis (n=92) showed a significant interaction for fruit and vegetable consumption (P=.048); the intervention group increased their intake between baseline and 6 months (3.7 to 4.1 cups) relative to the control group (3.6 to 3.4 cups). Results also showed overall reductions in saturated fat intake (20.2 to 15.6 g, P<.001) and added sugar intake (44.6 to 33.9 g, P<.001) during this period, but there were no interactions with group. Similarly, there were overall reductions in BMI (27.7 to 27.3 kg/m², P=.001) and WHR (0.82 to 0.81, P=.009), but no interactions with group. The intervention did not affect alcohol consumption, physical activity, smoking, or HRV. Data collected during the online sessions suggested that the changes in fruit and vegetable consumption were driven by the motivational and maintenance phases of the program.

Conclusions: Results suggest that the program helped individuals to increase their consumption of fruit and vegetables and to sustain this over a 6-month period. The observed reduction in fat and sugar intake suggests that monitoring behaviors over time is effective, although further research is needed to confirm this conclusion. The Web-based nature of the program makes it a potentially cost-effective way of promoting healthy eating.
A diet that is high in saturated fat and added sugars and low in fruit and vegetables is associated with a range of chronic diseases, including cardiovascular disease, cancer, and diabetes [1-5]. However, such a diet is typical for a large proportion of European and North American adults [3,6-8], and lifestyle-related diseases are now the leading cause of death globally [9]. Therefore, dietary improvement has become a priority for many Western governments [10].

One way of promoting a more healthy diet is via Internet-based intervention. This has a range of potential advantages [11], including the ability to incorporate interactive and tailored features into a program that is fully automated. This makes it a potentially cost-effective approach. Indeed, a number of fully automated Internet interventions have shown positive effects on diet. For example, compared with control groups, 4 studies have found significant reductions in fat intake up to 8 months from baseline [12-15], 3 studies have found significant increases in fruit and vegetable consumption up to 15 months [15-17], and 1 study has found a significant reduction in added sugar intake at 4 months, although not at 8 months [15].

Although these results offer a useful first step in understanding the efficacy of Internet-based health promotion interventions, most of them draw on the same set of behavior change theories to guide content development. In particular, social cognitive theory, the theory of reasoned action / planned behavior, and the transtheoretical model are frequently used [18]. Theory is a powerful tool for effective interventions [18], but these models sometimes lack empirical support and specific details about how to actually change behavior [19-21]. Additionally, they do not always encompass the latest research findings.

This paper describes the initial evaluation of a new, fully automated Internet-based healthy eating intervention: the HealthValues Healthy Eating Programme. This program differs from previous Web interventions in its use of novel behavior change techniques. In developing the HealthValues Programme, we used a more bottom-up approach, employing a selection of distinct, brief interventions that have been shown to influence behavior. There are a wide range of such techniques in the research literature, but these often fail to be translated into practice. As such, the strategies we selected can be viewed as a starting point rather than a comprehensive selection.

The first strategy involved asking individuals to spend 5 minutes thinking about why the value of health is important or unimportant to them. There is evidence that social values (eg, equality, helpfulness) often lack cognitive support. In other words, although individuals believe them to be important, they have not necessarily thought about why they are important [22]. This means that they tend to behave in accordance with the value only when it is relatively easy to do so. However, asking individuals to think about the reasons underpinning social values can help them build cognitive support for these values and, in turn, promote more value-consistent behavior [23]. Recent research has suggested that health values also lack cognitive support, to the extent that thinking about reasons for health can have a positive influence on eating behaviors [24]. Given that this lack of cognitive support was evident across a range of social groupings and regardless of whether individuals lead healthy or unhealthy lifestyles, it suggests that this very simple strategy may be beneficial for a large number of individuals.

The second and third strategies asked individuals to spend 5 minutes considering (1) their desires and aspirations in relation to their health together with how achieving these would make them feel and (2) their concerns in relation to their health alongside how failing to avoid these would make them feel. These strategies map onto techniques commonly employed in motivational interviewing (MI) [25]. MI aligns with the principles of self-determination theory (SDT) [26] and has been shown to be effective in promoting dietary change [27]. These 2 strategies also draw on suggestions that affective messages may result in greater behavioral change than cognitive-based messages [28,29], but consistent with MI and SDT, these strategies take a nondirective approach.

The fourth strategy consists of implementation intentions with mental contrasting. Implementation intentions are specific plans of when, where, and how someone will change their behavior. They are believed to work by (1) increasing the accessibility of the situational cue that is relevant to the target behavior and (2) increasing the efficiency with which one performs the target behavior in the presence of the situational cue [30]. There is considerable evidence that implementation intentions can help promote behavior change [31,32]. In the present study, implementation intentions were employed in combination with mental contrasting. Mental contrasting involves thinking about both positive outcomes following successful behavior change as well as obstacles that might stand in the way of behavior change [33]. Mental contrasting with implementation intentions has been shown to reduce unhealthy snacking to a greater degree than either strategy in isolation [33] and has also been shown to increase fruit and vegetable consumption over a 2-year period [34].

To enhance the efficacy of the implementation intentions, we also utilized evidence about moderators by including a number of other features. These were the use of an “if...then...” format [35], use of self-formulated rather than assigned implementation intentions [36], visualization of the implementation intention [33], the formation of just 1 implementation intention at a time [37,38], emailed reminders of the implementation intention [18], the opportunity to review and modify the implementation intention in subsequent weeks [39,34], and a limited amount of tailored feedback aimed at promoting self-efficacy and autonomy [40].
The fifth strategy was the use of tailored dietary feedback in conjunction with standard health promotion advice [41,42]. Participants were provided with estimates of their intake of saturated fat, added sugar, and fruit and vegetables, along with government intake recommendations, information on the health consequences of high or low intake, and some simple strategies for adjusting one’s diet. Although this component of the intervention was similar to what might be contained in an intervention with a more educational approach, an awareness of one’s own diet and how it might be improved was deemed to be a prerequisite for subsequent change [43].

Finally, the program also incorporated weekly tips during the last phase. These were primarily aimed at maintaining user engagement [44] rather than promoting behavior change per se. They were designed to be light-hearted and engaging, but were also evidence-based.

Drawing on the model of action phases [45], these strategies were divided into a motivational phase (dietary feedback, reasons for health values, health-related desires and aspirations, health-related concerns) and a volitional phase (implementation intentions). This was followed by a maintenance phase during which participants could repeat or review previous tasks and information and could also access the Tip of the Week. We evaluated the program over a 6-month period through the use of laboratory-based measures taken at baseline, 3 months, and 6 months, and via weekly online measures. The intervention group was compared with a control group who completed the laboratory and online measures, but not the intervention strategies. The main aim of the study was to examine the effects of the program on different types of health-related eating behaviors, those that require engagement (eating more fruit and vegetables) and those that require disengagement (eating less saturated fat and added sugar). However, we were also interested in examining the spillover effects to other health-related behaviors (eg, physical activity, alcohol consumption, smoking) [46].

Methods

Sample Size

Given that this study served as an initial test of the program, there were no comparable studies on which to base sample size calculations. That said, our sample size was informed by our previous research that examined the effects of 1 of the intervention components (thinking about reasons for values) on eating behavior over a 7-day period [24]. The eating behavior measure showed a mean difference between groups of 0.92 and a standard deviation of 1.51, meaning that at 80% power, 44 participants per group would be needed to detect a significant difference (2-tailed, \( P < .05 \)). Assuming an attrition rate of no more than 15% [47], we concluded that a sample size of 100 would be appropriate for this trial.

Participants

Participants were recruited using both online and print advertisements in the local community. These included posters and flyers in local shops and community facilities, and advertisements on social media sites, email networks, and in local newspapers. The advertisements stated that the study team were looking for individuals to test a new online healthy eating program and noted that individuals would be reimbursed for participation. The study’s website address (which included a full participant information sheet) was included in the advertisement. See Multimedia Appendices 1 and 2 for study home page and information sheet.

As inclusion criteria, we stipulated that participants be aged 18 or older and able to comply with the study procedures (ie, attend the laboratory appointments and complete the weekly online sessions). Other exclusion criteria were pregnancy, being out of the country for more than 3 weeks during the study period, another household member already participating, and participation in a previous related study. A total of 159 individuals contacted the study team during the recruitment period. Of these, 38 decided not to take part or failed to respond to subsequent communications and 21 did not meet inclusion criteria. Figure 1 shows the flow of participants through the study. Of the 100 participants recruited, 82 were females and 18 were males. Mean age was 39 (SD 14) years and mean body mass index (BMI) was 27.68 (SD 5.73) kg/m². A total of 23 participants were dieting to lose weight. Participants were predominantly white (93.0%, 93/100) and most had English or Welsh as a first language (94.0%, 94/100) and were well-educated (63.0%, 63/100 to degree level).
Figure 1. Flow of participants through the study.

Study Design and Procedure

The study received ethics approval from Swansea University Psychology Department Ethics Committee. Informed consent was collected by researchers at the first laboratory assessment (described subsequently). Although the study was a randomized controlled trial design, given its exploratory nature, the trial was not registered.

Laboratory measures were taken at baseline (February to April 2012), and at 3 months (May to July 2012) and 6 months (August to October 2012) postbaseline by GJB and a second research assistant, both of whom were blind to group allocation. Following baseline assessment, GJB emailed KT details of each participant’s dieting status and fruit and vegetable consumption. KT then allocated participants to an intervention or control (“monitoring”) group using a stratified block randomization protocol on the basis of dieting status (dieting versus nondieting) and fruit and vegetable consumption (≥5 a day versus <5 a day). Block size was 2 and random numbers were generated in Excel. KT then emailed the participant details of their user ID and password and they were informed of their group allocation the first time they logged on. Although participants were not blind to group allocation, they were informed that both the “experimental” group and the “monitoring” group would monitor eating behaviors and that this had been shown to be useful for reaching health goals. Participants in the control group were offered the opportunity to complete the program tasks at the end of the study.

All participants were asked by automated email to log onto the study website every week on 24 separate occasions to complete measures (intervention and control group) and program tasks (intervention group only). Each session could be accessed 6 days after completion of the previous session. Once the session became available, the participant was sent an email asking them to log in to complete it. Up to 3 automated reminders were emailed 2, 4, and 6 days later to participants who failed to complete the session. After completion of each session, the participant was sent an automated email thanking them and reminding them to log in again the following week. If participants failed to log in for 3 weeks, GJB attempted to contact them by phone and then email to establish whether they still wanted to participate in the online sessions and, if not, to assure them that we would still be keen for them to attend the laboratory assessments.

Each participant received £10 (approximately US $17) for attending the first laboratory session, £25 (US $42) for the second, and £50 (US $84) for the third. Additionally they received £2 (US $3) per session for completing the first 10
online sessions, £2.50 (US $4) per session for completing the next 10 online sessions, and £5 (US $8) per session for completing the last 4 online sessions. Thus, participants could receive up to £150 (US $253) for completing all laboratory and online sessions. Money for completing the online sessions was given at the final laboratory assessment and amounts allocated were indicated in emails sent to prompt, remind, and thank participants. In a further effort to limit attrition, participants received small gifts (a fabric bag and a mouse pad) at the first and second laboratory assessments. These were branded with the HealthValues logo.

**Measures**

**Outcome Measures**

Primary outcome measures were intake of (1) saturated fat, (2) added sugar, and (3) fruit and vegetables. These were assessed in a laboratory using the Block Fat/Sugar/Fruit/Vegetable Screener, a 55-item food frequency questionnaire (FFQ) adapted from a longer version that has been shown to have good reliability and validity [48,49]. The FFQ included questions about both frequency and quantity of intake. It was developed in North America and for our purposes adapted for use in the UK. Because the questionnaire often referred to quantities in terms of “cups,” participants were also given 4 UK measuring cups (1 cup, 1/2 cup, 1/4 cup, 1/8 cup) to assist them with their portion estimates when completing the questionnaire.

Secondary outcome measures were BMI, waist-to-hip ratio (WHR), heart rate variability (HRV), smoking status, smoking frequency, quantity of alcohol consumed, binge drinking, physical activity, dietary behaviors, and additional online assessments of saturated fat, added sugar, and fruit and vegetable intake. BMI, WHR, and HRV were assessed in the laboratory by trained researchers. These physiological measures provide an objective assessment of health status [50]. For example, HRV is a surrogate measure of cardiac control via the autonomic nervous system and can be considered to be a measure of cardiac fitness. Less favorable HRV profiles are associated with hypertension, cardiovascular disease, and aging [51], whereas physical activity has a positive effect on HRV profile [52,53].

In this study, we quantified HRV using the common statistical indexes standard deviation of cardiac (“RR”) interval (SDRR) and root mean square of successive differences (RMSSD), which reflect overall HRV and short-term (respiratory-mediated) HRV, respectively [54]. Higher scores represent better cardiac control.

Alcohol consumption was measured in the laboratory using a questionnaire designed to capture episodes of binge drinking as well as typical drinking behaviors [55]. It contained 4 items asking about frequency of consumption and number of units consumed for both usual consumption and for days when the respondent consumed larger-than-usual quantities. The questionnaire was scored by converting frequencies to drinks per week and then multiplying frequency by number of units to obtain the number of units consumed per week from usual drinking. To compute additional units consumed from larger-than-usual episodes, the usual number of units consumed was first subtracted from the larger-than-usual number of units. This gave the number of additional units consumed on these occasions. This number was then multiplied by the larger-than-usual frequency to obtain a figure for the additional number of units consumed per week from more-than-usual drinking. The 2 figures were then added together to obtain the overall number of units consumed per week. In-line with British government recommendations, binge drinking was defined as 8 or more units per day for men and 6 or more units per day for women [56]. Where quantities consumed for either usual consumption or larger-than-usual consumption met these criteria, they were coded as an episode of binge drinking.

Smoking was assessed in the laboratory by asking participants whether they smoked cigarettes and, if yes, the number they usually smoked either per day, per week, or per month. Scores were recorded into number smoked per week.

Physical activity was assessed online at sessions 1, 8, 12, and 24 using the short version of the International Physical Activity Questionnaire (IPAQ) [57]. Participants indicated on how many days and for how long they had engaged in vigorous activity, moderate activity, and walking during the previous week. These scores were converted into total number of metabolic equivalent of task (MET) units expended per day [58].

In addition to the laboratory assessments, saturated fat, added sugar, and fruit and vegetable consumption were also assessed online at sessions 1, 8, 12, and 24 using a validated UK FFQ [59]. Respondents recorded the frequency with which they consumed 63 common food items over the previous month. The FFQ has been shown to have good test-retest reliability [60], as well as good convergent validity with 10-day weighed records [61] and with 24-hour dietary records [59]. The FFQ has also been shown to possess good construct validity [62].

To compute daily intake of saturated fat and added sugar, the proportions of these macronutrients in each of the 63 foods were calculated based on data provided by the British Food Standards Agency [63,64]. Each participant’s daily intake of each food was then computed by multiplying frequency of consumption by average portion size. Average portion sizes were based on Bingham and Day [65] and the British Food Standards Agency [64]. Finally, the quantities of saturated fat and added sugar consumed were calculated by multiplying daily intake values of the various food types by the proportion of saturated fat/added sugar in each food. These were then summed across the 63 foods to provide daily total consumption of saturated fat and added sugar for each participant.

Two additional questions were used in the calculation of fruit and vegetable consumption. These were the number of portions of fruit (excluding fruit juice), and the number of portions of vegetables (excluding potatoes, beans, and lentils) eaten on a typical day during the previous week. Examples of portions were provided. These scores were combined with scores from items relating to fruit juice and beans/lentils from the FFQ to compute daily servings of fruit and vegetables. In-line with UK guidelines, juice and beans/lentils were counted as a maximum of 1 serving a day each.

Dietary behaviors were assessed at the start of each of the 24 online sessions using a questionnaire that was developed for the project. This consisted of 17 items associated with standard dietary advice related to consumption of saturated fat, added
sugar, and fruit and vegetables (eg, reducing the number of teaspoons of sugar added to hot drinks, cereals, and desserts; replacing red meat with white meat or fish). The items were a mix of quantitative (eg, number of high fat snacks during the previous week) and categorical (eg, type of milk usually consumed). To reduce respondent burden, after the first session participants were presented with their responses from the previous session and asked to simply adjust their answers where they had made a dietary change. The questionnaire was scored by calculating the number of positive versus negative changes made since the previous session (−17 to +17).

All online questionnaires were tested for usability before the study. Questionnaires and items were presented in the same order for each participant and participants needed to complete all items before progressing to the next screen. Adaptive questioning was used for the IPAQ.

Demographic Measures
Details of participants’ gender, age, level of education, and first language were collected at the first online session.

Additional Measures
Data relating to potential mediators (habits, intentions, self-efficacy, anticipated emotions), moderators (need for affect, need for cognition, behavioral approach system sensitivity, behavioral inhibition system sensitivity, environmental change), and process measures (poststudy feedback questionnaires and telephone interviews) were also collected, but these are not discussed in the present paper.

Intervention
The intervention was tested for usability before the study. At all sessions, intervention components were delivered after assessment measures. The intervention components are detailed in Multimedia Appendix 3. For information purposes, Multimedia Appendix 1 also shows how the components relate to Michie and colleagues’ recommended taxonomy of behavior change techniques [66]. Further details of the intervention components can be obtained from the first author.

Statistical Analysis
Baseline characteristics of the 2 groups were compared using t tests and chi-square tests. Given the exploratory nature of the trial, intention-to-treat analyses were conducted on primary outcomes only. Missing data were replaced by calculating the mean change from previous observations in the control group and adding or subtracting this figure from the previous observation relating to the missing data point. To examine changes in time over the 6-month period, ANOVA models with time as an independent variable were employed for the main analyses. Thus, a series of 3×2 mixed ANOVA models were used to examine the effects of the intervention on laboratory-measured intake of (1) saturated fat, (2) added sugar, and (3) fruit and vegetables. Independent variables were time (baseline, 3 months, 6 months) and group (control, intervention). There were 7 outliers (defined as greater than 3.5 SDs from the mean) and the analysis was conducted both with these unchanged and by adjusting them to 3.5 SDs from the mean.

Per protocol analysis was conducted on all primary and secondary outcomes by including only those participants who completed all 3 laboratory assessments as well as 12 or more of the 24 online sessions (for laboratory measures) or all 24 online sessions (for online measures). Although the samples for such analyses are subject to bias, they are an important means of examining intervention efficacy in exploratory trials. A series of 3 (time) × 2 (group) mixed ANOVA models were used to examine effects on laboratory-based measures whereas 4 (time) × 2 (group) ANOVA models were used for online measures. Analyses were conducted with outliers (defined as 3.5 SDs from the mean) both included and excluded. Fisher exact test was used to examine smoking status and chi-square test was used for binge drinking status.

To examine the effects of the individual intervention strategies employed in the motivational phase, change scores were calculated using the dietary behaviors questionnaire. These were computed using figures from the session in which the strategy was employed and 2 sessions later (eg, change between sessions 1 and 3, see Multimedia Appendix 1 for details of strategies). Change score was then employed as the dependent variable in a 2 (condition) × 4 (strategy) mixed ANOVA.

Results
Baseline Characteristics
Analysis of baseline characteristics showed that the intervention and control groups were well matched across a range of variables (see Table 1).
Table 1. Baseline characteristics of the intervention and control groups (N=100).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Control group (n=50)</th>
<th>Intervention group (n=50)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (female), n (%)</td>
<td>42 (84)</td>
<td>41 (82)</td>
<td>.75b</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>37.7 (13.2)</td>
<td>41.1 (14.1)</td>
<td>.21c</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>28.1 (5.8)</td>
<td>27.1 (5.7)</td>
<td>.40b</td>
</tr>
<tr>
<td>Dieting status (dieting), n (%)</td>
<td>11 (22)</td>
<td>12 (24)</td>
<td>.81b</td>
</tr>
<tr>
<td>Education level (degree level or higher), n (%)</td>
<td>29 (58)</td>
<td>34 (68)</td>
<td>.86b</td>
</tr>
<tr>
<td>First language (English/Welsh), n (%)</td>
<td>49 (98)</td>
<td>45 (90)</td>
<td>.09b</td>
</tr>
<tr>
<td>Ethnic background (white British), n (%)</td>
<td>42 (84)</td>
<td>34 (68)</td>
<td>.32b</td>
</tr>
</tbody>
</table>

a Highest level of educational attainment coded as GCSEs, A-levels, degree (or equivalent), still studying or other.
b t test.
c Chi-square test.

Intention-to-Treat Analyses

Descriptive and inferential statistics for intention-to-treat analyses (without outlier adjustment) are shown in Table 2. The results suggest that although both groups showed significant reductions in saturated fat and added sugar over the 6-month period, participants allocated to the intervention group did not show greater improvements than those allocated to the control group. There was no overall change in fruit and vegetable consumption over time, but a trend toward an increase in the intervention group relative to the control group (small to medium effect size). Repeating the analyses with outlier adjustment showed near identical results.

Table 2. Means (SDs) and results from ANOVA models for intake of saturated fat, added sugar, and fruit and vegetables at baseline, 3 months, and 6 months in the intervention and control groups, for the intention-to-treat analysis.

<table>
<thead>
<tr>
<th>Variable and time</th>
<th>Group, mean (SD)</th>
<th>Effects for time</th>
<th>Effects for time × group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control (n=50)</td>
<td>Intervention (n=50)</td>
<td>F 1, 98</td>
</tr>
<tr>
<td>Saturated fat (grams)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>21.4 (8.9)</td>
<td>19.7 (9.6)</td>
<td>35.9</td>
</tr>
<tr>
<td>3 months</td>
<td>17.3 (8.3)</td>
<td>16.1 (7.7)</td>
<td></td>
</tr>
<tr>
<td>6 months</td>
<td>15.9 (6.6)</td>
<td>15.7 (9.9)</td>
<td></td>
</tr>
<tr>
<td>Added sugar (grams)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>47.6 (34.0)</td>
<td>43.2 (42.0)</td>
<td>8.6</td>
</tr>
<tr>
<td>3 months</td>
<td>36.7 (30.4)</td>
<td>30.3 (25.5)</td>
<td></td>
</tr>
<tr>
<td>6 months</td>
<td>38.5 (37.6)</td>
<td>30.5 (37.0)</td>
<td></td>
</tr>
<tr>
<td>Fruit and vegetables (cups)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>3.6 (1.5)</td>
<td>3.7 (1.7)</td>
<td>0.0</td>
</tr>
<tr>
<td>3 months</td>
<td>3.5 (1.9)</td>
<td>3.8 (1.7)</td>
<td></td>
</tr>
<tr>
<td>6 months</td>
<td>3.3 (1.5)</td>
<td>3.9 (1.6)</td>
<td></td>
</tr>
</tbody>
</table>

Per Protocol Analyses

Descriptive and inferential statistics for continuous primary and secondary outcome measures collected at laboratory sessions are shown in Table 3. Over the 6-month period, participants in both groups showed comparable declines in saturated fat intake, added sugar intake, BMI, and WHR. For fruit and vegetable intake, the intervention group showed significant increases relative to the control group. Follow-up independent t tests indicated no difference in fruit and vegetable consumption between the intervention and control groups at baseline and 3 months (t₀=0.31, P=.78 and t₀=1.01, P=.28, respectively), but significantly greater intake in the intervention group at 6 months (t₆₀=2.30, P=.02). For the RMSSD HRV measure there was a trend toward a significant group × time interaction, but no main effect of time. SDRR HRV and total alcohol intake did not change over time and were not influenced by group status. The same pattern of results occurred when these analyses were repeated but with outliers excluded.
Table 3. Means (SDs) and results from ANOVA models for laboratory-assessed primary and secondary outcomes at baseline, 3 months, and 6 months in the intervention and control groups, for the per protocol analyses.

<table>
<thead>
<tr>
<th>Variable and time</th>
<th>Group, mean (SD)</th>
<th>Effects for time</th>
<th>Effects for time × group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control (n=47)(^a)</td>
<td>Intervention (n=45)(^b)</td>
<td>(F_{1,90})</td>
</tr>
<tr>
<td>Saturated fat (grams)</td>
<td></td>
<td></td>
<td>28.7</td>
</tr>
<tr>
<td>Baseline</td>
<td>21.0 (8.9)</td>
<td>19.3 (8.9)</td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>16.7 (8.0)</td>
<td>16.2 (7.3)</td>
<td></td>
</tr>
<tr>
<td>6 months</td>
<td>15.5 (6.4)</td>
<td>15.7 (9.6)</td>
<td></td>
</tr>
<tr>
<td>Added sugar (grams)</td>
<td></td>
<td></td>
<td>7.2</td>
</tr>
<tr>
<td>Baseline</td>
<td>46.7 (34.3)</td>
<td>42.3 (43.0)</td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>35.8 (30.5)</td>
<td>30.4 (26.1)</td>
<td></td>
</tr>
<tr>
<td>6 months</td>
<td>37.2 (38.1)</td>
<td>30.4 (38.5)</td>
<td></td>
</tr>
<tr>
<td>Fruit and vegetables (cups)</td>
<td></td>
<td></td>
<td>0.3</td>
</tr>
<tr>
<td>Baseline</td>
<td>3.6 (1.4)</td>
<td>3.7 (1.7)</td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>3.4 (1.7)</td>
<td>3.8 (1.7)</td>
<td></td>
</tr>
<tr>
<td>6 months</td>
<td>3.4 (1.5)</td>
<td>4.1 (1.6)</td>
<td></td>
</tr>
<tr>
<td>Alcohol (units per week)</td>
<td></td>
<td></td>
<td>1.6</td>
</tr>
<tr>
<td>Baseline</td>
<td>6.4 (5.6)</td>
<td>6.3 (6.2)</td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>6.8 (7.2)</td>
<td>6.7 (6.9)</td>
<td></td>
</tr>
<tr>
<td>6 months</td>
<td>7.2 (7.5)</td>
<td>6.7 (7.3)</td>
<td></td>
</tr>
<tr>
<td>BMI (kg/m(^2))</td>
<td></td>
<td></td>
<td>11.2</td>
</tr>
<tr>
<td>Baseline</td>
<td>28.4 (5.8)</td>
<td>27.0 (5.9)</td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>28.3 (5.9)</td>
<td>26.8 (5.7)</td>
<td></td>
</tr>
<tr>
<td>6 months</td>
<td>28.0 (5.9)</td>
<td>26.6 (5.9)</td>
<td></td>
</tr>
<tr>
<td>WHR</td>
<td></td>
<td></td>
<td>7.2</td>
</tr>
<tr>
<td>Baseline</td>
<td>0.82 (0.09)</td>
<td>0.82 (0.09)</td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>0.81 (0.09)</td>
<td>0.82 (0.09)</td>
<td></td>
</tr>
<tr>
<td>6 months</td>
<td>0.81 (0.08)</td>
<td>0.81 (0.08)</td>
<td></td>
</tr>
<tr>
<td>HRV: SDRR (ms)</td>
<td></td>
<td></td>
<td>1.4</td>
</tr>
<tr>
<td>Baseline</td>
<td>45.0 (20.1)</td>
<td>49.6 (19.7)</td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>46.4 (20.1)</td>
<td>47.8 (18.7)</td>
<td></td>
</tr>
<tr>
<td>6 months</td>
<td>46.1 (17.9)</td>
<td>43.1 (15.2)</td>
<td></td>
</tr>
<tr>
<td>HRV: RMSSD (ms)</td>
<td></td>
<td></td>
<td>1.4</td>
</tr>
<tr>
<td>Baseline</td>
<td>28.9 (14.6)</td>
<td>33.1 (19.6)</td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>19.3 (15.3)</td>
<td>30.5 (16.3)</td>
<td></td>
</tr>
<tr>
<td>6 months</td>
<td>30.2 (15.4)</td>
<td>25.8 (12.9)</td>
<td></td>
</tr>
</tbody>
</table>

\(a\) For alcohol consumption, \(n=46\) due to questionnaire completion error.

\(b\) For alcohol consumption, \(n=44\) due to questionnaire completion error.

\(c\) For alcohol consumption, \(F_{1,88}\).

For smoking status, there were 91 participants who provided data on smoking at all 3 laboratory assessments and completed at least 12 of the online sessions. At each of the 3 time points there was no difference in the proportion of smokers in the experimental group compared to the control group at baseline (control: \(n=6\), experimental: \(n=2\), \(P=.27\)), 3 months (control: \(n=4\), experimental: \(n=1\), \(P=.36\)), and at 6 months (control: \(n=4\), experimental: \(n=3\), \(P>.99\)). Smoking frequency was not analyzed due to the small number of smokers in the sample.
Analysis of binge drinking included 90 participants who provided data on alcohol consumption at all 3 laboratory assessments and completed at least 12 of the online sessions. Again, at each of the 3 time points, there was no difference in the proportion of individuals who engaged in binge drinking in the experimental group compared to the control group at baseline (control: n=25, experimental: n=23; $\chi^2_1=0.0, P=.84$), 3 months (control: n=23, experimental: n=17; $\chi^2_1=1.1, P=.28$) and 6 months (control: n=20, experimental: n=17; $\chi^2_1=0.2, P=.64$).

Descriptive and inferential statistics for secondary outcome measures collected during the online sessions are shown in Table 4. Consistent with laboratory assessments, these show there were significant reductions in intake of saturated fat and added sugar over time, but that the extent of these reductions did not differ between intervention and control groups. Also consistent with laboratory assessments, the results show an increase in fruit and vegetable consumption among the intervention group relative to the control group. This was coupled with an overall increase in fruit and vegetable consumption over time. Follow-up independent $t$-tests indicated no difference in fruit and vegetable consumption between the intervention and control groups at sessions 1, 8, and 12 ($t_{86}=0.19, P=.85$; $t_{86}=1.64, P=.11$; $t_{86}=1.48, P=.14$, respectively), but significantly greater intake in the intervention group at session 24 ($t_{86}=2.45, P=.02$). Additionally, the results showed no significant change in physical activity over time and no effect of the intervention on physical activity. The same pattern of results occurred when these analyses were repeated with outliers excluded.

Table 4. Means (SDs) and results from ANOVA models for secondary outcomes assessed online at sessions 1, 8, 12, and 24 in the intervention and control groups, for the per protocol analyses.

<table>
<thead>
<tr>
<th>Variable and session</th>
<th>Group, mean (SD)</th>
<th>Effects for time</th>
<th>Effects for time × group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control (n=48)$^a$</td>
<td>Intervention (n=40)$^b$</td>
<td>$F_{1, 86}$ $^c$ $P$</td>
</tr>
<tr>
<td><strong>Saturated fat (grams)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>24.4 (9.9)</td>
<td>26.0 (15.4)</td>
<td>7.8</td>
</tr>
<tr>
<td>8</td>
<td>22.3 (10.6)</td>
<td>21.4 (13.0)</td>
<td>2.16</td>
</tr>
<tr>
<td>12</td>
<td>21.2 (10.4)</td>
<td>21.7 (11.4)</td>
<td>0.72</td>
</tr>
<tr>
<td>24</td>
<td>22.4 (10.0)</td>
<td>21.5 (9.1)</td>
<td>0.49</td>
</tr>
<tr>
<td><strong>Added sugar (grams)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>47.8 (43.6)</td>
<td>57.32 (74.5)</td>
<td>8.41</td>
</tr>
<tr>
<td>8</td>
<td>34.4 (22.7)</td>
<td>34.4 (32.3)</td>
<td>0.24</td>
</tr>
<tr>
<td>12</td>
<td>31.7 (21.4)</td>
<td>32.1 (25.3)</td>
<td>0.15</td>
</tr>
<tr>
<td>24</td>
<td>39.8 (27.0)</td>
<td>31.8 (19.4)</td>
<td>0.09</td>
</tr>
<tr>
<td><strong>Fruit and vegetables (portions)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>4.9 (2.1)</td>
<td>5.0 (2.0)</td>
<td>0.62</td>
</tr>
<tr>
<td>8</td>
<td>5.2 (2.4)</td>
<td>6.0 (2.3)</td>
<td>0.09</td>
</tr>
<tr>
<td>12</td>
<td>5.3 (2.8)</td>
<td>6.1 (2.2)</td>
<td>0.09</td>
</tr>
<tr>
<td>24</td>
<td>4.9 (2.3)</td>
<td>6.2 (2.7)</td>
<td>0.09</td>
</tr>
<tr>
<td><strong>Physical activity (METS per week)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2857 (2320)</td>
<td>2432 (1626)</td>
<td>0.2</td>
</tr>
<tr>
<td>8</td>
<td>2534 (2290)</td>
<td>2138 (1522)</td>
<td>0.00</td>
</tr>
<tr>
<td>12</td>
<td>2932 (4270)</td>
<td>2420 (1966)</td>
<td>0.00</td>
</tr>
<tr>
<td>24</td>
<td>2985 (3525)</td>
<td>2350 (2344)</td>
<td>0.00</td>
</tr>
</tbody>
</table>

$^a$ For physical activity n=39 due to participants coding “don’t know.”

$^b$ For physical activity n=37 due to participants coding “don’t know.”

$^c$ For physical activity, $F_{1, 74}$.

Figure 2 shows levels of fruit and vegetable consumption in the intervention and control groups at the start and end of each of the 3 program phases. As noted previously, follow-up analyses indicated that significant differences between intervention and control groups occurred at the fourth measurement point only (ie, session 24, the end of the third phase, $t_{86}=2.45, P=.02$). These results, together with Figure 2, suggest that the most likely explanation for this effect is that it was driven primarily by the combination of motivation and maintenance phases. However, it is also possible that the maintenance phase played
no part in the changes, but that the differences at session 24 were a result of the motivational phase continuing to exert effects over the 6-month period. Additionally, the data suggest that (in its position within the intervention) the volitional phase had no immediate impact (although a delayed impact cannot be ruled out). The pattern of results from the per protocol analysis were unchanged after repeating the analysis with only the intervention participants who had formed at least 1 volitional phase implementation intention related to the relevant outcome measure (fruit and vegetables: n=24; saturated fat: n=30; added sugar: n=32).

Figure 2. Portions of fruit and vegetables consumed in the intervention and control groups at the start and end of each program phase.

Effects of Individual Strategies Employed in the Motivational Phase

For analysis of motivational phase strategies, all participants who completed the first 9 online sessions were included (control: n=47; intervention: n=46). Because fruit and vegetable consumption was improved by the intervention, we conducted exploratory analyses examining changes in fruit and vegetable consumption in the intervention and control groups in the 2-week period following the delivery of each of the 4 different program components (see Figure 3). There was no main effect of strategy ($F_{1, 91}=0.53, P=.47$, partial eta-squared=0.01) or condition ($F_{1, 91}=0.87, P=.47$, partial eta-squared=0.01) and no significant interaction between strategy and condition ($F_{1, 91}=2.88, P=.09$, partial eta-squared=0.03), although the latter results are marginal. These results suggest that the increases in fruit and vegetable consumption seen in the intervention group were brought about by a combination of intervention components in both the motivational and maintenance phases. Figure 3 suggests that the strategy employed in session 1 (tailored feedback and advice) may have been particularly useful in eliciting change, although further research is needed to confirm this.
Discussion

Results of the per protocol analysis indicated that the HealthValues Healthy Eating Programme brought about significant increases in fruit and vegetable consumption relative to a control group. These equated to approximately 0.75 cups, or 1.3 portions of the recommended 5 or more portions per day. The results also suggested that these increases were brought about primarily by strategies employed in the motivational and maintenance phases of the program, rather than the implementation intentions employed in the volitional phase. Thus, it may be that low fruit and vegetable consumption among this particular group was limited primarily by motivation rather than any difficulties in implementing the behavior; when we increased motivation, it had a direct effect on consumption.

In contrast, although the program was associated with a decrease in saturated fat and added sugar consumption, these effects were comparable to those found in the control condition. Unlike increasing fruit and vegetable intake, which involves introducing additional foods into the diet, reducing fat and sugar entails cutting back. As such, intake may be influenced by additional factors that may not be as amenable to motivational strategies. In particular, consumption of high fat and sugar foods may be habitual and carried out with a degree of automaticity [67,68]. Because habits tend to be resistant to changes in attitude [69], motivational strategies alone may be ineffective in eliciting a reduction in these forms of consumptive behavior. Additionally, foods that are high in fat and sugar may be the target of cravings [70]. Again, motivational strategies may not be sufficient to overcome such cravings. Thus, techniques specifically designed to target habits and cravings might usefully be incorporated into future versions of the program.

The results did, however, show overall reductions in intake of saturated fat and added sugar among both groups by approximately 4.7 and 11.4 grams per day, respectively. These findings are consistent with the physiological data that showed significant reductions in BMI and WHR. Given that our recruitment method targeted individuals who wanted to improve their diet, it is possible that these changes would have occurred even in the absence of study participation. However, this seems unlikely given the general trend for weight to increase over time [71] and the fact that these data were collected over an extended (6-month) period. Instead, we would suggest that these changes might have been brought about by the monitoring component of the study, particularly the weekly brief diet questionnaire that mapped directly onto dietary advice. This questionnaire may have increased participants’ knowledge of how to cut back on fat and sugar. It may also have increased attitude accessibility, the ease with which attitudes are retrieved from memory [72]. If intake of fat and sugar are determined by relatively weak habits, increased accessibility of negative attitudes toward fat and sugar may have been sufficient to disrupt automatic behaviors. Further research is needed to confirm this.

It would also be important to control for the effects of researcher contact. In the current study, it is possible that the laboratory assessments, together with the incentives, may have inadvertently led to participants trying to please the researchers. These may have contributed in some small part to the overall reductions in fat and sugar intake.

The absence of effects for implementation intentions are at odds with previous non-Internet interventions [34,73], but are in-line with several other Internet-based studies [74-77]. One explanation is that participants had already formed action plans in response to the monitoring component of the study, making it difficult for the implementation intentions to bring about further change. This interpretation is consistent with other research showing implementation intentions to be less effective among individuals who are already good at action planning [78]. It also has implications for the development of interventions; because longer interventions may increase rates of drop out, it is important that all strategies employed make a unique contribution to behavior change. However, an alternative explanation is that the fruit and vegetable-related implementation
intentions helped sustain behavior change [34]. A weakness of the current study is that it is unable to distinguish between these possibilities or to identify with precision the components that are responsible for the effects. In future work, it would be helpful to compare different versions of the program to help determine which components are important and which may be redundant.

The benefits of participation did not generalize to behaviors that were not directly targeted by the program; there were no significant spillover effects on levels of physical activity, alcohol consumption, smoking, or HRV, either between groups or over time. Although some research has suggested that health improvements may show spillover effects to other health-related behaviors [46], the results of this study suggest that effects are restricted to behaviors that are targeted.

In future research, it would be important to trial the program in the absence of incentives for session completion. Given the high rates of attrition in online interventions [79], we incorporated these incentives to enable a proper initial evaluation of the program. However, a trial without these incentives would help indicate natural attrition and allow for calculations of cost-effectiveness.

It is also important to examine the effects of the program with different populations. In the current study, we recruited participants who were interested in improving their diet. Thus, they were a group who were already reasonably motivated (as indicated by a baseline mean of 4.16 on a scale of 1 to 5 for intention to eat a healthy diet). It is possible that the motivational strategies would have been more effective among a less motivated group of individuals who might be accessed via workplace settings, for example.

In conclusion, the HealthValues Healthy Eating Programme significantly increased fruit and vegetable consumption among users. Future research comparing different versions of the program should help to identify more accurately the elements that were responsible for this effect. It seems likely that the monitoring component of the study also brought about reductions in intake of saturated fat and added sugar, although further research is needed to confirm this. Given that the program is fully automated, it represents a potentially cost-effective way of promoting healthy eating.
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Abstract

Background: Although relatively new, the field of e-mental health is becoming more popular with more attention given to researching its various aspects. However, there are many areas that still need further research, especially identifying attrition predictors at various phases of assessment and treatment delivery.

Objective: The present study identified the predictors of posttreatment assessment completers based on 24 pre- and posttreatment demographic and personal variables and 1 treatment variable, their impact on attrition bias, and the efficacy of the 5 fully automated self-help anxiety treatment programs for generalized anxiety disorder (GAD), social anxiety disorder (SAD), panic disorder with or without agoraphobia (PD/A), obsessive-compulsive disorder (OCD), and posttraumatic stress disorder (PTSD).

Methods: A complex algorithm was used to diagnose participants’ mental disorders based on the criteria of the Diagnostic and Statistical Manual of Mental Disorders (Fourth Edition, Text Revision; DSM-IV-TR). Those who received a primary or secondary diagnosis of 1 of 5 anxiety disorders were offered an online 12-week disorder-specific treatment program. A total of 3199 individuals did not formally drop out of the 12-week treatment cycle, whereas 142 individuals formally dropped out. However, only 347 participants who completed their treatment cycle also completed the posttreatment assessment measures. Based on these measures, predictors of attrition were identified and attrition bias was examined. The efficacy of the 5 treatment programs was assessed based on anxiety-specific severity scores and 5 additional treatment outcome measures.

Results: On average, completers of posttreatment assessment measures were more likely to be seeking self-help online programs; have heard about the program from traditional media or from family and friends; were receiving mental health assistance; were more likely to learn best by reading, hearing and doing; had a lower pretreatment Kessler-6 total score; and were older in age. Predicted probabilities resulting from these attrition variables displayed no significant attrition bias using Heckman’s method and thus allowing for the use of completer analysis. Six treatment outcome measures (Kessler-6 total score, number of diagnosed disorders, self-confidence in managing mental health issues, quality of life, and the corresponding pre- and posttreatment severity for each program-specific anxiety disorder and for major depressive episode) were used to assess the efficacy of the 5 anxiety treatment programs. Repeated measures MANOVA revealed a significant multivariate time effect for all treatment outcome measures for each treatment program. Follow-up repeated measures ANOVAs revealed significant improvements on all 6 treatment outcome measures for GAD and PTSD, 5 treatment outcome measures were significant for SAD and PD/A, and 4 treatment outcome measures were significant for OCD.

Conclusions: Results identified predictors of posttreatment assessment completers and provided further support for the efficacy of self-help online treatment programs for the 5 anxiety disorders.
Introduction

In this age of technological advancement and the increase in peoples’ comfort in using the Internet and online resources, online therapy promises to provide an alternative methodology to face-to-face therapy and to be an effective vehicle to deliver treatment to individuals suffering from a variety of psychological disorders. The development and dissemination of e-mental health services have increased at an exponential rate [1]. This relatively new development has been progressing over the past decade and will likely play an important role in reshaping health care over the next decade [2,3].

Various specific types of e-mental health services exist, such as online counseling, mental health information websites, self-guided treatment programs, and online support groups. However, those providing a number of core psychological functions (eg, assessment, referral, treatment) are commonly referred to as online or virtual clinics [4-6]. Here, before accessing an online treatment program, some kind of assessment process typically occurs to screen for mental health problems that are less suitable for online therapy, such as imminent risk of suicide, as well as to help ensure the delivery of appropriate treatment of the client’s particular psychological concern [7,8]. Crisis management and/or external referral commonly occur at this stage when the person is at risk / not suitable. The assessment is then generally followed by access to a structured treatment program that often incorporates cognitive behavioral therapy (CBT) techniques because of the established efficacy of this therapeutic modality [9-11]. Once the treatment is completed, a posttreatment assessment is scheduled. Therefore, it is reasonable to consider attrition and its predictors at each 1 of the 3 treatment cycle stages: pretreatment attrition, during treatment attrition, and posttreatment attrition. Examination of attrition and its predictors at each stage would help with early identification of those at risk of dropping out. Being able to do so may result in developing better designs and more targeted interventions to reduce dropouts or noncompletions.

Numerous articles have highlighted the increasing popularity and the rapid growth of online interventions, (eg, [6,8,12-14]) and have discussed the effectiveness of online programs for the treatment of anxiety disorders (eg, [2,6,15-19]). However, many trials are typically small to moderate in sample size (see [16,20]) and include relatively high rates of attrition [12,21,22]; this continues to be a limiting and challenging factor at each stage in the process. Although many papers indirectly provide the specific study dropout rates at the various stages of their study via flowcharts, attrition is generally discussed as a single category (ie, combining pretreatment assessment, during treatment and posttreatment assessment / follow-up attrition together). Similarly, most of the research published to date includes little or no analysis of predictors of attrition at the different stages in the study process, especially pretreatment attrition predictors or attrition bias and its impact on treatment efficacy. Instead, conservative intention-to-treat analyses, which are likely to attenuate differences [16], have been performed to evaluate the efficacy of online treatments, usually with last observation carried forward (LOCF) imputation for attrition cases [23] or the more advanced method of multiple imputation [24-26]. The scope to which intention-to-treat has been used in online treatment research is not clear, but it is recommended and widely used in most published large-scale studies [20]. However, if it can be shown that attrition bias is unlikely, then completer analysis is likely to be a reasonable and accurate approach. Furthermore, if it can be shown that attrition bias is unlikely and if measures are available on more than 2 occasions, a more accurate maximum likelihood longitudinal analysis would be possible [27,28] and highly recommended [29].

Attrition bias notwithstanding, many reviews and discussion papers firmly support the efficacy of e-mental health programs for multiple psychological concerns, such as anxiety disorders, depression, alcohol and other drug problems, and even when these disorders coexist as comorbid conditions (eg, [8,30]). Andersson et al [31] concluded that existing research supported the efficacy of online programs for the treatment of anxiety disorders, especially when a form of CBT framework was used coupled with some client-therapist contact. Amstender et al [32] found similar results and concluded that common CBT techniques, such as cognitive restructuring and relapse prevention, can be adapted to online programs with relative ease. More recently, Andersson and Titov [6] concluded that evidence supporting the efficacy of self-help Internet-delivered CBT was strong and consistent.

In summary, online therapy is becoming more popular and more studies are attesting to its utilization and efficacy for a variety of mental health issues and disorders. Most online treatment programs consist of structured modules that include CBT techniques because of its established efficacy. Although several studies have examined predictors of attrition for online therapy, studies looking at the predictors at specific treatment time points (pretreatment, during, posttreatment attrition) are very limited. There is also a lack of studies that include analysis of attrition bias and its impact on treatment efficacy.

In this study, posttreatment assessment analysis of attrition and its predictors and the treatment efficacy of the Anxiety Online programs were examined. Identifying the characteristics of those who completed the posttreatment assessment measures will assist in intervening early and in devising ways and directing attention to those who do not complete the posttreatment...
assessment measures. Anxiety Online is an open-access virtual clinic providing online assessment and diagnosis of 21 mental health disorders defined by the Diagnostic and Statistical Manual of Mental Disorders (Fourth Edition, Text Revision; DSM-IV-TR) and self-help and therapist-assisted treatment programs for the 5 anxiety disorders (Figure 1) [33]. The Anxiety Online platform was upgraded in September 2013 and now uses the name Mental Health Online [33].

Previously, we examined pretreatment attrition and during treatment formal withdrawal and their predictors in the Anxiety Online data [34]. In this study, we reported on 24 demographic and personal variables and 1 treatment variable that were potentially associated with posttreatment attrition. The impact of attrition bias on the treatment outcome measures was assessed by using the data collected on the 5 fully automated self-help online programs from October 2009 to January 2012. When attrition bias was found to be unlikely, a completer analysis of treatment efficacy was performed based on the pre- and posttreatment treatment outcome measures.

Figure 1. Anxiety Online homepage image.

Methods

Procedure

The Anxiety Online platform consists of 4 centers: psychoeducational, assessment, treatment, and health care professional training. The psychoeducational center is a website that provides psychoeducational information about prevalence, symptoms, and treatment of anxiety disorders as well as links to useful websites. The assessment center contains electronic psychological assessment screening system (e-PASS) that consists of a demographic/personal questionnaire and the online diagnostic program (together called assessment measures henceforth). As shown in Multimedia Appendix 1, the demographic/personal questionnaire contains a total of 24 demographic and personal variables. After completing the questionnaire, a person then completes the e-PASS that consists of more than 100 diagnostic questions, including the Kessler-6 [35] and items that screen for suicide risk and psychosis (see [36] for details). The treatment center provides and manages the 5 anxiety disorder-specific treatment programs. The training center provides the online therapist training programs and the health care practitioner portal. Individuals can access the Anxiety Online service from anywhere in the world via an Internet connection. People complete the e-PASS if they are interested in psychological assessment function and/or if they are interested in online treatment programs. Based on an individual’s response to some of the questions of the e-PASS, a person may be given a primary diagnosis and/or multiple secondary diagnoses in accordance with DSM-IV-TR criteria. Those adults (aged 18 years or older) who receive a primary or secondary diagnosis of panic disorder with or without agoraphobia (PD/A), social anxiety disorder (SAD), posttraumatic stress disorder (PTSD), generalized anxiety disorder (GAD), or obsessive-compulsive disorder (OCD) are offered an online 12-week self-help or therapist-assisted treatment program (the therapist-assisted program is only available to Australian residents). Once participants are enrolled into 1 of the 5 fully automated 12-week self-help treatment programs, they cannot enroll in another online program; however, they can opt out of the treatment program by using the “opt out” option available within the program. Those participants who do not opt out are sent automated emails, with several reminders over a 3-week period following their 12-week treatment cycle, asking them to complete the posttreatment assessment measures. The posttreatment measures are essentially the same as the pretreatment measures. Participants are encouraged to complete the e-PASS annually for 5 years following treatment program cycle completion. Those who want to undertake e-PASS are first required to register and consent to the Anxiety Online terms and conditions [33]. The procedures for collecting and reporting of the Anxiety Online data were approved by the Swinburne University Human Research Ethics Committee. From the time of its launch to the public in October 2009 until January 2012, the e-PASS program has been accessed by 10,745 people.
Treatment Outcome Measures

We identified 6 outcome measures that may be used to indicate successful treatment. The first and second outcome measures were the severity of anxiety disorder–specific symptoms and the severity of major depressive episode (MDE). The disorder-specific severity score is the average of the scores on 6 questions measured on a 8-point Likert scale that assess the level of distress and how much the symptoms of a given disorder interfere in one’s life (see [36]). A reduction in the severity score would suggest a positive treatment outcome. The third outcome measure was the number of diagnosed primary and/or secondary disorders. Based on the individual’s responses to the e-PASS, each person was given 1 primary disorder and 1 or more secondary disorders if warranted. A reduction in the number of diagnosed disorders (called number of disorders henceforth) was indicative of a successful treatment outcome.

The fourth outcome measure was the total score on the Kessler-6. The Kessler-6 consists of 6 items measured on a 5-point Likert scale measuring nonspecific psychological distress over the past 30 days. Normative data indicate that 71.7% of the population report low distress scores of 6 to 11, 16.6% of the population report moderate distress scores of 12 to 15, 7.16% of the population report high distress scores of 16 to 19, whereas 2.5% of the population report very high distress scores of 20 to 30 [35,37]. A reduction in the Kessler-6 total score would also suggest a successful treatment outcome. The fifth outcome measure was the individual’s self-confidence in managing one’s mental health issues. This self-confidence measure is a self-report question measured on a 5-point Likert scale as shown in Multimedia Appendix 1. An increase in reported self-confidence is suggestive of a positive treatment outcome. The final outcome measure was the individual’s perceived overall quality of life. The quality-of-life measure is a self-report question measured on a 5-point Likert scale as shown in Multimedia Appendix 1. Similar to self-confidence, an increase in the reported overall quality of life was indicative of a positive treatment outcome.

Participants

As shown in Figure 2, a total of 10,745 individuals completed the pretreatment assessment measures between October 2009 and January 2012. Some of those individuals were people younger than age 18 years (n=202) and some were professionals (n=45) who were exploring the assessment instrument. These 247 individuals were removed from the data leaving 10,498 valid completers of the e-PASS program. In addition, another 249 individuals who did not receive an e-PASS diagnosis of any of the 21 disorders and another 855 individuals who did not receive an e-PASS primary or secondary diagnosis of any of the 5 anxiety disorders were also removed. The removal of these individuals resulted in a sample consisting of 4771 (50.79%) individuals whose primary diagnosis and 4623 (49.21%) individuals whose secondary diagnosis was 1 of the 5 anxiety disorders, for a total of 9394 e-PASS pretreatment completers. All 9394 were offered a treatment program, although it was recommended that those with a primary diagnosis other than anxiety should seek help elsewhere. Only 3880 individuals accepted and commenced a 12-week online treatment, whereas 5514 individuals did not accept the offer of an online treatment program. At the time of analysis, there were 539 individuals still undergoing treatment; 3199 individuals had not formally withdrawn from their treatment program cycle, whereas 142 individuals formally withdrew during their treatment program cycle.

Unfortunately, of the 3199 individuals, only 383 (11.97%) individuals in total completed the posttreatment assessment measures, whereas 2816 (88.03%) individuals did not complete. Of the 3199, a total of 92 (2.88%) individuals selected the therapist-assisted therapy (36 individuals completed the posttreatment assessment measures and 56 did not complete), whereas 3017 (97.12%) individuals selected 1 of the self-help online programs (347 individuals completed the posttreatment assessment measures and 2760 did not complete). To keep the focus on self-help and exclude any therapist intervention, for the purpose of this analysis, we only considered the 347 individuals who selected the self-help online treatment programs and completed the posttreatment assessment measures in comparison with the 2760 individuals who also selected self-help online treatment programs but did not complete the posttreatment assessment measures. The distribution of individuals who enrolled in the 5 online treatment programs and whether they completed or did not complete the posttreatment assessment measures is shown in Table 1.

The self-help online noncompleter group consisted of 860 males whose age ranged between 18 and 78 years with a mean of 37.74 (SD 12.05) years and 1900 females whose age ranged between 18 and 81 years with a mean of 35.11 (SD 11.57) years. The males group (n=860) consisted of 614 (71.4%) males who reported living in metropolitan areas, 176 (20.5%) males in regional areas, 63 (7.3%) males in rural areas, and 7 (0.8%) males who reported living in remote areas. The females group (n=1900) consisted of 1204 (63.37%) females who reported living in metropolitan areas, 447 (23.53%) females in regional areas, 230 (12.11%) females in rural areas, and 19 (0.10%) females who reported living in remote areas.

The self-help online completer group consisted of 117 males whose age ranged between 19 and 75 years with a mean of 42.19 (SD 12.72) years and 230 females whose age ranged between 18 and 78 years with a mean of 40.34 (SD 12.68) years. The males group (n=117) consisted of 76 (65.0%) males who reported living in metropolitan areas, 31 (26.5%) males in regional areas, 9 (7.7%) males in rural areas, and 1 (0.9%) male who reported living in remote areas. The females group (n=230) consisted of 144 (62.6%) females who reported living in metropolitan areas, 59 (25.7%) females in regional areas, 26 (11.3%) females in rural areas, and 1 (0.4%) female who reported living in remote areas.

The first part of the analysis investigated the differences between the posttreatment assessment completers and noncompleters for the 5 anxiety treatment programs for the Kessler-6 total score and the demographic and personal variables shown in Multimedia Appendix 1. Posttreatment attrition is defined as the ratio of posttreatment assessment noncompleters to the total number of participants, and it is this measure and its predictors that are the focus of this study. Because of the large number of individuals who chose not to complete the posttreatment...
assessment measures, the second part of the analysis investigated the potential impact of posttreatment attrition bias on the treatment outcome measures of the 5 fully self-help online treatment programs. By using G*Power 3.1 [38], a minimum of 34 participants in each of the 5 anxiety treatment programs were needed to achieve a power of 80% (α=.05) to detect a moderate effect size of 0.5 on treatment outcomes. The number of participants in the 5 treatment programs ranged from 36 to 134 participants, so the interpretation of these results should be considered reliable.

Figure 2. Recruitment and enrollment rate throughout the process.
Table 1. Number of individuals enrolled in the self-help online programs that completed or did not complete the posttreatment assessment measures.

<table>
<thead>
<tr>
<th>Anxiety online programs</th>
<th>Self-help, n (%)</th>
<th>Completed posttreatment assessment</th>
<th>Did not complete posttreatment assessment</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAD</td>
<td>134 (11.57)</td>
<td>1024 (88.43)</td>
<td></td>
<td>1158</td>
</tr>
<tr>
<td>SAD</td>
<td>81 (9.56)</td>
<td>766 (90.44)</td>
<td></td>
<td>847</td>
</tr>
<tr>
<td>PD/A</td>
<td>55 (9.95)</td>
<td>498 (90.05)</td>
<td></td>
<td>553</td>
</tr>
<tr>
<td>PTSD</td>
<td>41 (13.76)</td>
<td>257 (86.24)</td>
<td></td>
<td>298</td>
</tr>
<tr>
<td>OCD</td>
<td>36 (14.34)</td>
<td>215 (85.66)</td>
<td></td>
<td>251</td>
</tr>
<tr>
<td>Total</td>
<td>347 (11.17)</td>
<td>2760 (88.83)</td>
<td></td>
<td>3107</td>
</tr>
</tbody>
</table>

Analysis

The initial univariate analysis used chi-square tests of association to determine which of the pretreatment assessment demographic and personal variables had a significant relationship with posttreatment attrition. A multivariate analysis was then used to confirm the univariate results. Multivariate binary logistic regression analysis with a forward selection approach was performed to identify the significant predictor variables. The final model was evaluated using a Hosmer-Lemeshow test.

To assess attrition bias, Heckman’s 3-step method was used [39]. The first step involves using the attrition demographic and personal predictor variables in a binary logistic regression to predict the probability that each participant will complete the posttreatment assessment measures. The second step involves using this predicted probability to compute the Mills ratio for each participant using the ratio of the normal probability and cumulative distribution function for the residuals. The third step involves determining the effect of (predicted) attrition risk on the change in treatment outcome measures between pre- and posttreatment. This is accomplished by constructing a multivariate general linear model based on the difference between pre- and posttreatment outcome measures and treatment programs with the Mills ratio entered as a covariate. A nonsignificant Mills ratio effect and a nonsignificant Mills ratio by programs interaction effect are indicative of no attrition bias. That is, noncompleters of posttreatment assessment measures would have given similar answers to those given by completers.

Finally, repeated measures MANOVA followed by repeated measures ANOVAs for the treatment outcome measures (anxiety-specific severity rating, MDE severity rating, Kessler-6 total score, number of disorders, self-confidence, and quality of life) were used to evaluate the 5 self-help online treatment programs separately. The data supported the assumptions of normality and homogeneity. The Cohen’s $d$ effect size classification scheme (0.20 for small effect, 0.50 for moderate effect, and 0.80 for large effect) was used [40]. SPSS version 20 (IBM Corp, Armonk, NY, USA) was used to produce all results.

Results

Posttreatment Attrition (Profile of Posttreatment Assessment Completers)

As shown in Table 1, most participants (2760/3107, 88.83%) enrolled in 1 of the 5 self-help online treatment programs, did not formally opt out, but did not complete the posttreatment assessment measures. Only 347 participants completed the posttreatment assessment measures yielding a posttreatment assessment completion rate of 11.17% (347/3107) and a posttreatment attrition rate of 88.83% (2760/3107).

As shown in Table 2, the chi-square tests of association and $F$ tests showed 9 variables that were significantly associated with completing the posttreatment assessment measures. Those who completed the posttreatment assessment measures tended to differ from those who did not complete posttreatment assessment measures in several ways. On average, it was more likely that the completers of posttreatment assessment measures had heard about the program through traditional media rather than the Internet, were seeking online assistance with the primary goal of finding a self-help program; were willing to provide consumer feedback, were receiving mental health assistance, were nonsmokers, rated their self-confidence as “good,” said that they learned best by reading, had a slightly lower pretreatment Kessler-6 total score, and were older in age.
Table 2. Predictor analysis for attrition categories for posttreatment assessment completers and noncompleters for online self-help group (N=3107).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Attrition categories</th>
<th>Test of association</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Completers (n=347)</td>
<td>Noncompleters (n=2760)</td>
</tr>
<tr>
<td><strong>How did you hear about us?, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internet</td>
<td>108 (31.1)</td>
<td>1205 (43.66)</td>
</tr>
<tr>
<td>Health professional</td>
<td>58 (16.7)</td>
<td>407 (14.75)</td>
</tr>
<tr>
<td>Friend/family</td>
<td>20 (5.8)</td>
<td>198 (7.17)</td>
</tr>
<tr>
<td>Traditional media</td>
<td>104 (20.0)</td>
<td>623 (22.57)</td>
</tr>
<tr>
<td>Other</td>
<td>57 (16.4)</td>
<td>327 (11.85)</td>
</tr>
<tr>
<td><strong>Reason for seeking online assistance, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>To complete 1 of the self-help programs</td>
<td>231 (66.6)</td>
<td>1557 (56.41)</td>
</tr>
<tr>
<td>Provide consumer feedback (yes), n (%)</td>
<td>182 (52.5)</td>
<td>1285 (46.56)</td>
</tr>
<tr>
<td>Currently receiving mental health assistance (yes), n (%)</td>
<td>146 (42.1)</td>
<td>986 (35.72)</td>
</tr>
<tr>
<td>Do you smoke? (yes), n (%)</td>
<td>41 (11.8)</td>
<td>464 (16.81)</td>
</tr>
<tr>
<td><strong>Self-confidence, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very poor</td>
<td>15 (4.3)</td>
<td>193 (6.99)</td>
</tr>
<tr>
<td>Poor</td>
<td>76 (21.9)</td>
<td>716 (25.94)</td>
</tr>
<tr>
<td>Neither</td>
<td>132 (38.0)</td>
<td>1049 (38.01)</td>
</tr>
<tr>
<td>Good</td>
<td>114 (32.9)</td>
<td>693 (25.11)</td>
</tr>
<tr>
<td>Very good</td>
<td>10 (2.9)</td>
<td>109 (3.95)</td>
</tr>
<tr>
<td><strong>How do you best learn?, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hearing</td>
<td>25 (7.2)</td>
<td>151 (5.47)</td>
</tr>
<tr>
<td>Reading</td>
<td>125 (36.0)</td>
<td>811 (29.38)</td>
</tr>
<tr>
<td>Looking and watching</td>
<td>43 (12.4)</td>
<td>522 (18.91)</td>
</tr>
<tr>
<td>Doing</td>
<td>154 (44.4)</td>
<td>1276 (46.23)</td>
</tr>
<tr>
<td>Pre–Kessler-6 (total score), mean (SD)</td>
<td>15.97 (4.90)</td>
<td>16.99 (4.80)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>40.97 (12.71)</td>
<td>35.93 (11.79)</td>
</tr>
</tbody>
</table>

As shown in Table 3, the final binary logistic regression with forward selection of predictors for posttreatment attrition contained 6 significant predictors. The Hosmer-Lemeshow goodness-of-fit test indicated an adequate model fit. When statistically controlling for the other variables in the model, we found significant odds ratios for the following predictors: how participants first heard about the Anxiety Online program, reason for registering, age, whether currently receiving assistance for mental health concerns, best method of learning, and pre–Kessler-6 total score. We should note that the same predictors were also found to be significantly associated with posttreatment attrition using chi-square tests as shown in Table 2.

The expected odds for completing the posttreatment assessment measures in order of significance were as follows: 3% increase in likelihood for each year increase in age; 3% reduction in likelihood for each additional point an individual scored on the Kessler-6 total score; 1.76 and 1.42 times higher for those who heard about the Anxiety Online from the traditional media (TV, radio, magazine, newspaper) and from friends or family members, respectively, relative to other sources (eg, brochure, mail-out, newsletter, e-bulletin, lecture, conference, support group, through work, Facebook); 1.42 times higher for individuals who gave “seeking to use 1 of the self-help online programs” as a reason for joining the program relative to all other reasons; 1.94 and 1.76 times higher for those indicating that they learn best by hearing or reading, respectively, relative to those who said they learn best by looking or watching; and 1.40 times higher for those who reported that they were receiving mental health assistance relative to those who were not receiving mental health assistance.
Table 3. Binary logistic regression model for posttreatment assessment attrition.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Wald (df)</th>
<th>P</th>
<th>OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heard (reference group: other sources)</td>
<td>11.79 (4)</td>
<td>.02</td>
<td>1.38 (0.98-1.96)</td>
</tr>
<tr>
<td>Internet</td>
<td>3.30 (1)</td>
<td>.07</td>
<td>1.10 (0.66-1.82)</td>
</tr>
<tr>
<td>Health professional</td>
<td>0.13 (1)</td>
<td>.72</td>
<td>1.02 (1.05-1.92)</td>
</tr>
<tr>
<td>Friend or family</td>
<td>5.06 (1)</td>
<td>.02</td>
<td>1.42 (1.24-2.49)</td>
</tr>
<tr>
<td>Traditional media</td>
<td>9.92 (1)</td>
<td>.002</td>
<td>1.42 (1.12-1.81)</td>
</tr>
<tr>
<td>Reason (online self-help) (reference group: other reasons)</td>
<td>8.20 (1)</td>
<td>.004</td>
<td>1.40 (1.10-1.78)</td>
</tr>
<tr>
<td>Age</td>
<td>33.93 (1)</td>
<td>.001</td>
<td>1.03 (1.02-1.04)</td>
</tr>
<tr>
<td>Currently receiving mental health assistance (reference group: none)</td>
<td>7.33 (1)</td>
<td>.007</td>
<td>1.40 (1.10-1.78)</td>
</tr>
<tr>
<td>Learning (reference group: looking/watching)</td>
<td>11.09 (3)</td>
<td>.01</td>
<td>1.94 (1.14-3.32)</td>
</tr>
<tr>
<td>By hearing</td>
<td>5.95 (1)</td>
<td>.02</td>
<td>1.76 (1.22-2.55)</td>
</tr>
<tr>
<td>By reading</td>
<td>9.03 (1)</td>
<td>.003</td>
<td>1.40 (0.98-2.00)</td>
</tr>
<tr>
<td>By doing</td>
<td>3.37 (1)</td>
<td>.07</td>
<td>1.09 (1.02-1.04)</td>
</tr>
<tr>
<td>Pre–Kessler-6 total score</td>
<td>6.64 (1)</td>
<td>.01</td>
<td>1.07 (0.94-0.99)</td>
</tr>
<tr>
<td>Constant</td>
<td>100.15 (1)</td>
<td>.001</td>
<td>1.03</td>
</tr>
</tbody>
</table>

Attrition Bias and Evaluation of Treatment Outcomes

Six personal and demographic variables were found to be significantly associated with posttreatment attrition: age, Kessler-6 total score, “how did you first hear about the Anxiety Online?,” reason for registering, “how do you best learn?,” and whether the person was currently receiving mental health assistance. These 6 variables were used in a binary logistic regression to predict the attrition category for all participants. A probability estimate of completing the posttreatment measures was calculated for each participant who actually completed the posttreatment assessment measures. The Mills ratios for all 347 completers of posttreatment assessment measures were calculated using Heckman’s method [39].

Next, the difference between the pretreatment score and the posttreatment score on the 10 treatment outcome measures (5 severity scores for each anxiety disorder, MDE severity score, Kessler-6 total score, number of disorders, self-confidence, and quality of life) for each participant was calculated. To analyze attrition bias for the 347 clients who selected 1 of the online self-help anxiety treatment programs, a MANOVA analysis was carried out to compare the improvement in the 10 treatment outcome measures (represented by the differences in scores of these outcome measures at pre- and posttreatment) for the 5 treatment programs with Mills ratio included as a covariate. Results revealed that the Mills ratio had no significant effect ($F_{10, 328} = 0.550$, $P = .85$) and that there was no significant interaction effect between the Mills ratio and the programs ($F_{40, 1246} = 0.683$, $P = .93$). Therefore, these results suggested that there was unlikely to be any attrition bias for all 5 fully automated anxiety treatment programs, allowing completer analysis to be used.

Analysis of Treatment Outcomes

Overview

A repeated measures MANOVA for each fully automated self-help online treatment program was carried out with the 6 treatment outcome measures (Kessler-6 total score, number of disorders, self-confidence, quality of life, MDE severity, and the anxiety-specific severity measure) followed up by repeated measures ANOVAs with analysis of effect size using Cohen’s $d$. To arrive at more conservative and more accurate values for the effect size, the correlations ($r$) between the pre- and posttreatment outcome measures (reported in Table 4) were ignored in the calculation of Cohen’s $d$ and its 95% CI [41]. Results of these analyses, means, standard deviations, and other parameters are displayed in Table 4.
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Table 4. Summary of means, standard deviations, correlations for pre- and posttreatment results, $F$ values, $P$ value, and Cohen's $d$ and its 95% CI for treatment outcome measures.

<table>
<thead>
<tr>
<th>Treatment outcome measures</th>
<th>Pretreatment, mean (SD)</th>
<th>Posttreatment, mean (SD)</th>
<th>$F$ ($df$)</th>
<th>$P$</th>
<th>$r$</th>
<th>Cohen's $d$ (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GAD (n=134)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAD severity</td>
<td>3.28 (1.54)</td>
<td>2.00 (1.67)</td>
<td>85.35 (1,133)</td>
<td>.001</td>
<td>.50</td>
<td>0.80 (0.54, 1.08)</td>
</tr>
<tr>
<td>MDE severity</td>
<td>2.07 (2.07)</td>
<td>1.23 (1.89)</td>
<td>28.36 (1,133)</td>
<td>.001</td>
<td>.57</td>
<td>0.42 (0.07, 0.74)</td>
</tr>
<tr>
<td>Kessler-6</td>
<td>16.59 (4.57)</td>
<td>13.62 (4.30)</td>
<td>99.89 (1,133)</td>
<td>.001</td>
<td>.70</td>
<td>0.67 (–0.10, 1.40)</td>
</tr>
<tr>
<td># of disorders</td>
<td>4.31 (1.98)</td>
<td>3.46 (2.18)</td>
<td>34.40 (1,133)</td>
<td>.001</td>
<td>.68</td>
<td>0.41 (0.07, 0.78)</td>
</tr>
<tr>
<td>Self-confidence</td>
<td>3.07 (0.88)</td>
<td>3.63 (0.82)</td>
<td>49.40 (1,133)</td>
<td>.001</td>
<td>.41</td>
<td>–0.66 (–0.81, –0.52)</td>
</tr>
<tr>
<td>Quality of life</td>
<td>3.43 (0.82)</td>
<td>3.66 (0.82)</td>
<td>10.86 (1,133)</td>
<td>.001</td>
<td>.51</td>
<td>–0.28 (–0.42, –0.14)</td>
</tr>
<tr>
<td><strong>SAD (n=81)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SAD severity</td>
<td>3.12 (1.63)</td>
<td>1.95 (1.87)</td>
<td>37.17 (1,80)</td>
<td>.001</td>
<td>.52</td>
<td>0.67 (0.31, 1.08)</td>
</tr>
<tr>
<td>MDE severity</td>
<td>1.60 (1.99)</td>
<td>1.46 (2.17)</td>
<td>0.29 (1,80)</td>
<td>.59</td>
<td>.37</td>
<td>0.07 (–0.37, 0.54)</td>
</tr>
<tr>
<td>Kessler-6</td>
<td>15.59 (4.97)</td>
<td>13.72 (4.86)</td>
<td>12.34 (1,80)</td>
<td>.001</td>
<td>.52</td>
<td>0.38 (–0.70, 1.44)</td>
</tr>
<tr>
<td># of disorders</td>
<td>4.46 (2.16)</td>
<td>3.60 (2.15)</td>
<td>17.53 (1,80)</td>
<td>.001</td>
<td>.64</td>
<td>0.40 (–0.07, 0.87)</td>
</tr>
<tr>
<td>Self-confidence</td>
<td>3.02 (0.88)</td>
<td>3.47 (0.92)</td>
<td>12.55 (1,80)</td>
<td>.001</td>
<td>.22</td>
<td>–0.50 (–0.69, –0.30)</td>
</tr>
<tr>
<td>Quality of life</td>
<td>3.32 (0.91)</td>
<td>3.54 (0.90)</td>
<td>5.71 (1,80)</td>
<td>.02</td>
<td>.57</td>
<td>–0.24 (–0.44, –0.05)</td>
</tr>
<tr>
<td><strong>OCD (n=36)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCD severity</td>
<td>2.81 (1.87)</td>
<td>1.97 (2.37)</td>
<td>5.25 (1,35)</td>
<td>.03</td>
<td>.48</td>
<td>0.40 (–0.21, 1.17)</td>
</tr>
<tr>
<td>MDE severity</td>
<td>1.76 (2.41)</td>
<td>1.04 (1.95)</td>
<td>6.50 (1,35)</td>
<td>.02</td>
<td>.72</td>
<td>0.33 (–0.46, 0.97)</td>
</tr>
<tr>
<td>Kessler-6</td>
<td>14.42 (5.60)</td>
<td>13.28 (5.62)</td>
<td>2.67 (1,35)</td>
<td>.11</td>
<td>.72</td>
<td>0.20 (–1.63, 2.04)</td>
</tr>
<tr>
<td># of disorders</td>
<td>4.33 (2.15)</td>
<td>3.03 (2.25)</td>
<td>15.16 (1,35)</td>
<td>.001</td>
<td>.58</td>
<td>0.59 (–0.11, 1.33)</td>
</tr>
<tr>
<td>Self-confidence</td>
<td>3.25 (0.91)</td>
<td>3.81 (0.82)</td>
<td>12.59 (1,35)</td>
<td>.001</td>
<td>.41</td>
<td>–0.65 (–0.94, –0.38)</td>
</tr>
<tr>
<td>Quality of life</td>
<td>3.58 (0.87)</td>
<td>3.75 (1.03)</td>
<td>2.69 (1,35)</td>
<td>.11</td>
<td>.81</td>
<td>0.18 (–0.46, –0.16)</td>
</tr>
<tr>
<td><strong>PD/A (n=55)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PD/A severity</td>
<td>3.19 (1.87)</td>
<td>1.51 (2.14)</td>
<td>35.41 (1,54)</td>
<td>.001</td>
<td>.46</td>
<td>0.84 (0.34, 1.40)</td>
</tr>
<tr>
<td>MDE severity</td>
<td>1.75 (2.05)</td>
<td>1.15 (2.01)</td>
<td>7.41 (1,54)</td>
<td>.009</td>
<td>.67</td>
<td>0.30 (–0.25, 0.83)</td>
</tr>
<tr>
<td>Kessler-6</td>
<td>14.89 (4.69)</td>
<td>12.51 (4.69)</td>
<td>22.86 (1,54)</td>
<td>.001</td>
<td>.69</td>
<td>0.51 (–0.73, 1.75)</td>
</tr>
<tr>
<td># of disorders</td>
<td>4.62 (2.16)</td>
<td>3.44 (2.52)</td>
<td>14.91 (1,54)</td>
<td>.001</td>
<td>.54</td>
<td>0.50 (–0.07, 1.17)</td>
</tr>
<tr>
<td>Self-confidence</td>
<td>3.05 (1.03)</td>
<td>3.55 (0.90)</td>
<td>18.01 (1,54)</td>
<td>.001</td>
<td>.61</td>
<td>–0.52 (–0.79, –0.28)</td>
</tr>
<tr>
<td>Quality of life</td>
<td>3.56 (1.15)</td>
<td>3.67 (0.94)</td>
<td>1.29 (1,54)</td>
<td>.26</td>
<td>.79</td>
<td>–0.11 (–0.41, 0.14)</td>
</tr>
<tr>
<td><strong>PTSD (n=41)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PTSD severity</td>
<td>3.01 (1.74)</td>
<td>2.09 (1.99)</td>
<td>7.21 (1,40)</td>
<td>.01</td>
<td>.32</td>
<td>0.50 (–0.04, 1.10)</td>
</tr>
<tr>
<td>MDE severity</td>
<td>2.42 (2.16)</td>
<td>1.65 (2.10)</td>
<td>5.64 (1,40)</td>
<td>.02</td>
<td>.53</td>
<td>0.36 (–0.30, 1.00)</td>
</tr>
<tr>
<td>Kessler-6</td>
<td>17.51 (4.93)</td>
<td>14.73 (5.23)</td>
<td>9.19 (1,40)</td>
<td>.004</td>
<td>.33</td>
<td>0.55 (–0.96, 2.15)</td>
</tr>
<tr>
<td># of disorders</td>
<td>5.39 (2.97)</td>
<td>4.32 (3.07)</td>
<td>8.63 (1,40)</td>
<td>.005</td>
<td>.70</td>
<td>0.35 (–0.55, 1.29)</td>
</tr>
<tr>
<td>Self-confidence</td>
<td>3.12 (0.95)</td>
<td>3.76 (0.89)</td>
<td>22.35 (1,40)</td>
<td>.001</td>
<td>.57</td>
<td>–0.70 (–0.99, –0.42)</td>
</tr>
<tr>
<td>Quality of life</td>
<td>3.10 (0.83)</td>
<td>3.49 (0.90)</td>
<td>15.85 (1,40)</td>
<td>.001</td>
<td>.74</td>
<td>–0.45 (–0.70, –0.18)</td>
</tr>
</tbody>
</table>

Generalized Anxiety Disorder Treatment Program
A significant multivariate time effect was found for the GAD program ($F_{6,128}=26.85, P<.001$). Subsequent repeated measures ANOVAs showed significant improvements on all 6 treatment outcome measures. GAD severity produced a large effect size, Kessler-6 and self-confidence produced moderate effect sizes, and MDE severity, number of disorders, and quality of life produced small effect sizes.

Posttraumatic Stress Disorder Treatment Program
A significant multivariate time effect was found for the PTSD program ($F_{6,35}=4.45, P=.002$). Subsequent repeated measures ANOVAs showed significant improvements on all 6 treatment outcome measures.
outcome measures. Self-confidence, Kessler-6, and PTSD severity produced moderate effect sizes, whereas quality of life, MDE severity, and number of disorders produced small effect sizes.

Social Anxiety Disorder Treatment Program
A significant multivariate time effect was found for the SAD program ($F_{6, 75}=8.36, \ P<.001$). Subsequent repeated measures ANOVAs showed significant improvements on 5 of the 6 treatment outcome measures. SAD severity and self-confidence produced moderate effect sizes, whereas Kessler-6, number of disorders, and quality of life produced small effect sizes. MDE severity produced a very small and nonsignificant effect size.

Panic Disorder With or Without Agoraphobia Treatment Program
A significant multivariate time effect was found for the PD/A program ($F_{6, 49}=8.89, \ P<.001$). Subsequent repeated measures ANOVAs showed significant improvements on 5 of the 6 treatment outcome measures. PD/A severity produced a large effect size, whereas Kessler-6, self-confidence, number of disorders, and MDE severity produced moderate effect sizes. Quality of life produced a small nonsignificant effect size.

Obsessive-Compulsive Disorder Treatment Program
A significant multivariate time effect was found for the OCD program ($F_{6, 30}=4.18, \ P=.004$). Subsequent repeated measures ANOVAs showed significant improvements on 4 of the 6 treatment outcome measures. Self-confidence and number of disorders produced moderate effect sizes, whereas OCD severity and MDE severity produced small but significant effect sizes. Kessler-6 and quality of life produced small nonsignificant effect sizes.

Discussion

The purpose of this study was to examine posttreatment assessment attrition and its predictors, and to assess the potential for attrition bias and its impact on treatment outcome measures for the Anxiety Online self-help programs. The posttreatment assessment attrition rate for the self-help programs was found to be 89%. This is a large posttreatment assessment attrition rate compared with therapist-assisted randomized controlled trials of online treatment (eg, 13% [42], 6.4% [43], and 0% [44]). However, our attrition rate compares favorably with attrition rates reported by similar open-access fully automated treatment programs (eg, [21]).

The e-PASS program collected data on 24 demographic and personal variables and 1 measure of psychological distress, the Kessler-6. Chi-square tests of association and binary logistic regression were used to relate these variables to posttreatment assessment attrition. Results revealed that the likelihood of completing posttreatment assessment measures declined for participants with a greater Kessler-6 total score and increased for older participants. Participants who heard about the program through the traditional media and from family and friends, those who were looking to complete a self-help online program, participants receiving assistance for mental health concerns, and for participants who reported learning best by reading, hearing, and doing rather than looking and watching. Those that joined the program because they wanted to receive online therapy were more likely to complete the posttreatment assessment measures potentially because of greater motivation and commitment to the program and interest around their treatment outcome. Participants who learn best by reading, hearing, and doing would likely be more involved in their learning than those who learn more passively by looking and watching. This difference in the reported learning style between being actively or passively involved may explain why those reporting the former style were more likely than those reporting the latter style to complete the posttreatment assessment measures. Participants who were receiving mental health services were likely to be more invested and actively engaged in managing their mental health and, therefore, they were more likely to show the tendency to complete the posttreatment assessment measures.

Interestingly, older participants were more likely to complete the posttreatment assessment measures, perhaps because with age comes a greater sense of commitment to the task. The age of our sample ranged between 18 and 78 years and because age was not a significant predictor of pretreatment attrition and formal withdrawal during treatment attrition, age was not a discriminatory factor [34]. This is especially encouraging because online programs are often thought to be of greater interest to younger cohorts [45], whereas these results suggest online programs are applicable across the age spectrum.

Similar to traditional face-to-face treatment programs, online programs ideally start with an assessment of the issues, then move to treatment of these issues, and then proceed to assessment of the impact of treatment on these issues. These 3 phases (pretreatment assessment, treatment, and posttreatment assessment) make up the standard design for any treatment program; therefore, attrition and its predictors at these different stages should be examined separately and not viewed as a single category. At each phase, there will be those who will start but not finish. Therefore, it is important to assess not only attrition at each of these 3 phases but also the predictors of attrition. In AL-Asadi et al [34], the predictors of pretreatment attrition and formal withdrawal during treatment were identified. In this study, we identified the predictors of posttreatment attrition. If we were to consider the findings of these 2 studies combined, we discover that there was no single predictor that is present in all phases, that some variables were predictors in only 1 phase, and that only some variables were predictors in 2 phases. For example, we found those who heard about the program from family/friends and traditional media sources, those who were seeking online self-help, those who learn best by reading, and those who had lower levels of psychological distress were more likely to accept and commence treatment and more likely to complete the posttreatment assessment measures. On the other hand, those who were concerned about anxiety, those who reported poor quality of life, and those who were prepared to make or in the process of making changes were more likely to accept and commence treatment and more likely not to formally withdraw from treatment.

By using Heckman’s method [39], attrition bias was assessed to be nonsignificant and consequently it is reasonable to...
conclude that those who did not complete the posttreatment assessment measures would have responded in the same way as those who completed the posttreatment assessment measures. The nonsignificant attrition bias allowed the use of completer analysis to assess the impact of the treatment programs in place of overconservative intention-to-treat analyses. Analyses of the treatment outcomes revealed that for all 5 treatment programs (GAD, SAD, PD/A, OCD, and PTSD) there was a significant effect in reducing the diagnostic anxiety-specific severity reported by participants, reducing the total number of diagnosed disorders, and increasing the reported self-confidence in dealing with ones’ mental health issues.

The MDE severity scores significantly decreased for participants in 4 of the treatment programs with the SAD group showing a small nonsignificant improvement. This finding that the treatment for anxiety disorder produced not only significant reduction in the severity of the anxiety-specific symptoms but also in the severity of symptoms of depression is indicative of the efficacy of online treatment to provide transdiagnostic treatment. These results are consistent with the conclusions of Andersson and Titov [6] and Johansson et al [46].

Psychological distress, as measured by the Kessler-6 total score, significantly decreased for participants in 4 of the treatment programs with the OCD group showing a small nonsignificant improvement. Similarly, the quality-of-life rating significantly improved for participants in 3 of the treatment programs with the OCD and the PD/A groups showing nonsignificant improvement. Overall, these results support the efficacy of online treatment of the 5 anxiety disorders. Cohen’s d within-group treatment effect sizes ranged from 0.40 to 0.84 for the relevant anxiety-specific severity scores. These results are consistent with the typical range of 0.4-0.7 reported for other self-help online programs [36,47,48].

These results suggest that efficacious fully automated self-help online treatment programs for a variety of anxiety disorders can be delivered to anyone with an Internet connection, anywhere, at any time. This increase in accessibility to treatment should make it easier for those whose mobility is restricted, those who feel uncomfortable being seen in a local mental health clinic, those who do not have local resources, and those who are unable to adhere to regular appointments to access mental health treatment. Online programs may have other potential advantages. For example, the potential to reach large and/or rural populations at a fraction of the cost associated with face-to-face therapy, and the privacy and anonymity of accessing therapy in one’s own home reduces the cost as well as the stigmatization associated with accessing face-to-face services. Two literature reviews by Musiat and Tarrier [1] and by Lal and Adair [3] agreed that online programs were cost effective, but disagreed on geographical and time flexibility. Musiat and Tarrier [1] concluded that there was limited reporting around the advantages of geographical, time flexibility, and stigma, whereas Lal and Adair [3] concluded that geographical flexibility, timing and convenience, and anonymity were the strengths and benefits associated with e-mental health programs. These differing opinions highlight the need for more research. Another added advantage is that online therapy makes it easy to provide people with several means of presentation of educational material, such as written, video, or audio formats, which can facilitate matching learning methods to preferred learning styles/preferences [3,32].

The mode of online therapy offers a promising and cost-effective alternative to face-to-face therapy [36], especially when considering the underengagement of the public with face-to-face services for mental health concerns [52-54]. This percentage becomes even lower for those who are living far from major urban centers and those who reside in rural communities where concerns over stigma is heightened and access and resources are limited [55,56]. In sum, although evidence is not consistent across all benefits, online therapy remains a potentially viable mode of service delivery that may provide both time- and cost-effective intervention and address obstacles associated with traditional therapy, such as stigma, travel issues, and lengthy waitlists to see a therapist. Therefore, online intervention may provide those who otherwise could not or would not seek out psychological treatment with the opportunity to avoid several limiting obstacles and receive effective therapy.

However, there are 4 major limitations that should be noted. Firstly, Anxiety Online platform (now Mental Health Online) is a cost-free system open to anyone in the world with Internet access. The design of this system does not require a control group; thus, it is difficult to make any conclusion regarding causal relationships between the treatment programs and improvements. Moreover, the lack of a control group and the high rate of posttreatment attrition make any conclusion about the efficacy of this online therapy preliminary. Secondly, the e-PASS uses online assessment procedures exclusively that rely on self-report to determine the diagnoses of participants. The use of automated online assessment for the purpose of assigning diagnoses is a limitation of this study in itself because the reliability of online diagnostic assessment tools has been questioned [6].

Thirdly, a single study that examined the psychometric properties of the e-PASS concluded that the treatment outcome measures have high test-retest reliability and reasonable convergent validity (D Nguyen, unpublished PhD thesis, Swinburne University, 2013). However, the small sample size and some disagreement with structured clinical interviews in terms of the severity levels required for a clinical diagnosis suggest that further validation studies with large sample sizes are needed. Consequently, more validation studies based on the newly released DSM-5 criteria must be conducted.

Fourthly, the use of completer analysis may overestimate the effectiveness of the treatment programs when attrition bias is suspected. However, in this case, attrition bias was found to be nonsignificant suggesting that the results accurately reflect the true effectiveness of the treatment programs. The use of the more conservative Cohen’s d values that do not take correlations into account [41] showed that effect sizes were reasonable despite the use of a conservative effect size measure.

As for the Anxiety Online platform, the high posttreatment attrition rate was a weakness of this platform. It appears that sending several automated email reminders over a 3-week period following the 12-week treatment cycle may be a relatively ineffective way to encourage sufficiently large numbers of people to complete the posttreatment measures. However, we
should acknowledge that, although still high, the multiple reminder email reminders may be 1 of the reasons why the Anxiety Online posttreatment attrition rate is slightly lower than other fully automated self-help open-access systems. This is confirmed by the higher posttreatment completion rates for Anxiety Online therapist-assisted program versions (36/92, 39%) involving a weekly email from a trained therapist.

Having participants complete the posttreatment measures is certainly a challenging task. This is probably exacerbated given the participants have already undertaken the assessment measures before treatment and, therefore, they know how demanding the posttreatment assessment will be. Telephone calls after the multiple email reminders may prove useful in further reminding participants, although this would impact on cost and also detracts from the fully automated nature of the system. Alternatively, motivation to complete posttreatment assessment measures may be increased by educating participants on the importance of completing the posttreatment assessment measures to allow the improvement of the treatment programs for future participants. In addition, asking participants to enter into a “behavioral contract” beyond the terms and conditions might be valuable (eg, pledge commitment and completion of modules and posttreatment assessment measures before they can commence).

Research on e-mental health has been taking place over the past decade or so examining its efficacy with a number of different disorders. However, it is important to continue to investigate a broader range of mental health problems, other therapeutic modalities besides CBT, and the issues related to geographic and time flexibility, stigma, and specific populations—especially older adults. Furthermore, and in view of the high attrition rates, especially those with open-access fully automated self-help online programs, it is recommended that when establishing treatment efficacy, researchers should consider examining the question of attrition bias. If attrition bias is found to be nonsignificant, completer analysis or maximum likelihood longitudinal methods should be used to assess treatment accuracy rather than the overly conservative intention-to-treat analyses.
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Abstract

Background: Advancements in mobile phone technology offer huge potential for enhancing the timely delivery of health behavior change interventions. The development of smartphone-based health interventions (apps) is a rapidly growing field of research, yet there have been few longitudinal examinations of how people experience and use these apps within their day-to-day routines, particularly within the context of a hybrid Web- and app-based intervention.

Objective: This study used an in-depth mixed-methods design to examine individual variation in (1) impact on self-reported goal engagement (ie, motivation, self-efficacy, awareness, effort, achievement) of access to a weight management app (POWeR Tracker) when provided alongside a Web-based weight management intervention (POWeR) and (2) usage and views of POWeR Tracker.

Methods: Thirteen adults were provided access to POWeR and were monitored over a 4-week period. Access to POWeR Tracker was provided in 2 alternate weeks (ie, weeks 1 and 3 or weeks 2 and 4). Participants’ goal engagement was measured daily via self-report. Mixed effects models were used to examine change in goal engagement between the weeks when POWeR Tracker was and was not available and whether the extent of change in goal engagement varied between individual participants. Usage data of POWeR and POWeR Tracker was automatically recorded for each participant. Telephone interviews were conducted and analyzed using inductive thematic analysis to further explore participants’ experiences using POWeR and POWeR Tracker.

Results: Access to POWeR Tracker was associated with a significant increase in participants’ awareness of their eating ($\beta_1=0.31$, $P=.04$) and physical activity goals ($\beta_1=0.28$, $P=.03$). The level of increase varied between individual participants. Usage data showed that participants used the POWeR website for similar amounts of time during the weeks when POWeR Tracker was and was not available and whether the extent of change in goal engagement varied between individual participants. Usage of POWeR and POWeR Tracker was mostly accessed in short bursts (mean 3 minutes, SD 2 minutes) during convenient moments or moments when participants deemed the intervention content most relevant. The qualitative data indicated that nearly all participants agreed that it was more convenient to access...
information on-the-go via their mobiles compared to a computer. However, participants varied in their views and usage of the Web- versus app-based components and the informational versus tracking tools provided by POWeR Tracker.

**Conclusions:** This study provides evidence that smartphones have the potential to improve individuals’ engagement with their health-related goals when used as a supplement to an existing online intervention. The perceived convenience of mobile access to information does not appear to deter use of Web-based interventions or strengthen the impact of app access on goal engagement. A mixed-methods design enabled exploration of individual variation in daily usage of the app-based tools.

*(J Med Internet Res 2014;16(10):e201)* doi:[10.2196/jmir.3579](http://doi.org/10.2196/jmir.3579)
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**Introduction**

**Background**

Over the past decade, there has been a proliferation of digital technologies to deliver interventions designed to support health behavior change, including computer- and Internet-based platforms [1-4], social media and online social networks [5,6], and mobile phones and other handheld devices [7,8]. Feature-rich smartphones arguably offer unique advantages over these forms of digital delivery given their apparent ubiquity and widespread penetration within individuals’ daily lives combined with the opportunity to harness their context-aware sensing capabilities [9-11]. Smartphone apps have been used in a number of different ways to promote and support health, including (but not limited to) automated prompts and reminders, information provision, self-monitoring and tracking, remote monitoring by health professionals, and incorporation of social networks [9].

There has been a surge in the development of apps to support a diverse range of health issues, including health promotion and disease prevention (eg, nutrition and physical activity [12-16], weight management [17,18], protective sun behaviors [19], substance use [20,21]), self-management of chronic physical conditions (eg, diabetes [22-24], pain [25], asthma [26]), and self-management of mental health [27] (eg, anxiety, stress, and well-being [28-34], depression [35-39], schizophrenia [40]). Despite the proliferation of apps, research on the feasibility and effectiveness of app-based health interventions is still at a relatively early stage and, to date, has largely focused on exploring user needs, the development of content specific to a given health behavior, and/or identifying specific usability issues.

Apps can and have been designed as stand-alone health interventions. An alternative hybrid model is to provide larger packages of Web-based information and advice supplemented with commercial apps, or brief interactions with app-based interventions. Longitudinal research of actual use can improve our understanding of when, why, and how individuals experience and make use of health apps, or brief interactions with app-based health behavior change interventions. There also appears to be little adequate exploration of how individuals actually use their mobile phones and integrate health apps in their day-to-day routines using longitudinal case study-based approaches [47,48]. The apparent ubiquity of mobile phones in our everyday lives suggests that apps will improve the accessibility, reach, and convenience of health interventions resulting in greater uptake, adherence, and subsequent health improvement.

Qualitative studies have shown that while people are receptive to the possibility of using mobile health apps, these apps may be less well received [51], particularly if they are not designed for flexible, quick, and effort-free use [22,43,52,53], and that there are certain contexts in which app use can be perceived as inappropriate or embarrassing (eg, during working hours or eating out with peers [16,22]). There is also evidence to suggest that app-based tracking of behavior is not easily incorporated into individuals’ daily routines if unprompted [16], yet automated mobile prompts appear to be disliked by users when they are received at inappropriate moments [42] or too frequently [19]. These insights have largely been derived from participants’ hypothetical perceptions of health apps, experience with commercial apps, or brief interactions with app-based health behavior change interventions. Qualitative research; weight loss; behavioral research; mobile apps; Internet; health; program acceptability; behavior; mixed-methods
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**Introduction**

**Background**

Over the past decade, there has been a proliferation of digital technologies to deliver interventions designed to support health behavior change, including computer- and Internet-based platforms [1-4], social media and online social networks [5,6], and mobile phones and other handheld devices [7,8]. Feature-rich smartphones arguably offer unique advantages over these forms of digital delivery given their apparent ubiquity and widespread penetration within individuals’ daily lives combined with the opportunity to harness their context-aware sensing capabilities [9-11]. Smartphone apps have been used in a number of different ways to promote and support health, including (but not limited to) automated prompts and reminders, information provision, self-monitoring and tracking, remote monitoring by health professionals, and incorporation of social networks [9].

There has been a surge in the development of apps to support a diverse range of health issues, including health promotion and disease prevention (eg, nutrition and physical activity [12-16], weight management [17,18], protective sun behaviors [19], substance use [20,21]), self-management of chronic physical conditions (eg, diabetes [22-24], pain [25], asthma [26]), and self-management of mental health [27] (eg, anxiety, stress, and well-being [28-34], depression [35-39], schizophrenia [40]). Despite the proliferation of apps, research on the feasibility and effectiveness of app-based health interventions is still at a relatively early stage and, to date, has largely focused on exploring user needs, the development of content specific to a given health behavior, and/or identifying specific usability issues.

Apps can and have been designed as stand-alone health interventions. An alternative hybrid model is to provide larger packages of Web-based information and advice supplemented with on-the-go mobile-based access to specific intervention components [14,18,21,28]. There has been comparatively little in-depth examination of how individuals view, use, and react to a hybrid intervention model. For example, do individuals differ in their preference for using different digital formats (ie, Web vs app)? [41] Such insights are vital for understanding in what contexts and for whom specific forms of digital delivery may be more successful at promoting optimal usage of and adherence to health behavior interventions. For example, apps have shown particular promise in enabling prompting [15] and self-monitoring of health-related behavior [17,18,42-44] as well as increasing users’ awareness of health-related goals and behaviors [15,16,32,45,46].

There also appears to be little adequate exploration of how individuals actually use their mobile phones and integrate health apps in their day-to-day routines using longitudinal case study-based approaches [47,48]. The apparent ubiquity of mobile phones in our everyday lives suggests that apps will improve the accessibility, reach, and convenience of health interventions resulting in greater uptake, adherence, and subsequent health improvement.

Qualitative studies have shown that while people are receptive to the possibility of using mobile health apps, these apps may be less well received [51], particularly if they are not designed for flexible, quick, and effort-free use [22,43,52,53], and that there are certain contexts in which app use can be perceived as inappropriate or embarrassing (eg, during working hours or eating out with peers [16,22]). There is also evidence to suggest that app-based tracking of behavior is not easily incorporated into individuals’ daily routines if unprompted [16], yet automated mobile prompts appear to be disliked by users when they are received at inappropriate moments [42] or too frequently [19]. These insights have largely been derived from participants’ hypothetical perceptions of health apps, experience with commercial apps, or brief interactions with app-based health behavior change interventions. Longitudinal research of actual use can improve our understanding of when, why, and how individuals experience and make use of health apps, or indeed their mobile phones, within their daily lives. This is needed for designing optimal user interfaces that enable quick and easy access to the core app components used on a day-to-day basis [54] as well as to inform the tailoring of automated prompts to ensure they are received at the right time with the right content.

We are aware of few studies that have combined quantitative analyses of intervention usage and change in self-reported outcomes with in-depth qualitative research to examine and compare individual differences in the impact of and experience
of health apps. This study used a novel mixed-methods design to examine the impact of, usage, and views of a weight management app (POWeR Tracker) that was provided alongside a Web-based weight management intervention (POWeR). Facilitating users to set personal healthy eating and physical activity goals is a key behavior change technique (BCT) incorporated in POWeR. The Health Action Process Approach argues that behavior change (in this case pursuit of weight management goals) occurs through 2 phases: motivational and volitional [55]. Coping self-efficacy (the extent to which an individual feels confident in overcoming barriers to goal pursuit) and action control (awareness of intended behaviors and self-regulatory effort) are identified as key predictors of behavior [56]. This study first examined whether providing access to POWeR Tracker enhanced participants’ self-reported goal engagement and, if so, whether the extent of enhancement varied between participants. Goal engagement was conceptualized in this study as motivation for goal pursuit, coping self-efficacy, action control (awareness of goals, effort toward goals), and achievement of goals. Variation in each participant’s views of POWeR Tracker and their usage of it on a day-to-day basis were then examined to further understand how and why it was used and to offer explanations for any individual variation observed in the impact of POWeR Tracker access on levels of goal engagement. The efficacy of the Web-based POWeR intervention and participants’ views of the specific content provided by the Web-based intervention have been the focus of previous qualitative studies [57] and randomized controlled trials within health care [58] and community settings [59].

The Interventions

**POWeR**

Positive Online Weight Reduction (POWeR) is a Web-based weight management intervention that was developed using the LifeGuide authoring software [60]. POWeR offers a flexible, nonprescriptive approach to weight management to foster autonomy and support users to adopt healthy behaviors that will empower them to maintain long-term weight management. POWeR is delivered over 12 sessions that become available to users on a weekly basis. Each session is comprised of a range of “POWeR tools” that support the development of self-regulatory skills, “POWeR stories” that model successful weight management strategies, and links to further sources of information and advice. A detailed overview of the iterative development and qualitative piloting of the Web-based POWeR intervention is provided elsewhere [57].

The first 3 sessions are designated as core sessions. Session 1 introduces the POWeR approach, guides users to select goals consistent with either a low-calorie or a low-carbohydrate eating plan, and review their personal motivations for losing weight. Session 2 provides tips on getting support for weight management. Session 3 guides users to select goals consistent with either a walking or mixed physical activity plan. Setting personalized goals (and developing detailed plans of how to meet those goals), reviewing goal progress, and getting Web-based feedback on goal achievement is an essential element of the POWeR intervention. From session 2 onward, participants are required to log their weight and review their goals before accessing new session content. During sessions 4-11, users are invited to choose topics of interest (eg, controlling cravings, dealing with slip-ups, eating out) after completing their weight and goal review. The final session of POWeR provides information and advice on how users can maintain their weight management over the longer term.

**POWeR Tracker**

POWeR Tracker is an Android mobile phone app that offers users of POWeR the opportunity to keep track of their personal POWeR goals via their mobile phone (refer to Multimedia Appendix 1 for a detailed overview). POWeR Tracker is supplemental to, rather than a duplication of, the Web-based POWeR intervention. It provides a range of tools that are designed to enhance users’ awareness of and motivation to work toward their personal POWeR goals between the Web-based weekly POWeR sessions (see Figure 1). POWeR Tracker provides 2 types of tools: informational and self-monitoring. Informational tools include options to view one’s goals and plans and access selected content that was introduced during the first Web-based POWeR session, such as food lists of items that are high or low in calories or carbohydrates, one’s personal reasons to lose weight card, and advice on how keeping diaries can support weight management. Self-monitoring tools include options to receive personalized feedback on progress toward goals via completion of a daily goal update and to complete food and physical activity diaries. POWeR Tracker also offers users the ability to set up automated notifications that provide reminders to view goals or complete a daily goal update at a time of their choosing. Participants are free to cancel notifications at any time.
Figure 1. Screenshots of POWeR Tracker mobile app (left to right: menu, daily goal update, and food diary).

Methods

Recruitment

A volunteer sample of 13 participants was recruited using paper-based advertisements placed around the campus of the University of Southampton, UK. Eligible participants were required to have a body mass index (BMI) of at least 23, own an Android mobile phone, and have no pre-existing health conditions that would impede modification of nutrition or physical activity. Recruitment ceased when no substantially different insights of participants’ experiences of POWeR Tracker were derived (ie, when saturation was achieved).

Design and Procedure

Data collection took place between August 2012 and August 2013 and was approved by the University of Southampton ethics committee and research governance office. Each participant was required to select their personal eating and physical activity plans and goals during the first 3 Web-based sessions of the POWeR intervention. After completing the first 3 Web-based sessions, each participant was invited to download the POWeR Tracker app and was then monitored over a 4-week period (see Figure 2). During this period, participants could continue to freely use the Web-based POWeR intervention.

When referring to the POWeR Tracker app, the phrase “intervention content” refers to the information, advice, and tools provided, whereas the phrase “daily questionnaires” refers to the self-report study measures. Access to the intervention content provided by the POWeR Tracker app was restricted and alternated on a weekly basis for each participant. Participants could either access the intervention content in weeks 1 and 3 or in weeks 2 and 4. The order of first access to the POWeR Tracker intervention content was counterbalanced across participants; participants were randomized via coin toss in blocks of 4 to receive first access during the first or second week of the study.

Participants were also required to complete a number of self-report measures of goal engagement (daily questionnaires) every day for all 4 weeks of the study via the POWeR Tracker app. In-line with the Health Action Process Approach [56], goal engagement was conceptualized in this study as motivation for goal pursuit, coping self-efficacy, action control (awareness, effort), and achievement of goals. To prevent backfilling, daily questionnaires could only be completed between 5 pm that day and 11 am the following morning. Semistructured telephone interviews were conducted at the end of each week to discuss each participant’s experiences of using POWeR and POWeR Tracker (see Multimedia Appendix 2 for the interview schedule). The interview schedule was initially developed collaboratively by LM, LD, and LY, but evolved over the course of the study based on responses from participants. Each interview was conducted by LM, LD, JJ, or SH and lasted between 5 and 38 minutes (mean 15 minutes). All study procedures and materials were initially pilot-tested with 1 user who was included in subsequent analyses (P1a). Participants were reimbursed for their time with either cash (£75) or research participation credits. Reimbursement was conditional on completion of the daily self-report measures and participation in the weekly telephone interviews. Reimbursement was not conditional on usage of the app- or Web-based intervention content. Participants were not provided with any training on how to register, download, or use POWeR/POWeR Tracker. However, participants were free to raise and receive advice for resolving any technical problems during the weekly telephone interviews.
Usage of POWeR and POWeR Tracker was recorded automatically for each participant using the LifeGuide software, including when, how long, and in what order particular pages or screens were viewed. All participants were informed that their usage of POWeR and POWeR Tracker would be recorded. During the first 3 core sessions of the Web-based POWeR intervention, users were guided to create 3 eating goals and 3 physical activity goals. Self-reported goal engagement was recorded every day during the 4 week study period via the POWeR Tracker app to assess whether access to the POWeR Tracker app enhanced (1) motivation for goal pursuit (goal motivation), (2) coping self-efficacy (goal self-efficacy) (3) action control (goal awareness, goal effort), and (4) achievement of goals (goal achievement). Motivation, self-efficacy, awareness, and achievement were each measured for eating goals and physical activity goals using 3-item scales developed for this study (Cronbach alpha=.95-.99) (see Multimedia Appendix 3). Goal effort toward each of the 6 individual goals was measured using a 3-item scale developed by Louro et al [61] (Cronbach alpha=.87). All measures used a 7-point Likert scale that ranged from strongly disagree to strongly agree.

Analysis

Between-Week Differences in Goal Engagement

Statistical analyses were performed using the R software environment version 3.0.2 [62]. Two mixed effects models were
fitted to the combined daily self-report data from 12 participants to test whether there was a difference in the summary scores for each self-report measure (outcome variable) between the weeks when the POWeR Tracker app was and was not available (predictor variable) (Model 1) and, if so, whether the extent of those differences varied between individual participants (Model 2). Summary scores for each self-report measure were calculated by averaging the responses provided to each of the 3 items. One participant (P7a) was excluded from these analyses because he was unable to provide daily self-report data due to a technical fault with the POWeR Tracker app. Model 1 represented the experimental hypothesis specifying fixed ($\beta_0$) and random effects ($\sigma_{\text{int}}$) for the intercept and a fixed ($\beta_1$) intervention effect, where $\beta_0$ denotes the average baseline value on day 1. Model 2 also allows for fixed ($\beta_0$) and random effects ($\sigma_{\text{int}}$) for the intercept and a fixed ($\beta_1$) intervention effect, but with an additional random effects ($\sigma_{\text{int}}$) on the intervention to allow for individual intervention effects. Model 2 was only fitted to data from the self-report measures that showed a significant intervention effect in Model 1. The fit of Model 1 versus Model 2 to the data was compared for self-report measures that showed a significant intervention effect. Likelihood ratio tests were used to select the preferred model fit for each self-report measure (ie, Model 1 vs Model 2). Model parameters were calculated for each individual participant where significant random effects of the intervention were observed. Both Model 1 and Model 2 allowed the individual level residuals to be correlated using an autoregressive process of order 1.

**Website and App Usage Patterns**

Usage of POWeR and POWeR Tracker was summarized for each participant to compare duration, frequency, and time of access to intervention content. Averages were also computed based on the combined usage data of all 13 participants to summarize how often and when the sample as a whole used POWeR and POWeR Tracker during the study period. Bivariate correlational analyses (Pearson $r$) were used where appropriate to examine whether observed patterns in participants’ usage of POWeR and POWeR Tracker were statistically significant.

Telephone interviews were audio recorded and transcribed verbatim. Transcripts for each of the 13 participants were analyzed using inductive thematic analysis [63]. In the first phase of analysis, each participant was considered individually so as to remain sensitive to the nuances of each individual’s experience of POWeR. This involved the development of initial codes to label each segment of text, which were then used to produce a set of themes that summarized the experiences for each participant. Analyzing each participant’s data separately ensured that unique or “deviant” views and/or experiences of POWeR were preserved when seeking to synthesize and compare data across the whole sample (in phase 2). This facilitated interpretation of individual variation observed for the impact of app access on goal engagement.

In the second phase, a thematic analysis of the themes generated for each participant (in phase 1) was conducted to generate a set of themes that captured the experiences of all 13 participants. This involved comparing the content of themes initially generated for each participant to merge and synthesize across participants while also preserving any differences between individuals in how they viewed and experienced POWeR.

**Results**

**Overview**

Presentation of the results will be provided in 4 sections. The first will describe the participant characteristics. The second will report on the significant associations between provision of the POWeR Tracker app and change in self-reported goal engagement. The final 2 sections will outline participants’ usage and views of the POWeR Tracker app and the concurrent Web- and app-based delivery of POWeR.

**Participants**

A total of 13 (6 male and 7 female) healthy adults aged 18-52 years (median 27 years) participated. The BMI of participants ranged from 23.69 to 38.51 kg/m$^2$ (median 26 kg/m$^2$). All participants either completed or were currently studying for a degree. On average, participants reported using their mobile phone from between 1-16 hours per day (median 2 hours). Most of the participants cited more than 1 motivation for signing up for the study. The most common motivations were to lose weight and get fitter (both cited by 8/13, 62%), and to learn about a healthy lifestyle, earn money, and contribute to current research (all cited by 3/13, 23%). Only 1 participant (8%) reported that he/she was interested in trying new apps.

**Impact of POWeR Tracker App on Goal Engagement**

Access to the POWeR Tracker app was associated with a significant increase in self-reported motivation, self-efficacy, awareness, and achievement of eating goals and a significant increase in self-reported awareness of physical activity goals. There were no significant differences in self-reported goal effort (for eating or physical goals) or in self-reported motivation, self-efficacy, and achievement of physical activity goals between the weeks when the POWeR Tracker app was and was not available. Table 1 presents the estimates for Model 1 along with the standard error for the estimate of $\beta_1$ and the $P$ value for the Wald test of the null hypothesis that $\beta_1=0$. 
### Table 1. Estimates for Model 1 testing for fixed intervention effect.

<table>
<thead>
<tr>
<th>Measure</th>
<th>$\beta_0^a$</th>
<th>$\beta_1^b$</th>
<th>$\sigma_{ou}^c$</th>
<th>$\rho^d$</th>
<th>$R^2$, %e</th>
<th>SE</th>
<th>P</th>
<th>Marginal</th>
<th>Conditional</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Eating goals</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Motivation</td>
<td>4.68</td>
<td>0.42</td>
<td>0.15</td>
<td>.01</td>
<td>1.41</td>
<td>.05</td>
<td>1.30</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>4.53</td>
<td>0.34</td>
<td>0.15</td>
<td>.03</td>
<td>1.47</td>
<td>.11</td>
<td>.83</td>
<td>64</td>
<td></td>
</tr>
<tr>
<td>Awareness</td>
<td>5.26</td>
<td>0.31</td>
<td>0.15</td>
<td>.04</td>
<td>1.19</td>
<td>.22</td>
<td>.96</td>
<td>58</td>
<td></td>
</tr>
<tr>
<td>Effort, goal 1$^f$</td>
<td>4.98</td>
<td>0.22</td>
<td>0.17</td>
<td>.18</td>
<td>1.29</td>
<td>.02</td>
<td>.38</td>
<td>52</td>
<td></td>
</tr>
<tr>
<td>Effort, goal 2$^f$</td>
<td>5.07</td>
<td>0.24</td>
<td>0.16</td>
<td>.15</td>
<td>1.27</td>
<td>-.04</td>
<td>.43</td>
<td>49</td>
<td></td>
</tr>
<tr>
<td>Effort, goal 3$^f$</td>
<td>4.84</td>
<td>0.10</td>
<td>0.24</td>
<td>.69</td>
<td>0.88</td>
<td>.40</td>
<td>.07</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>Achievement</td>
<td>4.64</td>
<td>0.32</td>
<td>0.17</td>
<td>.06</td>
<td>1.38</td>
<td>.21</td>
<td>.79</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td><strong>Physical activity goals</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Motivation</td>
<td>4.86</td>
<td>0.12</td>
<td>0.18</td>
<td>.52</td>
<td>1.40</td>
<td>.34</td>
<td>.10</td>
<td>58</td>
<td></td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>4.85</td>
<td>-0.09</td>
<td>0.18</td>
<td>.64</td>
<td>1.35</td>
<td>.16</td>
<td>.05</td>
<td>52</td>
<td></td>
</tr>
<tr>
<td>Awareness</td>
<td>5.14</td>
<td>0.28</td>
<td>0.13</td>
<td>.03</td>
<td>1.38</td>
<td>.06</td>
<td>.71</td>
<td>68</td>
<td></td>
</tr>
<tr>
<td>Effort, goal 1$^f$</td>
<td>4.80</td>
<td>-0.02</td>
<td>0.30</td>
<td>.95</td>
<td>1.02</td>
<td>.19</td>
<td>.00</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Effort, goal 2$^f$</td>
<td>4.66</td>
<td>-0.20</td>
<td>0.26</td>
<td>.45</td>
<td>1.42</td>
<td>.16</td>
<td>.18</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td>Effort, goal 3$^f$</td>
<td>4.31</td>
<td>0.13</td>
<td>0.30</td>
<td>.67</td>
<td>1.42</td>
<td>.43</td>
<td>.07</td>
<td>35</td>
<td></td>
</tr>
<tr>
<td>Achievement</td>
<td>4.56</td>
<td>0.14</td>
<td>0.21</td>
<td>.52</td>
<td>1.39</td>
<td>.32</td>
<td>.12</td>
<td>51</td>
<td></td>
</tr>
</tbody>
</table>

---

$a\beta_0$ denotes average baseline value on day 1, where minimum possible score is 1 (strongly disagree) and maximum possible score is 7 (strongly agree).  
$b\beta_1$ denotes the average change in scores for all participants between the weeks when the POWeR Tracker app was and was not available.  
$c\sigma_{ou}$ denotes standard deviation of random effects for changes in average baseline value on day 1.  
$d$For autocorrelation.  
$eR^2$ marginal denotes the proportion of total variation in each measure explained by access to POWeR Tracker; $R^2$ conditional denotes the proportion of total variation in each measure explained by access to POWeR Tracker and individual variability in self-report responses.  
$f$Effort, goal 1-3 denotes each eating and physical activity goal set by participants.

The magnitude of change in self-reported awareness of eating and physical activity goals and self-reported achievement of eating goals as a result of access to the POWeR Tracker app varied significantly between participants. However, no significant variations between participants were observed for change in self-reported motivation and self-efficacy for eating goals. Table 2 presents the estimates for Model 2 along with standard error (SE) of $\beta_1$, the $P$ value for the Wald test of the null hypothesis that $\beta_1=0$, the standard deviation of both the random intercept ($\sigma_{ou}$) and random effects for the intervention ($\sigma_{1u}$), and the correlation ($\rho_{01u}$) between the 2 random effects. Likelihood ratio (LR) test statistics for comparing Model 1 and Model 2 and their respective $P$ values are also displayed in Table 2.
Table 2. Estimates for Model 2 testing for individual intervention effects.

<table>
<thead>
<tr>
<th>Measure</th>
<th>( \beta_0^a )</th>
<th>( \beta_1^b )</th>
<th>( \sigma_{ou}^c )</th>
<th>( \sigma_{1u}^d )</th>
<th>( \rho_{01u} )</th>
<th>( \rho )</th>
<th>Likelihood ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Eating goals</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Motivation</td>
<td>4.61</td>
<td>0.48</td>
<td>0.24</td>
<td>.05</td>
<td>1.59</td>
<td>0.63</td>
<td>--55</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>4.52</td>
<td>0.35</td>
<td>0.18</td>
<td>.05</td>
<td>1.49</td>
<td>0.32</td>
<td>--16</td>
</tr>
<tr>
<td>Awareness</td>
<td>5.13</td>
<td>0.45</td>
<td>0.35</td>
<td>.19</td>
<td>1.63</td>
<td>1.07</td>
<td>--76</td>
</tr>
<tr>
<td>Achievement</td>
<td>4.55</td>
<td>0.42</td>
<td>0.32</td>
<td>.19</td>
<td>1.57</td>
<td>0.96</td>
<td>--47</td>
</tr>
<tr>
<td><strong>Physical activity goals</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Awareness</td>
<td>5.11</td>
<td>0.31</td>
<td>0.22</td>
<td>.16</td>
<td>1.61</td>
<td>0.62</td>
<td>--70</td>
</tr>
</tbody>
</table>

\( ^a \)\( \beta_0 \) denotes average baseline value on day 1, where minimum possible score is 1 (strongly disagree) and maximum possible score is 7 (strongly agree).

\( ^b \)\( \beta_1 \) denotes change in scores between the weeks when the POWeR Tracker app was and was not available where the magnitude of change may be different for each participant.

\( ^c \)\( \sigma_{ou} \) denotes standard deviation from average baseline value on day 1.

\( ^d \)\( \sigma_{1u} \) denotes standard deviation of random effects for changes in scores between the weeks when the POWeR Tracker app was and was not available.

Participants P1a, P8b, and P11b reported the greatest improvement in awareness and achievement of goals during the weeks when access to POWeR Tracker was provided. In contrast, participants P3a, P5a, P6a, and P13b reported little or no improvement in their awareness and achievement of goals. Table 3 presents the estimated intercept (\( \beta_0^a \)) and intervention effects (\( \beta_1^b \)) for each individual participant where there was a significant random effect for the intervention.

Table 3. Estimated individual intercept (\( \beta_0^a \)) and intervention effects (\( \beta_1^b \)) for each participant.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Goal awareness (eating)</th>
<th>Goal achievement (eating)</th>
<th>Goal awareness (physical activity)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \beta_{0i} )</td>
<td>( \beta_{1i} )</td>
<td>( \beta_{0i} )</td>
</tr>
<tr>
<td>P1a</td>
<td>1.79</td>
<td>3.32</td>
<td>2.23</td>
</tr>
<tr>
<td>P2a</td>
<td>3.57</td>
<td>0.48</td>
<td>3.65</td>
</tr>
<tr>
<td>P3a</td>
<td>3.83</td>
<td>0.04</td>
<td>1.79</td>
</tr>
<tr>
<td>P4a</td>
<td>5.93</td>
<td>0.34</td>
<td>5.43</td>
</tr>
<tr>
<td>P5a</td>
<td>6.05</td>
<td>0.04</td>
<td>5.11</td>
</tr>
<tr>
<td>P6a</td>
<td>6.87</td>
<td>--0.03</td>
<td>4.98</td>
</tr>
<tr>
<td>P8b</td>
<td>3.86</td>
<td>0.78</td>
<td>3.18</td>
</tr>
<tr>
<td>P9b</td>
<td>5.84</td>
<td>--0.13</td>
<td>5.60</td>
</tr>
<tr>
<td>P10b</td>
<td>4.66</td>
<td>0.28</td>
<td>5.27</td>
</tr>
<tr>
<td>P11b</td>
<td>6.27</td>
<td>0.49</td>
<td>4.74</td>
</tr>
<tr>
<td>P12b</td>
<td>6.21</td>
<td>0.14</td>
<td>6.04</td>
</tr>
<tr>
<td>P13b</td>
<td>6.70</td>
<td>--0.32</td>
<td>6.57</td>
</tr>
</tbody>
</table>

\( ^a \)\( \beta_0 \) denotes baseline value on day 1, where minimum possible score is 1 (strongly disagree) and maximum possible score is 7 (strongly agree).

\( ^b \)\( \beta_1 \) denotes change in scores between the weeks when the POWeR Tracker app was and was not available.

Usage of POWeR Tracker App

On average, participants spent 29 minutes (SD 21 minutes) using the app-based intervention content during the 4 week study period. As a group, participants only accessed the app-based intervention content on an average of 9 of 14 (64%) days it was available. Participants also spent a longer total time using the app-based intervention content during the first week of access (mean 18 minutes, SD 11 minutes ) compared to the second week of access (mean 12 minutes, SD 14 minutes).
Several individual participants did, however, access the app on most of the days it was available (see Table 4). These participants tended to request more notifications and made greater use of the app-based tracking tools, particularly the daily goal update, as compared to those participants who accessed the app on a fewer number of days (see Figure 3). A significant positive correlation was observed between total duration of app use and effect of app access on awareness of eating goals \((r=.585, P=.046)\), achievement of eating goals \((r=.620, P=.03)\), but not awareness of physical activity goals \((r=.498, P=.10)\). However, more regular use the tracking-based tools was not significantly related to how strongly app access influenced goal engagement (awareness of eating goals: \(r=.525, P=.08\); achievement of eating goals: \(r=.530, P=.08\); awareness of physical activity goals: \(r=.387, P=.21\)).

### Table 4. Summary of participants’ usage of the intervention content provided by the POWeR Tracker app.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Duration of app use (minutes)</th>
<th>Days app used (0-14 days), n (%)</th>
<th>Notifications requested by participants, n</th>
<th>Total</th>
<th>View goals</th>
<th>Daily goal update</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>First week</td>
<td>Second week</td>
<td>Per day, b mean</td>
<td>First week</td>
<td>Second week</td>
<td>Per day, b mean</td>
</tr>
<tr>
<td>P1a</td>
<td>64.30</td>
<td>20.38</td>
<td>43.92</td>
<td>5.36</td>
<td>12 (86)</td>
<td>17 (100)</td>
</tr>
<tr>
<td>P2a</td>
<td>53.57</td>
<td>37.82</td>
<td>15.75</td>
<td>5.55</td>
<td>11 (79)</td>
<td>15 (100)</td>
</tr>
<tr>
<td>P3a</td>
<td>13.20</td>
<td>9.40</td>
<td>3.80</td>
<td>2.20</td>
<td>6 (43)</td>
<td>11 (79)</td>
</tr>
<tr>
<td>P4a</td>
<td>47.27</td>
<td>35.3</td>
<td>11.97</td>
<td>6.75</td>
<td>7 (50)</td>
<td>78 (100)</td>
</tr>
<tr>
<td>P5a</td>
<td>15.48</td>
<td>9.53</td>
<td>5.95</td>
<td>2.21</td>
<td>7 (50)</td>
<td>78 (100)</td>
</tr>
<tr>
<td>P6a</td>
<td>29.33</td>
<td>25.62</td>
<td>3.72</td>
<td>2.44</td>
<td>12 (86)</td>
<td>11 (79)</td>
</tr>
<tr>
<td>P7a</td>
<td>1.32</td>
<td>1.32</td>
<td>0</td>
<td>0.33</td>
<td>4 (29)</td>
<td>44 (100)</td>
</tr>
</tbody>
</table>

First app access: week 1 of 4

First app access: week 2 of 4

---

\(^a\)Due to technical issues with the app, notifications were only intermittently received by 5 participants (P1a, P2a, P3a, P9b, and P11b). Therefore, the reported number of notifications requested may underestimate these participants’ usage of this component.

\(^b\)Represents average duration of use only on days when the app-based intervention content was accessed.

### Figure 3. The number of times each participant viewed or completed each of the app-based intervention components.
Perceived Advantages of App Access

Nearly all the participants (10/13, 77%) stated that it was more convenient to access the app than the website because their mobile phones were always with them and could be accessed on-the-go at any time (see Table 5).

Table 5. Overview of themes identified from participant interviews.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Overview</th>
</tr>
</thead>
<tbody>
<tr>
<td>Convenience and accessibility: short bursts of on-the-go access</td>
<td>The app was considered a convenient and accessible means of accessing content because a phone is portable and can be used on-the-go in any location. Participants were happy to use the website and app in tandem if they were perceived to provide different value in different contexts.</td>
</tr>
<tr>
<td>Constant reminder and repetition</td>
<td>The app provided a constant reminder of participants’ goals and plans. This helped to maintain awareness of goals and keep them in mind. App-based reminders were typically not considered necessary on a daily or longer-term basis.</td>
</tr>
<tr>
<td>Motivational benefits of tracking</td>
<td>Participants reported motivational benefits from logging and tracking thoughts and behaviors via diaries, goal updates, and daily questionnaires. Use of tracking tools facilitated recognition of both progress and areas for future improvement.</td>
</tr>
<tr>
<td>Time-relevant use guided by lifestyle and routine</td>
<td>Usage of the app was tied to personal lifestyle and fluctuations in daily routine. Participants typically reported using the app during free moments or specific times when the app-based intervention content was most relevant, such as mealtimes.</td>
</tr>
</tbody>
</table>

The perceived convenience of the app appeared to resolve barriers to accessing Web-based intervention content; the app could be used during a spare 5 minutes while a chunk of allocated time was needed to complete a Web-based session. For example, P3a said:

> Because it's kind of in front of me all the time and in my hand, it's easier for me if I am thinking about those kinds of issues, to look on the app rather than log on to a computer and go on the website.

An exception was P8b who reported that app-based access to intervention content was actually less convenient:

> Actually I thought the website was more, for me anyway, was more accessible than the app...But that might be because in terms of my phone I kind of use my phone just for texting and calling but I've got my iPod for all the apps so I don't normally connect my phone with an app...I would actually physically have to remember to use it on my phone.

Views on the convenience and accessibility of POWer Tracker did not, however, appear to be strongly tied to observed usage or the effect of the app on goal engagement. For example, P8b used the app comparatively more and showed one of the strongest intervention effects despite perceiving app access as less convenient than Web access. P3a used the app comparatively less and showed one of the weakest intervention effects despite perceiving app access as more convenient than Web access (see Table 3).

Most participants agreed that another primary benefit of the app was that it provided a constant reminder of one’s POWer goals (see Table 5). Figure 3 illustrates that the static information screens (ie, goal lists, food lists) were the most frequently viewed parts of the app for more than half the participants (9/13, 69%). This constant reminder of goals was reported to improve focus, awareness, and motivation. For example, P1a said:

> You are always going to have goals in the back of your mind and reasons why you want to do things, but having it written down somewhere where you can just go and have a look at it is quite good. I mean that is quite a good thing to have because obviously if you write it down on a piece of paper you are most likely not to look at it well I don't think I would to have an app to hand 24/7 is quite good.

Participants appeared to differ by how frequently they reported needing these reminders. Some participants stated that reminders of goals or food lists were not needed on a daily or continued basis particularly once the relevant information had been committed to memory, as P2a explains:

> But once I’ve got the list of foods, once I know my targets and my goals, there is really no reason to log in...once it's in my head I just don’t feel the need to look this stuff up.

Participants discussed how regular use of the tracking tools, including the daily questionnaires, facilitated critical self-reflection on progress and prompted further goal-directed behavior. P11b explained how answering questions about their goals each night on a Likert scale provided a useful gauge for realizing when it was time to set a new goal:

> When you [‘ve made]...your goal a habit and then you change it [for a new goal], I think that’s the most profound thing [that’s happened to me during the study], [POWeR] gives you suggestions...[that] you should try and cut out drinking sugary tea or eating chocolate and then you try and do it and then you find, oh I can actually [did] that. And after [a goal] become[s] a habit you...try and do something else.

Participants suggested that the appeal and experience of using the app-based tracking tools could be optimized by providing effort-free data entry for diaries (eg, drop-down menus, barcode scanners) and personalized feedback. For example, P4a commented that the app could provide more feedback in-line with the weight graph provided during the weekly Web-based review:

> Maybe a bit more feedback from what you said over the week or something... because it takes in all this...
Usage of POWeR Website

Participants continued to use the POWeR website despite the perception that app-based access was more convenient (see Table 6). Total duration of app use was significantly correlated with total duration of website use ($r = .77$, $P = .002$). On average, participants spent approximately 56 minutes (SD 44 minutes) using the POWeR website and completed 3 of 4 available Web-based sessions during the 4-week study period. Although similar amounts of total time were spent on the website during the 2 weeks when participants did (mean 29 minutes, SD 31 minutes) and did not (mean 27 minutes, SD 33 minutes) have access to the app-based intervention content, time spent on the website during nonapp weeks was significantly correlated with effect of app access on awareness of eating goals ($r = .930$, $P < .001$), achievement of eating goals ($r = .849$, $P < .001$), and awareness of physical activity goals ($r = .867$, $P < .001$).

Table 6. Summary of participants’ usage of the POWeR website during weeks when the app-based intervention content was and was not available.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Duration (minutes)</th>
<th>Session completion, n</th>
<th>Weight and goal review completion</th>
<th>Extra topics viewed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All weeks</td>
<td>App weeks</td>
<td>Nonapp weeks</td>
<td>All weeks</td>
</tr>
<tr>
<td>First app access: week 1 of 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1a</td>
<td>127.54</td>
<td>6.06</td>
<td>123.15</td>
<td>3</td>
</tr>
<tr>
<td>P2a</td>
<td>154.11</td>
<td>111.10</td>
<td>43.01</td>
<td>2</td>
</tr>
<tr>
<td>P3a</td>
<td>54.78</td>
<td>15.42</td>
<td>39.35</td>
<td>4</td>
</tr>
<tr>
<td>P4a</td>
<td>46.98</td>
<td>10.52</td>
<td>36.46</td>
<td>4</td>
</tr>
<tr>
<td>P5a</td>
<td>17.53</td>
<td>6.84</td>
<td>10.69</td>
<td>2</td>
</tr>
<tr>
<td>P6a</td>
<td>51.71</td>
<td>30.99</td>
<td>20.72</td>
<td>4</td>
</tr>
<tr>
<td>P7a</td>
<td>9.74</td>
<td>3.42</td>
<td>6.31</td>
<td>2</td>
</tr>
<tr>
<td>First app access: week 2 of 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P8b</td>
<td>67.06</td>
<td>25.32</td>
<td>41.74</td>
<td>3</td>
</tr>
<tr>
<td>P9b</td>
<td>26.24</td>
<td>22.16</td>
<td>4.08</td>
<td>2</td>
</tr>
<tr>
<td>P10b</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>P11b</td>
<td>68.96</td>
<td>44.49</td>
<td>24.48</td>
<td>3</td>
</tr>
<tr>
<td>P12b</td>
<td>40.60</td>
<td>33.21</td>
<td>7.39</td>
<td>3</td>
</tr>
<tr>
<td>P13b</td>
<td>67.14</td>
<td>67.14</td>
<td>0</td>
<td>2</td>
</tr>
</tbody>
</table>

Participants P1a, P2a, and P11b expressed the most positive perceptions of the website compared to the other participants. All 3 stated that they were happy to use both the website and app to access different intervention content. Their usage patterns reflect this—they all spent an above average amount of time using both the website and app. P2a and P11b also discussed how app- versus Web-based access offered value within different contexts. For example, P11b described using the app on-the-go for quick updates, but using the website for more intensive support when he felt that progress toward his goals was waning. P2a said:

*If we were comparing the website and the app, I spent a lot of time across the two...that was all quite straightforward that worked well. Anything like recording the foods, the diaries, and the [physical] activities...I do prefer doing that on my computer and I’ve got time to do it. The app is...most useful for looking up the lists of food and stuff like that.*

In contrast, P9b and P10b commented that they would prefer to access the entirety of the POWeR intervention via the app. For example, P10b stated that they did not need to look at the additional content provided by the website as they were making good progress toward their POWeR goals by using the app alone. P9b discussed the value of accessing “quick little snapshots of information” via the app in comparison to the long, text-heavy, Web-based sessions:

*Apps are just a lot more instant and I tend to try and do it when I’m on-the-go if I can as well. When I’m out and about, [I] try and do bits on the 3G if I can and just whenever I get a convenient moment, to be honest. You can work it around yourself instead of having to physically go to a computer to do it...I prefer to use an app than going [and] logging into the website, personally.*

Again, this view is reflected in their usage patterns—both spent a below average amount of time using the website; P10b did not use the website at all, whereas P9b only used the website for a short period of time during the first 2 weeks of the study. However, a strong preference for exclusive app-based access did not appear to be associated with longer or more frequent...
use of the app. For example, P10b accessed the app on less than half the number of days it was available and spent an average of 3 minutes looking at the intervention content on each of those days, which is comparable to the time spent by other participants. P9b accessed the app less frequently and spent less time using the intervention content in comparison to other participants. A strong preference for exclusive app access was also not associated with stronger intervention effects. In fact, Access to POWer Tracker appeared to have a stronger effect on goal engagement for participants who valued using both the app and the website (P1a, P2a, P11b) than for participants who only valued the app (P9b, P10b).

When and Why Did Participants Use POWer Tracker?

Participants described using the app in short bursts during free moments of time throughout the day. On the days when the app was accessed, participants spent an average of 3 (SD 2 minutes) minutes per day using the intervention tools and 6 (SD 2 minutes) minutes per day completing the daily questionnaires. These short bursts of app use tended to be more prevalent during the morning (around 0900 and 1000 hours), lunchtime (around 1300 hours), and throughout the evening (starting from 1700 hours) (see Figure 4). For example, P11b said:

So really whenever you have free time. For me in between lectures you can go go there and have a read...so that's quite an important part for me because sometimes you have 10 minute breaks so you can just go “Oh ok, I think I will take a look at my app and see what I can do.”

There was variation between participants in when and how often the app was used within a 24-hour period. Most of the participants tended to access the app-based intervention content sporadically at different times throughout the day. For example, food lists were reportedly used at times when decisions were made about food choices, such as at the supermarket and while cooking or preparing meals. P10b described missing this point of reference when the app was not available:

When I was doing my food shopping I would usually use the card, the bit on it where it tells you which foods are good and which aren’t. I have sort of based my food shopping around those lists, but without them this week I’ve had to just try and remember what was on there. So it was like a point of reference for me.

In contrast, a few participants only accessed the app-based intervention content in the morning or the evening. For example, when asked about when she used the POWer Tracker app, P4a answered:

Usually evening, so it’s looking back on the day I mainly use it in the evening and then [I] can fill out the whole day...rather than bit by bit.

Of the 14 participants, 7 (54%) chose to set up automated notifications within the app (see Table 4). Only 2 participants discussed their reasons for not requesting notifications; one experienced a technical error preventing receipt of requested notifications (P3a) whereas the other reported that notifications were not needed because they could easily remember to use the app without them (P10b). On visual inspection, participants who requested notifications tended to be those for whom access to the app had a stronger effect on goal engagement (eg, P11b, P8b, P1a, P12b), although there were exceptions (eg, P13b). However, no significant correlation was observed between the number of notifications received and effect of app access on goal engagement (awareness of eating goals: $r=-.07$, $P=.82$; achievement of eating goals: $r=.17$, $P=.60$; awareness of physical activity goals: $r=.11$, $P=.75$).

Notifications were responded to 48 of 93 times (52%) they were received. On average, there was a 47-minute delay between notification receipt and subsequent response. View goal notifications were requested more often and prompted a greater and faster response (32/50, 64%; delay: mean 37, SD 44 minutes) than goal update notifications (16/43, 37%; delay: mean 67, SD 71 minutes). Responsiveness to notifications varied greatly both between and within individuals, ranging from the fastest response of 7 seconds and the slowest response of nearly 4 hours. The times at which notifications were requested also varied, including morning (0800 hours), lunchtime (1200 hours), early evening (1800-1900 hours), and late evening (2100-2300 hours). Participants commented that automated notifications were valuable for keeping goals in mind and prompting use of POWerR. For example, P11b said:

The thing that partly remind[ed] me to go to the app [was] the reminders because sometimes you hear your phone sound and [it] remind[s] you of something...so you tend to look at your phone so maybe if the app [could] remind me to look at my phone [more] then I think it would be a bit better...once you take a look at the [message] I’m sure people [would] spend at least a couple of minutes taking a look at the app.

P11b also suggested that notifications may have more motivational impact if they contained personalized messages related to one’s goals and plans before directing you to a particular component within the app.

Most participants explained that their app use was primarily determined by the availability of free moments within their daily routine, despite the usage prompts offered by time-relevant tools and automated notifications. Availability of free moments tended to be constrained by lifestyle factors such as work commitments and/or social commitments that were prioritized over using POWerR. For example, P3a explains that automated notifications would only evoke a response if they were delivered at the right time:

If I was to receive something like [information on exercise or healthy eating] at 11 am when I was at work I would quite likely ignore it and never go back to it again. But say it came through in the evening when I was watching TV, things might be different and I might pay more attention to it.

The timing of unavailable moments tended to be more consistent than the timing of free moments within participants’ daily routines. For example, P10b explained that she was nearly always unable to use the app during the day because she was busy with lectures, exams, and revision. However, her routine
varied as to whether she had free moments during the mornings, evenings, and weekend. Access to POWeR Tracker had the strongest effect on P1a, who also discussed how app use changed after a shift in daily routine (see Figure 5). During the first 2 weeks of the study, P1a was living at home with family while on summer vacation. He described using the app fairly infrequently and typically later in the evenings because he did not have a strict daily routine and also had limited control over meal choices:

*It was just over summer so I wasn’t really waking up that early. I guess if I had a 9-to-5 job then I would have used it in the mornings as well, but I wasn’t waking up till about 11 or 12 because I’m off every day, by the time I had walked the dogs and done a few other things I guess I was going on the app then.*

After returning to university and living in student accommodation, P1a reported using the app earlier in the day to take advantage of free Wi-Fi on campus as well as in the early hours of the morning while out with friends. P1a also expressed a greater need for the app when living independently:

*I might start using it a bit more, because when I am at home obviously you have all your comforts...like bad foods that you shouldn’t eat loads of biscuits around and stuff and so I was probably a little bit worse back home than I would be at university so I think maybe when I go shopping and stuff [now]...I’ll have a quick look at the red, green, and yellow foods and simply won’t buy the things so I don’t have the temptation.*

Figure 4. Average duration of participants’ app use (minutes) by time of day for the first and second week of app access.

Figure 5. One participant’s (P1a) average use of the app (in minutes) by time of day for the first and second weeks of app access.
Discussion

Principal Findings

Previous research has highlighted the benefits of stand-alone app-based interventions on individuals’ awareness of their eating behaviors and physical activity levels [15,16,42,45,46]. The current study adds to this literature by demonstrating that provision of a hybrid Web- and app-based weight management intervention can encourage greater goal awareness than provision of a Web-based intervention alone. Overall, participants’ awareness of both their eating and physical activity goals was greater during the weeks when the POWeR Tracker app was available. Qualitative data indicated that this effect appeared to be stronger for participants who valued the opportunity to access both Web- and app-based content as compared to participants who preferred to use the app exclusively. Usage data indicated that this effect also appeared to be stronger for participants who spent longer using the app and longer using the website during the weeks when the app was not available. Access to the POWeR Tracker app was associated with improvement in participants’ motivation, self-efficacy, and achievement of eating goals, but not physical activity goals. It is unsurprising that the POWeR Tracker app had greater impact on participants’ engagement with their eating goals than physical activity goals given that the Web-based POWeR intervention places greater emphasis on changing day-to-day dietary routines. There is also growing evidence that individuals can struggle to pursue multiple goals and plans concurrently [64].

In-line with previous research [24,50,65], the POWeR Tracker app was viewed by most participants as a convenient means of accessing desired information and tools on-the-go as needed. However, the perceived convenience of POWeR Tracker did not necessarily deter participants from continuing to use the Web-based POWeR intervention, nor was it necessarily associated with regular use of the app and stronger effects of app access on self-reported goal engagement. Participants spent similar amounts of time using the POWeR website during the weeks when the app was and was not available indicating that the POWeR Tracker was used as a supplement, rather than replacement, for the Web-based intervention. Previous examinations of hybrid interventions designed to promote self-monitoring of behavior have reported that app-based delivery was associated with better adherence to self-monitoring compared to Web-based formats [17,44]. Unlike the interventions provided by Carter et al [17] and Kirwan et al [44], self-monitoring was not the only technique promoted by the POWeR intervention. Comparison of findings from these different types of intervention suggest that apps may be associated with greater usage when they are used to facilitate one specific, repetitive daily behavior, such as diary completion or step logging.

Participants in this study varied in their use of and preference for the informational versus self-monitoring components of the POWeR Tracker app. Although most participants did use POWeR Tracker to access informational content (eg, food lists), fewer used the app to track progress toward their goals or complete food/physical activity diaries. Reasons cited for not using the tracking tools were the hassle of manual data entry and lack of personalized feedback. This contrasts with previous research revealing positive usage and views of app-based self-monitoring interventions [16,17,44], but does confirm findings from qualitative exploratory work suggesting that potential users of health apps are not always receptive to app-based self-monitoring [51,53]. As discussed earlier, self-monitoring is typically the sole behavioral target of studies that report positive usage and views of app-based delivery. It could be that these sorts of studies attract individuals who are already comfortable with self-monitoring their behavior and find it easier to integrate within their daily routines. It is also possible that the requirement for participants in the current study to complete daily measures via their mobile phones negated their perceived need for additional self-monitoring. Completion of the study measures accounted for the bulk of participants’ usage of the POWeR Tracker app, with many participants commenting that answering daily measures was a useful motivational tool. Participants’ use of POWeR Tracker was not random and appeared to be triggered by 3 types of events: (1) relevance of app-based tools at particular times of day, (2) availability to respond or interact with the app, and (3) receipt of automated notifications. The impact of users’ availability to interact with the app and take advantage of free moments echoes reports that ability to integrate app use into one’s daily routine is an important potential facilitator and/or barrier to intervention usage [16,24,32,46]. There were no indications from participants in this study that automated reminder notifications from the app were perceived as annoying, a risk that has been highlighted previously [42]. This may be because the timing and receipt of all POWeR Tracker notifications were fully controlled by the participant, following guidelines suggested by Dennison et al [51].

Implications and Future Research

The findings from this study offer several implications for the future delivery of app-based health interventions. First, advances in mobile technology do not necessarily render Web-based interventions redundant. Combining app- and Web-based delivery in this study improved participants’ self-reported engagement with their weight management goals suggesting that multicomponent, hybrid interventions may have the potential to enhance digital health promotion. Further research is needed to compare multicomponent, hybrid interventions to app-only interventions. This study also suggests that the benefit offered by app-based delivery in terms of convenience, does not necessarily correlate with usage or effect on outcomes, nor does it necessarily dissuade users from also engaging with Web-based interventions. That said, POWeR Tracker did not provide a complete duplication of the content and functionality offered by the Web-based intervention. Further research is necessary to examine whether the same usage patterns are observed when app-based components are equivalent to Web-based components.

Second, apps may be particularly well suited to the delivery of specific intervention components that are relevant on-the-go and that can be accessed quickly during free moments. In the
current study, app-based access to select informational content (eg, food lists) was viewed as particularly useful, whereas views of app-based self-monitoring were mixed. To date, considerable attention has been paid to whether existing, often commercial, apps provide theory and evidence-based BCTs [66-71]. An additional empirical question is whether particular BCTs are more or less suited to delivery using different digital formats (eg, app vs Web). For example, can all types of behavior change tools and techniques (eg, goal setting, cognitive behavior therapy approaches) feasibly be delivered via small mobile phone screens that may typically be accessed for only minutes at a time sporadically throughout the day? Are individuals willing to use their mobile phones for extended periods of time to access detailed intervention content? Does the future of app-based intervention lie as a supplemental component that delivers only the content that is useful and convenient to access on-the-go or as stand-alone interventions, or does this depend on factors such as the target behavior or intervention complexity? These are all questions that need to be addressed by future empirical research.

Third, this study points to the value of using a mixed-methods approach to understand how individuals use and view app-based delivery of health behavior change interventions. Analysis of only the qualitative data may have overemphasized the importance of participants’ preferences for app-based delivery of intervention content. On the other hand, analysis of only the quantitative data would not have provided explanations for why the provision of a supplementary app had a greater impact for some participants compared to others. Furthermore, adopting an individualized approach enabled us to uncover differences in how participants reacted to and used the different behavior change tools provided by the POWeR Tracker app and whether these differences were related to the effect of app access on intervention outcomes. These insights will help us to improve the design of emerging app-based interventions by ensuring that they provide a range of different tools and techniques that have the potential to attract and retain a wider range of and/or higher numbers of engaged users. These insights also provide the warning that participants’ preferences for intervention delivery (ie, apps are more convenient) may not necessarily match what actually leads to better outcomes (ie, combined use of website and app).

Building a detailed understanding of when and for what reasons individuals choose to use health apps is necessary to inform the development of intelligent systems that harness the phone’s contextual sensor data to deliver real-time content or prompts at relevant and convenient moments. Adequate understanding of how and why users interact with app-based interventions on a day-to-day basis can also help to customize the design of interfaces that (1) enable users to easily access regularly used components of the app and (2) efficiently interact with components in a way that fits their actual often intermittent usage, rather than the regular usage researchers and/or programmers may intend [24,65]. Such intelligent and customized systems have the potential to both encourage and sustain usage of health-related apps.

Limitations
A number of limitations to this study should be noted. First, this study did not use an app- or Web-only control group or a true no-intervention control group. Therefore, no definitive conclusions can be drawn regarding the comparative impact of a stand-alone app versus Web-based delivery. We also cannot rule out the role of measurement effects. As previously discussed, the daily study measures were perceived by participants as an intervention tool that offered useful motivational benefits. Findings from this study are based on a small, predominantly young, and highly educated sample limiting generalizability and statistical power. Additional studies with larger and more diverse samples are required to confirm and replicate the findings observed in this study. Ceiling effects may have limited the potential impact of access to the POWeR Tracker app on certain individual’s goal engagement, particularly goal awareness. Indeed, the participant who showed the strongest intervention effect (P1a) also had the lowest baseline values on day 1. All participants were motivated to learn about adopting a healthier lifestyle and some fell within the upper end of the healthy BMI range. It is unclear whether clinically overweight/obese individuals would interact with POWeR Tracker in the same way or whether providing access to the POWeR Tracker app would have the same level of impact on goal engagement.

It is also possible that participants’ usage of both the Web-based POWeR intervention and POWeR Tracker app was confounded by aspects of the study design. For example, usage of the app during the evening may have been encouraged by the obligation to complete the daily study measures after 5 pm. It is also possible that the financial incentives offered for participation and the perceived obligation to prepare for the weekly telephone interviews may have led some participants in this study to use the Web-based intervention and app more regularly or in different ways than they otherwise might have. However, the fact that some participants did not use the website at all and/or used the app very infrequently indicates that this was not a concern for all participants. Additionally, there were a number of technical issues with the app software that limited how well we could explore participants’ use and perceptions of the automated notifications provided by POWeR Tracker. The findings and implications regarding how participants interacted with a supplementary app-based tool provided alongside a Web-based intervention may also be specific to the domain of weight management.

Finally, this study measured the impact of providing access to POWeR Tracker on engagement with specific eating- and physical activity-related goals, but did not examine impact on dietary consumption or total physical activity level. Thus, we cannot know whether participants’ increased awareness of their eating and physical activity goals translated into healthier dietary choices or increased activity levels. It is also not clear whether improving participants’ experience of app-based interventions can actually lead to increased usage. For example, ratings of perceived usefulness and ease of use were not strongly associated with increased use of an app-based step logging tool [44].
Additional mixed-methods studies are needed to further examine both usage of and impact on behavioral change of providing supplemental app-based interventions in the longer term (i.e., beyond 4 weeks). For example, does usage continue over the longer term and, if so, do and how do patterns of usage change? What factors influence long-term usage of health apps? Is there any association between a positive user experience and subsequent usage of health apps? Can exposure to health apps facilitate long-term maintenance of health behavior change?

Conclusions
Findings from this study suggest that supplementing a Web-based weight management intervention with an app-based tool has the potential to improve individuals’ motivation for and awareness of their healthy eating and physical activity goals. Perceived convenience of mobile-based access to intervention content enabled quick access to key pieces of intervention content on-the-go at relevant and convenient moments, but did not appear to deter use of the Web-based intervention. Using mixed-methods approaches can provide complementary qualitative and quantitative insights into how users view and use app-based health behavior interventions on a day-to-day basis and what impact app-based delivery may have on health-related goals.
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Abstract

Background: Computer-assisted decision support is an emerging modality to assist patients with type 2 diabetes mellitus (T2DM) in insulin self-titration (ie, self-adjusting insulin dose according to daily blood glucose levels). Computer-assisted insulin self-titration systems mainly focus on helping patients overcome barriers related to the cognitive components of insulin titration. Yet other (eg, psychological or physical) barriers could still impede effective use of such systems.

Objective: Our primary aim was to identify experiences with and barriers to self-monitoring of blood glucose, insulin injection, and insulin titration among patients with T2DM. Our research team developed a computer-assisted insulin self-titration system, called PANDIT. The secondary aim of this study was to evaluate patients’ perceptions of computer-assisted insulin self-titration. We included patients who used PANDIT in a 4-week pilot study as well as patients who had never used such a system.

Methods: In-depth, semi-structured interviews were conducted individually with patients on insulin therapy who were randomly recruited from a university hospital and surrounding general practices in the Netherlands. The interviews were transcribed verbatim and analyzed qualitatively. To classify the textual remarks, we created a codebook during the analysis, in a bottom-up and iterative fashion. To support examination of the final coded data, we used three theories from the field of health psychology and the integrated model of user satisfaction and technology acceptance by Wixom and Todd.

Results: When starting insulin therapy, some patients feared a lifelong commitment to insulin therapy and disease progression. Also, many barriers arose when implementing insulin therapy (eg, some patients were embarrassed to inject insulin in public). Furthermore, patients had difficulties increasing the insulin dose because they fear hypoglycemia, they associate higher insulin doses with disease progression, and some were ignorant of treatment targets. Patients who never used a computer-assisted insulin self-titration system felt they had enough knowledge to know when their insulin should be adjusted, but still believed that the system advice would be useful to confirm their reasoning. Furthermore, the time and effort saved with automated insulin advice was considered an advantage. Patients who had used PANDIT found the system useful if their glycemic regulation improved. Nevertheless, for some patients, the absence of personal contact with their caregiver was a drawback. While guidelines state that adjustment of basal insulin dose based on fasting plasma glucose values is sufficient, both patients who had and those who had not used PANDIT felt that such a system should take more patient data into consideration, such as lifestyle and diet factors.
Conclusions: Patients encounter multiple obstacles when implementing insulin therapy. Computer-assisted insulin self-titration can increase patient awareness of treatment targets and increase their confidence in self-adjusting the insulin dose. Nevertheless, some barriers may still exist when using computer-assisted titration systems and these systems could also introduce new barriers.

Methods

Study Participants

Patients with T2DM, aged 18-80 years, who were on insulin therapy, were considered eligible to participate in this study, irrespective of their glycemic control. In this study, we aimed to include 10 participants who had never used a computer-assisted insulin self-titration system and whose insulin doses were adjusted insufficiently to achieve their insulin targets.
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computer-assisted insulin self-titration system (Group 1). Furthermore, 10 patients who were enrolled in a 4-week pilot involving the use of PANDIT were asked to participate in this study (Group 2). All participants were randomly recruited from a 1000-bed university hospital in Amsterdam, and general practices in and around Amsterdam, the Netherlands.

**Description of PANDIT**

PANDIT is a Web-based system that provides insulin dosing advice for patients using once daily basal insulin. Exogenous basal insulin complements the residual insulin that is supplied by the pancreas. Basal insulin doses are traditionally titrated according to fasting plasma glucose (FPG) values [32].

The patient user interface of PANDIT resembles a glucose diary in order to facilitate the collection of FPG values. The patient user interface of PANDIT is displayed in Figure 1. After a patient has logged in and opened the diary, a one-page screen is displayed containing five columns that show calendar date, FPG values, insulin dosing advice as provided by the system, current dose of insulin used, and remarks. Patients need to access PANDIT at least once every 3 days to enter recently measured FPG values and their current insulin dose. Furthermore, they have to indicate whether they have experienced symptoms of hypoglycemic episodes.

A decision support algorithm uses the measured FPG values to determine whether the patient’s FPG is within the target range. If this is the case, the patient is advised to continue the current insulin dose, otherwise, the system will advise to adjust the insulin dose. If there is a reason for more intensively guided treatment, for example, if the patient frequently experiences hypoglycemic episodes, PANDIT will be automatically blocked from generating new insulin dosing advice and the care provider receives a message from PANDIT.

In addition to the decision support algorithm, PANDIT also incorporates asynchronous telemedicine functionalities. The telemedicine functionalities allow care providers to provide insulin dosing advice through the PANDIT interface to their patients. These telemedicine functionalities are automatically triggered when the system is blocked from generating advice as described above, but can also be evoked by care providers when they think this is necessary. As soon as the patient is sufficiently stabilized, the care provider can decide to “unblock” the algorithm, and let PANDIT generate new insulin dosing advice again.

![Figure 1. Screenshot of PANDIT.](http://www.jmir.org/2014/10/e235/)

<table>
<thead>
<tr>
<th>Date</th>
<th>Fasting blood glucose</th>
<th>Insulin advice</th>
<th>Insulin used</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wednesday 10-08-2011</td>
<td>8,3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tuesday 09-08-2011</td>
<td>8,1</td>
<td>24</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>Monday 08-08-2011</td>
<td>8,2</td>
<td>24</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>Sunday 07-08-2011</td>
<td>9,7</td>
<td>22</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>Saturday 06-08-2011</td>
<td>9,8</td>
<td>22</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>Friday 05-08-2011</td>
<td>9,4</td>
<td>22</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>Thursday 04-08-2011</td>
<td>10,5</td>
<td>20</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Wednesday 03-08-2011</td>
<td>10,6</td>
<td>20</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Tuesday 02-08-2011</td>
<td>10,7</td>
<td>20</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Monday 01-08-2011</td>
<td>11,7</td>
<td>10</td>
<td>10</td>
<td></td>
</tr>
</tbody>
</table>

Have you recently, since your last visit to the PANDIT system, experienced symptoms of hypoglycemia?  
☐ Yes  ☐ No
Data Collection

In-depth, semi-structured interviews were conducted individually with all participants of the study. One researcher (ACRS) conducted face-to-face interviews with the participants of Group 1 to investigate their experiences with and barriers to SMBG, insulin injection, and insulin titration, as well as their perceptions of computer-assisted insulin self-titration. The face-to-face interviews were conducted at the outpatient clinic. Another researcher (WTG) conducted telephone interviews with the participants of Group 2 specifically focusing on their experiences with PANDIT. Face-to-face interviews had an average duration of 60 minutes. Telephone interviews lasted around 20 minutes. All interviews were audio-taped with oral consent of the participants. Table 1 lists the topics that were addressed during the interviews. Open-ended questions with neutral probes related to each topic were posed and follow-up questions were used to elicit more in-depth information.

Table 1. List of topics that were addressed during the interviews.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Item</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Face-to-face interviews (Group 1)</strong></td>
<td></td>
</tr>
<tr>
<td>A. Experiences with and barriers to insulin titration</td>
<td></td>
</tr>
</tbody>
</table>
| To what extent patients adhere to…(a-c) | (a) performing SMBG
| How patients feel about…(a-c) | (b) injection of insulin
| The ideal conditions to…(a-c) | (c) titration of insulin
| Difficult conditions to…(a-c) | |
| B. Perceptions of computer-assisted insulin self-titration | |
| To what extent patients are skillful in using…(a,b) | (a) computer
| How patients feel about using…(a-c) | (b) telemedicine
| (c) computer-assisted insulin self-titration system |
| **Telephone interviews (Group 2)** | |
| Experiences with and barriers to the use of PANDIT | |
| Positive or negative aspects/functionalities of PANDIT | |
| Missing aspects/functionalities of PANDIT | |
| Feelings about the insulin dosing advice given through PANDIT | |

*SMBG: self-monitoring of blood glucose

Data Analysis

The interviews were transcribed verbatim and analyzed qualitatively. In the analysis, we used the MAXQDA software [33]. For the primary aim, two researchers (ACRS and WTG) individually extracted all remarks regarding patients’ experiences with and barriers to SMBG, insulin injection, and insulin titration from the face-to-face interviews with Group 1. For the secondary aim, the two researchers extracted the perceptions of computer-assisted insulin self-titration addressed by participants in Group 1 and the experiences with PANDIT addressed by participants in Group 2.

Analysis of Experiences With and Barriers to Insulin Self-Management

The analysis of the interview data was based on the steps described in the handbook of Green et al [34]. To classify the textual remarks, we created a codebook during the analysis, in a bottom-up and iterative fashion, following the procedure for codebook creation described by DeCuir-Gunby et al [35]. The codes were developed from the data rather than from existing theories, and we examined the data multiple times and revised the codebook and the assigned codes if necessary, until there were no more changes either to the codebook or the assigned codes. During the second and later cycles of examination, we used constructs from three selected theories from the field of health psychology (Stages of Change Model [36], Theory of Planned Behavior [37], and Self-Regulatory Theory [38]) to guide changes to the codebook. However, data was never “forced” into these theories. If no suitable construct was found, the original code that was derived from the data was retained. Figure 2 depicts the process that was followed to match bottom-up coded remarks to constructs from the three theories from health psychology. The Stages of Change Model of Prochaska and DiClemente distinguishes five stages on the way to behavioral change, namely precontemplation, contemplation, preparation, action, and maintenance [24]. The Stages of Change Model hence was used to appreciate patients’ readiness to perform insulin self-management, requiring acknowledgement of starting insulin therapy or an additional insulin injection (insulin regime intensification). Among patients situated in the action stage of the Stages of Change Model, Ajzen’s Theory of Planned Behavior was used to explore participants’ attitudes toward a behavior, their perceived behavioral control, and subjective norms as factors that influence their behavioral intention [37]. Specifically for experiences with and barriers to

http://www.jmir.org/2014/10/e235/
the task of insulin titration, Leventhal et al’s Self-Regulatory Theory was used to explore illness representations based on perceptions of cause, identity, timeline, consequences, and controllability of diabetes in terms of prevention and cure [38]. Table 2 gives an overview of all theoretical constructs that were used during data analysis. The two coders (ACRS, WTG) resolved discrepancies through consensus. In case of disagreement, a third researcher (NP) was consulted. Having a third party examine the coding choices made by team members is a technique that has also been used in previous qualitative studies [39]. The entire final codebook is listed in Multimedia Appendix 1.

Two researchers (ACRS and WTG) independently categorized the remarks according to three different topic schemes: (1) the medical task addressed (SMBG, insulin injection, or insulin titration), (2) whether the remark concerned a (perceived) barrier or an experience, and (3) the construct from one of the theories.

When participants reported that an action was not performed, not performed in a timely fashion, or not performed correctly, the reported cause of this circumstance was classified as a barrier to performing the action. We distinguished two types of barriers: barriers that were reported by participants themselves, and barriers that were induced from participants’ remarks by the researchers. To this end, an experienced diabetes physician (ACRS) verified whether patient reported behavior was in line with common recommendations in the field of diabetes, and if this was not the case, the cause of this circumstance was classified as an induced barrier. For example, if patients reported that they did not see advantages of glucose-lowering actions for blood glucose levels that were evidently too high, this was classified as an induced barrier caused by a lack of knowledge of the long-term risks of diabetes or of treatment targets. All patient experiences were classified as “positive” or “negative”, depending on the feelings reported by the participant in question.

Figure 2. Flowchart of matching bottom-up coded remarks to constructs from theoretical frameworks.

Analysis of remark

Remark concerns behavioral change?*

Yes

Use of construct from Stages of Change model

No

Remark specifically about insulin titration?

Yes

Use of construct from Theory of Planned Behavior, Self-Regulatory Theory, or both

No

Use of construct from Theory of Planned Behavior

Patient in contemplation stage and reason stated?

Yes

* (therapy initiation or regimen intensification)
### Analysis of Perceptions of and Experiences With Computer-Assisted Insulin Self-Titration

The perceptions of computer-assisted insulin self-titration that emerged from the face-to-face and telephone interviews were similarly coded bottom-up to eventually develop a codebook. Here too, if consensus could not be reached, a third researcher (NP) was consulted. To support examination of the final coded data of Group 2, two researchers matched each code to a construct from the integrated model of technology acceptance and user satisfaction constructed by Wixom and Todd [31]. This model provides a mechanism for understanding how system and information characteristics influence intended usage. It proposes that system characteristics (reliability, flexibility, integration, accessibility, and timeliness) and information characteristics (completeness, accuracy, format, and currency) influence system and information quality, respectively. Following a causal chain, system and information quality influence object-based attitudes toward the system that can shape behavioral beliefs of usefulness, ease of use, and, ultimately, system usage. For example, if a computer system is hard to access, this will negatively influence its perceived usefulness and users may decide to use other systems of information sources instead. Table 2 (bottom row) lists the theoretical constructs from this model. The final coded data of Group 1 were not matched to constructs of a model as these patients were never presented with the computer-assisted insulin self-titration system.

### Table 2. Overview of theoretical constructs used in data analysis.

<table>
<thead>
<tr>
<th>Theory</th>
<th>Focus</th>
<th>Constructs</th>
<th>Description$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stages of Change Model [36]</td>
<td>Individual’s motivation and readiness to change a behavior</td>
<td>Precontemplation</td>
<td>Not yet acknowledging that there is a problem behavior that needs to be changed</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Contemplation</td>
<td>Acknowledging that there is a problem but not yet ready or sure of wanting to make a change</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Preparation</td>
<td>Getting ready to change</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Action</td>
<td>Changing behavior</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Maintenance</td>
<td>Maintaining the behavior change</td>
</tr>
<tr>
<td>Self-Regulatory Theory [38]</td>
<td>Individual’s cognitive representations of their current health status based on illness representation</td>
<td>Cause of illness</td>
<td>Perceived causes of an illness</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Identity with the illness</td>
<td>Name or label of an illness</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Consequences</td>
<td>Anticipated and experienced consequences of an illness</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Timeline</td>
<td>Perception of progress and duration of an illness</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Controllability</td>
<td>Perception of amenability to control or cure an illness</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Attitude toward behavior</td>
<td>Positive or negative feelings about performing a behavior</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Subjective norm</td>
<td>Perception of whether people important to the individual think the behavior should be performed</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Perceived behavioral control</td>
<td>Perception of the difficulty of performing a behavior</td>
</tr>
<tr>
<td>Theory of Planned Behavior [37]</td>
<td>Relations between an individual's beliefs, attitudes, intentions, behavior and perceived control over that behavior</td>
<td>Factors</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Completeness</td>
<td>Degree to which the system provides all necessary information</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Accuracy</td>
<td>Perception that the information is correct</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Format</td>
<td>Perception of how well the information is presented</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Currency</td>
<td>Perception of the degree to which the information is up to date</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Reliability</td>
<td>Dependability of system operation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Flexibility</td>
<td>Way the system adapts to changing demands of the patient</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Integration</td>
<td>Way the system allows data to be integrated from various sources</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Accessibility</td>
<td>Ease with which information can be accessed from the system</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Timeliness</td>
<td>Degree to which the system offers timely responses to requests for information or action</td>
</tr>
</tbody>
</table>

$^a$In the context of our study, the term “behavior” in this column can be interpreted as either (1) performing self-monitoring of blood glucose, (2) injecting insulin, or (3) titrating insulin.
Results

Participants
To recruit the 10 participants who had never used a computer-assisted insulin self-titration system, 12 patients were invited. All 10 patients who participated in the pilot study with PANDIT agreed to take part in this study. Participant characteristics are displayed in Table 3. In the following sections, we first describe the experiences with and barriers to insulin self-management categorized by medical task. Subsequently, we describe patients’ perceptions of, and experiences with, computer-assisted insulin self-titration per patient group.

Table 3. Baseline characteristics of study participants by group.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Group 1 (n=10)</th>
<th>Group 2 (n=10)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic characteristics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>53.9 (7.7)</td>
<td>56.9 (8.9)</td>
</tr>
<tr>
<td>Male sex, n (%)</td>
<td>6 (60%)</td>
<td>6 (60%)</td>
</tr>
<tr>
<td><strong>Education level</strong>, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low education level</td>
<td>3 (30%)</td>
<td>2 (20%)</td>
</tr>
<tr>
<td>Middle education level</td>
<td>4 (40%)</td>
<td>4 (40%)</td>
</tr>
<tr>
<td>High education level</td>
<td>3 (30%)</td>
<td>4 (40%)</td>
</tr>
<tr>
<td><strong>Diabetes characteristics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes duration since diagnosis (years), median (min-max)</td>
<td>8.0 (2.0-25.0)</td>
<td>7.0 (1.0-23.0)</td>
</tr>
<tr>
<td>Duration of insulin use (years), median (min-max)</td>
<td>3.0 (0.3-15.0)</td>
<td>1.0 (0.0-3.0)</td>
</tr>
<tr>
<td><strong>Insulin regimen</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Basal, n (%)</td>
<td>7 (70%)</td>
<td>10 (100%)</td>
</tr>
<tr>
<td>Multiple daily, n (%)</td>
<td>3 (30%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>HbA1c, mean (SD)</td>
<td>7.2 (0.7)</td>
<td>8.4 (6.3)</td>
</tr>
</tbody>
</table>

*Low education level: primary school or none; Middle education level: vocational or other secondary school; High education level: university or vocational postsecondary school.

Experiences With and Barriers to Insulin Self-Management
In total, the face-to-face interviews yielded 77 unique remarks regarding experiences with and barriers to insulin self-management (Multimedia Appendix 1). A total of 25 remarks were categorized as barriers, of which six were induced by the diabetes physician. Most barriers concerned the task of insulin titration. For three remarks, no suitable construct was found, for which we added one new construct: “fit between medical commitment and daily routine”, implicating the impact of a patient’s daily activities on the performance of a medical task. To define patients’ attitudes more specifically, we added three child-constructs under the construct “attitude towards behavior” (Theory of Planned Behavior), namely “perceived usefulness”, “physical impact”, and “effect on daily life”. We also added one child-construct under the construct “perceived behavior control” (Theory of Planned Behavior), namely “perceived cognitive load”, implicating the emotional or cognitive burden of the medical task. No remarks concerned the constructs “cause of illness” or “identity with the illness” (Self-Regulatory Theory), or “preparation” (Stages of Change Model).

Insulin Therapy Initiation and Insulin Regime Intensification
Five remarks were made about insulin therapy initiation or insulin regime intensification (ie, adding a bolus insulin before a meal). Most patients reported having a reluctance to using an injectable drug due to fear of a lifelong commitment to insulin therapy or fear of disease progression (“contemplation stage”, Stages of Change Model).

I just can’t stand the injection. If it would be once a day, it would be fine. But I had to inject twice a day. ...Two times is really the maximum for me. They proposed to me to inject three times, but I said no. I don’t want that. I couldn’t do it. [Female, age 46, Group 1, participant 7]

There were also patients who experienced positively that initiating insulin therapy was effective in lowering blood glucose values.

Self-Monitoring of Blood Glucose
A total of 13 remarks were made about SMBG. Many patients reported that the performance of measurement of blood glucose was accompanied by feelings of pain or tenderness in the fingertips (“physical impact”, child construct of “attitude towards behavior”, Theory of Planned Behavior). However,
these patients reported that, despite the pain, they still performed the measurements.

I still think finger pricks are a disaster. It just hurts...I have tried different lancets but all of them hurt...OK, I have to. I have to, but still I don’t like those horrible nasty pricks. [Female, age 60, Group 1, participant 1]

Some patients indicated that the painful feelings were outweighed by the usefulness of SMBG to detect aberrant blood glucose values and to become acquainted with the effects of daily activities and insulin on blood glucose values.

I used to measure 4-6 times a day. At a certain point you get acquainted with hypoglycemia and learn to sense a hypoglycemic event coming up. ...After a year I knew how much I food had to eat and insulin I had to inject to prevent a hypoglycemic event. [Male, age 40, Group 1, participant 4]

However, these patients no longer perceived these frequent SMBG as useful when their blood glucose became better controlled and thus were mostly within the target range.

Insulin Injection

A total of 31 remarks were made about insulin injection. Many patients on insulin therapy mentioned injection pain and site reactions localized on the skin, such as bruises and swellings, as a drawback of insulin therapy (“physical impact”, child construct “attitude towards behavior”, Theory of Planned Behavior). Nevertheless, the physical impact of insulin injections did not necessarily withhold patients from compliant use of insulin therapy.

I inject the rapid-acting insulin in my abdomen and I don’t like it. I also have bruises on my abdomen and it’s more painful and more sensitive. ...This wouldn’t stop me from injecting, but I do avoid the injection site for some days to give it time to recover. [Female, age 59, Group 1, participant 3]

Another negative feeling toward insulin injection that many patients elaborated on was that the commitment to insulin therapy negatively affected their daily personal or social life (“effect on daily life”, child construct “attitude towards behavior”, Theory of Planned Behavior). Patients said that in the short term, increasing the insulin dose led to a fear of developing hypoglycemia (“consequences”, Self-Regulatory Theory). In the long term, they feared that increasing the insulin dose would lead to disease progression or a transition to a multiple daily insulin regimen (“timeliness”, Self-Regulatory Theory).

They said increase [your insulin dose] to 18 [insulin units], increase to 24. Then I thought: it’s getting worse. Am I getting sicker? ...I didn’t know this was normal in the initial phase. ...It takes some time before you realize how it works. [Male, age 54, Group 1, participant 2]

One patient incorrectly perceived that high doses of insulin might interact with other medication (“perceived behavioral control”, Theory of Planned Behavior). Another patient also indicated being reluctant to increase the insulin dose as this would reduce insight in the remaining function of the pancreas (“controllability”, Self-Regulatory Theory).

If you inject more insulin if your blood sugar is too high, you end up in a situation where you’re dependent on [exogenous] insulin. Say you have a steady lifestyle and a fixed insulin dose. ...If your [blood glucose] values decrease, it could mean that the Islets of Langerhans function better. If you constantly switch insulin doses, you can’t see if you’re doing better. [Male, age 40, Group 1, participant 9]

With regard to self-adjustment of insulin dose, many patients reported that they found it difficult to choose a correct insulin dose. Some patients were not aware of correct glucose targets. Consequently, patients continued their insulin dose when they actually should have increased it, or even decreased their insulin dose when they actually should have continued it.

If my blood glucose value is near 10 or 10.2 [mmol/L], I’m not very alarmed. ...If it would be near 15 [mmol/L], I could call [my diabetes nurse]. ...Until 16 point something it does not bother me. [Male, age 54, Group 1, participant 2]
Also, some patients felt that they were unable to control their blood glucose values due to the large number of external, disturbing factors such as irregular working hours, poor sleeping, and influenza episodes. They would typically consider the evolution of their blood glucose values as unpredictable and varying for no apparent reason (“controllability”, Self-Regulatory Theory).

### Other Barriers

Patients indicated that the obligation to use insulin on top of other therapies increased the mental burden of disease management (“perceived cognitive load”, child construct of “perceived behavior control”, Theory of Planned Behavior). Therefore, these patients preferred to limit the frequency of performing any medical procedure to a minimum.

> I prefer to perform as few medical procedures as possible. I already take medication because my thyroid was removed, that’s why I’ve become overweight and that’s how I got diabetes. Therefore, I try to limit everything to a minimum. Everybody prefers to be healthy and without needs. [Female, age 59, Group 1, participant 3]

Furthermore, daily activities and irregular working hours were named as barriers to integrate SMBG and insulin injection in their daily routine (“fit between medical commitment and daily routine”, added construct). As a result, these tasks were often forgotten or delayed.

### Perceptions of and Experiences With Computer-Assisted Insulin Self-Titration

The telephone interviews and face-to-face interviews yielded a total of 20 and 18 remarks respectively regarding perceptions of computer-assisted insulin self-titration. The final coded data of Group 1 were not matched to constructs of a model. These patients mainly discussed whether they found it useful and/or efficient and whether they could trust the system. With regard to Group 2, remarks regarding functionalities that were missing in PANDIT were assigned to an added construct to the Theoretical Integration of User Satisfaction and Technology Acceptance: “missing functionalities”. Furthermore, for three remarks, we added two other constructs: “perceived usefulness”, implicating the degree to which a person believes that his or her diabetes would benefit from the use of a computer-assisted insulin self-titration system; and “attitude toward behavior”, implicating the positive or negative feelings about performing computer-assisted insulin self-titration. The constructs “accuracy”, “currency”, “reliability”, “integration”, and “timeliness” were not applicable.

Patients who had never used a computer-assisted insulin-titration system (Group 1) and who expected a computer-assisted insulin self-titration system to be useful felt they had enough knowledge to know when their insulin should be adjusted, but still believed that the system advice would be useful as it could confirm their reasoning.

When patients were asked how they would feel about receiving insulin dosing advice at home, almost all appreciated that it could save time and effort in comparison to face-to-face contacts and telephone calls with their caregiver.

> It could save me time. Sometimes you have to wait here [in the hospital] for quite a while. …Other times there are telephone appointments but that also requires waiting if the line is busy. The use of such a system would save both parties time. If it’s easy and possible [to titrate the insulin dose] without speaking to the person I would like that, yes. [Male, age 54, Group 1, participant 2]

The main reason for patients who had used PANDIT in a pilot study (Group 2) to find PANDIT useful was that using the system resulted in an evident improvement of their blood glucose levels (“perceived usefulness”, added construct).

> Now that I measure my fasting blood glucose values [and enter my fasting blood glucose values in the system], my daily sugar value is around 6 whereas it used to be over 10 [mmol/L]! I’m very happy with the system. …I only feel better. [Female, age 47, Group 2, participant 11]

Furthermore, some of these patients generally appreciated the ease with which information could be accessed from the system and the fact that professional guidance was offered through the system when their medical situation had changed (“flexibility”).

> If I have a pain attack or the flu everything gets disrupted. If I let them [the caregivers] know how the high or low [blood glucose] value occurred, they can intervene if necessary. [Male, age 64, Group 2, participant 18]

Patients of Group 1 who saw no added value of using such a system typically felt confident to perform insulin titration themselves, or were content with current diabetes management practice.

> Why would I want to regulate my [basal] insulin? …I don’t think it’s useful for me …perhaps [it would be useful for] people who have difficulties with their diabetes and don’t have it for as long as I do. [Female, age 60, Group 1, participant 1]

Some patients of Group 1 expressed their difficulties in trusting insulin dosing advice provided by a computer system, in particular if insulin dosing advice was solely based on blood glucose values. Likewise, patients who had used PANDIT in a pilot study (Group 2) suggested that the system should also take into account other factors that could influence blood glucose level, such as diet and lifestyle (“completeness”).

> I think [computer-assisted insulin self-titration] might not be realizable, because the system will not know your exercise rhythm. If I go fishing one day, then I know what insulin dose I’m going to administer. But if I suddenly give up fishing and go for a 90-minute run, I have already entered my data, and they [caregivers] will not know that I’m exercising. [Male, age 56, Group 1, participant 5]

Currently it’s [the determination of new insulin doses] only focused on the glucose values, but of course other
Principal Results

In this study, we identified experiences with and barriers to SMBG, insulin injection, and insulin titration. Furthermore, we explored perceptions of computer-assisted insulin self-titration among patients with T2DM. Some patients who considered starting with insulin therapy feared a lifelong commitment to insulin therapy, disease progression, or had a general reluctance to use an injectable drug. Once on insulin therapy, patients generally experienced it as being effective. Yet, many barriers can arise when performing insulin injection and insulin titration. Insulin injection is painful, a burden to daily life, and some patients considered it embarrassing to inject in public. Also, some patients administered their rapid-acting insulin incorrectly, namely after mealtime instead of before. This behavior was considered more intuitive and provided more control as it is difficult to predict how much one will eat. With regard to insulin titration, most patients found it difficult to increase the insulin dose. This was caused by a perceived increased risk of hypoglycemia, fear of disease progression, and a perceived lack of control, due to the apprehension that increasing the dose might cause problems. Also, some patients did not know how to adjust their insulin, due to ignorance of treatment targets and unpredictable blood glucose levels. Measurement of blood glucose was considered painful, but this did not withhold them from doing it. Furthermore, insulin therapy was found difficult to integrate with other therapies, and difficult to integrate with daily activities or irregular working hours.

Patients who had never used a computer-assisted insulin self-titration system felt they had enough knowledge to know when their insulin should be adjusted, but still believed that they could use the system to verify their reasoning. Furthermore, patients appreciated that receiving insulin dosing advice at their home could save time and effort. Patients who felt confident in performing self-titration found such a system not useful. Patients who had used PANDIT felt that such a system should take more patient data into consideration, such as lifestyle and diet factors.

Comparison With Prior Work

The first studies that reported on patients’ experiences with regard to insulin therapy focused on patients with T1DM [40]. However, in the United States, it was estimated that in 1999-2000 almost 30% of people with T2DM were treated with insulin [41]. In line with this increase, recent qualitative studies also focused on patients with T2DM, mainly with regard to the resistance to start insulin therapy [23,42], but also with regard to adherence to insulin therapy [29]. However, these studies were large-scale surveys using self-reported questionnaires with a predefined list of possible reasons for insulin discontinuation [23,29,42-45]. The predefined list was restricted mostly to explore patients’ attitudes, either positive or negative, toward insulin therapy and did not cover for example acknowledgment of behavioral change. Furthermore, these studies aimed to collect quantitative information rather than the more “in-depth” and “explorative” qualitative information. The majority of barriers that were found in these studies were also elicited in our study. Important barriers with regard to insulin therapy that were not elicited in our study were: a perceived low efficacy of insulin therapy [23], inadequate explanation of the risks and benefits of insulin therapy by health care provider [42], a physician advising against insulin therapy [45], and the belief that glucose values are under control without insulin therapy [45]. Two previous studies that explored experiences with diabetes self-management of patients with T2DM and also applied in-depth interviews focused on experiences when performing either diet, exercise, or SMBG [24,27]. These studies did not take into regard insulin therapy. Almost all negative experiences referring to SMBG were also elicited in our study. One reason that was not detected in our study causing patients to stop performing SMBG was patients’ inference that health professionals did not consider it important [27]. Nowadays, another important focus of study are barriers to diabetes self-management in general among specific patient groups with low adherence rates [46,47]. So far, we do not know of any study that has investigated patients’ perceptions with regard to insulin self-titration or computer-assisted insulin self-titration, although patients with T2DM increasingly participate in performing insulin titration [48].

Limitations

A predefined number of 20 patients was included in this study. We did not systematically recruit patients until saturation was achieved, decreasing the likelihood that a complete set of barriers was found. However, the study population consisted of participants with a broad spectrum of age, sex, and HbA1c and was recruited from both general practices and a university hospital. Furthermore, because we had a small number of participants, we were able to perform interviews thoroughly. This increased the likelihood of acquiring a complete set of barriers. Another limitation is the fact that the researchers that conducted the interviews were involved in the development of PANDIT. This may have provoked socially desirable responses by the participants. To increase the reliability of our results, all analyses were separately performed by two researchers. Other
than in previous studies that had used in-depth interviews to elicit obstacles to diabetes self-management [24,27], we used theoretical frameworks for the development of the codebook. This provided us the opportunity to position our findings within the existing body of knowledge. Glaser and Strauss acknowledge that no researcher can totally disregard previous literature or theories [49]. However, using a preconceived model may also have introduced bias or contaminated emerging concepts.

Conclusions

Patients with diabetes on insulin therapy encounter multiple obstacles when performing self-management behavior. Insulin injection itself is painful, a daily recurring burden, and can be embarrassing when performed in the presence of others. Patients experience difficulties with the timing of injections, and with integrating insulin therapy with other therapies and daily activities. Adjustment of insulin dose is a challenge; some patients are ignorant of treatment targets and find it difficult to cope with unpredictable blood glucose levels. In particular, patients have difficulties increasing the insulin dose because they fear hypoglycemia and because they associate higher insulin doses with disease progression. Computer-assisted self-titration can increase patient awareness of treatment targets and increase their confidence in self-adjusting the insulin dose. Nevertheless, some barriers may persist when using computer-assisted insulin self-titration systems, such as reluctance to increase the insulin dose. Furthermore, computer-assisted self-titration could also introduce new barriers. There might be a lack of trust in a computerized insulin dosing advice that, based on guidelines, is primarily based on blood glucose values and does not take account of other patient data, such as lifestyle and diet. Also, for some patients, the absence of personal contact with their caregiver when advice is provided can be a drawback.

Recommendations for Care Practice

For the design and future implementation of computer-assisted insulin titration systems for patients, we have four recommendations. First, in order to increase the effectiveness of the system in lowering glucose values, the caregiver should verify if the patient is both willing and able to perform SMBG, insulin injections, and to log into a computer-assisted system for insulin dosing advice. Second, to increase acceptance of dosing advice by the system, patients should have the possibility to increase professional involvement through the system, such as by telemedicine functionalities that allow easily accessible consultations with the caregiver. Third, to minimize the burden on a patient’s daily life, the frequency of consulting the system and blood glucose measurements should be decreased once patients have reached near-normal glucose levels. And finally, patients should be motivated to start and continue use of the computer-assisted system by emphasizing its main advantage: achieving lower blood glucose values. This should be emphasized by both the system, for example, by means of a graphical display of blood sugar values, and the caregiver.

Recommendations for Future Research

We would recommend future research to explore the wishes and needs of patients to interact with their caregiver during the process of insulin titration, in particular, what situations trigger their need to consult the caregiver and what communication modalities would be preferred. Following these potential additional features to the computer-assisted insulin titration system, such as telemedicine functionalities to increase patient-provider interaction, future research should investigate how this would affect patient acceptance.
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Abstract

Background: Conventional cardiac rehabilitation (CR) programs are traditionally based on time-constrained, structured, group-based programs, usually set in hospitals or leisure centers. Uptake for CR remains poor, despite the ongoing evidence demonstrating its benefits. Additional alternative forms of CR are needed. An Internet-based approach may offer an alternative mode of delivering CR that may improve overall uptake. Activate Your Heart (AYH) is a Web-based CR program that has been designed to support individuals with coronary heart disease (CHD).

Objective: The aim of this pilot study was to observe the outcome for participants following the AYH program.

Methods: We conducted a prospective observational trial, recruiting low-risk patients with CHD. Measures of exercise, exercise capacity, using the Incremental Shuttle Walk Test (ISWT), dietary habits, and psychosocial well-being were conducted by a CR specialist at baseline and at 8 weeks following the Web-based intervention.

Results: We recruited 41 participants; 33 completed the program. We documented significant improvements in the ISWT distance (mean change 49.69 meters, SD 68.8, \(P<.001\)), and Quality of Life (QOL) (mean change 0.28, SD 0.4, \(P<.001\)). Dietary habits improved with an increased proportion of patients consuming at least 5 portions of fruit and vegetables per day, (22 [71%] to 29 [94%], \(P=.01\)) and an increased proportion of patients consuming at least 2 portions of oily fish per week (14 [45%] to 21 [68%], \(P=.01\)). We did not detect changes in anxiety and depression scores or exercise behavior.

Conclusions: We observed important improvements in exercise capacity, QOL, and dietary habits in a group of participants following a Web-based CR program. The program may offer an alternative approach to CR. A mobile version has been developed and we need to conduct further trials to establish its value compared to supervised CR.

(J Med Internet Res 2014;16(10):e242) doi:10.2196/jmir.3027
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Introduction

Coronary heart disease (CHD) is the world’s leading cause of mortality [1]. Cardiac rehabilitation (CR) has been shown to reduce cardiac mortality by 26% and the incidence of further cardiac events [2]. The World Health Organization defines CR as “activities that favorably influence the underlying cause of the disease and provision of the best possible, physical, mental, and social conditions, so that patients may, by their own efforts, resume as normal a place as possible in the community” [3]. It is characterized by a package of exercise and multidisciplinary education and secondary prevention advice. However, uptake for CR remains poor in many countries [4], despite national targets for uptake. Conventional CR programs are based on time
constrained, structured, group-based programs, usually set in hospitals or local leisure centers. A number of barriers for attending CR have been identified, such as distance to travel, lack of transport [5], patients’ reluctance to participate in a group environment, and time constraints due to work commitments [6,7]. Service factors such as lack of capacity, a failure to offer genuine choice of rehabilitation options [8], and poor adoption of technology within CR [9] have also been highlighted as factors contributing to poor uptake.

The limited uptake of conventional CR would suggest that alternative forms of delivering CR need to be developed [10]. Other forms of CR, such as home-based CR, have been tested against conventional CR programs, with the same success [11-13]. These programs offer many of the elements of conventional CR; they are able to provide a program of prescribed exercise and interdisciplinary education, usually as a manual. However, only a very small percentage of those eligible for CR are offered these programs.

There is considerable interest in digital health as a means of delivering care for individuals with long-term conditions of which CHD is an important one, delivering a standard intervention that is not geographically or time restrained. An increasing proportion of retired people are using the Internet [14], reflecting the typical rehabilitation population. In the United Kingdom, 71.9% and 63.7% of males and females aged between 65-74 years respectively have used the Internet [15]. Interestingly, evidence suggests that the number of people seeking health care guidance via the Internet is increasing [16,17].

The use of the Internet allows for greater flexibility as patients are able to complete their CR program at a place and time that suits them. It is also capable of reaching a wider audience, especially those patients that live in rural areas [18]. This growth in Internet use makes it worthy of consideration for intervention development. Previous research has identified the benefits of using Web-based interventions for areas such as weight loss, smoking, physical activity, and reducing depression and anxiety in long-term conditions such as diabetes and asthma [19-23]. Studies have highlighted how Web-based interventions can also help to improve knowledge for patients with chronic health conditions [24].

There is little literature describing initiatives that are relevant to patients with CHD. Studies carried out across Europe, the United States, and Canada have investigated the efficacy of Web-based interventions for those with heart disease. The largest was reported recently in the British Medical Journal [25]; however, it was not a comprehensive rehabilitation program and recruited participants with a broad range of cardio-vascular diseases and was largely inconclusive. An interesting paper [26] reported on a study from Canada that recruited exclusively people post primary percutaneous coronary revascularization (PCI or angioplasty) who were offered a physical activity intervention that was Web-based. The paper reported a benefit in the intervention arm not observed in the control arm, suggesting the potential value of Web-based interventions in this population. An earlier study [27] randomized patients to an Internet-based case management trial providing risk factor management. The intervention group had an increase in weight loss compared to the control group, but no additional benefits were observed in depression scores, minutes of exercise, and dietary habits, the outcomes traditionally associated with cardiac rehabilitation. Another small pilot study (n=15) in Canada compared an online comprehensive CR program with standard CR [28], which showed positive benefits for patients by increasing exercise levels and modifying lifestyle behaviors. There may also be benefits to the service, releasing capacity for CR specialists to manage more complex patients in conventional CR, as well as providing additional choice for those unwilling to do standard CR [27].

Over the last few years, we have developed and refined an online comprehensive CR program, Activate Your Heart (AYH). The aim of this study was to observe the impact on exercise performance and health-related quality of life on patients who completed AYH.

Method

Overview

This was a prospective observational study. Patients were recruited from those referred to CR at the University Hospitals of Leicester NHS Trust. Assessments by a CR specialist were conducted at baseline and after 8 weeks of following AYH. We recruited patients with CHD having one or more of the following: percutaneous coronary intervention (PCI) in the last 3 months, undergone coronary artery bypass graft (CABG) in the last 3 months, or were medically managed for their CHD. To identify low-risk patients, a prospective threshold of at least level 7 (420 meters) of the Incremental Shuttle Walking Test (ISWT) [29] was agreed. Exclusion criteria were unstable angina, significant anxiety/depression ≥11 on Hospital Anxiety Depression Scale (HADS) [30], moderate-severe left ventricular dysfunction, inability to perform physical activity due to significant comorbidities, such as severe arthritis, neurological disorders, psychiatric disorders, and not being computer literate.

Intervention

AYH (Figure 1) is an interactive Web-based CR program that offers comprehensive secondary prevention education together with access to CR specialists via a private messaging facility. It was developed by CR specialists and patients who shaped and informed the final product, at the University Hospitals of Leicester NHS Trust. The program is password protected; each participant was given their own unique password to access the AYH program. All participants were able to record and monitor their exercises, and participate with interactive, secondary prevention advice to promote healthy lifestyle changes and reduce risk factors for CHD, via the website (Figure 2).

The AYH program had been structured so as to guide the user through four stages that each have specific tasks the user needs to achieve before progressing to the next stage (Figure 3). Tasks included creating and updating their own short-term goals, completing knowledge tests on CHD and the risk factors, and reading specific topics such as goal setting and making lifestyle changes. The educational reading material includes videos and covers topics such as anatomy and physiology of the heart.
CHD, risk factors for CHD, cardiac tests, and treatments for CHD (Figure 2).

In Stage 1, participants were asked to do a multiple choice questionnaire to establish their knowledge regarding the principles of exercising safely. A score of 80% was set as a threshold to ensure understanding of these principles. In Stages 2-4, participants were required to record all their exercises in an exercise diary. During Stage 2, participants were advised to record a cumulative total of 30 minutes of exercise 5 days out of 7. The intensity of the exercise was based on their performance on the baseline exercise tests and prescribed at 60-80% of baseline performance. In Stage 3, this was amended to 30 minutes of continuous exercise. Finally, in Stage 4, participants were required to record at least 30 minutes of at least moderate exercise 5 days out of 7, in order to fulfill the national requirements for exercise. There is also interactivity around diet and weight management, stress management, and smoking cessation, if appropriate. For smokers, a cost calculator was developed that would calculate how much the user had spent or saved since starting the program. This was delivered along with advice and support to stop smoking.

Other features embedded within the AYH program included a forum where patients were also able to share views and experiences with other program users, a blog, and a frequently asked questions section. The forum was monitored and moderated, as necessary, by CR specialists. In addition patients were able to communicate privately with a CR specialist via the Ask the Expert messaging facility. All queries were answered by a CR specialist within 48 hours of being posted.

The CR team members were provided with individual passwords to access the administration section of the program; this allowed them to view and monitor individual patients’ progress and view patient login data. If a patient had not logged in for more than 7 days, or were logging in but not progressing, they would be contacted via email or telephone by the CR specialists. All participants attended a follow-up assessment on completion of the AYH program by a CR specialist.

All data captured on the program were encrypted to safeguard patient confidentiality.

**Figure 1.** Activate Your Heart homepage.
Figure 2. Reading material section.

**Reading Material**

> All information regarding the heart, risk factors, cardiac tests, treatments and conditions can be found here.

- **Stage One**: The walking programme aims to help you improve your stamina. It is designed to help you gradually increase the duration (length) of your exercise programme. To achieve the health benefits, it is recommended that you exercise continuously at a moderate pace for 30 minutes a day.

- **Risk Factors**: It is important that you and those around you understand why you have heart disease. Health care professionals and the media often describe your risk of further heart disease by ‘risk factors’. It is important to change your risk factors to reduce the risk of further changes to your heart.

- **Medical Knowledge**: Chest pain or discomfort is often due to conditions that are not related to heart problems (for example, chest infections, injury, or inflammation). However, the chest pain or discomfort associated with heart disease, particularly angina or myocardial infarction (heart attack), has several typical characteristics, which should prompt you to get medical attention.
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Outcomes

Overview
The outcome measures employed were the Hospital Anxiety and Depression Scale (HADS), the MacNew Quality of Life (QOL) questionnaire [31], the ISWT, smoking status, diet (consumption of fruit and vegetables/day and oily fish/week), weight, Body Mass Index (BMI), and number of patients exercising for 30 minutes, 5 days per week. Baseline measurements were taken 4-6 weeks post discharge from hospital. These measurements were then repeated following completion of the AYH program.

Hospital Anxiety and Depression Scale
The HADS is a validated measure of anxiety and depression [32]. It consists of 14 statements, 7 for anxiety and 7 for depression. Each statement is rated on a Likert scale ranging from 0-3. A total score of 8-10 is classed as mild depression or anxiety, 11-14 as moderate depression or anxiety, and ≥15 severe depression or anxiety.

MacNew Quality of Life Questionnaire
The MacNew comprises 27 questions, which are divided into 3 domains: emotional, physical, and social. Each question is based on a score between 1 and 7, with lower scores corresponding to impaired QOL. This questionnaire has been reported to be both a valid and reliable measure for this population [33].

Incremental Shuttle Walking Test
The ISWT is a standardized field exercise test, which has shown to be both a valid and reliable test for assessing exercise capacity and has been previously reported in trials of CR [34,35]. Participants are required to walk up and down a 10-meter course at a pace increasing at 1-minute intervals. The test consists of 12 levels, with 1020 meters as the maximum that can be achieved. All participants were monitored using cardiac portable telemetry during the test. Healthy reference values have been recently described [36].

Statistical Analysis
All data were analyzed using PASW Statistics for Windows, Version 18.0. For normally distributed data, parametric tests were carried out. Within-group changes after the AYH program in HADS scores, ISWT distance and MacNew scores, BMI and weight were analyzed using a paired t test. Changes in proportions after using the AYH program (eg, percentage of patients exercising for at least 30 minutes, 5 times per week; percentage of patients eating at least 2 portions of oily fish per week; percentage of patients eating at least 5 portions fruit and vegetables per day; and smoking status) were assessed using the non-parametric, paired samples McNemar’s test, as the data were categorical/binary. A P value of P≤0.05 was reported as significant. Effect size was calculated as a mean change (pre-post) divided by the standard deviation of the change. The magnitude of change can be assessed against the following criteria: small, 0.2 to 0.5; moderate, 0.5 to 0.8; and large, >0.8 [37]. No formal power calculations were used as this was an observational study to assess uptake and collect data on clinical effectiveness.

Ethics
The study was approved by Leicestershire, Northamptonshire and Rutland Research Ethics Committee 2 (approval No.
07/Q2501/114) (ID No. UHL 10322). All subjects for the study provided written informed consent.

Results

We recruited 41 patients to the AYH program (Table 1). Patients presented with low levels of anxiety and depression and higher exercise capacity than is routinely observed in our conventional CR. Of the 41 patients who started the AYH program, 33 attended the follow-up assessment (Tables 2 and 3). There were statistically significant improvements in the ISWT (mean change 49.7 meters, SD 68.8m, \( P<.001 \)), despite relatively high levels of performance at baseline. Statistically significant improvements were also reported for the MacNew QOL questionnaire (mean change 0.28, SD 0.4, \( P<.001 \)). We also observed statistically significant improvements in the proportion of participants consuming 5 portions of fruit and vegetables each day: 22 (71%) to 29 (94%), \( P=.01 \). The proportion of those consuming at least 2 portions of oily fish each week rose from 14 (45%) to 21 (68%), \( P=.01 \). Anxiety and depression did not change significantly. There were no significant changes to the number of patients exercising for at least 30 minutes, 5 days per week: 27 (82%) pre and 26 (79%) post. No significant changes to smoking habits or BMI were observed in the study period.

Feedback from this cohort, indicated that 22 (54%) of the 41 recruited would not have attended a traditional out-patient CR program. Participants logged on to the program between 5 and 42 times, with an average of 10 times per participant.

Table 1. Baseline characteristics for the participants in the pilot study (n=41).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD)</td>
<td>60.5 (11.1)</td>
</tr>
<tr>
<td>Gender, m:f</td>
<td>37:4</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>White/British</td>
<td>34 (82.9)</td>
</tr>
<tr>
<td>Indian</td>
<td>7 (17.1)</td>
</tr>
<tr>
<td>Initiating event, n (%)</td>
<td></td>
</tr>
<tr>
<td>PCI</td>
<td>22 (53.7)</td>
</tr>
<tr>
<td>CABG</td>
<td>10 (24.4)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (4.9)</td>
</tr>
<tr>
<td>Valve Surgery</td>
<td>4 (14.6)</td>
</tr>
<tr>
<td>Medical management</td>
<td>3 (7.3)</td>
</tr>
<tr>
<td>Weight in kg, mean (SD)</td>
<td>85.9 (12.1)</td>
</tr>
<tr>
<td>BMI in kg/m(^2), mean (SD)</td>
<td>28.71 (5.9)</td>
</tr>
</tbody>
</table>

Table 2. Changes in exercise performance and health status (n=33).

<table>
<thead>
<tr>
<th></th>
<th>Pre, mean (SD)</th>
<th>Post, mean (SD)</th>
<th>Mean change (95% CI)</th>
<th>( P ) value</th>
<th>Effect size</th>
</tr>
</thead>
<tbody>
<tr>
<td>HADS anxiety</td>
<td>3.7 (2.9)</td>
<td>4.1 (3.2)</td>
<td>0.4 (-0.5 to 1.2)</td>
<td>.41</td>
<td>.1</td>
</tr>
<tr>
<td>HADS depression</td>
<td>2.5 (2.5)</td>
<td>2.6 (2.6)</td>
<td>0.1 (-0.5 to -0.7)</td>
<td>.84</td>
<td>.0</td>
</tr>
<tr>
<td>ISWT distance</td>
<td>580.6 (182.9)</td>
<td>630.3 (178.4)</td>
<td>49.7 (25.3-74.1)</td>
<td>&lt;.001</td>
<td>.7</td>
</tr>
<tr>
<td>MacNew total</td>
<td>5.8 (0.8)</td>
<td>6.1 (0.7)</td>
<td>0.3 (0.1-0.4)</td>
<td>&lt;.001</td>
<td>.7</td>
</tr>
<tr>
<td>Weight, kg</td>
<td>85.9 (12.8)</td>
<td>86.2 (12.1)</td>
<td>0.2 (-1.3 to 1.8)</td>
<td>.77</td>
<td>.1</td>
</tr>
<tr>
<td>BMI, kg/m(^2)</td>
<td>28.9 (6.3)</td>
<td>27.8 (3.2)</td>
<td>-1.2 (-3.3 to 1.0)</td>
<td>.29</td>
<td>.2</td>
</tr>
</tbody>
</table>

Table 3. Changes in health behaviors (n=33).

<table>
<thead>
<tr>
<th>Behaviors</th>
<th>Pre</th>
<th>Post</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exercise behavior, n (%)</td>
<td>27 (82)</td>
<td>26 (79)</td>
<td>1.0</td>
</tr>
<tr>
<td>Fruit and vegetables, n (%)</td>
<td>22 (71)</td>
<td>29 (94)</td>
<td>.01</td>
</tr>
<tr>
<td>Oily fish, n (%)</td>
<td>14 (45)</td>
<td>21 (68)</td>
<td>.01</td>
</tr>
<tr>
<td>Smoking, n (%)</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>1.0</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

This observational study demonstrates the potential benefits of using AYH as a form of CR to improve exercise capacity, quality of life, and dietary behavior in a low-risk population presenting for CR. The baseline exercise performance of this group was high, as expected in this cohort and their scope to increase their performance would be limited compared to those with lower baseline levels. The level of anxiety and depression were low at baseline, reflecting our selection criteria, again limiting the scope of improvement.

AYH may give patients a real choice of alternatives to supervised CR. Studies have shown that most patients with CHD who were still working preferred to follow a home-based rehab program to the conventional supervised CR program [5]. Alternative formats of CR, including home-based CR, such as the Heart Manual and the Angina Plan [38], have been shown to be an effective alternative to conventional CR [4]. However, these options are not widely available (5% and 2% of patients respectively in the United Kingdom [39]).

Patients require a CR program that is flexible to suit their lifestyle [40]. Using the Internet is a novel approach, providing flexibility for patients. It would potentially attract individuals who would otherwise be unable or unwilling to attend conventional CR, as traveling and the need to take time off work to attend CR classes is removed [25]. Important feedback from our patients indicated that over half (22/41, 54%) of the cohort would not have attended any other CR program. This demonstrates that there is a legitimate role for alternative formats of CR, such as AYH. Online CR has also shown to be a safe way to deliver CR [28].

Adherence to Web-based programs can be a potential issue as highlighted in previous studies [23]. Reasons for the non-compliance can vary from lack of time, to refusing to complete the program. However, several features have been identified that could help to improve adherence to a Web-based program. Making the program tailored to the user and interactive [41] as well as allowing users to set their own personal goals [42] have been shown to help improve adherence to Web-based interventions. The AYH program has incorporated all these features. The program is tailored to the individual, identifying their specific risk factors for CHD, providing interaction and self-monitoring. Self-monitoring is particularly beneficial as it has been shown to help increase an individual’s awareness of their condition [43], thus allowing them to take better control of their condition.

In order for any Web-based program to be successful, it must suit the working practices of the health care professional (HCP) [44]. This was acknowledged when developing the AYH program, ensuring that it can be easily incorporated into the CR service and does not increase the workload of the HCP. Each member of the CR team was provided with their own password to log onto an administration section of the program, allowing them to enroll patients on to the program, monitor their progress, and follow up with those who were not logging on or not progressing, via either email or phone call. The private messaging facility on the AYH program allowed for an easy and convenient way for the patient to access a CR specialist and vice versa. The ability to easily communicate with a large number of patients could have the added benefit of saving time and cost [45].

Following the pilot study, AYH has been incorporated into the CR service and made available to patients referred to the CR department. The criteria for inclusion were amended to allow for moderate risk patients to take part, that is, patients who completed at least level 5 (250 meters) of the ISWT and who had normal to moderate left ventricular dysfunction. We have collected data from 106 participants, using the outcomes employed in this study, which showed that after following AYH, there were statistically significant changes (mean change 47.16 m, P<.001) in exercise capacity, QOL (P<.001), and in a larger group, improvements in the number of patients exercising for at least 30 minutes, 5 days per week (increasing from 69.8% to 84.0%, P=.001). Statistically significant improvements were also noted for anxiety (P=.01) and depression (P=.03) and for those eating at least 2 portions of oily fish per week (P=.02). However, no changes were reported for consumption of fruit and vegetables or smoking habits. Feedback from this cohort indicated that over two-thirds of the participants (69/106, 65%) would not have attended a traditional out-patient CR program.

Limitations

The data reported are our initial findings from the AYH program; we now need to proceed to a clinical effectiveness trial incorporating a control group. Furthermore, the program was not offered to high-risk patients. Participants recorded low anxiety and depression scores and relatively high ISWT at baseline; nevertheless, statistically significant improvements were still observed.

In order to make AYH more accessible, a mobile version of AYH has also been developed. This allows users to access the program on their mobile device, such as smartphones and tablets (Figures 4 and 5). Using mobile phones to access CR has been shown to motivate patients to achieve their goals and to increase adherence [10]. A recent study [46] illustrated how sending emails to users helped increase adherence to the program. The latest version of AYH now creates automatic emails that are sent based on a user’s level of interaction, for example, those not progressing or not logging on to the program for more than 7 days are flagged and emails are automatically sent to them.
Figure 4. Mobile version of the Activate Your Heart dashboard.

Figure 5. Adding exercise using a smartphone.
Conclusions
AYH has been designed to support individuals with CHD, promoting an alternative form of CR and provides a viable alternative option for patients, as well as providing a timely and patient-centered approach to CR. AYH enables patients to choose a program that best suits their lifestyle. The convenience of using AYH means that many of the barriers associated with conventional CR programs are removed. To our knowledge, AYH is the first online comprehensive CR program to be introduced into a clinical service. This paper demonstrates that AYH can positively influence exercise capacity, QOL, and dietary behavior in a low-risk group and can be integrated into an existing CR service.
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Abstract

Background: Few studies have tested whether individually tailored text messaging interventions have an effect on clinical outcomes when used to supplement traditional psychotherapy. This is despite the potential to improve outcomes through symptom monitoring, prompts for between-session activities, and psychoeducation.

Objective: The intent of the study was to explore the use of individually tailored between-session text messaging, or short message service (SMS), as an adjunct to telephone-based psychotherapy for consumers who present to the Emergency Department (ED) in situational and/or emotional crises.

Methods: Over a 4-month period, two therapists offered 68 prospective consumers of a telephone-based psychotherapy service individually tailored between-session text messaging alongside their telephone-based psychotherapy. Attendance and clinical outcomes (depression, anxiety, functional impairment) of those receiving messages were compared against a historical control group (n=157) who received telephone psychotherapy only.

Results: A total of 66% (45/68) of the consumers offered SMS accepted the intervention. A total of 432 messages were sent over the course of the trial, the majority involving some kind of psychoeducation or reminders to engage in therapy goals. There were no significant differences in clinical outcomes between consumers who received the SMS and those in the control group. There was a trend for participants in the intervention group to attend fewer sessions than those in the control group (mean 3.7, SD 1.9 vs mean 4.4, SD 2.3).

Conclusions: Both groups showed significant improvement over time. Individually tailored SMS were not found to improve clinical outcomes in consumers receiving telephone-based psychotherapy, but the study was underpowered, given the effect sizes noted and the significance level chosen. Given the ease of implementation and positive feedback from therapists and clients, individually tailored text messages should be explored further in future trials with a focus on enhancing the clinical impact of the tailored text messages, and utilizing designs with additional power to test for between-group effects.
Introduction

Multiple authors have discussed the value of mobile phones in the treatment of mental disorders [1-8]. The characteristics of mobile phones—popularity, widespread use, low cost, portable, always on, advanced multimedia capabilities, can run complex apps—mean there are many avenues for mental health professionals to harness their potential in treatment. Despite the significant potential, only a small number of studies have tested whether supplementing mental health care with mobile phone-based interventions leads to better consumer outcomes.

Three studies have shown that symptom monitoring alongside usual care can lead to better outcomes. Spaniel and colleagues [9] used Short Message Service (SMS), or text messaging, for symptom monitoring to identify prodromal symptoms in patients with schizophrenia and alert psychiatrists to initiate medication changes. The addition of SMS monitoring to their usual case management was shown to reduce the number of hospitalizations and hospitalization length. Kramer et al [10] used a system of mobile phone symptom monitoring and clinical feedback in patients receiving medication for depression. Patients who were monitored and provided feedback showed a larger decrease in depression symptoms over 6-month follow-up, compared to both a control (no monitoring) and pseudo-control (monitoring but no feedback). Reid, Kauer, and colleagues [11,12] found that a daily mobile phone mental health assessment and feedback program delivered through primary care to young people with mental health problems, led to improvements in emotional self-awareness and depression.

Two studies have shown that the use of text message reminders alongside usual care can improve treatment processes. Pijnenborg et al [13] used daily text message reminders as a form of “cognitive aid” to assist patients with schizophrenia in achieving treatment goals (eg, attend appointments, take their medication). When receiving reminders, patients showed a significant increase in percentage of goals achieved. Similarly, Montes and colleagues [14] showed that daily text message medication reminders for patients with schizophrenia increased medication adherence compared to those who did not receive reminders.

Finally, three studies have shown that delivering mobile phone-based aftercare can improve post-treatment outcomes. Bauer and colleagues [15] found that a text messaging-based symptom reporting and tailored feedback system delivered post-treatment to women with eating disorders led to increased remission rates at 8 months post-treatment. Agyapong et al [16] found twice-daily supportive/educational text messages relating to mood and alcohol abstinence led to lower depression scores at 3 months post-discharge in patients who had recently completed an in-patient dual diagnosis (depression and alcohol use) treatment program. Marasinghe and colleagues [17] demonstrated that a brief mobile phone-based treatment involving training and advice on problem solving, social support, and drugs and alcohol, delivered to patients following hospitalization for a suicide attempt, led to lower rates of suicidal ideation and depression at 6 and 12 months post-hospitalization.

In all of these examples, mobile phones were used to supplement standard care (ie, case management, primary care, medication). The evidence that mobile phone apps can improve outcomes of psychotherapy is less convincing. Case studies and small uncontrolled trials have demonstrated that mobile devices (including mobile phones) can feasibly be used as part of psychotherapy such as cognitive behavior therapy (CBT). For example, personal digital assistants (PDA), precursors to modern smartphones, have been used to assist in the cognitive behavioral treatment of obsessive compulsive disorder [18], schizophrenia [19], social phobia [20], bulimia nervosa [21], and generalized anxiety disorder [22]. More recently, Aguilera et al [23] used text messaging to send participants attending a group CBT program, daily messages regarding mood monitoring and content of group sessions. Participants reported the messages made them feel closer to the group and more likely to attend group sessions. Rizvi and colleagues have also piloted the use of a mobile phone app to complement dialectical behavior treatment for borderline personality disorder [24]. However, none of these studies used control groups to determine if the addition of the mobile phone improved consumer outcomes.

The goal of the current study was to develop an individualized text messaging support intervention as an adjunct to an existing telephone-based psychotherapy service and evaluate it using a historical control group. The setting for this study was a small team of psychotherapists who provide telephone-based psychotherapy to consumers who recently presented to the Emergency Department (ED) in situational and/or emotional crises. To our knowledge, the value of supplementing psychotherapy in this population with tailored text messaging interventions has not been explored.

We developed a text messaging intervention where therapists and consumers collaborate to compose goal reminder and psychoeducation messages, individually tailored to the consumer’s goals, and deliver these messages between sessions. This was in response to emerging evidence that individuals are sensitive to variations in the linguistic content of text messages designed to help them achieve a personal goal [25]. Tailoring text message content to an individual can be more effective compared to automated pre-determined messages [26]. The choice to develop a text messaging intervention (rather than a mobile phone app) was made because text messaging is widely available on mobile phones, has an extremely low learning curve, and requires minimally expensive and complex infrastructure. We also noted that the majority of work in the area, as described above, has used text messaging, and that reviews of text messaging interventions in the wider health...
literature (eg, [27-29]) have suggested significant value in their use.

**Methods**

**Setting**

The current project was conducted within the “IAPT@Flinders” service. IAPT@Flinders is an Australian outgrowth of the United Kingdom’s Improving Access to Psychological Therapies (IAPT) model, which provides rapid access to evidence-based, low intensity psychological interventions, based on CBT principles for people suffering mild to moderate depression and anxiety [30]. IAPT@Flinders targets consumers who present to the ED in situational and/or emotional crises who are not subsequently admitted to psychiatric services. The fundamental goal of the IAPT@Flinders service is to provide an alternative evidence-based rapid access treatment pathway for these consumers, and thus reduce the burden on ED of mental health crisis readmissions. Inclusion criteria for the service include: medical clearance to leave the ED, aged 18 years and over, not currently engaged with a mental health service or currently receiving psychological therapy, and experiencing strong psychological distress including anxiety and/or depressive symptoms.

The service provided to IAPT@Flinders consumers includes low intensity telephone-based CBT as well as referral and linkages to other key community services (eg, relationship, drug and alcohol, employment, housing, or financial services). The low-intensity CBT treatment component consists of providing consumers with self-help resources relevant to their presenting symptoms and supporting them in working through these materials. The self-help resources (eg, [31]) typically include psychoeducation about depression and/or anxiety and a range of cognitive and behavioral strategies such as behavioral activation, cognitive restructuring, exposure therapy, sleep and panic management, and motivational problem solving. The telephone sessions involve explaining key CBT principles and supporting consumers in setting goals based on the techniques described in the self-help materials. A unique aspect of the IAPT program that facilitates evaluation is the use of session-by-session measures of outcome. This means any consumer attending at least two appointments will have two data points.

**Study Design and Participants**

We hypothesized that consumers who received individually tailored text messaging in addition to their psychotherapy would show improved clinical outcomes (levels of depression, anxiety, and functional impairment) and increased attendance compared to those receiving psychotherapy alone.

Two IAPT@Flinders therapists from a pool of four volunteered to take part in the trial after it was described to them by the authors (GF, GJ, NB). Over a 4-month period in 2013, these two therapists offered all consumers presenting to the service the opportunity to receive individually tailored text messages alongside their usual care. For a consumer to be offered the text messaging, they needed to (1) meet criteria for treatment with IAPT@Flinders, (2) attend the initial assessment (telephone or face-to-face), (3) consent to receive text messages, and (4) own and be able to use a mobile phone that could receive text messages. Consumers declining the text messaging intervention were not evaluated further. The sample was considered a self-selected sample.

The impact of individually tailored text messaging was assessed by comparing attendance and clinical outcomes of those receiving the text messages (intervention group) to a historical control group. The choice to use a historical control group versus control group by randomization was pragmatic, reflecting multiple barriers to implementing randomization in the service, including resources, personnel, risk of consumer disengagement, and contamination.

**Intervention Group**

The intervention group received individually tailored text messages alongside their usual care. The text messaging intervention was developed collaboratively by IAPT@Flinders clinicians and the IAPT@Flinders research group (GF, GJ, NB), and was designed to complement the goal setting already being conducted with consumers. The intervention was designed to be simple to implement, low cost, and involve minimal extra clinician time. Two basic message types were conceptualized. The first (reminders) were specific prompts to engage in activities/homework discussed in session. For example, consumers were reminded to engage in physical activity if they had set that as a goal for the week. The second (psychoeducation) were reiterations of key concepts discussed during therapy. For example, consumers were reminded of recommended methods for managing feelings of anxiety such as slow breathing or reassurance that feelings of anxiety will pass naturally.

Participants were introduced to the intervention as follows. While in treatment and at the end of each session, the therapist would ask the consumer if it would be useful to send some text message reminders and psychoeducation during the upcoming week/fortnight in relation to what was discussed during the session. If the consumer consented, the therapist and consumer would collaboratively plan the content and schedule of those messages. As such, all messages were uniquely tailored to the consumer’s goals for that week/fortnight and the consumer was free to choose whether to receive text messages between each session.

Text messages were sent one-way and their delivery was coordinated by a Web-based program supplied by goACT Pty Ltd that enabled therapists to schedule messages for individual consumers, save message “templates” for use across different consumers, and to share between therapists. The content and schedule of messages was decided on a session-by-session basis and programmed into the system by the therapist at the end of the session. When reviewing consumers’ progress toward goals set in the previous week/fortnight, therapists inquired about the usefulness of the text messages in the previous week/fortnight. Two safety protocols were developed for the study. The first required that all messages include the name of the therapist and the service: “Hi (first name of consumer), (first name of therapist) from IAPT here”. This was done to ensure consumers...
knew who the messages were coming from. The second protocol instructed therapists to cease scheduled messages (ie, delete them from the program) should it become apparent that the consumer had been re-hospitalized for self-harm or suicide attempt. This was to reduce the likelihood of the consumer being sent inappropriate messages during a crisis episode.

Historical Control Group

Attendance and clinical outcomes of consumers receiving the text messaging intervention were compared to a historical control group. This group was made up of consumers who had received a service from IAPT@Flinders (from the same two therapists) in the 6 months prior to the introduction of the text messaging intervention. Data for the control group was extracted anonymously from the electronic clinical record. Similar to the criteria for the intervention group, only those who (1) met criteria for treatment with IAPT@Flinders, and (2) attended the initial assessment (telephone or face-to-face) and at least one other session were included in the historical control group. The control group consisted of 157 consumers.

Measures

At intake to the service, all consumers provided their age, gender, employment status (employed, unemployed), education (high school complete: yes/no), relationship status (in a relationship: yes/no), prescribed psychotropic medication (yes/no), and whether they had a chronic health condition (yes/no).

Attendance was measured by recording treatment length (in days), whether treatment was completed, the number of telephone and face-to-face sessions that a consumer attended, as well as the number of recorded “did not attend” (DNA) sessions.

Clinical outcomes were measured using the 9-item Patient Health Questionnaire (PHQ-9), the 7-item Generalized Anxiety Disorder questionnaire (GAD-7), and the Work and Social Adjustment Scale (WSAS). For all consumers, the “pre” and “post” clinical outcomes corresponded to the first and last recorded instances of the three measures during their episode of care. On average, the time between the first and last recorded measures was 6 weeks.

The PHQ-9 is a 9-item self-reported questionnaire designed to evaluate the presence of depressive symptoms during the prior 2 weeks [32]. Each of the 9 items, relating to each of the DSM-IV diagnostic criteria for depression, can be scored from 0 (not at all) to 3 (nearly every day). In IAPT@Flinders, the PHQ-9 is used as a severity measure, with scores ranging from 0 (absence of depressive symptoms) to 27 (severe depressive symptoms).

The GAD-7 is a 7-item self-reported questionnaire designed to assess the presence of the symptoms of Generalized Anxiety Disorder (GAD), as listed in the DSM-IV [33]. The total GAD-7 score is calculated by summing the scores for all 7 items, which can be scored from 0 (Not at all) to 3 (nearly every day). In IAPT@Flinders, the GAD-7 is used as a severity measure, with scores ranging from 0 (minimal) to 21 (serious).

The WSAS is a 5-item self-reported questionnaire that assesses the degree of functional impairment attributable to an identified problem [34]. The WSAS score is calculated by summing the scores for all 5 items, which range from 0 (not at all) to 8 (severely). In IAPT@Flinders, the WSAS is used as an indicator of impairment with scores ranging from 0 (no impairment) to 40 (severe impairment).

Analysis

T tests (continuous variables) and chi-square tests (categorical variables) were used to test for differences between the intervention and control groups on measures taken at intake and measures of attendance. Repeated measures analysis of variance (ANOVA) was used to compare the intervention and control groups on change in clinical outcomes (PHQ, GAD, and WSAS) over time. Analyses were conducted in SPSS Version 19.

Results

Of the 111 consumers allocated to the two participating therapists during the study period, 68 were offered the text messaging intervention. Reasons for exclusion are outlined in Figure 1. Therapist #2 was successful in recruiting 86% (31/36) of 36 consumers offered the intervention, in contrast with a consent rate of 44% (14/32) achieved by Therapist #1. In total, 45 consumers consented to and received the text messaging intervention alongside their usual IAPT@Flinders care. The historical control group was made up of 157 of the 232 clients recorded in the system at the time of analysis (Figure 2).

Intake status, attendance, and clinical outcomes for the intervention and control groups are summarized in Table 1. On a number of indicators, the intervention group appeared to be functioning better at intake: more were employed, more were in a relationship, fewer were prescribed psychotropic medication, and fewer reported a chronic health condition. Only one of these differences was statistically significant—consumers in the intervention group were less likely to be prescribed a psychotropic medication. Intervention and control groups did not differ significantly on their intake PHQ, GAD, or WSAS scores, suggesting similar levels of psychological distress.

Consumers in the intervention group were sent a total of 432 messages during the trial, consisting of 150 unique messages. Of these 150, 39 messages were sent two or more times, with the remainder being sent once only. The bulk of message content related to psychoeducation (eg, “Anxiety is normal and it will pass with time. Remember to slow your breathing when you start to feel anxious”), and reminders to engage in discussed homework tasks (eg, “Remember to schedule and complete behavioral activation tasks”).

Therapist #2 was responsible for the bulk of the messages sent (87.7%, 378/431). On average, consumers were sent 9.6 messages each, although there was wide variation. Over 90% (94.2%, 406/431) of messages were sent within 4 weeks of the consumers commencing therapy, with over 60% (61.9%, 267/431) sent in the first two weeks. Consistent with this, therapists reported that consumers tended to find the messages useful early in therapy, and less useful over time.
Regarding attendance, there were no statistically significant differences between intervention and control groups on treatment completion, treatment length, number of sessions attended, or DNA rate. A trend ($P=0.063$) was observed for intervention participants to attend fewer sessions (−0.7) than control participants. To explore this further, we charted the proportion of intervention and control groups by number of sessions received (Figure 3). This revealed that a greater proportion of intervention participants received 1-4 sessions whereas a greater proportion of control participants received 5-12 sessions.

Regarding clinical outcomes, there was a non-significant main effect of group on PHQ scores, $F_{1,199}=0.090$, $P=0.764$, partial $\eta^2=0.000$, indicating intervention and control groups did not differ in their overall level of depressive symptomatology. There was a significant main effect of time on PHQ scores, $F_{1,199}=336$, $P=0.000$, partial $\eta^2=0.629$, indicating both groups showed improvements in depressive symptomatology over time. There was a non-significant interaction between group and time on PHQ scores, $F_{1,199}=1.065$, $P=0.303$, partial $\eta^2=0.005$, indicating no differences between groups in how depressive symptomatology changed over time.

There was a non-significant main effect of group on GAD scores, $F_{1,199}=0.508$, $P=0.477$, partial $\eta^2=0.003$, indicating intervention and control groups did not differ in their level of anxiety symptomatology. There was a significant main effect of time on GAD scores, $F_{1,199}=283$, $P=0.000$, partial $\eta^2=0.587$, indicating both groups showed improvements in anxiety symptomatology over time. There was a non-significant interaction between group and time on GAD scores, $F_{1,199}=2.346$, $P=0.127$, partial $\eta^2=0.012$, indicating no differences between groups in how anxiety symptomatology changed over time.

There was a non-significant main effect of group on WSAS scores, $F_{1,199}=0.135$, $P=0.713$, partial $\eta^2=0.001$, indicating intervention and control groups did not differ in their level of functional impairment. There was a significant main effect of time on WSAS scores, $F_{1,199}=199$, $P=0.000$, partial $\eta^2=0.500$, indicating both groups showed improvements in functional impairment over time. There was a non-significant interaction between group and time on WSAS scores, $F_{1,199}=199$, $P=0.892$, partial $\eta^2=0.004$, indicating no differences between groups in how functional impairment scores changed over time.

Additional ANOVA were conducted in which only those participants seen by Therapist #2 were included and where prescribed medication was included as a covariate. The pattern of results for PHQ, GAD, and WSAS did not change under these alternative models.

To determine if the study was adequately powered to detect differences between groups on attendance and clinical outcomes, we used G-Power [35] to conduct two post-hoc power analyses for the outcomes of number of sessions attended and change in PHQ scores over time (Table 2). These analyses revealed the probability of rejecting the null hypothesis, that the intervention and control groups were the same, was low for both number of sessions attended (.499), and change in PHQ scores over time (.378). Analyses of differences between groups should therefore be treated with caution.
Table 1. Intake status, attendance, and clinical outcomes for the intervention and control groups.

<table>
<thead>
<tr>
<th></th>
<th>Intervention group (n=45)</th>
<th>Control group (n=157)</th>
<th>Difference (95% CI)</th>
<th>Comparisons (t test, Pearson chi-square)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Intake status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age at assessment, mean (SD)</td>
<td>34.1 (14.5)</td>
<td>37 (15.8)</td>
<td>-3.51 (-8.7 to 1.67)</td>
<td>t&lt;sub&gt;197&lt;/sub&gt;=-1.34</td>
<td>.183</td>
</tr>
<tr>
<td>Gender, n (%) male</td>
<td>15 (33.3)</td>
<td>68 (43.3)</td>
<td>-10%</td>
<td>χ&lt;sup&gt;2&lt;/sup&gt; 1=1.44</td>
<td>.230</td>
</tr>
<tr>
<td>Employment, n (%) employed</td>
<td>22 (48.9)</td>
<td>68 (43.3)</td>
<td>5.6%</td>
<td>χ&lt;sup&gt;2&lt;/sup&gt; 1=0.44</td>
<td>.507</td>
</tr>
<tr>
<td>Relationship, n (%) yes</td>
<td>18 (40.0)</td>
<td>44 (28.0)</td>
<td>12%</td>
<td>χ&lt;sup&gt;2&lt;/sup&gt; 1=2.12</td>
<td>.145</td>
</tr>
<tr>
<td>High school complete, n (%) yes</td>
<td>20 (44.4)</td>
<td>64 (40.8)</td>
<td>3.6%</td>
<td>χ&lt;sup&gt;2&lt;/sup&gt; 1=2.28</td>
<td>.131</td>
</tr>
<tr>
<td>Prescribed psychotropic medication, n (%) yes</td>
<td>24 (53.3)</td>
<td>113 (72)</td>
<td>-18.7%</td>
<td>χ&lt;sup&gt;2&lt;/sup&gt; 1=6.02</td>
<td>.014</td>
</tr>
<tr>
<td>Chronic health condition, n (%) yes</td>
<td>13 (28.9)</td>
<td>55 (35.0)</td>
<td>-6.1%</td>
<td>χ&lt;sup&gt;2&lt;/sup&gt; 1=0.44</td>
<td>.509</td>
</tr>
<tr>
<td><strong>Attendance</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment completers, n (%)</td>
<td>28 (62.2)</td>
<td>111 (70.7)</td>
<td>-8.5%</td>
<td>χ&lt;sup&gt;2&lt;/sup&gt; 1=1.17</td>
<td>.279</td>
</tr>
<tr>
<td>Treatment length in days, mean (SD)</td>
<td>43.3 (17.1)</td>
<td>46.3 (26.7)</td>
<td>-3.05 (-11.74 to 5.64)</td>
<td>t&lt;sub&gt;194&lt;/sub&gt;=-0.89</td>
<td>.376</td>
</tr>
<tr>
<td>Number of sessions, mean (SD)</td>
<td>3.73 (1.9)</td>
<td>4.43 (2.3)</td>
<td>-0.700 (-1.44 to 0.04)</td>
<td>t&lt;sub&gt;200&lt;/sub&gt;=-1.87</td>
<td>.063</td>
</tr>
<tr>
<td>Number of DNA&lt;sup&gt;a&lt;/sup&gt;, mean (SD)</td>
<td>1.42 (1.12)</td>
<td>1.76 (1.51)</td>
<td>-0.342 (-0.82 to 0.14)</td>
<td>t&lt;sub&gt;200&lt;/sub&gt;=-1.66</td>
<td>.100</td>
</tr>
<tr>
<td><strong>Clinical outcomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHQ&lt;sup&gt;b&lt;/sup&gt; Pre, mean (SD)</td>
<td>19.4 (6.4)</td>
<td>18.9 (5.6)</td>
<td>0.480 (-1.46 to 2.42)</td>
<td>t&lt;sub&gt;200&lt;/sub&gt;=0.49</td>
<td>.626</td>
</tr>
<tr>
<td>GAD&lt;sup&gt;c&lt;/sup&gt; Pre, mean (SD)</td>
<td>16.1 (5.2)</td>
<td>15.8 (4.4)</td>
<td>0.350 (-1.18 to 1.88)</td>
<td>t&lt;sub&gt;200&lt;/sub&gt;=0.45</td>
<td>.653</td>
</tr>
<tr>
<td>WSAS&lt;sup&gt;d&lt;/sup&gt; Pre, mean (SD)</td>
<td>27.7 (9.8)</td>
<td>27.0 (10.0)</td>
<td>0.730 (-0.26 to 4.06)</td>
<td>t&lt;sub&gt;200&lt;/sub&gt;=0.43</td>
<td>.666</td>
</tr>
<tr>
<td>PHQ Post, mean (SD)</td>
<td>6.64 (6.23)</td>
<td>7.57 (6.85)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAD Post, mean (SD)</td>
<td>5.41 (5.51)</td>
<td>6.81 (6.17)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WSAS Post, mean (SD)</td>
<td>10.89 (10.70)</td>
<td>12.49 (12.44)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>DNA: did not attend  
<sup>b</sup>PHQ: Patient Health Questionnaire  
<sup>c</sup>GAD: Generalized Anxiety Disorder questionnaire  
<sup>d</sup>WSAS: Work and Social Adjustment Scale
Table 2. Post hoc power analyses for number of sessions attended and PHQ scores.

<table>
<thead>
<tr>
<th>Test</th>
<th>Analysis</th>
<th>PHQ scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of sessions attended</td>
<td>Post hoc: Compute achieved power</td>
<td></td>
</tr>
<tr>
<td>F tests / ANOVA: Repeated measures, within-between interaction</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t tests / Means: difference between two independent means (two groups)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analysis</td>
<td>Post hoc: Compute achieved power</td>
<td></td>
</tr>
</tbody>
</table>

Inputs

- Tail(s)=Two
- Effect size $d=0.3326908$
- $\alpha$ err prob=0.05
- Total sample size=203
- Sample size group 1=157
- Sample size group 2=45
- Number of groups=2
- Number of measurements=2
- Correlation among repeated measures=0.257
- Nonsphericity correction $\varepsilon=1$

Output

- Noncentrality parameter $\delta=1.9675292$
- Critical $F=3.8881392$
- $df=200$
- Power (1-$\beta$ err prob)=0.4992920

- Noncentrality parameter $\lambda=2.7458948$
- Critical $F=3.8881392$
- Numerator $df=1.0000000$
- Denominator $df=201$
- Power (1-$\beta$ err prob)=0.3781274

*PHQ: Patient Health Questionnaire

Figure 1. Flow of participants into the intervention group.
Discussion

Principal Findings

Given the paucity of controlled trials of supplementing psychotherapy with text messaging, we utilized a historical control group to explore the impact of adding individually tailored between-session text messages to telephone-based psychotherapy, delivered as part of a post-ED support service. Working directly with therapists, we developed a text messaging intervention that emphasized collaboration between therapist and consumer in composing and scheduling between-session text messages related directly to the content of sessions. With the assistance of an IT partner (goACT), the text messaging intervention was implemented, with few practical issues, into an existing service.

To our knowledge, this is one of the first controlled studies of adding SMS, or text messaging, to psychotherapy. The study had high quality pre-post data because of the service’s session-by-session assessment protocol. The text messaging intervention was designed and implemented rapidly in practice, with informal feedback from clinicians and consumers indicating it was quick to learn, easy to implement, and a worthwhile addition to therapy. We anticipate the intervention could be transported easily to other clinical settings.

Intervention and control groups both showed significant improvements in depression, anxiety, and functional impairment.
over time indicating positive impacts of the IAPT@Flinders program. In fact, using ‘reliable change’ criteria set out by Gyani and colleagues [36], we found 76% of our sample demonstrated significant positive improvements, compared with 63.7% reported in the first year of the UK IAPT program. As such, the standard care received by both groups had a strong positive effect on psychological symptoms.

**Limitations**

Consumers receiving the text messaging intervention in addition to standard care did not show significantly better clinical outcomes than a historical control group who received standard care without text messaging. A number of factors should be considered in interpreting this finding. First, we sought to detect the additional benefit of adding text messaging to what was already an efficacious treatment (low intensity telephone-based CBT) that was generating significant improvements in psychological symptoms. In contrast, other published trials have tested interventions against less active control groups that showed little change over time. Second, post-hoc power analyses suggested the study was underpowered to detect statistically significant effects of the size noted. Thus, genuine differences between the groups may have been obscured by lack of power. Third, the use of a historical control group, while a pragmatic solution for a counterfactual, raises some concerns about the comparability of the two groups and the causes of any observed differences. For example, the fewer number of sessions noted in the treatment group may be due to improvements in efficiency in the service over time.

With these limitations in mind, we provide the following suggestions for boosting the impact of the intervention and the power of the study design. The messages in the current study emphasized two core behavior change principles, namely, psychoeducation and homework/goal reminders. However, Michie and colleagues [37] have identified 93 behavior change techniques used in behavior change interventions; thus, many different behavior change techniques exist that were not utilized in the current study. The addition of other message types (eg, reward messages for goal completion, messages inviting consumers to monitor mood) may help supplement additional psychoterapy processes. Second, text messages in the current trial were one-way only. Providing consumers with the opportunity to reply to messages (including rating their usefulness, notifying of goal completion) could increase consumer engagement with the messages and alert therapists to which messages are the most engaging. Finally, while SMS text messaging remains the dominant messaging platform, modern smartphones have access to multiple messaging platforms (eg, WhatsApp, Google hangouts, iMessage), which have additional features such as multimedia and emoticons that could enhance the richness of messages being sent to consumers.

Future evaluations of this type of intervention should aspire to be randomized controlled trials, although these can be difficult to implement in clinical practice due to limited resources, lack of personnel, risk of consumer disengagement, and contamination. An alternative is a design similar to that of the current study, but with some refinements: larger sample, structured follow-up, detailed attendance records, the use of multiple therapists, the collection of detailed intake information (including mobile phone ownership and use), and statistical techniques such as propensity score matching to improve matching of intervention and historical control participants. We also recommend the implementation of a session-by-session assessment protocol, which is both clinically useful [38] and also ensures at least two data points for the majority of individuals receiving a service.

**Conclusions**

In conclusion, the addition of individually tailored between-session text messaging to consumers receiving telephone-based psychotherapy following an ED admission, did not significantly improve clinical outcomes. However, this finding should be treated with caution given study design and power. The text messaging intervention was easy to implement and received positive feedback from therapists and consumers. For future trials, we specifically recommend refinement of the text messaging protocol as well as a randomized controlled trial study design to investigate whether the addition of mobile phone-based intervention components to psychotherapy can enhance consumer outcomes.
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Abstract

Background: Mobile text messages are a widely recognized communication method in societies, as the global penetration of the technology approaches 100% worldwide. Systematic knowledge is still lacking on how the mobile telephone text messaging (short message service, SMS) has been used in health care services.

Objective: This study aims to review the literature on the use of mobile phone text message reminders in health care.

Methods: We conducted a systematic literature review of studies on mobile telephone text message reminders. The data sources used were PubMed (MEDLINE), CINAHL, Proquest Databases/ PsycINFO, EMBASE, Cochrane Library, Scopus, and hand searching since 2003. Studies reporting the use of SMS intended to remind patients in health services were included. Given the heterogeneity in the studies, descriptive characteristics, purpose of the study, response rates, description of the intervention, dose and timing, instruments, outcome measures, and outcome data from the studies were synthesized using a narrative approach.

Results: From 911 initial citations, 60 studies were included in the review. The studies reported a variety of use for SMS. Mobile telephone text message reminders were used as the only intervention in 73% (44/60) of the studies, and in 27% (16/60) of the remaining studies, SMS was connected to another comprehensive health intervention system. SMS reminders were sent to different patient groups: patients with HIV/AIDS (15%, 9/60) and diabetes (13%, 8/60) being the most common groups. The response rates of the studies varied from 22-100%. Typically, the text message reminders were sent daily. The time before the specific intervention to be rendered varied from 10 minutes (eg, medication taken) to 2 weeks (eg, scheduled appointment). A wide range of different evaluation methods and outcomes were used to assess the impact of SMS varying from existing databases (eg, attendance rate based on medical records), questionnaires, and physiological measures. About three quarters of the studies (77%, 46/60) reported improved outcomes: adherence to medication or to treatment reportedly improved in 40% (24/60) of the studies, appointment attendance in 18% (11/60) of the studies, and non-attendance rates decreased in 18% (11/60) of the studies. Other positive impacts were decreased amount of missed medication doses, more positive attitudes towards medication, and reductions in treatment interruptions.

Conclusions: We can conclude that although SMS reminders are used with different patient groups in health care, SMS is less systematically studied with randomized controlled trial study design. Although the amount of evidence for SMS application recommendations is still limited, having 77% (46/60) of the studies showing improved outcomes may indicate its use in health care settings. However, more well-conducted SMS studies are still needed.

(J Med Internet Res 2014;16(10):e222) doi:10.2196/jmir.3442

KEYWORDS
text messaging; short message service; cellular phone; reminder system; review
Introduction

With more than 6.8 billion mobile phone users and mobile phone technology penetration near 100% worldwide, mobile technology and text messages have changed communication between people [1] and increased the use of this technology in health care services [2]. Mobile phones are used in low-income countries [3,4] and in most social groups [2] including patients with psychiatric problems [5]. Due to its low costs, quick delivery [2], safety issues [6], and reduced intrusiveness compared to phone calls [5], mobile technology has been favored in various contexts and is recommended in a variety of strategies [7,8] and guidelines [9,10]. However, implementing new interventions requires continuous education and training among staff members [11].

The use of text messaging (short message service, SMS) applications for behavioral change is at an early stage of research [3]. Systematic reviews have already been conducted in this area, although discrepancies between the results of the previous reviews can be found. Previous reviews have shown that SMS reminders had a positive impact on patient appointment attendance [12], adherence to chronic medication [13] and to antiretroviral therapy [14], patient self-management [15] or health outcomes, and care processes [16]. On the contrary, Gürol-Urganci et al [17] found very limited evidence that communicating results of medical investigations by SMS would be useful. Kauppi et al [18] as well did not find clear evidence that information and communication technology (ICT)-based prompting (like SMS) would improve medication adherence with people with serious mental illness. However, little is known about which specific patient groups SMS reminders have been used for in health care. To form a more coherent picture of how SMS reminders have been used in clinical practice and to provide a more thorough understanding of the knowledge accumulated in the area, it is important to figure out the context, situations, and audience for past text message reminder use and the possible benefits to patients. Therefore, this review aims to synthesize studies investigating the use of mobile phone text message reminders in health care. The review was guided by the following questions: (1) What purposes have text message reminders been used for in health care?, (2) How have the impacts of text message reminders been assessed?, and (3) What are the impacts of using text messages as reminders in health care?

Methods

Design

A systematic review design with narrative methods was used. More precisely, a review methodology [19] was conducted to form a conception of the use of mobile phone text messages as reminders in health care.

Search Strategy

We conducted a comprehensive literature search on February 21, 2013. The following electronic databases were searched with the help of an information specialist at the Medical Library: PubMed (MEDLINE), CINAHL, Proquest Databases/PsycINFO, Embase, Scopus, and the Cochrane Library. The search terms (or equivalent index terms and free-text words) for each of the databases were used to ensure a broad coverage of published studies in our review. Detailed search terms are presented in Table 1.

References were also collected by screening the reference lists of the 906 articles, and 2 more papers were found. In addition, a hand search in all JMIR journals was conducted (in August 2014) leading to 3 additional papers [20-22]. Thus, we identified a total of 911 published articles relevant to our topic.

Table 1. Databases and search terms used, and references found (N=906).

<table>
<thead>
<tr>
<th>Database</th>
<th>Search terms</th>
<th>References, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>CINAHL</td>
<td>(MH &quot;Wireless Communications&quot; OR MH &quot;Telephone&quot; OR MH &quot;Instant Messaging&quot; OR TI (&quot;short message service&quot; OR &quot;short messaging service&quot; OR &quot;text messaging&quot; OR &quot;text messages&quot; OR &quot;text message&quot; OR (sms AND (message or messages or messaging)))) OR AB (&quot;short message service&quot; OR &quot;short messaging service&quot; OR &quot;text messaging&quot; OR &quot;text messages&quot; OR &quot;text message&quot; OR (sms AND (message or messages or messaging))) AND (MH &quot;Reminder Systems&quot; OR TI remind* OR TI prompt* OR AB remind* OR AB prompt*)</td>
<td>194</td>
</tr>
<tr>
<td>Proquest Databases/ PsycINFO</td>
<td>all(reminder*) AND all(&quot;cellular phone** OR sms OR &quot;short text message&quot;** OR &quot;text message&quot;** OR &quot;cell phone** OR &quot;mobile phone**&quot;)</td>
<td>75</td>
</tr>
<tr>
<td>Embase</td>
<td>((sms OR 'short text message' OR 'short text messages' OR 'text messages' OR 'text messages' OR 'text messages' OR 'text messages' OR 'text messages' OR 'text messages' OR 'text messages' OR 'text messages') AND ('reminder system/exp OR reminder system') OR 'sms reminder' OR 'sms reminders')</td>
<td>179</td>
</tr>
<tr>
<td>Scopus</td>
<td>(((sms OR &quot;short text message&quot; OR &quot;short message&quot; OR &quot;cell phone&quot; OR &quot;mobile phone&quot;&quot;) AND (&quot;health&quot;))</td>
<td>143</td>
</tr>
</tbody>
</table>
Eligibility Criteria

The review was limited to texts published in English, with an abstract available, between 2003 and 2013. The limitation in publication years was chosen due to a marked increase in information technology during the last decade [23]. The review was also limited to studies of text message reminders in the health care domain, sent from health care services to patients’ mobile phones. Patients of all ages and with any diagnoses were included. Further, we included only peer-reviewed, published papers using a variety of design and research methods.

Studies were excluded if SMSs were received by a parent, relative or friend, health care student, or staff member; if a reminder was sent by email or letter; or if SMS was used for non-clinical purposes (e.g., for the recruitment of study participants, to survey patients’ willingness to receive text messages). Further, papers describing the design process of the SMS system, theoretical papers, statistical reviews, books or book chapters, letters, dissertations, editorials, and study protocols were excluded.

Study Selection

The study selection consisted of four steps. First, 2 authors (KK, MK) independently screened all titles and abstracts (n=911) of relevance for this systematic review [24]. Second, the abstracts of all relevant articles were screened for eligibility by the same 2 authors. Third, the full papers of the included publications were obtained and screened (KK) for inclusion and exclusion criteria. In case of any discrepancy between the decisions made, the papers were discussed until consensus was reached with the support of MV. Fourth, the reference lists of all papers included and systematic reviews identified in the original search were checked to find additional publications that met our inclusion criteria. After study selection, we had 60 studies to be extracted. Figure 1 outlines the search process of the literature [25].

Data Extraction

We created a specific data extraction grid to collect information systematically related to our aims in the synthesis study by one author (KK). The data extraction was based on the CONSORT-EHEALTH checklist [26] where possible.

Descriptive Characteristics of the Study

The following information of data items was collected [27]: (1) name(s) of the author(s), (2) year of publication (papers published since 2003 were included due to a marked increase in information technology during the last decade [23]), (3) country where the study was conducted, (4) purposes of the studies related to the use of mobile phone text message reminders, (5) setting of the studies was coded with a specific term used in the study (eg, outpatient or inpatient clinics, general or private hospitals), and the patient group who received text message reminders was extracted, (6) type (quantitative or qualitative) of the study, (7) study design, (8) number of patients enrolled and participating in the study, and response rate of the studies were extracted, (9) intervention based on mobile phone text message reminders, (10) goals of text messages, (11) dose of the intervention based on mobile phone text message reminders (eg, the number of text message reminders, how often text message reminders were sent), and the timing (eg, the time of day or week the text message was sent, the time of a reminder before a specific intervention) of the intervention were extracted, (12) outcome measures as a key concept used, (13) instruments used to measure the outcomes of the intervention based on mobile telephone text message reminders (eg, names of the instruments used), and (14) outcomes of the intervention were extracted and described as increased, decreased, or unchanged.
Increase, decrease, or unchanged were then presented as arrows up (↑), down (↓) or horizontal (⇔) (respectively) (see [28]).

Analyses
The data on each included study were entered into the specific data extraction grid. Each study was treated as a separate case. Descriptive characteristics of the studies were categorized manually according to our research questions. The methodological quality of the studies was appraised with the Mixed Method Appraisal Tool (MMAT) by Pluye et al [29]. The method was designed to appraise the methodological quality of the studies in complex systematic literature reviews that include qualitative, quantitative, and mixed methods studies. For appraising qualitative studies, we used Section 1 of the MMAT, which contains items related to data sources, data analysis, context, and researcher’s influence. Section 2 of the MMAT was used to appraise randomized controlled studies; it contains items related to randomization, allocation concealment, assessment of outcome data and completeness of follow-up (drop-out). Section 3 was used for non-randomized studies; it contains items related to participants’ recruitment, outcome measurements, comparability of groups, and completeness of outcome data. Section 4 was used for descriptive studies; it contains items related to relevant sampling strategy, representativeness of the sample, outcome measurements, and acceptability of the response rate. Each item was scored as “yes”, “no”, or “can’t tell” [29]. In 27% (16/60) of the studies, the quality score was 4/4, meaning that all four criteria were met. In 45% (27/60) of the studies, the quality score was 3/4. In 72% (43/60) of the included studies, the quality score was 3/4 or 4/4, indicating the methodological quality of the included studies.

Results
Study Selection
The literature search yielded 911 publications. Duplicates were removed leaving 584 papers for further abstract screening. Following that screening according to inclusion and exclusion criteria by the Centre for Reviews and Dissemination [24], we excluded 487 papers based on the title and the abstract. All together 97 potential articles were obtained for full-text review by 2 independent reviewers, of which 60 studies were included in the review for further data extraction.

Characteristics of the Included Studies
Author, year, country, setting, type of study, design, patient group, and sample were extracted to describe the characteristics of the studies. The authors of the studies are reported in each table dealing with the included studies (see Multimedia Appendices 1-3). The studies included in our analysis were published between 2004 and 2013. The number of published studies increased steadily until 2011, being highest in 2012. Of the included studies, 37% (22/60) studies were published in 2012. Except for one study [30], all publications involved outpatients. The studies were mostly conducted in the United States (35%, 21/60), followed by the United Kingdom and Australia (Figure 2).

Of the included studies, 95% (57/60) had a quantitative design, one (1) had a qualitative design, and two (2) used both quantitative and qualitative designs. Over one-third (35%, 21/60) of the studies were randomized controlled trials (RCT). Other studies were non-randomized feasibility studies, before-and-after studies, cross-sectional studies, retrospective and prospective studies, cohort studies with or without historical control, clinical trials, or qualitative descriptive studies.

The most common patient groups described were patients with human immunodeficiency virus/acquired immunodeficiency syndrome (HIV/AIDS; 15%, 9/60), diabetes (13%, 8/60), asthma (8%, 5/60), or schizophrenia (7%, 4/60). Other patient groups are described in more detail in Multimedia Appendix 2. The sample size of the studies varied from 4 participants to 9959. In half of the studies (53%, 32/60), the sample size was 100 or under, and in 23 studies (38%, 23/60), it was over 100. In 5 studies (8%, 5/60) the sample size was shown as the amount of appointments, not participants. The response rates of the studies varied from 22-100%. Descriptive characteristics of the included studies are presented in more detail in Multimedia Appendices 1 and 2.
Figure 2. Countries of the publications included.

Purposes of Text Message Reminders Used in Health Care

The purpose of the study, description of the intervention, dose, and timing were extracted to describe the purposes of text message reminders used in health care. Mobile phone text message reminders were used to remind patients about their medication or treatment in 63% (38/60) of the studies, and both to increase the attendance to clinical appointments and to decrease the non-attendance to clinical appointments with patients from different patient groups in 37% (22/60) of the studies (Multimedia Appendix 2).

The mobile telephone text message reminders were used as the only intervention in 73% (44/60) of the studies (Multimedia Appendix 2). In 27% (16/60) of the studies, the approach was multifaceted, indicating that text message reminders were connected to another comprehensive health intervention system, such as educational text messages (7%, 4/60) [31-34], informational text messages about patients’ disease and healthy living (12%, 7/60) [20, 21, 32, 33, 35-37], supportive text messages [22, 38] or to diary data collection [39]. In the studies by Rodrigues et al [40] and Sidney et al [41], reminders were sent as non-interactive neutral pictures delivered as an SMS.

The dose and timing of the text message reminders depended on the dosage of the medication or treatment and a patient’s scheduled appointment (Multimedia Appendix 2). In 55% (33/60) of the studies, the dose was reported as how often the text message reminder was sent, so that the most common dose was to send the text message reminders daily (35%, 21/60) [20-22, 31, 32, 35, 38, 39, 42-54]. In 38% (23/60) of the studies, the dose was reported as amount of text message reminders sent, and in 7% (4/60) of the studies, the dose was reported to depend on patients’ preferences.

The timing was reported as the time of the day (eg, morning, evening) or as a certain time (eg, 10 a.m., 8 p.m.) in 37% (22/60) of the included studies, and as how many days before the appointment the reminder was sent (eg, one day before the appointment) in 25% (15/60) of the studies. In 22% (13/60) of the studies, the timing was reported to be based on patients’ personal needs. However, in 17% (10/60) of the studies, the time of sending text messages was not reported. Further, the timing varied from 10 minutes before the medication was due to be taken [55] to 2 weeks before the scheduled appointment [56]. The dose and timing of the text message reminders are shown more specifically in Multimedia Appendix 2.

Assessment Methods to Evaluate the Impact of Mobile Phone Text Message Reminders

A description of the instruments used as an assessment method was extracted (Multimedia Appendix 3). In 43% (26/60) of the studies, the impact was assessed using existing databases (eg, attendance rate/did not attend rate) [34, 39, 52, 56-78].
In 12% (7/60) of the studies, the impact of the mobile phone text message reminders was assessed using questionnaires [20,32,41,49-51,53], and in 18% (11/60) of the studies, the impact was assessed using physiological measures [22,31,35,37,44,45,47,48,52,79,80]. Out of these 11 physiological assessments, patients’ self-assessment was used alone in one study, blood test alone in one study, self-reported weight in one study, and in eight studies patients’ self-assessment was connected with electronic monitoring, a questionnaire, pill counting, or a blood test. Other assessment methods were electronic monitoring alone (n=3) [42,46,81], pill count alone (n=1) [40], system usage calculation (n=1) [36], proportion of days covered calculation (n=1) [82], interview (n=1) [54], and observational measurement (n=2) [30,83].

In 10% (6/60) of the studies, the impact was assessed through patient satisfaction with the text message-based intervention [33,38,55,84-86]. In addition to these six studies, patient satisfaction was assessed in 15 studies. Patients’ satisfaction with the text message reminders was assessed in total in 20 studies, and patients’ reminder preferences in one study (Table 2). Patient satisfaction was assessed by questionnaires (n=14) [20-22,31-33,38,41,48,53,55,70,79,85], and by interviews (n=6) [36,39,44,73,80,84]. Patients’ preferences regarding reminders (n=1) were assessed by calculating the percentage of patients who selected the SMS reminders [86].
Table 2. Assessment of patient satisfaction.

<table>
<thead>
<tr>
<th>Author (year)</th>
<th>Outcome measure</th>
<th>Instruments</th>
<th>Outcomes&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anhøj &amp; Møldrup [39]</td>
<td>Feasibility of using SMS for asthma diary data collection</td>
<td>Focus group interview</td>
<td>+</td>
</tr>
<tr>
<td></td>
<td>Participants’ experiences with medication adherence reminders</td>
<td>Focus group interview</td>
<td>+</td>
</tr>
<tr>
<td>Agyapong et al [38]</td>
<td>Usefulness</td>
<td>Semistructured questionnaire</td>
<td>+</td>
</tr>
<tr>
<td></td>
<td>Patient satisfaction with abstinence reminders</td>
<td>Semistructured questionnaire</td>
<td>+</td>
</tr>
<tr>
<td></td>
<td>Patient satisfaction with medication reminders</td>
<td>Semistructured questionnaire</td>
<td>-</td>
</tr>
<tr>
<td>Arora et al [32]</td>
<td>Satisfaction with the TExT-MED program</td>
<td>Questionnaire</td>
<td>+</td>
</tr>
<tr>
<td>Branson et al [70]</td>
<td>Patient satisfaction with text message reminders</td>
<td>Questionnaire</td>
<td>+</td>
</tr>
<tr>
<td>Britto et al [85]</td>
<td>Usefulness</td>
<td>Questionnaire</td>
<td>+</td>
</tr>
<tr>
<td></td>
<td>Acceptability</td>
<td>Questionnaire</td>
<td>+</td>
</tr>
<tr>
<td>da Costa et al [80]</td>
<td>Patient satisfaction</td>
<td>Interview</td>
<td>+</td>
</tr>
<tr>
<td>Dick et al [44]</td>
<td>Satisfaction with the text message-based program</td>
<td>Interview</td>
<td>+</td>
</tr>
<tr>
<td>Dowshen et al [48]</td>
<td>Feasibility</td>
<td>“Satisfaction survey”</td>
<td>+</td>
</tr>
<tr>
<td></td>
<td>Acceptability</td>
<td>“Satisfaction survey”</td>
<td>+</td>
</tr>
<tr>
<td>Fischer et al [73]</td>
<td>Feasibility</td>
<td>Focus group interview</td>
<td>+</td>
</tr>
<tr>
<td>Furberg et al [21]</td>
<td>Patient satisfaction with text messages</td>
<td>Satisfaction survey via SMS</td>
<td>+</td>
</tr>
<tr>
<td>Greaney et al [86]</td>
<td>Automated reminder preferences</td>
<td>SMS calculation</td>
<td>28%</td>
</tr>
<tr>
<td>Hanauer et al [36]</td>
<td>Feasibility</td>
<td>Interview</td>
<td>+</td>
</tr>
<tr>
<td>Holtz &amp; Whitten [84]</td>
<td>Feasibility</td>
<td>Interview</td>
<td>+</td>
</tr>
<tr>
<td>Kollman et al [79]</td>
<td>Feasibility and user acceptance</td>
<td>Questionnaire</td>
<td>+</td>
</tr>
<tr>
<td>Lewis et al [53]</td>
<td>Receptivity to adherence messaging</td>
<td>Message receptivity questions via two-way text messages</td>
<td>+</td>
</tr>
<tr>
<td>Lua et al [33]</td>
<td>Feasibility and acceptability</td>
<td>Feedback form</td>
<td>+</td>
</tr>
<tr>
<td>Mao et al [55]</td>
<td>Patient satisfaction</td>
<td>Standardized questionnaire</td>
<td>+</td>
</tr>
<tr>
<td>Nundy et al [20]</td>
<td>Feasibility and acceptability</td>
<td>Patient experience survey</td>
<td>+</td>
</tr>
<tr>
<td>Pena-Robichaux et al [31]</td>
<td>Usability and satisfaction of the TM system</td>
<td>Questionnaire</td>
<td>+</td>
</tr>
<tr>
<td>Shaw et al [22]</td>
<td>Feasibility and acceptability</td>
<td>Questionnaire</td>
<td>+</td>
</tr>
<tr>
<td>Sidney et al [41]</td>
<td>Usefulness</td>
<td>Structured questionnaire</td>
<td>+</td>
</tr>
<tr>
<td></td>
<td>Reminder preference:</td>
<td>Structured questionnaire, data on the delivery</td>
<td>+</td>
</tr>
<tr>
<td></td>
<td>Voice reminder</td>
<td>87%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SMS alone</td>
<td>11%</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> + patients’ positive feedback, - patients’ negative feedback.

**Impact of Using Text Messages as Reminders in Health Care**

Outcome measures and outcomes were extracted to describe the impacts of using text messages as reminders in health care. Of the included studies, the outcome measures were adherence to medication or treatment (50%, 30/60), appointment attendance (22%, 13/60), appointment non-attendance (18%, 11/60), or patient satisfaction (10%, 6/60). The impacts of using SMS text
messages as reminders in health care are described in Table 2 and Multimedia Appendix 3.

Out of 60 studies, the outcomes reportedly improved in 77% (46/60). First, adherence to medication or to treatment improved in 24 studies [20,21,31,32,35-37,39,40,43-46, 48-51,53,54,66,79-82]. Second, appointment attendance was reported to have improved in 11 studies [30,34,57,60,61,69,70,74,75,77,78]. Third, non-attendance rates reportedly decreased in 11 studies [56,59,62-65,67,68,71,72,76]. In addition, patients’ attitudes towards medication were reported to have improved [51], the number of missed medication doses reportedly decreased [44,81], and text messages were found to have reduced treatment interruptions [46].

Outcomes in patient satisfaction were positive in those studies (n=6) where no impact was assessed [33,38,55,84-86]. In addition to these studies, patient satisfaction was assessed in 15 studies together with the impact assessment. In patients’ opinions, text messages were easy to use [20,44,48], they reminded patients to take their medication [32], patients were willing to receive text messages [53,66], and they were satisfied with text messages [69].

Using text messages had advantages over other reminding systems. Text messages could be sent to patients simultaneously, they were always available [59], cost-effective [59,63], and sending text messages to patients required less staff [63]. Liew et al [65] found that text messages were as effective as telephone reminders but were low-priced [60,61]. However, in the study by Greaney et al [86], participants preferred automated voice response reminders (72%) instead of SMS reminders (28%). Patients’ opinions about the usefulness of the text messages received varied from 88% [31] to 66% [81].

However, daily text message reminders did not improve adherence to oral contraceptive pills [42], acne treatment [47], or lupus erythematosus treatment [52]. Pijnenburg et al [30,83] found that the overall effect of prompting disappeared after the text message reminders ceased, indicating the dependence on continuous use of the intervention. Bos et al [58] and Fischer et al [73] found that there were no differences in appointment attendance before and after sending text message reminders. Despite all the benefits and beneficial characteristics of the mobile phone text message reminders, this literature review shows that there are limitations to using mobile phone text message reminders. First, patients had privacy concerns about losing their mobile phones and other people possibly gaining access to the messages [67,70]. Although most (93%, 56/60) of the studies reported that the messages did not include the patient’s name or other identification in the reminder message, four exceptions were found [47,60,61,72]. No adverse events were reported. Second, patients may have changed their mobile phone numbers without informing the health care staff [60,61,67], thus the staff could not be sure that all participants had received the text messages. Downing et al [77] found that the proportion of undelivered text messages was high. Koshy et al [63] demonstrated that patients may not have received the text message reminders due to incorrect data entry. Third, it is possible that patients adapted to the messages and stopped reading them [43].
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Discussion

Principal Findings

The results of this narrative literature review showed that mobile phones and text messages are used worldwide, which supports the global penetration of mobile phone subscriptions [1] in different user groups in health care [2,12,14,15]. We have demonstrated that mobile phone text messages may have their uses in reminding patients about medication adherence [43,45,47,50] and in reducing non-attendance rates [59,61,63,76]. The possibility of using text message reminders as the only intervention or in conjunction with some other comprehensive health intervention systems further adds to the usability of text messages in health care services. Thus, SMS reminders deserve more attention as a potential innovation to improve health care operations [87].

On the other hand, some concerns were also identified. First, in 4 studies, the dose of text message reminders (eg, the number of text message reminders, how often text message reminders were sent), and in 12 studies, the timing of the text message reminders reported were based on patients’ personal needs. Second, despite the safety of the text messages in health care [6], the literature review demonstrated privacy concerns, such as loss of a mobile phone or other people reading the messages [67,70]. Therefore, more emphasis should be put on how to guarantee that health-related patient information in electronic systems is anonymous and neutral enough to be managed even in open electronic systems. Special considerations are also required in designing the content of the reminder messages, entering the patient data to the automatic systems or dialing correct mobile phone numbers to protect patients’ privacy and security issues [4,88].

The impacts of text message reminders focused on improving adherence to medication and improving appointment attendance. Although no meta-analysis was used due to the high heterogeneity of the data gathered, this review demonstrated that text message reminders were easy to use, useful for patients, they were willing to receive text messages, and satisfied with the text message reminders. This knowledge is essential because patients’ views influence the acceptance of the text message intervention and its integration into patients’ daily lives [13]. On the other hand, patients may adapt to the messages and the effectiveness of the messages diminishes. This is what happened in the study by Strandbygaard et al [43]; participants in the intervention group stopped reading their reminder messages after a few weeks.

Limitations

We recognize that there are some limitations in our review. First, the literature search yielded studies that were diverse methodologically and clinically. As the studies included were heterogeneous in study design, patient group studied, sample size, description of the intervention, and outcome measures, we synthesized the data with a narrative method, rather than trying to do a meta-analysis. As such, our findings cannot be used to recommend any preferred strategy for the use of mobile phone text message reminders in health care. Second, the studies differed in their methodological quality, which may have had...
an impact on the results, and biased our findings and limited our interpretations. Third, we included studies only from peer-reviewed English-language journals, which may have restricted our findings and biased the data toward positive results. And fourth, we excluded studies if text messages were received by parents, relatives, or friends, which may exclude a wide variety of studies (eg, immunization reminders; see [89,90]) in different fields and further affected the conclusions from the review.

**Future Research**

Further evaluation of mobile phone text message reminder interventions is needed to form a more coherent picture of their use and effectiveness in health care services. This should be done with rigorous RCT studies of their effectiveness and cost-effectiveness. The research should also focus more on service users’ and their caregivers’ needs and preferences regarding the text message reminders to be received and how to maintain interest in text message reminders to achieve the best possible impact. In addition, the assessment of users’ satisfaction toward intervention should also be ensured. In this task, qualitative evaluations could also be used to hear users’ voices. More research is also needed to ascertain the best ways to guarantee privacy and security in mobile phone text message reminder interventions.

**Conclusions**

The findings of this literature review are encouraging. However, the amount of evidence for SMS application recommendations is still limited. In our review, having 77% (46/60) of the studies showing improved outcomes may still indicate its use in health care settings. Although no firm conclusions can be drawn so far, mobile phone text message reminders may be a potential method in health care systems. Given the widespread use of mobile phone text message reminders among different patient groups, it may have the potential to improve adherence to medication and attendance at clinical appointments globally.
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Abstract

Background: Electronic applications are increasingly being used in hospitals for numerous purposes.

Objective: Our aim was to assess differences in the characteristics of patients who choose paper versus electronic questionnaires and to evaluate the data quality of both approaches.

Methods: Between October 2012 and June 2013, 136 patients participated in a study on diagnosis-induced stress and anxiety. Patients were asked to fill out questionnaires at six different moments during the diagnostic phase. They were given the opportunity to fill out the questionnaires on paper or electronically (a combination of tablet and Web-based questionnaires). Demographic characteristics and completeness of returned data were compared between groups.

Results: Nearly two-thirds of patients (88/136, 64.7%) chose to fill out the questionnaires on paper, and just over a third (48/136, 35.3%) preferred the electronic option. Patients choosing electronic questionnaires were significantly younger (mean 47.3 years vs mean 53.5 in the paper group, \( P = .01 \)) and higher educated (\( P = .004 \)). There was significantly more missing information (ie, at least one question not answered) in the paper group during the diagnostic day compared to the electronic group (using a tablet) (28/88 vs 1/48, \( P < .001 \)). However, in the week after the diagnostic day, missing information was significantly higher in the electronic group (Web-based questionnaires) compared to the paper group (41/48 vs 38/88, \( P < .001 \)).

Conclusions: Younger patients and patients with a higher level of education have a preference towards filling out questionnaires electronically. In the hospital, a tablet is an excellent medium for patients to fill out questionnaires with very little missing information. However, for filling out questionnaires at home, paper questionnaires resulted in a better response than Web-based questionnaires.

(J Med Internet Res 2014;16(10):e239) doi:10.2196/jmir.3578
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Introduction

With the evolution of modern technology, electronic applications are increasingly being used in hospitals. Web-based applications and touchscreen devices are finding their way into hospitals for numerous purposes. These electronic applications can be useful for research purposes, for collecting patient-reported outcomes, and questionnaires [1-3]. Some of the most important advantages of electronic over paper questionnaires include easy usage and immediate electronic storage of results. The use of electronic applications has been evaluated for informed consenting.
procedures, assessing quality of life, medical education, interventions, diagnostics, and filling out questionnaires [1,3-11].

Obtaining high response rates without missing information is important for research purposes, as non-responders can bias study results [12]. Response rates have been found to be lower using electronic questionnaires compared to paper questionnaires [13-15]. In order to potentially improve response rates, specific patient subgroups with a preference for electronic questionnaires could be identified. For example, elderly patients may not be as experienced with electronic applications. Aiello et al compared the use of a tablet to paper questionnaires in a mammography clinic. They found that older women (>60 years) had a slightly harder time learning to use the tablet compared to younger patients, but preference towards the tablet was similar in both groups [2].

The aim of our study was to assess differences in demographic characteristics of patients choosing paper versus electronic questionnaires and to evaluate data quality and completeness of data of both approaches.

Methods

Study Context

This study was performed in the University Medical Center Utrecht, the Netherlands (approximate caseload of 180 newly diagnosed breast cancer patients per year). In 2011, same-day diagnosis for breast cancer was introduced with the aim to provide a definitive diagnosis within one day in over 80% of patients. Reducing the time of uncertainty about a diagnosis could potentially reduce anxiety and stress. All patients suspected of breast cancer visited the outpatient breast clinic and underwent physical examination, diagnostic imaging (mammography and ultrasound) with a histological biopsy if indicated, and received a final diagnosis at the end of the day after a multidisciplinary meeting.

Between mid-October 2012 and June 2013, all patients referred to the same-day diagnosis out-patient breast clinic were eligible to participate in the study. Approval for this study was obtained from the local ethics committee, and all patients signed written informed consent. All patients were asked to fill out the 6-item State Trait Anxiety Inventory (STAI) [16,17] questionnaire at six different time points (measuring moments) during the diagnostic phase to evaluate levels of stress and anxiety (Figure 1). Patients were given the opportunity to fill out the questionnaires electronically (Figure 2) or on paper (Figure 3). Preference towards paper or electronic questionnaires was measured at baseline. The paper questionnaires were returned by mail. In the electronic scenario, the first three questionnaires (administered on the day of diagnosis in the hospital) were offered by means of tablets (iPad). For the last three electronic questionnaires that were to be filled out at home, we used Web-based (hypertext markup language [HTML]) questionnaires. An email with login information to the questionnaires was sent to participants by email on the diagnostic day. The STAI questionnaire was displayed on one page, and all six questions needed to be answered before the form could be submitted. If a question was left blank, an automated message appeared saying that all questions needed to be answered. Patients were not able to look back at previously completed questionnaires. The tablets were also used for providing information and entertainment. An information app was built to provide information on the diagnostic process, diagnostic procedures, treatment team, and routing during the diagnostic day. Several forms of entertainment were available on the tablet, including digital newspapers, magazines, games, and music. The paper questionnaires were returned by mail in a pre-stamped return envelope.

Outcome Measures

Outcome measures included differences in demographic characteristics between patients choosing paper or electronic questionnaires and data quality, focusing on age, reason for referral, breast cancer history, level of education, and baseline anxiety. Data quality was assessed by focusing on missing information, defined as a questionnaire containing at least one unanswered question. To assess if a breast cancer diagnosis affected the quality of data, subgroup analysis including only patients with a benign diagnosis was performed.

Methods for Data Analysis

Demographics, history of breast disease, and diagnostic findings were described as proportions and means with standard deviation. Differences in demographic characteristics, reported anxiety score, and completeness of reported data between the electronic and the paper group were compared by means of chi-square test and independent samples t test, where appropriate. Significant differences were defined as P values of .05 or less. All statistical analyses were performed using SPSS version 20.0.

Figure 1. Overview of the six measuring moments during the diagnostic phase to evaluate level of stress and anxiety.
Figure 2. Screenshot of the electronic questionnaire (measuring moment 2).

The questionnaire titled "Sneldiagnostiek Mammapoli" includes questions about the moment and place of the examination. The responses are on a scale from "Helemaal niet" (not at all) to "Heel erg" (very much).

* This is a standardized questionnaire. Some questions can be answered on specific moments as they may not always be relevant. We hope that you will answer all questions honestly. A good overview of the feelings and experiences of patients during the examination can be obtained.

Vraag | Helemaal niet | Enigszins | Matig | Heel erg
--- | --- | --- | --- | ---
1. Ik voel me kalm | 1 | 2 | 3 | 4
2. Ik ben gespannen | 1 | 2 | 3 | 4
3. Ik ben overstuur | 1 | 2 | 3 | 4
4. Ik ben ontspannen | 1 | 2 | 3 | 4
5. Ik voel me tevreden | 1 | 2 | 3 | 4
6. Ik maak me zorgen | 1 | 2 | 3 | 4
MEETMOMENT 2
Invalmoment: tijdens wachttijd voor de onderzoeken bij de Radiologie
Plaats: in de wachtkamer van de Radiologie (wachtruimte 5b).
Vragenlijst: B

Vragenlijst B
Hieronder staat een aantal uitspraken die mensen hebben gebruikt om te beschrijven hoe ze zich voelden.
We vragen u elke vraag te lezen en de meest passende score te omcirkelen om aan te geven hoe u zich op dit (specifieke) moment voelt.
Er zijn geen goede of foute antwoorden. Denk niet te lang na over de antwoorden, maar omcirkel het antwoord dat voor uw gevoel het beste uitdrukt hoe u zich op dit moment voelt.

*Dit is een gestandaardiseerde vragenlijst. Sommige vragen kunnen hierdoor op bepaalde momenten als vreemd of niet passend overkomen. We hopen toch dat u steeds alle onderdelen invult. Alleen dan krijgen we een goed beeld van de ervaring en beleving van patiënten tijdens sneldiagnostiek.

Datum van invullen:.................................................................................................................................

<table>
<thead>
<tr>
<th></th>
<th>Heelmaal niet</th>
<th>Enigszins</th>
<th>Matig</th>
<th>Heel erg</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Ik voel me kalm</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>2. Ik ben gespannen</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>3. Ik ben overstuur</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>4. Ik ben ontspannen</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>5. Ik voel me tevreden</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>6. Ik maak me zorgen</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>

Ruimte voor een toelichting op uw antwoorden:

...........................................................................................................................................................................

...........................................................................................................................................................................

...........................................................................................................................................................................

...........................................................................................................................................................................

* Vragenlijst B = 6-itemversie van de State Scale van de State-Trait Anxiety inventory (STAI)
Results

Demographic Data

Of 321 patients referred to our out-patient breast clinic, 136 patients (42.4%) agreed to participate in the study. All patients were offered the choice of paper or electronic questionnaires.

The mean age was 51.3 years (range 18-85 years) and 35.3% (48/136) patients chose to fill out the questionnaires electronically (Table 1). Reason for referral, family history of breast cancer, and breast-related medical history were similar in both groups. Baseline anxiety scores (as measured by the STAI) did not differ between the groups (46.4 in the paper group versus 43.8 in the electronic group, \( P = .30 \)). Diagnostic imaging findings and proportion of patients undergoing biopsy were similar in both groups. Patients choosing to fill out questionnaires electronically were significantly younger compared to those opting for paper questionnaires (47.3 years vs 53.5, respectively; \( P = .01 \)) and had a higher level of education (\( P = .004 \)).

Outcome Data: Missing Information

There was significantly more missing information (ie, questionnaires containing at least one unanswered question) in the paper group during the diagnostic day (measuring moments 1-3) compared to the electronic group (28/88 vs 1/48, \( P < .001 \)) (Table 2). In the paper group, this included two patients who did not fill out one or two questions (instead of complete questionnaires not filled out).

In the week after the diagnostic day (measuring moments 4-6), missing information was significantly more prevalent in the electronic group (41/48, 85%) compared to the paper group (38/88, 43%) (\( P < .001 \)). This included 7 patients in the paper group who left one or two questions unanswered. These differences persisted in subgroup analysis including only patients with a benign diagnosis.
<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Paper, n (%)</th>
<th>Electronic, n (%)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>86 (98)</td>
<td>47 (98)</td>
<td>.94&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Age in years, mean (SD), range</td>
<td>53.5 (14.1), 22-85</td>
<td>47.3 (11.4), 18-66</td>
<td>.01&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Reason for referral</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Screening</td>
<td>27 (31)</td>
<td>16 (37)</td>
<td>.75&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Palpable lesion/symptoms</td>
<td>61 (69)</td>
<td>32 (67)</td>
<td></td>
</tr>
<tr>
<td>Positive family history of breast cancer – yes</td>
<td>34 (39)</td>
<td>13 (27)</td>
<td>.18&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Previous breast disease/complaints – yes</td>
<td>28 (32)</td>
<td>19 (40)</td>
<td>.36&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Previous breast cancer diagnosis – yes</td>
<td>4 (5)</td>
<td>3 (6)</td>
<td>.67&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Breast Imaging Reporting and Data System (BI-RADS) classification suspected lesion</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>18 (21)</td>
<td>9 (19)</td>
<td>.54&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>II</td>
<td>34 (39)</td>
<td>22 (46)</td>
<td></td>
</tr>
<tr>
<td>III</td>
<td>9 (10)</td>
<td>9 (19)</td>
<td></td>
</tr>
<tr>
<td>IV</td>
<td>15 (17)</td>
<td>5 (10)</td>
<td></td>
</tr>
<tr>
<td>V</td>
<td>10 (11)</td>
<td>3 (6)</td>
<td></td>
</tr>
<tr>
<td>VI</td>
<td>1 (1)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>No imaging performed</td>
<td>1 (1)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>Biopsy performed</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>51 (58)</td>
<td>29 (60)</td>
<td>.62&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Yes, histology</td>
<td>32 (36)</td>
<td>18 (38)</td>
<td></td>
</tr>
<tr>
<td>Yes, cytology</td>
<td>5 (6)</td>
<td>1 (2)</td>
<td></td>
</tr>
<tr>
<td>Cancer – yes</td>
<td>16 (18)</td>
<td>7 (15)</td>
<td>.59&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Level of education</strong>&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low-moderate&lt;sup&gt;e&lt;/sup&gt;</td>
<td>21 (26)</td>
<td>1 (3)</td>
<td>.004&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Moderate-high&lt;sup&gt;f&lt;/sup&gt;</td>
<td>27 (33)</td>
<td>10 (29)</td>
<td></td>
</tr>
<tr>
<td>High&lt;sup&gt;g&lt;/sup&gt;</td>
<td>33 (41)</td>
<td>24 (69)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>7</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>Mean baseline anxiety score, STAI (SD)</td>
<td>46.4 (13.3)</td>
<td>43.8 (13.5)</td>
<td>.30&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>P values are based on valid proportions.
<sup>b</sup>Calculated by chi-square test.
<sup>c</sup>Calculated by independent samples t test.
<sup>d</sup>Level of education is based on the Dutch educational system
<sup>e</sup>Low-moderate education includes primary education/low pre-vocational/secondary general education.
<sup>f</sup>Moderate-high education includes secondary vocational/higher general and pre-university education.
<sup>g</sup>High education includes higher vocational education/university.
Table 2. Differences in proportion of patients with incompletely filled out questionnaires between patients opting for paper questionnaires (n=88) and patients choosing electronic questionnaires (n=48).

<table>
<thead>
<tr>
<th>P value</th>
<th>Paper, n (%)</th>
<th>Electronic, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline – moment 1 – STAI 1</td>
<td>25 (28)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Measuring moment 2 – STAI 2</td>
<td>24 (27)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Measuring moment 3 – STAI 3</td>
<td>25 (28)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Measuring moment 4 – STAI 4</td>
<td>28 (32)</td>
<td>27 (56)</td>
</tr>
<tr>
<td>Measuring moment 5 – STAI 5</td>
<td>31 (35)</td>
<td>34 (71)</td>
</tr>
<tr>
<td>Measuring moment 6 – STAI 6</td>
<td>35 (40)</td>
<td>33 (69)</td>
</tr>
<tr>
<td>Measuring moment 1-3 – in hospital&lt;sup&gt;a&lt;/sup&gt;</td>
<td>28 (32)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Measuring moment 4-6 – at home&lt;sup&gt;b&lt;/sup&gt;</td>
<td>38 (43)</td>
<td>41 (85)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Includes all patients with at least 1 incomplete questionnaire in measuring moment 1, 2, or 3.

<sup>b</sup>Includes all patients with at least 1 incomplete questionnaire in measuring moment 4, 5, or 6.

Discussion

Principal Findings

The use of tablets and Web-based questionnaires for collection of patient-reported data has many potential advantages over the use of paper questionnaires. Still, the present study shows that a majority of patients preferred paper over electronic questionnaires. Younger patients and those with a higher level of education were more likely to opt for electronic questionnaires. When using tablets (during the diagnostic day in the hospital), more complete information was collected compared to using paper questionnaires. These data suggest that tablets are superior to paper questionnaires. However, the use of Web-based questionnaires resulted in less complete data collection than paper questionnaires. This might be due to the study design where patients could fill out the electronic questionnaires only on a specific day.

A major advantage of filling out electronic questionnaires is that information is immediately saved. Other advantages of the use of tablets include the possibility of automatically reminding the patient to fill out the questionnaires, and providing information and entertainment. We did not electronically remind patients by email to fill out the questionnaires. Considering the high percentage of incompletely filled out Web-based questionnaires (85%), we would definitively incorporate this in a future study. We did use an automated message when not all questions were answered. This resulted in completely filled out questionnaires in the electronic group, which could possibly lead to more complete data.

Possible drawbacks of using Web-based questionnaires are high non-response rates, impaired reliability and validity, and safety or confidentiality issues [18]. Drawbacks of tablets are the need for upgrades, wireless network unreliability, hardware theft [19], and costs. Fritz et al performed a cost-effectiveness analysis comparing the costs of electronic questionnaires offered on a tablet with paper questionnaires. They found the break-even point to be at 1737 paper sheets per year [1].

Completeness of data collection was very high in the tablet group, with only 1 of the 48 patients not filling out all questions at the first three measuring moments. Missing information was highest in the Web-based group, where many patients (41/48) did not fill out all questions at the last three measuring moments. One likely reason for the high rate of missing information in this group was that patients could fill out the questionnaires only on the correct day (ie, exactly 1, 3, or 7 days after the patient’s visit). Our aim was to measure patients’ anxiety at specific moments in time, and we limited the possibility of filling out the questionnaires to the correct day only. Patients in the paper group, however, were able to fill out the questionnaires at any given time. This led to more missing information in the Web-based group, and results on missing information need to be interpreted with this information in mind. However, limiting patients to one specific moment to fill out the questionnaires might lead to more accurate measurements of patients’ anxiety at that specific moment. For higher response in the Web-based group, automated email reminders could be useful.

Limitations

A possible limitation of this study was that we included only breast cancer patients and consequently, 98% were female. These results are therefore not generalizable to other populations. There could be reduced missing data in the electronic group when other groups are included in a similar study (eg, men, young adults).

Conclusions

Younger patients and patients with a higher level of education have a preference towards filling out questionnaires electronically. In the hospital, a tablet is an excellent medium for patients to fill out questionnaires with very little missing information. However, for filling out questionnaires at home, paper questionnaires result in a better response compared to Web-based questionnaires.
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Abstract

Background: Social media services can help empower people to take greater responsibility for their health. For example, virtual worlds are media-rich environments that have many technically advantageous characteristics that can be used for Health 2.0 purposes. Second Life has been used to build environments where people can obtain information and interact with other users for peer support and advice from health care professionals.

Objective: The intent of the study was to find out whether Second Life is a working and functional platform supporting the empowerment of people in health-related issues.

Methods: We conducted a review of the current health-related activity in Second Life, coupled with an extensive series of observations and interactions with the respective resources inside Second Life.

Results: A total of 24 operative health resources were found in Second Life, indicating that health-related activity is rather limited in Second Life, though at first glance it appears to contain very rich health-related content. The other main shortcomings of Second Life relate to a lack of activity, a low number of resource users, problems with Second Life’s search features, and the difficulty of finding trustworthy information.

Conclusions: For the average user, Second Life offers very little unique value compared to other online health resources.

(J Med Internet Res 2014;16(10):e229) doi:10.2196/jmir.3177
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Introduction

Importance of the Topic

Health 2.0 and Medicine 2.0 have become topical concepts in fields such as medicine, behavioral science, nursing studies, and information systems, to name a few [1-3]. Health 2.0 refers to “the use of a specific set of Web tools (blogs, podcasts, tagging, search, wikis, etc) by actors in health care, including doctors, patients, and scientists, using principles of open source and the generation of content by users, and the power of networks in order to personalize health care, collaborate, and promote health education”[3]. These concepts address the role of the individual in taking greater responsibility for their health by utilizing technologies such as social media [4], defined as “a group of Internet-based applications that build on the ideological and technological foundations of Web 2.0, which allows the creation and exchange of user-generated content” [5].

For example, virtual worlds, defined as persistent computer-mediated 3-D environments where the users are represented as avatars [6], are a subset of social media [5] that have been used to build environments in which people can obtain and exchange health-related information. By offering a wide range of audio-visual stimuli in the media-rich, multi-user environment, they are able to create an immersive user experience and simulations of reality.
The characteristics of virtual worlds—the possibility to present oneself anonymously as an avatar, experience things, and interact with others in a virtual environment—can empower people with motoric or sensory disabilities and chronic illnesses that can hamper movement in the physical environment and face-to-face social interactions. For example, the virtual world platform Second Life hosts a wide range of health-related activities from virtual operating theatres for the purpose of education to places where people can look for information and receive support. Consequently, virtual worlds can help to empower individuals to take greater responsibility for their personal health and well-being [7].

Interestingly, despite their advantageous technical characteristics, only a little research has explored virtual worlds from the empowerment perspective. In more general terms, research about social media in health care is still in its infancy and lags far behind practice [8], although Beard et al [9] did survey health-related activities in Second Life when there was considerable hype around virtual worlds and Second Life.

Against this backdrop, the aim of this paper is twofold: first to conduct a follow-up study to Beard et al [9] to gain updated insight on the health-related activity in Second Life at a time when the hype around virtual worlds has largely vanished. Second, we focus on investigating how Second Life has been used for patient/citizen empowerment purposes. To this end, we have conducted an extensive set of observations in Second Life.

The remainder of the paper is organized as follows: after the introduction, we discuss patient empowerment and prior applications of Second Life in health care. In the third section, we present our empirical research and the results. In the fourth section, we discuss the implications of the results, present the limitations of the study, and suggest areas for further inquiry.

**Background**

**Patient Empowerment With Social Media**

People use social media in health care mainly for the purposes of sharing health care information and experiences with others, making effective decisions about health, and realizing the self-management of personal well-being. In the literature, the benefits of social media for the patient have been found to be: seeking emotional help or support, obtaining health information, exchanging information and experiences, seeking guidance online about health information and services, developing a different relationship with their doctors, health education and learning, and the self-management of health [1,2,10-14]. Social media has also been found to be helpful for different patient groups, such as teens with special health care needs as well as people with HIV, cancer, and chronic diabetes [13-15].

Social media can enable patients to become active and responsible partners in their health care activities [16]. As many diseases (eg, obesity, depression) are socially constructed, a key to their healing is also in social activity [17]. Thus, social media has been argued to have the potential to result in empowerment outcomes for patients wishing to improve communication with other patients and health professionals [18]. According to Eysenbach [4], patients using social media are empowered to contribute to and utilize the collective wisdom and experience of others to support their health care decisions and improve their health care.

**Second Life and Health Care**

Beard et al [9] surveyed health-related activities within Second Life in 2008. They discovered 68 health-related services in Second Life and concluded that the most common types of health-related resources in Second Life were those whose principle aim was to educate or offer information to patients or to increase awareness about health issues.

Yellowlees and Cook [19] investigated how Second Life can be used to increase awareness of severe mental illness. They constructed a visual environment to simulate the auditory and visual hallucinations of two patients with schizophrenia. A total of 863 survey respondents journeyed through the environment. Of those respondents, 440 (76%) thought the environment improved their understanding of auditory hallucinations, 69% thought it improved their understanding of visual hallucinations, and 82% said they would recommend the environment to a friend [19].

Boulos et al [1] evaluated the potential of 3-D environments in general in medical and health education and focused specifically on two resources in Second Life: Second Life Medical and Consumer Health Libraries and VNEC (Virtual Neurological Education Centre). They concluded (p. 242) that “3-D virtual worlds offer great potential to creative medical and health educators and librarians, but more research is needed into their use in medical and health education”.

The literature has also examined how Second Life could be used in treating patients. Gorini, Gaggioli, Vigna, and Riva [20] discussed the use of Second Life for psychotherapy. They found that compared to conventional telehealth applications, such as email, chat, and videoconferencing, the interaction between real and 3-D virtual worlds may convey greater feelings of presence between the therapists. In addition, Second Life was able to better facilitate the clinical communication process, positively influence group processes and cohesiveness in group-based therapies, and foster higher levels of interpersonal trust between patients (p. 21). **Figure 1** is a screenshot of the reception desk of Complete Care Medical Center Hospital.
Methods

Analysis of Current Health Activity in Second Life

Data Collection Phase

We collected the empirical data from health-related resources in Second Life. We first used the search features of Second Life as well as standard Internet searches to identify the health-related resources in Second Life. In the second stage of the empirical research, we conducted an extensive set of participant observation by accessing the resources we identified with our avatars. The data collection was initiated in late 2012 and concluded in June 2013.

We started our analysis by using the search features of Second Life (Second Life Destination Guide) with “health” as a search term. In addition, we did a similar search with other relevant keywords such as “hospital”, “medicine”, and “medical” to ensure we did not miss relevant results. Interestingly, we also found that the internal search features of Second Life returned slightly different numbers of results for analogous searches. Using the search features of Second Life, a total of 294 resources were found with the keyword “health”. Interestingly, in the Destination Guide of Second Life, using “health” as a search term did not return any results. In addition, we used standard Internet searches to obtain additional information about the resources we identified. This turned out to be very useful in evaluating the resources and further validating our findings.

We found that SL Healthy is a key resource within Second Life for health issues. The site itself describes itself as follows: “SL Healthy gathers information about consumer health locations and groups in Second Life, with general health education resources as well”. According to SL Healthy, there were 292 health resources in Second Life at the time of the data collection.

In addition, SL Science Center Group keeps track of information related to science and technology. SL Science Center Group list enumerates 11 resources with the title “clinic” and 2 resources with the title “health” (the list can be found with a Google search, not from Second Life). There is also a site nominating the top 10 Virtual Medical Sites in Second Life, although it was last updated in 2007.

To identify more relevant resources, we followed links, such as links to other Second Life locations, when applicable. For example, a good way to find new health-related activities was to follow other groups that the founders of health-related groups had belonged to. This approach is analogous to snowball sampling used in conducting a systematic literature review [21-23].

An overview of all health-related resources found in Second Life is presented in Multimedia Appendix 1.

Data Cleaning Phase

The list of results from the Second Life search included parcels and groups. Parcels represent areas of virtual land in Second Life. They have required a financial input from their owners and their traffic is measured. Groups can be put up free of
charge, for example, around a topic of common interest and their activity level is impossible to follow without joining the groups.

The first cleaning task was to eliminate duplicates from the lists. This was difficult because the same resources sometimes appeared with slightly different names in different lists, and some resources formed nested structures.

After that, we excluded land parcels with a traffic rate of 20 or less based on Second Life statistics. This was due to the fact that these resources, although appearing in the search results, were however more or less “dead” with no customers. See Figure 2 for a screenshot of the entrance to Global Health.

After having established the final list of relevant resources, four researchers entered Second Life and independently accessed the listed resources and tabulated their findings. To systematize the analysis of the resources, we first adopted the classification of eHealth services by MacDonald, Case, and Mertzger [24] (see Multimedia Appendix 2). It soon became apparent that not all the components of the classification were applicable to our research context. For example, most of the groups were targeted to people who were both wealthy and ill, and material for prevention and cure was presented interchangeably. Thus, the researchers made notes about their observations and reflections when accessing the resources and saved material such as links and images in the project repository.

Thereafter, a final review and consolidation of the results was conducted. In the final stage, only 24 health-related active resources were identified and included for a further in-depth analysis as presented below.

**Figure 2.** Entrance of Global Health.

---

**Results**

Much of the activity in Second Life happens in different groups. Table 1 presents their typical themes. Typically these resources were designed to raise awareness and provide information on a specific topic, such as pregnancy, alcoholism, or Asperger’s syndrome. In addition, many resources offered some form of peer support.

Resources promoting sexual health appeared in the results. However, many of the sexual health-related resources were put up to promote the rights of people with different sexual orientations and create venues for social interaction between the members of these groups. Hence, deciding whether to include the theme of sexual health or not, and evaluating the degree of health orientation of this resource as well as others like it, was a challenging task.

Furthermore, there were also a handful of hospitals in Second Life. Their resources were often built to present new hospital concepts or to educate medical and nursing students on how to conduct medical procedures. Interestingly, it is rare for real life hospitals and private health companies to have a Second Life presence. This observation is in line with the findings by von Krogh, Jäger, and Barnetta [25] on the presence of Fortune 500 companies in Second Life.
A small group of resources concentrated on selling health-related items. These can be broadly divided into two very different categories: sellers of professional medical equipment such as instruments, clothing, and medical devices, and sellers offering different kinds of general products, such as scents, which they claimed contained therapeutic components. Interestingly, we did not observe any virtual pharmacy. We also observed resources for collecting money for charitable purposes, such as a resource offering residences, with the revenues being directed to medical research.

We also listed resources built around a specific illness or medical condition. Table 2 offers an overview of those resources.

We found that the most active resources were networked in several ways. For example, a single institution might have set up several brands or “entrance points” to their services in real life and on the Internet. Additionally, many of the resources seemed to alter their names quite often, which caused additional challenges in the analysis.

<table>
<thead>
<tr>
<th>Type of resource</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maternity</td>
<td>Information about pregnancy and maternity</td>
</tr>
<tr>
<td>Alcohol</td>
<td>Peer support and information for people suffering from alcohol abuse</td>
</tr>
<tr>
<td>Disabilities</td>
<td>Information and peer support for people with disabilities</td>
</tr>
<tr>
<td>Donations</td>
<td>Collecting money to support health-related activities and organizations</td>
</tr>
</tbody>
</table>

Table 2. Examples of illnesses and medical issues present in Second Life.

<table>
<thead>
<tr>
<th>Illness/medical issue</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
<td>Information about cancer treatments for patients; peer support for their families</td>
</tr>
<tr>
<td>Autism</td>
<td>General information; several groups</td>
</tr>
<tr>
<td>Dementia</td>
<td>General information</td>
</tr>
<tr>
<td>Diabetes</td>
<td>General information; peer support; information for parents of children with Type 1 diabetes</td>
</tr>
<tr>
<td>Mental health</td>
<td>Information about various mental health problems, eg, bipolar disorder, anxiety, and depression as well as the simulation of schizophrenia</td>
</tr>
<tr>
<td>Physical disabilities</td>
<td>Information, particularly for people using wheelchairs</td>
</tr>
</tbody>
</table>

**Discussion**

**Comparison With Prior Research**

In their study, Beard et al [9] discovered 68 health-related services in Second Life. The years between 2007 and 2008 are considered to be peak years of Second Life activity, since then the amount of users of health-related Second Life media have declined. Our study found just 24 active resources, confirming this trend.

Today, health-related activity in Second Life concentrates on issues such as accessibility, mental health, societal health, and peer-to-peer support. This matches current developments and needs in mainstream medicine, such as the Citizen-Centric Care paradigm [26-28]. In this line of thinking, health is essentially co-produced by individuals and their communities.

Universities seem to be the backbone of health and medical resources within Second Life because the platform is mainly used for teaching purposes. For example, the virtual hospital of Imperial College London offers a variety of simulated patient experiences for teaching students sequences of activities from the arrival of a patient.

One of the most interesting findings from our observations, when visiting the resources, was the lack of social interaction and the absence of other users. As Second Life is a very rich communication environment for facilitating the transmission of various social cues, such as facial expressions, gestures, and even voice, it offers many options for social interaction. From this perspective, it was surprising how little interaction we encountered during our observations. Most of the resources we visited were empty, except the welcoming robot greeting everyone entering the area. These observations do not mean that the resources are empty all the time; however, a lack of other users significantly reduces opportunities for peer support.

**Key Findings**

The main finding of this research was that virtual worlds such as Second Life can help people with illnesses and disabilities explore different things and interact with other people. In this sense, virtual worlds have the potential to help make societies more democratic by empowering people who have difficulties in real life. Furthermore, sensor-related disabilities can be compensated for by smart computer interfaces. Accordingly, a considerable part of the health-related activity in Second Life revolves around people with disabilities.

An interesting observation was that many of the health-related resources in Second Life were shut down or the level of activity appeared to be rather low. The technical capabilities of Second Life for offering users media-rich, immersive experiences in interaction with other users were not fully utilized. In most instances, we did not meet any other users. This indicates that either Second Life or the maintainers of the health-related
resources inside the virtual world have not been very successful in promoting the sustained usage of their services. This is well in line with the findings of Miller and Tucker [29], who found that much of social media traffic is generated by the social media-initiating firms themselves, not by real customers. If we consider that sustained usage, also referred to as continuance, has been viewed as a critical success factor for online services [30], the challenge of attracting users who can sustain services poses a major threat to Second Life.

Second Life has existed for only 10 years. The track records of most health care resources in Second Life give a picture of a haphazard entrance to the platform—one that has little emphasis on building long-term relationships with users and promoting continuance. An example of the lack of strategic orientation is that many resources have changed their names, which is obviously not an ideal approach when building a brand and awareness of it. Our research confirms the findings of Korda and Itani [31] that social media seldom achieve their desired outcomes in the health care field. A related challenge is contacting customers who have avatars that do not necessarily have any connection to their real-life identities. Building long-term relationships generally requires that the parties exchange information about themselves to develop trust [32]. Social media should be giving patients opportunities to assess the quality of health care offerings [33], but contradictory Second Life sites seem not to care much about their quality.

Our results portray a picture of Second Life as a dying environment full of deserted places and “ghost towns”. In most health-related resources, most or even all activities date back to between 2006 and 2008—more recent entries were hard to find. It must be noted that keeping time stamps is not one of the strengths of Second Life, which leads to the observation: what is a society that does not maintain its history or a track of time?

**Limitations and Further Research**

Our study has a number of limitations. First of all, as the environment constantly changes, our study is able to offer only a snapshot of a limited period of time. Second, determining the boundaries of the research area was problematic. For instance, does a discussion group on the beneficial effects of using horses to improve mental health fall within the research area? Much of the health-related activity in Second Life takes place in discussions between users, but these are not accessible without joining the (numerous) groups, so this method of validating the health-orientation of the resources was left unused in this research. In this study, we also focused only on the structures that have been built within the environment. Thus, a promising area for further research would be to conduct an ethnographic approach and observe active users, their communication patterns, and social structures in a longitudinal study. Third, in this study we focused solely on Second Life. However, there are a number of other virtual worlds that include health-related resources or facilitate health-related activities. For example, a leading social virtual world for teens, Habbo Hotel [34] has facilitated nurse receptions to offer its young users an opportunity to ask health-related questions from a trained professional. Hence, we suggest future research with broader contextual coverage.

**Conclusions**

Based on the findings of this study, we argue that Second Life should be viewed as a stage in the evolution of virtual worlds. Since its inception, Second Life has educated large numbers of people about how to behave in the virtual environment and how to build a virtual presence. Today, its once innovative virtual world components, such as avatars and 3-D graphics, can be relatively easily implemented in any other online services. Hence, we suggest that service developers analyze the shortcomings of Second Life in order to build better environments. For example, finding neutral statistics about Second Life was considerably challenging. Second, information resources such as SL Healthy were found to be rather untrustworthy as many of the listed resources had very little to do with health and many were inactive. Furthermore, there was very little transparency on how the list was constructed. Instead, developers of virtual environments should ensure that reliable, neutral, and up-to-date information is easily available. This would encourage organizations and businesses to invest in creating a presence on such platforms.

For developers of eHealth services, the technical components of virtual worlds such as Second Life enable the building of aesthetically impressive environments that provide rich communication possibilities, which in turn can promote sustained usage and service loyalty [35]. Thus, the lessons learned from Second Life can be useful for developing eHealth initiatives that help individuals to take greater responsibility for their health, promote the building of communities, and offer and receive peer support.

At the same time, learning features, such as controlling the avatar and operating in the virtual environment, requires effort and relationship-specific investment; both are likely to prohibit virtual worlds from diffusing to all segments of the population. The information richness facilitated by virtual worlds may be beneficial in some instances, whereas for those interested in obtain basic information about an illness or other medical condition, a standard website is in most cases a more effective and accessible solution. Furthermore, for building communities and interacting with other people, social networking sites such as Facebook are more convenient and already adopted by a significant proportion of the population. To conclude, based on our experiences and reflections from Second Life, we advise organizations developing eHealth initiatives to rigorously evaluate their features and user interface from a user perspective. Obtaining the user perspective can help the developers of eHealth initiatives to determine when the actual value of the service could be increased by implementing the media-rich features of virtual worlds, or whether a leaner media [36] and simpler user interface, such as a mobile app would be more appropriate to meet the needs of users.
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Abstract

Background: Obtaining access to a demographically and geographically diverse sample for health-related research can be costly and time consuming. Previous studies have reported mixed results regarding the potential of using social media-based advertisements to overcome these challenges.

Objective: Our aim was to develop and assess the feasibility, benefits, and challenges of recruiting for research studies related to consumer health information technology (IT) by leveraging the social structures embedded in the social networking platform, Facebook.

Methods: Two recruitment strategies that involved direct communication with existing Facebook groups and pages were developed and implemented in two distinct populations. The first recruitment strategy involved posting a survey link directly to consenting groups and pages and was used to recruit Filipino-Americans to a study assessing the perceptions, use of, and preferences for consumer health IT. This study took place between August and December 2013. The second recruitment strategy targeted individuals with type 2 diabetes and involved creating a study-related Facebook group and asking administrators of other groups and pages to publicize our group to their members. Group members were then directly invited to participate in an online pre-study survey. This portion of a larger study to understand existing health management practices as a foundation for consumer health IT design took place between May and June 2014. In executing both recruitment strategies, efforts were made to establish trust and transparency. Recruitment rate, cost, content of interaction, and characteristics of the sample obtained were used to assess the recruitment methods.

Results: The two recruitment methods yielded 87 and 79 complete responses, respectively. The first recruitment method yielded a rate of study completion proportionate to that of the rate of posts made, whereas recruitment successes of the second recruitment method seemed to follow directly from the actions of a subset of administrators. Excluding personnel time, the first recruitment method resulted in no direct costs, and the second recruitment method resulted in a total direct cost of US $118.17. Messages, posts, and comments received using both recruitment strategies reflected ten themes, including appreciation, assistance, clarification, concerns, encouragement, health information, interest, promotion, solicitations, and support. Both recruitment methods produced mixed results regarding sample representativeness with respect to characteristics such as gender, race, and ethnicity.

Conclusions: The results of the study demonstrate that leveraging the social structures of Facebook for health-related research was feasible for obtaining small samples appropriate for qualitative research but not for obtaining large samples needed for quantitative research. The content of interactions with members of the target population prompted ethical deliberations concerning...
suitable target communities and appropriate boundaries between researchers and participants. Widespread replication of this method would benefit from a broad discussion among researchers, social media users, social media companies, and experts in research ethics to address appropriate protocols for such interactions.

(J Med Internet Res 2014;16(10):e243) doi: 10.2196/jmir.3786
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Introduction

As consumer health information technology (IT) becomes increasingly integral to the health care delivery system, it is imperative that such technology aligns with patients’ needs [1-4]. Gaining in-depth understanding of these requirements necessitates directly assessing patients’ existing health management practices [5,6] and experiences with prototypes of and currently available consumer health IT solutions [2,7]. Yet, obtaining in-person access to patient populations can be challenging, and researchers’ and designers’ recruitment efforts are often limited to geographically available populations due to time and cost. Consequently, research questions must fit available populations, and recruitment efforts may fail to attain populations with targeted characteristics related to race, ethnicity, and socioeconomic status. Due to their size and diversity of users, online social media platforms offer the potential to engage a wider range of patient populations in consumer health IT research.

This paper’s purpose is to present the development and assessment of recruitment strategies leveraging one social media platform, Facebook, for consumer health IT research and design. Facebook enables users to create their own profile pages and connect with others [8,9]. It also enables multiple modes of communication between individuals. Public modes include updating one’s status on one’s own profile page, posting content on another’s profile page, and commenting on others’ statuses, posts, or photos. Private modes include messaging (similar to emailing), chatting (similar to instant messaging), and video chatting (similar to video conferencing). In addition, users may create, join, and interact with groups focusing on specific topics and like, post to, and follow pages (public profiles for businesses and organizations). Each user’s home page features a news feed, a tailored selection of updates about the user’s friends’ Facebook activity [10]. Users may modify privacy settings, including specifying with whom information may be shared and from whom contact requests may be received.

Facebook is a promising recruitment instrument for three reasons. First, it remains the most visited social networking site within the United States via computer, mobile phone apps, and mobile phone browsers, with a significantly larger user base and per person usage time than the next largest social networking site across each platform [11]. Facebook reported a total of 1.28 billion active monthly users at the end of the first quarter of 2014 [12], with 71% of online adults in the United States using this service [13]. Moreover, 81.2% of daily active users reside outside the United States and Canada [14]. Consequently, Facebook may facilitate access to an extensive group of potential participants both within the United States and globally. Second, within the United States, Facebook boasts a diversity of users [13]. No statistically significant differences exist between the proportions of online adult non-Hispanic whites, non-Hispanic blacks, and Hispanics using Facebook. Similarly, no statistically significant differences exist between the proportions residing in urban, rural, and suburban settings. Although statistically significant differences do exist across socioeconomic status and education, the largest spread between categories does not exceed 8%. The most meaningful differences in usage exist across gender and age; online women and younger adults are more likely to use Facebook. However, across both genders and all age groups except for those over 65, a majority of individuals engage with the platform. While only 45% of those over 65 currently use Facebook, this demographic is one of the fastest growing user groups [15]. Thus, directing recruiting through Facebook has the potential to engage individuals from all demographic categories.

Finally, Facebook is becoming a space for health-related activity and exchange. In 2011, Pew Research Center surveys indicated that 11% of Facebook users had posted comments, queries, or information about health or medical matters, and 9% had started or joined a health-related group on a social networking site [16]. In the same year, one study found over 600 breast cancer groups on Facebook, with a collective membership of over one million [17]. Health-related Facebook groups are used for sharing personal clinical information, requesting disease-specific guidance, receiving emotional support, fundraising, and generating awareness about a condition [17,18]. Additionally, health care organizations, including governmental centers and agencies, health care institutions, pharmaceutical companies, and nonprofits use Facebook to disseminate health advice and promotion messages [19]. Users also communicate about health through their individual profiles [20-23]. Facebook has naturally extended to encompass health-related topics; therefore, using it as a recruitment platform for health IT-related research activities is consistent with its existing scope.

Nonetheless, recruiting research participants via Facebook involves significant and novel obstacles. Encouraging people to engage in research requires more than an invitation to participate. Dillman et al have argued that participation is generated through a successfully negotiated process of social exchange, using techniques they call the “tailored design method” [24]. They note that “Tailored design is the development of survey procedures that work together to form the survey request and motivate various types of people to respond to the survey by establishing trust and increasing the perceived benefits of completing the survey while decreasing the expected costs of participation” p. 38 [24]. Creating trust and transparency is key to recruitment; however, this can be
challenging in any computer-mediated communication, including group interaction. Rules and restrictions enforced by Facebook, as well as informal, emergent norms in online communities, restrict the forms and channels of communication available to researchers. As columnist David Brooks recently suggested, social media may be changing implicit assumptions about which people and which institutions are worthy of trust [25].

Within the health sciences, recruitment efforts for research via Facebook have predominantly used paid advertisements [26-32]. Clients of Facebook’s advertisement services are able to target individuals based on location, interests/hobbies, and information obtained from users’ profiles [33]. This has met with mixed results. Some studies have concluded that recruitment through Facebook advertisements is effective in terms of cost, participant yield, and ability to engage specific demographic groups such as low-income individuals and individuals with specific health conditions [27-30]. However, others have determined that this method yields few participants, or yields them at substantial cost [26,31,32], in some cases resulting in no meaningful participation [31]. This range of outcomes may be partly explained by the target populations, the subject matter of the research, and the actions requested by the researchers (eg, online survey, participation in a clinical trial). All of these variables can affect respondents’ perceptions of trust, legitimacy, benefit, and cost and determine their rate of response [24].

In some cases, therefore, advertisements are effective for recruiting via Facebook. However, the advertisement-based approach only partially capitalizes on Facebook as a platform, as it relies on broadcast strategies. Methods leveraging the social structures embedded within Facebook may provide additional means of recruiting. A few studies in the health sciences have initiated exploration of such methods. Zaid et al posted a link to an online survey to one Facebook group for women with neuroendocrine carcinoma of the cervix [34]. They received 57 survey responses within the 30-day period during which the study was open. Others succeeded by directly communicating from a study or personal Facebook page [32,35]. One study mentioned posting directly to Facebook groups and pages related to the health condition of interest but provided no details about this method or its success [23]. No health science studies we know of have used recruitment strategies that involve directly contacting administrators of multiple groups and pages or creating a study group as a sampling frame.

This paper reports on our experiences implementing two recruitment strategies to leverage the tailored design method by directly communicating with administrators and members of Facebook groups and pages. We specifically address the feasibility, benefits, and challenges of implementing such strategies within the context of consumer health IT research. Additionally, we report on our experiences targeting individuals (1) from a specific ethnic group (ie, Filipino-Americans) and (2) with a specific diagnosis (ie, type 2 diabetes) from multiple demographic groups. To our knowledge, this is the first assessment of such recruitment strategies capitalizing on the complex social structures of an online social network for health-related research.

Methods

Study Details

Study 1: Consumer Health Information Technology in a Filipino Community

Study 1 was designed to assess the feasibility, benefits, and challenges of using Facebook to recruit members of a specific ethnic group, Filipino-Americans, for a survey assessing the perceptions, use of, and preferences for consumer health IT. Recruitment occurred between August and December 2013. This study focused on Filipino-Americans because, despite Asian Americans’ extensive online presence [36], the needs and preferences for consumer health IT of specific communities within this population remain largely uncharacterized. Participants completed an online survey administered through SurveyMonkey [37], which contained 33 closed and 4 open-ended questions on topics including (1) experiences with two forms of consumer health IT (ie, personal health records and mobile health applications) and general social networking sites for health management, (2) preferences for the design of consumer health IT targeting the Filipino-American community, and (3) demographics. Eligible individuals were 18 years or older, identified as Filipino, and lived in the United States. Prior to launch, the online survey was piloted and revised based on feedback from 8 individuals identifying as Filipino-American.

Study 2: Informing Consumer Health Information Technology Design: How Patients Use Social Networking Sites

Study 2 was designed to assess the feasibility, benefits, and challenges of using Facebook to recruit individuals with type 2 diabetes from multiple demographic groups into a multiphased, mixed methods investigation of how patients use online social networking sites to communicate health information. This ongoing study consists of three phases: (1) qualitative exploration of participants’ health information communication practices (target N=36), (2) development and pilot of a survey instrument based on Phase 1 findings (target N=24), and (3) a large sample survey of patients’ health information communication practices (target N=600). This study’s findings will provide design guidance for consumer health IT supporting health information communication with patients’ social network members. As a first step, participants were asked to join our study’s Facebook group and complete a 23-question pre-study survey administered online through Qualtrics [38] assessing eligibility (ie, over 18, US citizen or residing in the United States, diagnosed with type 2 diabetes, Facebook user), demographics, Facebook use, interest in study phases, and preferred contact information. We explicitly asked about Facebook use in case participants had forwarded the survey link to individuals who were not yet members of our Facebook group. This pre-study survey primarily consists of questions previously used by research team members in other studies; new questions were developed based on the expertise of two research team members with extensive experience in survey methodology. Results will serve as a foundation for purposive sampling for the study phases. This paper reports on recruitment activities to acquire pre-study surveys taken by the first 100 participants.
Recruitment Procedures

Overview

Given the dearth of health sciences studies leveraging Facebook’s social structures for recruitment, we sought guidance from sociological methodology. Specifically, our strategies were informed by Bhutta [39]. Bhutta’s method involved reaching out to her own social network and to administrators of existing Facebook groups for baptized Catholics in the United States (Bhutta’s target population). Interested individuals were directed to a Facebook group created for the study, and upon joining, were sent direct messages containing a link to the study survey.

Our strategies differed from Bhutta’s in key ways. First, we reached out not only to Facebook groups, but also to pages. Second, Study 1 did not involve a study group; rather, the survey link was directly posted to relevant groups and pages. Third, in Study 2, group members were informed that the pre-study survey was an initial step in a more complex study and that they would be asked to engage in additional study-related activities such as online interviews or focus groups. Finally, to minimize potential for coercion, we did not directly advertise our study to members of our personal social networks. Below, we detail the recruitment strategy for each study.

Study 1: Consumer Health Information Technology in a Filipino Community

The methodology we developed and tested for Study 1 consisted of three parts: (1) identifying Facebook groups and pages targeting Filipino-Americans, (2) announcing our study to administrators of identified groups and pages (ie, gatekeepers to our target population), and (3) posting a survey link directly to consenting groups and pages. Groups and pages were identified through a keyword search of the terms “Filipino America” and “Filipino USA”. Pages or groups were excluded if they did not appear to be permanently based in the United States, if their members or followers did not appear to live in the United States, if their Facebook presence was inactive, if they appeared not to focus on the Filipino-American community, or if they did not allow others to initiate contact. Through this keyword search and application of exclusion criteria, we identified a total of 78 groups and 69 pages.

Administrators were contacted through Facebook’s private messaging function (Figure 1). In this study, we did not pay to ensure that private messages were sent to recipients’ inboxes. Consequently, some messages may have been delivered to “Other” boxes, adopted by some users to receive messages from individuals who are not among their Facebook friends. Responses were received from one group and seven page administrators. Given the low response rate, the strategy was updated to directly post our survey link to the groups and pages. Since only group members are allowed to post, we asked to join each identified group. For “Open” groups, which contain the most relaxed privacy features, membership was granted automatically. For “Closed” groups, with more extensive privacy features, permission from an administrator was required. Depending on a page’s privacy settings, posts were either automatically approved or sent to the administrator for approval. In all groups and pages for which access was granted, we posted a study announcement and SurveyMonkey link (Figure 2) a total of five times over a 4-month period.
Study 2: Informing Consumer Health Information Technology Design: How Patients Use Social Networking Sites

The methodology developed and tested in this study required (1) creating a study group, (2) identifying Facebook groups and pages relevant to individuals with type 2 diabetes and racial and ethnic minorities, (3) messaging group and page administrators about our study, (4) managing the study group, and (5) messaging study group members about the pre-study survey. As a “home” for our study on Facebook, we created a group titled, “Diabetes Management Study Community”. To promote rapport, we used an image of the research team engaging in health management activities as a cover photo. We used the “About” section, visible to all Facebook users, to establish transparency of research activities. This section contained a welcome message, study description, eligibility criteria, current study activities, group rules, contact information, and information about sponsorship and institutional review board approval. Moreover, we posted files including detailed
descriptions of the study and its eligibility criteria, and a list of anticipated frequently asked questions to the group’s page.

We searched Facebook to identify groups and pages for individuals with type 2 diabetes (or diabetes more generally) and for racial and ethnic minorities to promote diversity in our sample. We used keywords such as “Type 2 diabetes”, “diabetes”, “Hispanic”, “Asian American”, “Pacific Islander”, “African American”, “Chinese American”, and “Pakistani American”. It is important to note that this keyword search was not exhaustive of all potential search terms. Groups and pages were excluded if they contained fewer than 10 members or had fewer than 10 likes, their members did not appear to live in the United States, they had been inactive for the past 6 months, or they did not allow others to initiate contact. After this keyword search and application of exclusion criteria, we contacted 122 groups and 132 pages. Additionally, we contacted 1 group and 5 pages based on referrals from those previously contacted. A breakdown by target population is shown in Table 1.

**Table 1. Study 2 group and page breakdown.**

<table>
<thead>
<tr>
<th>Target population</th>
<th>Groups contacted, n</th>
<th>Groups responding, n (%)</th>
<th>Pages contacted, n</th>
<th>Pages responding, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type 2 diabetes</td>
<td>49</td>
<td>24 (49)</td>
<td>54</td>
<td>18 (33)</td>
</tr>
<tr>
<td>American Indian/Alaska Native</td>
<td>14</td>
<td>6 (43)</td>
<td>17</td>
<td>6 (35)</td>
</tr>
<tr>
<td>Asian</td>
<td>18</td>
<td>7 (39)</td>
<td>27</td>
<td>6 (22)</td>
</tr>
<tr>
<td>Native Hawaiian or other Pacific Islander</td>
<td>14</td>
<td>6 (43)</td>
<td>13</td>
<td>5 (39)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>16</td>
<td>6 (38)</td>
<td>11</td>
<td>2 (18)</td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>12</td>
<td>7 (58)</td>
<td>15</td>
<td>2 (13)</td>
</tr>
<tr>
<td>Total racial/ethnic</td>
<td>74</td>
<td>32 (43)</td>
<td>83</td>
<td>21 (25)</td>
</tr>
<tr>
<td>Total</td>
<td>123</td>
<td>56 (46)</td>
<td>137</td>
<td>39 (29)</td>
</tr>
</tbody>
</table>

Facebook’s private messaging function was used to contact administrators of each identified group and page (Figure 3). Given our low response rate from administrators in Study 1, when required, we paid Facebook a nominal fee (between US $0.19 and $1.06) to ensure that messages were routed to people’s “Inbox” as opposed to “Other” box. We paid this fee for 91 of the 123 group administrators contacted. No fee was required to send messages to pages. Follow-up messages were sent to all administrators who had not responded within 5 days. In total, administrators of 56 groups and 39 pages responded. We crafted personalized replies to each to establish trust and transparency.

The study group was managed to promote engagement without overwhelming members with excessive content. The research team posted weekly, informing members about study progress, encouraging them to recruit others (Figure 4) and responding to all questions that were not answered by other group members. All member-generated posts required approval by the research team. We requested that group members use the group’s page only to ask general questions and send questions about specific situations directly to the group’s moderator. Posts containing medical advice and solicitations were not approved. Initially, the research team intended to post diabetes-specific informational resources consistent with those approved by the National Diabetes Education Program (NDEP), American Diabetes Association (ADA), or other similar institutions. An initial post by the research team, however, was met with multiple comments expressing concerns because the members didn’t believe in “mainstream” guidance, but instead followed alternative methods of disease management. For the remainder of the study, the research team also adhered to the guideline of not posting messages containing medical advice.

Once our study group reached 100 members, we sent private messages to each member thanking them for joining and asking them to complete the pre-study survey. Two reminder messages were sent to all who did not complete it.
Figure 3. Message to groups and pages for Study 2.

Figure 4. Example message posted to study group by research team.
Ethical Considerations

Both studies were approved by the University of Virginia’s Social and Behavioral Sciences Institutional Review Board. The first screen of each survey provided details about the study’s purpose and participants’ rights. Advancement past the initial screen was interpreted as provision of informed consent. No incentive for survey completion was provided in either study. However, participants completing the pre-study survey for Study 2 were informed that incentives would be provided if they were recruited into Phase 1 or Phase 2.

Participant confidentiality was maintained throughout both studies. In Study 1, survey data were collected anonymously. In Study 2, survey data were not anonymous because they were used as a platform for maximum variance sampling; however, all data were securely stored on password-protected computers and files. To further ensure privacy and security of participants’ information, we created a closed Facebook group, in which group membership is public, but only members can see posts and access group files. Additionally, we communicated with members about privacy and security issues to increase awareness. For example, in the “About” section, we reminded participants that their Facebook friends might be able to see what groups they joined and provided the option of communicating with us outside Facebook.

Data Analysis

All survey data were exported into SPSS 21.0 [40] for analysis. The percentage of missing data and the demographic compositions of both samples were determined using descriptive statistics. All posts and messages received from group and page administrators and study group members were loaded into QSR NVivo 10 [41] for analysis. Qualitative data from both studies were analyzed concurrently using qualitative content analysis methods [42-45] that stop at a description of the data in everyday language (as opposed to theory development). The unit of analysis was the message, and simultaneous coding was used when units of text contained several meanings [46]. To ensure rigor, 3 investigators collaboratively coded the data. One investigator (MJT) created an initial coding framework for Study 1 and another (HKM) created an initial coding framework for Study 2. Both met together with a third (RSV) to create a revised coding framework encompassing both studies. The initial 2 investigators then recoded their respective datasets as appropriate, met again with the third investigator, and conducted a final review of the other investigator’s dataset to ensure consistency.

Results

Recruitment

Study 1: Consumer Health Information Technology in a Filipino Community

We successfully posted our study message to 31 of the 78 identified Facebook groups (40%) and 62 of the 69 identified Facebook pages (90%). During the study, our posts were “seen” a total of 3564 times. Facebook indicates that a post has been seen by anyone who scrolls past or follows a link directly to a post. Consequently, someone who “sees” a post may not necessarily read it. Our posts to groups received 65 “likes”, and our posts to pages received 9 “likes”. Additionally, our posts were shared three times, and the principal investigator received 9 friend requests from members of the target population. The survey was accessed 137 times of which 87 resulted in completed surveys. The rate of study completion was proportionate to that of posting to groups and pages (Figure 5). Approximately 6% of survey data were missing for the demographic variables and 2% for the remaining 22 close-ended variables; 91% of the respondents provided substantive feedback on at least one, 86% on at least two, and 75% on at least three of the four open-ended questions. No direct costs beyond staff labor were incurred.

Figure 5. Study 1 cumulative recruitment over time.
Study 2: Informing Consumer Health Information Technology Design: How Patients Use Social Networking Sites

We received replies from administrators of 56 of the 123 contacted groups (45%) and 39 of the 137 contacted pages (28%). Table 1 shows a breakdown by type of group and page. Eight administrators volunteered to share information about our study via Twitter, blogs, newsletters, listservs, or Google groups. Because we were not members of the groups, we were unable to determine how many Facebook users had “seen” or “liked” posts containing our study information. The principal investigator received friend requests from 3 administrators and 1 group member. Figure 6 displays numbers of messages sent to group and page administrators and membership of our study group. Membership growth seems to have followed not from the numbers of messages but rather the actions of a subset of administrators. From the 100 group members, we received 79 completed pre-study survey responses from unique individuals (after checking for duplicate Internet protocol [IP] addresses and contact information), of which 61 were from eligible individuals. Approximately 1% of survey data were missing. Total direct costs incurred (excluding investigator and staff effort) totaled US $118.17, equaling $1.94 per completed survey from eligible individuals.

Figure 6. Study 2 cumulative Facebook study group membership over time.

Participant Characteristics

Study 1: Consumer Health Information Technology in a Filipino Community

Demographic characteristics of the 87 respondents who completed the survey appear in Table 2. Gender was evenly distributed. All age and income brackets were represented, with the highest number of participants between ages 30 and 49 and with a household income between US $30,000 and $74,999. Participants were more likely to be married, speak English at home as a primary language, and have at least an Associate’s or Bachelor’s degree. Slightly more individuals reported the Philippines, rather than the United States, as their country of birth; 93% strongly or very strongly identified as Filipino.
Table 2. Study 1 demographic characteristics (n=87).

<table>
<thead>
<tr>
<th>General characteristics</th>
<th>n (valid %)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>40 (49)</td>
</tr>
<tr>
<td>Female</td>
<td>41 (51)</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>18 (22)</td>
</tr>
<tr>
<td>30-49</td>
<td>26 (32)</td>
</tr>
<tr>
<td>50-64</td>
<td>24 (29)</td>
</tr>
<tr>
<td>65+</td>
<td>14 (17)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>1 (1)</td>
</tr>
<tr>
<td>High school diploma or equivalent</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Some college, but no degree</td>
<td>11 (13)</td>
</tr>
<tr>
<td>Associate’s or Bachelor’s degree</td>
<td>35 (42)</td>
</tr>
<tr>
<td>Graduate degree</td>
<td>34 (41)</td>
</tr>
<tr>
<td><strong>Household income, US$</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;$30,000</td>
<td>17 (22)</td>
</tr>
<tr>
<td>$30,000-$74,999</td>
<td>26 (34)</td>
</tr>
<tr>
<td>$75,000-$99,999</td>
<td>13 (17)</td>
</tr>
<tr>
<td>$100,000+</td>
<td>20 (26)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>48 (59)</td>
</tr>
<tr>
<td>Widowed</td>
<td>7 (9)</td>
</tr>
<tr>
<td>Divorced</td>
<td>4 (5)</td>
</tr>
<tr>
<td>Separated</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Never married</td>
<td>22 (27)</td>
</tr>
<tr>
<td><strong>Birth country</strong></td>
<td></td>
</tr>
<tr>
<td>Philippines</td>
<td>46 (55)</td>
</tr>
<tr>
<td>United States</td>
<td>36 (43)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (2)</td>
</tr>
<tr>
<td><strong>Primary language at home</strong></td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>61 (75)</td>
</tr>
<tr>
<td>Tagalog</td>
<td>13 (16)</td>
</tr>
<tr>
<td>Other</td>
<td>6 (9)</td>
</tr>
<tr>
<td><strong>Identify as Filipino</strong></td>
<td></td>
</tr>
<tr>
<td>Very strongly</td>
<td>59 (70)</td>
</tr>
<tr>
<td>Strongly</td>
<td>19 (23)</td>
</tr>
<tr>
<td>Neutral</td>
<td>5 (6)</td>
</tr>
<tr>
<td>Not at all strongly</td>
<td>1 (1)</td>
</tr>
</tbody>
</table>
Study 2: Informing Consumer Health Information Technology Design: How Patients Use Social Networking Sites

The pre-study survey was completed a total of 79 times, excluding known duplicate attempts, for a response rate of 79%. However, 18 individuals were deemed ineligible (Figure 7). Of the 61 eligible individuals (Table 3), the majority were female, between the ages of 30 and 64, and married. All but one had a high school diploma or equivalent and 76% had at least some college education. All geographic and household income categories were represented, although only two participants reported a household income over $150,000. Eligible individuals completing the pre-study survey were predominantly white, with moderate participation from the black/African-American and Hispanic/Latino communities. Most indicated interest in more than one study phase.

Figure 7. Reasons for Study 2 ineligibility.
Table 3. Study 2 demographic characteristics (eligible only) (n=61).

<table>
<thead>
<tr>
<th>General characteristics</th>
<th>n (valid %)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>15 (25)</td>
</tr>
<tr>
<td>Female</td>
<td>46 (75)</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>1 (12)</td>
</tr>
<tr>
<td>30-49</td>
<td>22 (36)</td>
</tr>
<tr>
<td>50-64</td>
<td>29 (48)</td>
</tr>
<tr>
<td>65+</td>
<td>9 (15)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>1 (2)</td>
</tr>
<tr>
<td>High school diploma or equivalent</td>
<td>11 (18)</td>
</tr>
<tr>
<td>Some college, but no degree</td>
<td>21 (34)</td>
</tr>
<tr>
<td>Associate’s or Bachelor’s degree</td>
<td>18 (30)</td>
</tr>
<tr>
<td>Graduate degree</td>
<td>10 (16)</td>
</tr>
<tr>
<td><strong>Household income, US$</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;$30,000</td>
<td>20 (33)</td>
</tr>
<tr>
<td>$30,000-$74,999</td>
<td>22 (36)</td>
</tr>
<tr>
<td>$75,000-$149,999</td>
<td>17 (28)</td>
</tr>
<tr>
<td>$150,000+</td>
<td>2 (3)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>42 (69)</td>
</tr>
<tr>
<td>Widowed</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Divorced</td>
<td>11 (18)</td>
</tr>
<tr>
<td>Separated</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Never married</td>
<td>4 (7)</td>
</tr>
<tr>
<td><strong>Geographic region</strong></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>14 (23)</td>
</tr>
<tr>
<td>Suburban</td>
<td>20 (33)</td>
</tr>
<tr>
<td>Rural</td>
<td>23 (38)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Don’t know</td>
<td>2 (3)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>45 (77)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>7 (12)</td>
</tr>
<tr>
<td>American Indian/Alaskan Native</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Asian</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Native Hawaiian/Pacific Islander</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Some other race</td>
<td>4 (7)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>6 (10)</td>
</tr>
<tr>
<td>Not Hispanic or Latino</td>
<td>55 (90)</td>
</tr>
<tr>
<td><strong>Interest in study phases</strong></td>
<td></td>
</tr>
</tbody>
</table>
General characteristics

<table>
<thead>
<tr>
<th>Phase</th>
<th>n (valid %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase 1</td>
<td>43 (70)</td>
</tr>
<tr>
<td>Phase 2</td>
<td>40 (66)</td>
</tr>
<tr>
<td>Phase 3</td>
<td>48 (79)</td>
</tr>
</tbody>
</table>

Content of Interaction

**Study 1: Consumer Health Information Technology in a Filipino Community**

We received feedback via 21 messages and 27 comments during recruitment, reflecting seven broad themes. Individuals noted their interest in providing assistance with our recruitment, confirming participation, declining participation, and providing referrals to other organizations for recruitment. They also requested clarification of multiple dimensions of our study, including our purpose, methods, and target population. A few voiced concerns. For example, one administrator warned fellow group members about the security of their information; another expressed unease at the number of times we asked to post the recruitment message. Others provided encouragement for our research through emotionally supportive messages and instrumentally supportive messages seeking to connect us with other individuals and organizations to partner with in the future. We also received messages expressing interest in our results and us as individuals (eg, requests to be Facebook friends). Some individuals offered promotion of our study to others. Finally, we received a few messages containing solicitations. Verbatim examples are shown in Table 4.

**Table 4.** Study 1 messages and comments received.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Study 1 message and comment quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assistance</td>
<td>“Hi Rupa, Thank you for reaching out to the [name of organization] facebook page for your research study. I would recommend going to our website at [url]. We have a listing of all the Filipino Organizations that belong to [name of organization] (it is an umbrella organization) with emails and contacts that may be of help to you. I unfortunately cannot post your post because our facebook page is reserved for paid partner organizations events and promotions only. I hope you find the information above helpful and good luck with your study! Sincerely, [Name] [Job title]”</td>
</tr>
<tr>
<td>Clarification</td>
<td>“I am Pastor of [name] Church and President of [name of organization] of [region]. I have checked out your web page at UVA and am willing to help. I will post this in both pages. Hope this helps.”</td>
</tr>
<tr>
<td>Concerns</td>
<td>“I took this survey and it has been verified as safe. No personal information will be requested. Thank you professor for your interest. For those interested using social media and other internet based applications to discuss personal health issues; be careful and use common sense. The Internet (wireless in particular) is an unsecure means of communication. Putting information about your health online may effect things such as employment and insurance.”</td>
</tr>
<tr>
<td>Encouragement</td>
<td>“Ms. Valdez, You may want to try to partner with direct service agencies who service Filipinos. Two of them are [name of organization] and [name of organization]. Both are located in [city] (within [county]) Good luck with the survey.”</td>
</tr>
<tr>
<td>Interest</td>
<td>“Hello, Ms. Valdez. This is an interesting study/survey. The [name of organization] thanks you and we hope that you’ll get many participants and useful results to your survey and good luck!”</td>
</tr>
<tr>
<td>Promotion</td>
<td>“No problem Rupa! I am very interested to hear about the results of your study. If you are able to would you be able to email me your findings when completed?”</td>
</tr>
<tr>
<td>Solicitations</td>
<td>“I encourage more people to take this survey. I already manage my healthcare online through my HMO’s website. I email my doctor and can go back and view the discussion anytime. I schedule and cancel appointments with ease online. I check pharmacies to see if my medications are available then order them and pick them up. I can view my medical test results anytime I want online. Also a medical chart ID app is like an easy access medical identification which is most valuable in case of emergencies and crisis were split second decisions are made that can save your life.”</td>
</tr>
<tr>
<td></td>
<td>“Hello po kabayan, I would like to share to you a very promising pinoy product, [name of product] - a combination of wheatgrass and guyabano. Be a dealer now and get all [name of product] products half the price (50% lifetime discount upon membership). See more of the privileges as u become part of our team! [url]”</td>
</tr>
<tr>
<td></td>
<td>“Please help these families in need [url]”</td>
</tr>
</tbody>
</table>
Study 2: Informing Consumer Health Information Technology Design: How Patients Use Social Networking Sites

We received 92 messages from administrators and study group members while recruiting. These reflected six of the themes seen in Study 1—assistance, clarification, concerns, encouragement, interest, and solicitations—and one new theme, health information. Individuals commented on their ability to provide recruitment assistance; however, the scope of these messages was larger than in Study 1. Specifically, we received messages stating that individuals needed time to consider participation and providing reasons for declining participation.

### Table 5. Study 2 messages received.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Study 2 message quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assistance</td>
<td>“Hi Rupa, we thank you for reaching out and thinking of us for this cause. Unfortunately, we are unable to share your link on our page due to our community guidelines. We wish you the best of luck and thank you for your commitment toward bettering the lives of those affected by diabetes.”</td>
</tr>
<tr>
<td></td>
<td>“I will join the group myself and see what it is about and then I will decide if I wish to pass the information on to my other group members.”</td>
</tr>
<tr>
<td>Clarification</td>
<td>“What will the information you gather go towards? New guidelines for type 2?”</td>
</tr>
<tr>
<td></td>
<td>“Are you seeking this from the Arab American community or anyone can participate?”</td>
</tr>
<tr>
<td>Concerns</td>
<td>“I need to know whether your group is going to listen to concepts that may run contrary to the ADA. Many of us believe that the ADA is very narrow-minded and actually has caused more damage than helped. Need to know where you stand with traditional concepts.”</td>
</tr>
<tr>
<td></td>
<td>“I am an Indian advocate and it has been our cultural that these studies are never good for our culture. With broken treaties, feeding our relatives alcohol, bad government food in the name of the commodities program, isolation on the most desolate reservations and colonies. Fake blood tests that were really designed to get our DNA, trust is an issue for natives.”</td>
</tr>
<tr>
<td>Encouragement</td>
<td>“Ma'am, I am not an expert on groups, but I would like to see if you would like to observe of how we run our group from the admin side. This will give you important insight on what we have found to work and what did not, how we communicate with each other, and how we run our group as tightly with less spam that most. Let me know if you would want to do this. I think it might help you to not make many of the mistakes that we did starting out.”</td>
</tr>
<tr>
<td></td>
<td>“Hi Rupa, Of course I will share the message! Sorry it took so long to get back to you. I was on vacation for the past two weeks and haven’t done a ton of updating. Good luck in your study! Posted! J”</td>
</tr>
<tr>
<td>Health Information</td>
<td>“I have changed my eating habits and eat healthy foods now. I eat fish and chicken baked, veggies and fruits (berries, apples and citrus) occasionally bananas for the potassium. I drink a gallon of water a day and walk when possible. I take vitamin b complex, vitamin c and a multiple vitamin daily. I hope this information helps. Losing weight has helped as well. I am still working on losing more but the 40 pounds I have lost has helped a lot.”</td>
</tr>
<tr>
<td></td>
<td>“I have type 2 diabetees lamtaking insulin twice aday”</td>
</tr>
<tr>
<td>Interest</td>
<td>“If you have any studies on type 1 please let me know, I would love to participate. I know [name] who works there at UVA in the [name] dept. She is a [position] with your university. I just live too far away to participate in the [name] project stuff unfortunately.”</td>
</tr>
<tr>
<td></td>
<td>“Thanks for the return. It is ok thanks. Well if you do get the ok to go global please keep me in your records. My wife is diabetic too by the way. May it go well and you get the results that you are searching for. Kindest regards and thanks for considering me even if unsuccessful this time round. Sincerely”</td>
</tr>
<tr>
<td>Solicitations</td>
<td>“In return could I ask that you take a look at the real diabetic reader reviews page for my book [name] [url] and send the link to people you know with Type 1 and Type 2 diabetes.”</td>
</tr>
<tr>
<td></td>
<td>“Hi Rupa, So sorry for the lag time. I have been on vacation and trying to get through everything. Yes, we would be happy to post this on our Facebook page. I will plan to post it tonight. I would like to ask if you would be willing to post about [page name] on your Facebook page. If so, please let me know, and I will send a post over to you. Thank you!”</td>
</tr>
</tbody>
</table>

Study group members contributed 26 posts and 14 comments to our group’s page, not including messages that remained unapproved because they violated our community’s guidelines (eg, spam, medical advice). These posts and comments reflected such as language barriers or inconsistency with the group’s privacy guidelines or scope. Concerns were expressed regarding whether or not we advocated the ADA’s views of diabetes management, the historical treatment of minority populations in scientific research, and the perceived vagueness of our study description. Individuals indicated interest in participating in future studies, but not in study findings or the research team. Messages related to clarification, encouragement, and solicitations paralleled those received in Study 1. A few individuals sent us messages containing health information specific to their situation. Verbatim examples are shown in Table 5.
three themes. Members expressed appreciation for the study and for acceptance into the Facebook group. Upon acceptance, many shared health information, including personal and family medical histories. Others asked for and provided emotional, technical, and instrumental support to fellow community members. Verbatim examples appear in Table 6.

Table 6. Study 2 posts and comments on study group’s Facebook page.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Study 2 quotes of posts and comments on our Facebook group’s page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Appreciation</td>
<td>“Thank you for adding me to this group! I am a type 2 diabetic and have been since I was 16.”</td>
</tr>
<tr>
<td>Support</td>
<td>“I took the survey but haven’t heard anything. I am not sure how to get to the site only got here because I got a notification! Can you tell me what to do?”</td>
</tr>
<tr>
<td></td>
<td>“[name], go to Notifications on the top right and click to turn off notifications from any group you are a member of.”</td>
</tr>
</tbody>
</table>

Discussion

Principal Results

The Study 1 recruitment method yielded 87 complete survey responses, and the Study 2 method 79 complete (61 eligible) pre-study survey responses. The first method yielded a completion rate proportionate to that of the posts made, whereas successes of the second method seemed to follow directly from the actions of a subset of administrators. Direct costs, excluding personnel time, were negligible, with none incurred in Study 1 and US $118.17 in Study 2. In implementing these recruitment strategies, we received messages, posts, and comments reflecting 10 themes: appreciation, assistance, clarification, concerns, encouragement, health information, interest, promotion, solicitations, and support.

Feasibility

Leveraging Facebook for recruitment was more successful for obtaining small samples for qualitative research than large samples for quantitative research. With 87 and 61 complete responses from eligible participants in Study 1 and Study 2 respectively, our strategies did not yield sufficient participation for conducting large sample surveys, in contrast to the results obtained by Bhutta [39], whose recruitment strategies served as a basis for our methodologies. After contacting 42 groups in a 1-month period, Bhutta obtained over 4000 completed surveys from baptized Catholics in the United States. It is unclear to what this difference in sample size may be attributed. Although the prevalence of Catholicism (24.3%) [47] in the United States is greater than the prevalence of diagnosed diabetes (8.3%) [48] and the proportion of Filipinos (0.8%) [49], this difference may explain the recruitment disparity for Study 1 but is not large enough to account for the disparity in Study 2. As Bhutta conducted her study in 2008, another factor may be changing attitudes regarding privacy on Facebook and subsequent changes in use patterns [50,51]. In addition, unlike Bhutta, our methodologies did not use our personal Facebook networks for recruitment. Bhutta does not report on how participants learned about her study; however, the act of recruiting friends or friends of friends who may have greater trust in the research may have meaningfully contributed to her study’s successful recruitment outcomes.

Given the wide range of recruitment results demonstrated by researchers using Facebook advertisements, it is difficult to ascertain the effectiveness of our method in relation to this alternative. Using advertisements, health sciences investigators have reported as many as 1548 [29] and as few as zero [31] completed surveys. In terms of sample size, ours were closest to that of Lohse [27], who reported under 100 participants for each of two advertising campaigns related to nutrition. In contrast, our direct costs were substantially less than those incurred by all Facebook-based advertisement campaigns. Whereas as our strategies resulted in no direct cost (Study 1) or a cost of $1.94 per eligible participant (Study 2), others have reported direct costs (not including personnel time) ranging from $4.28 [29] to $32.26 [27] per participant. Studies using Facebook advertising campaigns have reported a range of personnel time required for executing the strategy [29,32]. Our strategies required a fair amount of effort to identify Facebook groups and pages, generate personalized responses to inquiries, and moderate the study group. However, a significant portion was devoted to specifying protocols for each task. Consequently, we believe the time required to execute each strategy would be significantly reduced upon subsequent applications.

Both strategies demonstrated potential in recruiting participants for qualitative inquiry. In Study 1, a large majority of participants provided substantive responses to open-ended questions. In Study 2, we were able to recruit our target of 100 group members to serve as a sampling frame for our 36 qualitative interviews. Given that previous studies using Facebook advertisement campaigns have primarily explored their potential for quantitative research, there are no published studies that we can use to assess the effectiveness of our recruitment strategies against the use of advertisements for qualitative research.

http://www.jmir.org/2014/10/e243/
Representativeness

**Study 1: Consumer Health Information Technology in a Filipino Community**

Comparisons between our study population and data from the 2012 American Community Survey (ACS) [49] were used to assess the representativeness of our sample. Whenever possible, comparisons were direct; however, for a subset of variables, direct comparisons were challenging given differences in data collection or absence of relevant data from the 2012 ACS. Our sample was reasonably representative in terms of gender, age, marital status, and birth country. In contrast to the general Filipino population living in the United States, our sample was more likely to be older than 65. This was unexpected, given that individuals over 65 are the least likely to be Facebook users [13] and that older Asian-Americans are less likely to use social media regularly [36]. Moreover, our sample contained a higher proportion of married individuals and a lower proportion of never married individuals than the US Filipino population. This may have resulted from the fact that our sample was overrepresentative of individuals with higher educational attainment, who are more likely to be married [52]. Assessing representativeness in terms of household income, language spoken at home, and identification as Filipino were infeasible given available data.

**Study 2: Informing Consumer Health Information Technology Design: How Patients Use Social Networking Sites**

Directly comparing our study population to the true US diabetic population on Facebook was not possible given available data. However, it is possible to estimate the proportions of the American diabetic population on Facebook within each gender and ethnic/racial category using available data and some simplifying assumptions. The estimates are based on nationwide gender and ethnic/racial population size [49], diabetes diagnosis rate for these populations [53], and estimates of Internet usage and (among Internet users) Facebook usage by these populations [13], under the simplifying assumption that gender, race/ethnicity, Facebook usage, and diabetes are independent of each other. Based on these estimates, our study was highly overrepresentative of women, expected to comprise 51.0% of the diabetics on Facebook (women are more likely to be on Facebook, but men are more likely to have diabetes—differentials that roughly balance each other out in our calculations). To explain the gender disparity in recruitment, one would need a better understanding of how men and women use Facebook groups and pages, the basis of our recruitment. Compared with our estimated populations of diabetics on Facebook, our study was reasonably representative of whites and American Indian/Alaskan Natives, over representative of blacks/African Americans, and under representative of Hispanics/Latinos, Asians, and Native Hawaiian/Pacific Islanders. It is unclear what contributed to the underrepresentation of these latter three groups. Factors may include the activity level of our contacted Facebook groups, frequency of Facebook group use among these populations, and group differences in attitudes related to trust in scientific research. Furthermore, although we contacted groups and pages conducted in multiple languages (eg, Spanish and English), budgetary constraints limited study participation to individuals comfortable communicating in English. We have initiated efforts to strengthen racial and ethnic representativeness of our sample by contacting additional groups and pages; this has yielded moderate improvement in the numbers of individuals identifying with currently underrepresented racial and ethnic groups.

**Ethical Challenges**

These studies prompted ethical deliberations. Determining whether to accept friend requests from administrators and potential or actual participants was challenging given that qualitative research requires building trust between researchers and participants while maintaining appropriate distance [54-56]. We opted not to accept friend requests, primarily due to a desire to protect the privacy of our personal lives. We considered creating alternate accounts specifically for research; however, Facebook’s Statement of Rights and Responsibilities only allows one account per user [57,58]. Another option would have been to create a Facebook page to act as our public face. We decided against this option in order to facilitate peer-to-peer relationships between members of the research team and study participants. Although we can only speculate about motivations for the friend requests, it was likely that individuals wished to confirm our legitimacy and learn more about us. Consequently, instead of accepting friend requests, we actively encouraged interaction through private messages and the study’s group page. Several members of the research team also expanded the information publicly available on their Facebook profiles. Another ethical issue concerned messages from our targeted racial and ethnic groups and pages in Study 2. Although we received many supporting our recruitment efforts, we also received messages stating that our request was unrelated to the purpose of the contacted group or page. We approached groups or pages serving racial or ethnic communities of interest without excluding those unrelated to health (eg, film, engineering, photography, radio). By casting a wider net, we hoped to increase our recruitment of racial and ethnic minorities, ensuring that any recommendations for consumer health IT design were culturally relevant to multiple populations [59,60]. However, it is possible that we inadvertently alienated members of the populations we tried to engage. In future recruitment, we will explicitly state our reasons for targeting such groups (ie, to increase the representativeness of our sample).

**Considerations for Future Research**

Leveraging Facebook for recruitment requires building rapport with individuals online. Communication with gatekeepers and potential respondents must establish legitimacy, create trust, promote transparency, and respond effectively to concerns about participation. It is unclear what benefits and challenges researchers would encounter in repeatedly implementing this strategy, particularly with the same target population. Creating online relationships with administrators could lay a foundation for community-based research in which long-term relationships are established with community members as full partners. Conversely, frequent requests by multiple researchers may result in action against perceived spam, unless interactions are established to add greater value for participants. However,
creating greater value for participants is challenging in that participants may have varying beliefs about disease management and varying levels of comfort in sharing personal information. Broader engagement with research participants may also heighten the probability of ethical dilemmas. In particular, if the research team contains clinicians, it may be difficult to balance their multiple professional roles.

Evolving features within social media may further contribute to uncertainty about and the complexity of operationalizing this method over time and across researchers. Facebook’s privacy settings are continually changing [61-63]. Researchers cannot rely on the availability of specific communication pathways with individuals to whom they are not directly connected. Similarly, algorithms for determining which posts users see remain in flux [64,65] and costs for increasing the likelihood that a post or message is seen continue to expand. Addressing these issues effectively may require researchers to contract with specialized services that understand existing social media policies to craft protocols that best meet their needs. Moreover, a broad discussion among researchers, social media users, social media companies, and experts in research ethics is necessary to address appropriate protocols.

Conclusions

The advent of social media represents a potential solution to recruitment challenges consumer health IT researchers confront. The two studies detailed here suggest that leveraging Facebook is currently a viable means of recruitment for qualitative but not large-scale quantitative research. Given that most health-related research on Facebook has recruited through advertisements, additional research is needed to determine the long-term ethical and practical implications of adopting these alternative methods.
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Abstract

Background: Online social media, such as the microblogging site Twitter, have become a space for speedy exchange of information regarding sexually transmitted diseases (STDs), presenting a potential risk environment for how STDs are portrayed. Examining the types of “tweeters” (users who post messages on Twitter) and the nature of “tweet” messages is important for identifying how information related to STDs is posted in online social media.

Objective: The intent of the study was to describe the types of message emitters on Twitter in relation to two different STDs—chlamydia and human immunodeficiency virus (HIV)—as well as the nature of content tweeted, including how seriously the topic was treated.

Methods: We used the Twitter search engine to look for tweets posted worldwide from August 1-7, 2013, and from September 1-7, 2013, containing the words “chlamydia” or “HIV”, and the hashtags “#chlamydia” or “#HIV”. Tweeters were classified by two independent reviewers according to the type of avatar of the user (human, logo, or fantasy), the identification of the emitter (identifiable, semi-identifiable, or non-identifiable), and the source (private company, general media, scientific media, non-governmental, individual account, academic institution, government department, or undefined). Tweet messages were also independently classified according to their nature (serious or jokes/funny), and whether their main message was factual or of a personal nature/experience.

Results: A total of 694 tweets were posted by 426 different users during the first 7 days of August and September, containing the hashtags and/or simple words “chlamydia” and/or “HIV”. Jokes or funny tweets were more frequently posted by individual users (89%, 66/74), with a human avatar (81%, 60/74), from a non-identifiable user (72%, 53/74), and they were most frequently related to chlamydia (76%, 56/74). Serious tweets were most frequently posted by the general media (20.6%, 128/620), using a logo avatar (66.9%, 415/620), and with identifiable accounts (85.2%, 528/620). No government departments, non-governmental organizations, scientific media, or academic institutions posted a joke on STDs. A total of 104 of these analyzed tweets were re-tweeted messages, belonging to 68 unique tweets. The content was serious (99%, 67/68), factual (90%, 52/58), and about HIV (85%, 58/68).

Conclusions: Social media such as Twitter may be an important source of information regarding STDs provided that the topic is presented appropriately. Reassuringly, the study showed that almost 9/10 of tweets on STDs (chlamydia and HIV) were of serious content, and many of the tweets that were re-tweeted were facts. The jokes that were tweeted were mainly about chlamydia, and posted by non-identifiable emitters. We believe social media should be used to an even larger extent to disseminate correct information about STDs.

(J Med Internet Res 2014;16(10):e228) doi:10.2196/jmir.3259
KEYWORDS
Internet; chlamydia; HIV; Twitter messaging

Introduction

In recent years, the Internet has changed the way people access general health information and make decisions about their health care [1]. The Internet has become the leading source for seeking information regarding sensitive topics, such as sexual health [2] or sexually transmitted diseases (STDs) [3].

The use of the Internet and online social media in relation to sexual health and STDs has been studied recently [4-6]. Some studies have shown that the Internet and online social media can represent a new “risk environment” in which distorted, wrong, and stigmatizing information can be published and spread rapidly [7-9], can be a space where potentially STD-infected sex partners can meet [5,10,11], and also represent a space for posting and sharing unhealthy attitudes. An example of this can be found in a study carried out on the teen dating website “Mylol.net”, showing that among adolescents’ self-presentation, 27.7% displayed risky behavior, and 15.8% risky sexual behavior [12], with the potential effect of attracting unwanted attention from cyberbullies or sexual predators [13].

But the fact that the Internet, and specifically online social networks, are accessible to an increasing number of people, allows these powerful media tools to disseminate and inform users about evidence-based material on health [14], including sensitive topics such as sexual health and STDs [15]. Online social media are also valued as environments for their potential to engage with the general public [16,17], and particularly young people [18]. In particular, evidence suggests that certain health behaviors and sexual health behaviors might spread through social ties, of which online social networks are one example [19,20]. Recently, online social networking sites, such as Facebook or the microblogging site Twitter, have started to be used for sexual health promotion and sexual health education [10]. These online social networks may be regarded as a promising and new field for educating people about STDs.

Despite the assumed potential benefits of using online social networks to promote and disseminate information on healthy sexual behaviors, there is a lack of understanding regarding how they are being used in relation to STDs. The aim of this study is to describe the nature of message emitters in the online social network Twitter on two different sexually transmitted diseases—chlamydia and human immunodeficiency virus (HIV)—the content of their tweets, and the prevalence of tweets related to unhealthy sexual health behaviors and attitudes.

Methods

Search and Data Extraction

We used the Twitter search engine to look for tweets posted worldwide in this social media, from August 1-7, 2013 and from September 1-7, 2013, containing the words “chlamydia” or “HIV”, and the hashtags “#chlamydia” or “#HIV”. Twitter was selected for being one of the fastest growing social media platforms, with roughly 500 million tweets posted every day, and where all the posted information is fully available, even for people who have not created a Twitter account [21]. We selected these two STDs (chlamydia and HIV) because they have a common transmission mode, but with vastly different prognoses and outcomes. At the time of the study, there were two options available on the search engine to retrieve posted tweets: via keywords or via people. The search using keywords gives the option of having an overview of the people who posted in this area and the contexts in which these keywords were being used. Searches via hashtags were also conducted as they provide specific conversations focusing on these topics; hashtags are commonly used on Twitter to connect people who share a similar dialogue, and they are also used by individuals and agencies to filter tweets on a specific topic.

In regard to the months selected for examining these tweet messages, we selected August, which could be considered a common holiday month in the northern hemisphere, where the majority of Twitter users are located [22]. We chose a holiday month because people on holiday have more free time to read and post tweets and previous research has suggested there might be a higher likelihood of high-risk sexual behavior during holidays [23]. In addition, we chose September as an example of a working month.

We extracted the date of all the retrieved tweets (including both unique tweets and re-tweets), the name and avatar of emitters, and the text of the posted tweets in our analysis.

Code Categories

Emitters’ profile information (source of the emitter) and their posted messages (tone and nature), of all the downloaded tweets in English, were classified categorically by two independent reviewers (AS and EG). Any discrepancies regarding the categorization of the tweets were discussed with a third additional independent reviewer (AL) until consensus was reached. The inter-rater agreement was obtained for the three categories. A 95% confidence interval was found using the generic formula for 95% confidence intervals (estimate ± SE 1.96). Chi-square tests were used for categorical variables. All data were analyzed with SPSS version 19 for Mac.

Tweet emitters, also called “tweeters”, were classified according to:

- Type of avatar (via image): whether the image contained at least a person, a logo image, or a fantasy image. In cases where two or more of these images were displayed at the same time in the avatar, the human image was considered. If the logo image and the fantasy image were displayed at the same time in the avatar, the logo image was considered.
- Identification of the emitter (via textual profile information): identifiable (ie, the full name of the person or entity that was tweeting was clearly present), semi-identifiable (ie, identification of who was tweeting was not clearly exposed), or non-identifiable (ie, not possible to identify the person or entity responsible for the tweets).
• Source of the emitter (via textual profile information): private company, general media (newspapers, magazines, TV, and radio), scientific media (mostly scientific journals), a non-governmental organization, an individual account, an academic institution (university, college), a government department, or undefined (accounts that could not be classified in any of the previous categories).

Tweet messages were also independently classified according to:

• Tone (serious or jokes/funny): tweets were classified as jokes, according to the dictionary definition of a joke as “a thing that someone says to cause amusement or laughter, especially a story with a funny punchline” [24]. The remaining, which could not be classified as a jokes, were considered serious tweets.

• Nature: whether the main message was factual (a general topic, not related to an individual experience), or of a personal nature/experience.

Results

A total of 694 tweets (of which 104 were re-tweets) containing the hashtags and/or simple words “chlamydia” and/or “HIV”, were posted by 426 different users during the first 7 days of August and the first 7 days of September 2013. Search results are summarized in Figure 1. Of those, 332 different users posted 541 tweets on HIV, and 79 different users posted 153 tweets on chlamydia. Regarding the type of avatar or image used by those 426 primary case users, 220 (51.6%) of them showed logos, 162 (38.0%) a human image, and 44 (10.3%) a fantasy avatar. In 324 cases (76.1%), the user account was considered identifiable, in 6 (1.4%) semi-identifiable, and in 96 (22.5%) non-identifiable.

The 694 tweets were classified as tweeted by individual users in 231 (33.3%) cases, the general media in 132 (19.0%) tweets, a government department in 114 (16.4%) tweets, a non-governmental organization in 90 (13.0%) tweets, scientific media in 55 (7.9%) tweets, a private company in 19 (2.7%) tweets, an academic institution in 12 (1.7%) tweets, and the nature of the emitter was undefined in 41 (5.9%) tweets.

A total of 695 tweets were downloaded, but one tweet was removed from the analysis because, although it included the word “HIV”, it was a text message written in Gaelic language and not related to STDs. Thus, the total number of tweets analyzed was 694. Regarding the categorization of the tweet messages as jokes/serious, only 14 discrepancies were found between reviewers, and the kappa value was found to be .893, almost perfect agreement, according to Landis and Koch [25]. In terms of the nature of tweets (personal experience or fact), 83 discrepancies were found in the first review round, with an inter-rater agreement of kappa=.667, considered as a substantial agreement [25]. Regarding the source of information, 145 discrepancies were found between the two reviewers, and the kappa value was .729, which represents a substantial agreement [25].

Most of the tweets posted on STDs were considered to be serious (89.3%, 620/694); however, some jokes or funny messages were found on Twitter (10.7%, 74/694), they were most frequently posted by individual users (89%, 66/74), with a human avatar (81%, 60/74) and posted by non-identifiable users (72%, 53/74). On the other side, serious tweets were most frequently posted by news organizations (20.6%, 128/620), using a logo avatar (66.9%, 415/620), and classified as identifiable accounts (85.2%, 528/620). Jokes in tweet messages were frequently related to chlamydia (76%, 56/74). No tweets of a joking nature were posted by government departments, non-governmental organizations, scientific media, or academic institutions. Tweets that contain jokes related to STDs typically convey a highly inappropriate and misguided view toward the disease, for example: “If it weren’t an STD, I would consider naming my daughter Chlamydia #pretty”, or “What’s the most positive thing in Africa?? HIV”.

Table 1 describes the features of tweeters according to the nature and the tone of their tweets: funny/jokes or serious, and fact or personal experience. Of the total number of analyzed tweets, 104 were re-tweeted messages. These 104 re-tweets correspond to 68 unique tweets (seed tweets), where 4 messages were re-tweeted more than once (Figure 2). The features of the user account and content of these 68 seed tweets are summarized in Table 2.
Table 1. Tone and nature of the tweets.

<table>
<thead>
<tr>
<th></th>
<th>Joke / Fun</th>
<th>Serious</th>
<th>Fact</th>
<th>Personal experience</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n=74</td>
<td>n=620</td>
<td>n=555</td>
<td>n=139</td>
<td>N=694</td>
</tr>
<tr>
<td></td>
<td>(10.7%)</td>
<td>(89.3%)</td>
<td>(80.0%)</td>
<td>(20.0%)</td>
<td>(100%)</td>
</tr>
<tr>
<td>Total</td>
<td>694</td>
<td>149</td>
<td>555</td>
<td>620</td>
<td>139</td>
</tr>
</tbody>
</table>

**User image (avatar) a**

<table>
<thead>
<tr>
<th></th>
<th>Joke / Fun</th>
<th>Serious</th>
<th>Fact</th>
<th>Personal experience</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n=139</td>
<td>n=555</td>
<td>n=620</td>
<td>n=139</td>
<td>N=694</td>
</tr>
<tr>
<td></td>
<td>(20.0%)</td>
<td>(80.0%)</td>
<td>(89.3%)</td>
<td>(89.3%)</td>
<td>(100%)</td>
</tr>
<tr>
<td>Human</td>
<td>60 (81.1%)</td>
<td>134 (21.6%)</td>
<td>98 (17.7%)</td>
<td>96 (69.1%)</td>
<td>194 (28.0%)</td>
</tr>
<tr>
<td>Fantasy</td>
<td>9 (12.2%)</td>
<td>71 (11.5%)</td>
<td>66 (11.9%)</td>
<td>14 (10.1%)</td>
<td>80 (11.5%)</td>
</tr>
<tr>
<td>Logo</td>
<td>5 (6.8%)</td>
<td>415 (66.9%)</td>
<td>391 (70.5%)</td>
<td>29 (20.0%)</td>
<td>420 (60.5%)</td>
</tr>
</tbody>
</table>

**Type of account user a**

<table>
<thead>
<tr>
<th></th>
<th>Joke / Fun</th>
<th>Serious</th>
<th>Fact</th>
<th>Personal experience</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n=154</td>
<td>n=555</td>
<td>n=620</td>
<td>n=139</td>
<td>N=694</td>
</tr>
<tr>
<td></td>
<td>(22.4%)</td>
<td>(80.0%)</td>
<td>(89.3%)</td>
<td>(20.0%)</td>
<td>(100%)</td>
</tr>
<tr>
<td>Identifiable</td>
<td>21 (28.4%)</td>
<td>528 (85.2%)</td>
<td>483 (87.0%)</td>
<td>66 (47.5%)</td>
<td>549 (79.1%)</td>
</tr>
<tr>
<td>Semi-identifiable</td>
<td>0 (0%)</td>
<td>15 (2.4%)</td>
<td>13 (2.3%)</td>
<td>2 (1.4%)</td>
<td>15 (2.2%)</td>
</tr>
<tr>
<td>Non-identifiable</td>
<td>53 (71.6%)</td>
<td>77 (12.4%)</td>
<td>59 (10.6%)</td>
<td>71 (51.1%)</td>
<td>130 (18.7%)</td>
</tr>
</tbody>
</table>

**Tweet emitter a**

<table>
<thead>
<tr>
<th></th>
<th>Joke / Fun</th>
<th>Serious</th>
<th>Fact</th>
<th>Personal experience</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n=154</td>
<td>n=555</td>
<td>n=620</td>
<td>n=139</td>
<td>N=694</td>
</tr>
<tr>
<td></td>
<td>(22.4%)</td>
<td>(80.0%)</td>
<td>(89.3%)</td>
<td>(20.0%)</td>
<td>(100%)</td>
</tr>
<tr>
<td>Individual</td>
<td>66 (89.2%)</td>
<td>165 (26.6%)</td>
<td>125 (22.5%)</td>
<td>106 (76.3%)</td>
<td>231 (33.3%)</td>
</tr>
<tr>
<td>General media</td>
<td>4 (5.4%)</td>
<td>128 (20.6%)</td>
<td>118 (21.3%)</td>
<td>14 (10.1%)</td>
<td>187 (26.9%)</td>
</tr>
<tr>
<td>Scientific media</td>
<td>0 (0%)</td>
<td>55 (8.9%)</td>
<td>55 (9.9%)</td>
<td>0 (0%)</td>
<td>12 (1.7%)</td>
</tr>
<tr>
<td>Government department</td>
<td>0 (0%)</td>
<td>12 (1.9%)</td>
<td>111 (20.0%)</td>
<td>3 (2.2%)</td>
<td>90 (13.0%)</td>
</tr>
<tr>
<td>Non-governmental</td>
<td>0 (0%)</td>
<td>90 (14.5%)</td>
<td>81 (14.6%)</td>
<td>9 (6.5%)</td>
<td>41 (5.9%)</td>
</tr>
<tr>
<td>Underlined</td>
<td>3 (4.1%)</td>
<td>38 (6.1%)</td>
<td>35 (6.3%)</td>
<td>6 (4.3%)</td>
<td>19 (2.7%)</td>
</tr>
<tr>
<td>Private company</td>
<td>1 (1.4%)</td>
<td>18 (2.9%)</td>
<td>18 (3.2%)</td>
<td>1 (0.7%)</td>
<td>12 (1.7%)</td>
</tr>
<tr>
<td>Academic institution</td>
<td>0 (0%)</td>
<td>12 (1.9%)</td>
<td>12 (2.2%)</td>
<td>0 (0%)</td>
<td>102 (14.7%)</td>
</tr>
</tbody>
</table>

**STD a**

<table>
<thead>
<tr>
<th></th>
<th>Joke / Fun</th>
<th>Serious</th>
<th>Fact</th>
<th>Personal experience</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n=154</td>
<td>n=555</td>
<td>n=620</td>
<td>n=139</td>
<td>N=694</td>
</tr>
<tr>
<td></td>
<td>(22.4%)</td>
<td>(80.0%)</td>
<td>(89.3%)</td>
<td>(20.0%)</td>
<td>(100%)</td>
</tr>
<tr>
<td>HIV</td>
<td>18 (24.3%)</td>
<td>523 (84.4%)</td>
<td>461 (83.1%)</td>
<td>80 (57.6%)</td>
<td>541 (78.0%)</td>
</tr>
<tr>
<td>Chlamydia</td>
<td>56 (75.7%)</td>
<td>97 (15.6%)</td>
<td>94 (16.9%)</td>
<td>59 (42.4%)</td>
<td>153 (22.0%)</td>
</tr>
</tbody>
</table>

**STD search a**

<table>
<thead>
<tr>
<th></th>
<th>Joke / Fun</th>
<th>Serious</th>
<th>Fact</th>
<th>Personal experience</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n=154</td>
<td>n=555</td>
<td>n=620</td>
<td>n=139</td>
<td>N=694</td>
</tr>
<tr>
<td></td>
<td>(22.4%)</td>
<td>(80.0%)</td>
<td>(89.3%)</td>
<td>(20.0%)</td>
<td>(100%)</td>
</tr>
<tr>
<td>Word HIV</td>
<td>18 (24.3%)</td>
<td>451 (72.7%)</td>
<td>395 (71.2%)</td>
<td>74 (53.2%)</td>
<td>469 (67.6%)</td>
</tr>
<tr>
<td>Hashtag #HIV</td>
<td>0 (0%)</td>
<td>72 (11.6%)</td>
<td>66 (11.9%)</td>
<td>6 (4.3%)</td>
<td>72 (10.4%)</td>
</tr>
<tr>
<td>Word chlamydia</td>
<td>41 (55.4%)</td>
<td>10 (1.6%)</td>
<td>8 (1.4%)</td>
<td>43 (90.9%)</td>
<td>51 (7.3%)</td>
</tr>
<tr>
<td>Hashtag #chlamydia</td>
<td>15 (20.3%)</td>
<td>87 (14.0%)</td>
<td>86 (15.5%)</td>
<td>16 (11.5%)</td>
<td>102 (14.7%)</td>
</tr>
</tbody>
</table>

aChi-square, P<.001
Table 2. Features of the 68 re-tweeted messages.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Chlamydia n=10 (15%)</th>
<th>HIV n=58 (85%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>User image</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logo</td>
<td>1 (10%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Human</td>
<td>1 (10%)</td>
<td>8 (14%)</td>
</tr>
<tr>
<td>Fantasy</td>
<td>8 (80%)</td>
<td>50 (86%)</td>
</tr>
<tr>
<td><strong>Type of account user</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Identifiable</td>
<td>9 (90%)</td>
<td>56 (97%)</td>
</tr>
<tr>
<td>Semi-identifiable</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Non-identifiable</td>
<td>1 (10%)</td>
<td>2 (3%)</td>
</tr>
<tr>
<td><strong>Tweet emitter</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Individual</td>
<td>1 (10%)</td>
<td>8 (14%)</td>
</tr>
<tr>
<td>General media</td>
<td>2 (20%)</td>
<td>11 (19%)</td>
</tr>
<tr>
<td>Scientific media</td>
<td>1 (10%)</td>
<td>8 (14%)</td>
</tr>
<tr>
<td>Government department</td>
<td>6 (60%)</td>
<td>12 (21%)</td>
</tr>
<tr>
<td>Non-governmental</td>
<td>0 (0%)</td>
<td>15 (26%)</td>
</tr>
<tr>
<td>Undefined</td>
<td>0 (0%)</td>
<td>1 (2%)</td>
</tr>
<tr>
<td>Private company</td>
<td>0 (0%)</td>
<td>3 (5%)</td>
</tr>
<tr>
<td>Academic institution</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td><strong>Tone of the message</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Joke / Funny</td>
<td>1 (10%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Serious</td>
<td>9 (90%)</td>
<td>58 (100%)</td>
</tr>
<tr>
<td><strong>Nature of the message</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fact</td>
<td>9 (90%)</td>
<td>52 (90%)</td>
</tr>
<tr>
<td>Personal experience</td>
<td>1 (10%)</td>
<td>6 (10%)</td>
</tr>
</tbody>
</table>

*Chi-square, *P*<.001

Figure 1. Search and study selection process of tweets about chlamydia and HIV on Twitter.
Discussion

Principal Findings

In our analysis of tweets on STDs (ie, HIV or chlamydia) posted during the first 7 days of August and September 2013, we found that nearly 9 of 10 tweets focused on HIV (620 of the total 694). This higher frequency of tweets about HIV may be explained by an increased awareness of the disease, to the detriment of chlamydia, which may be a reflection of what happens in society.

Regarding the month of the posts, almost 7 of 10 were tweeted during August (474 of the total of 694), which could be considered a holiday month. Holiday months can be seen as periods in which people have more free time to read and post tweets, but also periods in which people may have a higher rate of sexual activity, and likelihood of higher-risk sexual behavior [23]. Posting health promotion messages on Twitter during a holiday month (eg, Christmas) could potentially represent an educational or even a preventive tool in a period when there is an increased likelihood of higher-risk sexual behavior.

Some jokes or funny remarks on STDs were also posted. They were more frequently tweeted by individual users, with a human avatar, and came from a non-identifiable user (ie, very difficult to ascertain their real identity). The jokes were most frequently posted on chlamydia.

On the other hand, serious tweets on STDs were posted more frequently by users using a logo as avatar, had easily identifiable emitters, and belonged more frequently to news organizations, scientific media, and individuals. Almost all the re-tweeted messages were of serious content as well, and in these cases, the first tweet in the sequence belonged to an identifiable user too, using a fantasy avatar, and were mostly from the general media, the scientific media, government agencies, and non-governmental organizations. Regarding the messages re-tweeted, it is also interesting to stress that although most of the re-tweets were on HIV, the four messages that were re-tweeted two or more times were on chlamydia.

Tweets on personal experiences with STDs were posted more frequently by individual users, with a human avatar, and they included the word chlamydia in their tweets. Personal experience tweets were longer than tweets of a factual nature. In addition, tweets on STD-related facts were posted more frequently by identifiable users with a logo image, and had a higher frequency of re-tweets.

Overall, sexually transmitted diseases are a worrying problem worldwide. While both diseases are sexually transmitted, HIV and chlamydia appear to be seen as very different issues in online social media. While information related to HIV stresses the disease as a serious topic (such as treatment, prevention, or stigma), chlamydia is more frequently related to joke tweets.

Behavior and Seriousness of Tweets on STDs

While online and social media communication may share many features with face-to-face communication, there are important differences [26]. Some differences may be most pronounced when the communication is anonymous. For example, self-disclosure [27] and disinhibition [28] are found to be more frequent in online communication, such as social media, where people have the option of camouflaging themselves when talking about sensitive topics, than in face-to-face mode. Anonymous communication might be beneficial for some people, for instance people who suffer from HIV or other STDs may discuss their experiences or concerns if allowed to do so anonymously. On the other hand, anonymity may be exploited negatively, for instance to make offensive statements or to deceive someone.

Our findings can be understood in at least two different ways. First, one may postulate that the majority of chlamydia joking-related messages stems primarily from anonymous tweeters [28]. In this respect, the joking behavior may be understood as resulting from the lack of social norms or group values contingent on tweeters’ anonymity, where the ability to hide behind an anonymous avatar on Twitter allows one to adopt a disinhibited behavior with no responsibility or accountability.

Second, one may also see the differential treatment given to chlamydia and HIV as a result of group norms, suggesting it is acceptable to tweet chlamydia-related jokes but that tweeting HIV-related jokes is not acceptable. Following this reasoning, in situations when one can get away with anonymity, such as computer-mediated communication, the Social Identity Model of Deindividuation Effects (SIDE) [29] suggests that group norms may become even more influential, and group members tend to follow behaviors set by these existing social norms even when these behaviors are deemed unacceptable in non-anonymous settings [30,31].

This reasoning suggests that in the Twitter community, tweets related to jokes on chlamydia are more likely to be acceptable
Government departments, non-governmental organizations, and academic institutions represent a more trustworthy source of information on STDs. In fact, 18% of the tweets came from government agencies (government departments and academic institutions), and 16% from non-governmental organizations, which is not a bad start but is an area that could be improved. These agencies should consider increasing their presence and visibility on social media in order to reach their target groups with high quality information, and to counteract some of the more flippant tweets that downplay the health risks of STDs.

In future research, it would be of interest to analyze other online social media, such as Facebook or YouTube, in order to examine how the topic of STDs is presented in these platforms.

Limitations
The study has several limitations. We selected two STDs with a common transmission mode, but with vastly different prognoses and outcomes (chlamydia and HIV). For the search conducted on Twitter, we only focused on tweets using the word or the hashtag “chlamydia” or “HIV”, which may have reduced the number of tweets related to the topic. Future studies should broaden the scope of keywords and hashtags, for example, including terms such as “AIDS”.

Although the search was conducted worldwide, the terms used implied that mostly tweets in English were identified.

Taking into account that we analyzed only two STDs on Twitter (HIV, chlamydia), and we used only English words, our results cannot be generalized to other online social media platforms or to other settings where English is not the primary language.

The number of Twitter followers associated with users posting on STDs was not collected. Future research should consider collecting that information, and investigate the spread rate of tweets.

Conclusions
The study showed that nearly 9 of every 10 tweets on STDs (chlamydia and HIV) were of serious content, and many of the tweets that were re-tweeted were facts. We believe this finding is reassuring as it suggests that most content on Twitter relating to STDs is of a factual and serious nature, which we hope might help in informing people about these diseases. However, many jokes could also be found, mainly about chlamydia, and these jokes and funny remarks were typically posted by non-identifiable emitters. For social media such as Twitter to be considered an important source of public health information regarding STDs, the topic needs to be presented appropriately. We believe social media plays an important role in the next generation of public health tools in disseminating correct information about STDs.

Twitter as a Channel for Sensitive Information
It is a fact that chlamydia is a less severe disease than HIV, and that if chlamydia is diagnosed early, it can easily be cured [32]. However, few people do the tests to check if they have chlamydia, and in many cases the disease may become chronic [32]. Both infections, HIV and chlamydia (and other STDs), can be spread by exactly the same sexual risk-taking behaviors [32]. We believe social media could give hard-to-reach young people unique access to high quality information about the sensitive topic of STDs. Some governmental and health organizations are already exchanging information about STDs on Twitter, such as USAID Education and the Centers for Disease Control and Prevention. However, the topic of their tweets on STDs is mainly HIV. This is possibly due to the fact that from an organizational perspective, there are agencies that have a primary mandate or focus on HIV (such as AIDS service organizations), but few have a focus specifically on chlamydia (being much more likely to have a focus on all STDs or on sexual health more broadly). Other stakeholders should pay attention to the discussion in online social media and could utilize this channel more frequently in the preventive work against STDs.

As in other online social media and on the Internet in general, consumers can find distorted information on Twitter [7,8,33,34]. Currently, there is no shortage of jokes, funny remarks, and other comments on STDs on Twitter. Although we did not classify tweets for its misguided content, some of the tweets may communicate a misguided attitude on STDs (eg, where having an STD is something to be proud of), which is not in line with the important task of reducing the spread of STDs.

Preventing and containing the spread of false information and myths on STDs should be an important item on any public health agenda. In particular, content on Twitter and other online social media outlets is available to a large number of consumers, where misguided information can spread rapidly [7-9]. Myths and misinformed attitudes that are not contained can potentially lead to dire consequences on our health attitudes, decisions, and actions [8,9,30]. Strategies for creating social awareness regarding the spread of misinformation and for finding ways to improve the quality of the information should be addressed with careful planning.

(although most who do so prefer to do it anonymously), while jokes pertaining to HIV are unacceptable. The reason why such a distinction is made is unclear, but it may be related to the severity of the disease (ie, HIV is potentially deadly, chlamydia is not), or concerns regarding stigmatization (ie, the HIV epidemic has affected some groups of the population more than others), or other factors we are unaware of. While it is encouraging to see that only factual information or non-joking material is being re-tweeted at the time of analysis, many jokes can still be found on Twitter.
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Abstract

Background: In January 2014, the Chicago City Council scheduled a vote on local regulation of electronic cigarettes as tobacco products. One week prior to the vote, the Chicago Department of Public Health (CDPH) released a series of messages about electronic cigarettes (e-cigarettes) through its Twitter account. Shortly after the messages, or tweets, were released, the department’s Twitter account became the target of a “Twitter bomb” by Twitter users sending more than 600 tweets in one week against the proposed regulation.

Objective: The purpose of our study was to examine the messages and tweet patterns in the social media response to the CDPH e-cigarette campaign.

Methods: We collected all tweets mentioning the CDPH in the week between the e-cigarette campaign and the vote on the new local e-cigarette policy. We conducted a content analysis of the tweets, used descriptive statistics to examine characteristics of involved Twitter users, and used network visualization and descriptive statistics to identify Twitter users prominent in the conversation.

Results: Of the 683 tweets mentioning CDPH during the week, 609 (89.2%) were anti-policy. More than half of anti-policy tweets were about use of electronic cigarettes for cessation as a healthier alternative to combustible cigarettes (358/609, 58.8%). Just over one-third of anti-policy tweets asserted that the health department was lying or disseminating propaganda (224/609, 36.8%). Approximately 14% (96/683, 14.1%) of the tweets used an account or included elements consistent with “astroturfing”—a strategy employed to promote a false sense of consensus around an idea. Few Twitter users were from the Chicago area; Twitter users from Chicago were significantly more likely than expected to tweet in support of the policy.

Conclusions: Our findings may assist public health organizations to anticipate, recognize, and respond to coordinated social media campaigns.

doi:10.2196/jmir.3622
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Introduction

The use of electronic cigarettes (e-cigarettes) is growing rapidly in the United States. In a single year, e-cigarette use in the United States doubled for adults [1] and middle and high school students [2]. Adults and youth believe e-cigarettes are less harmful than combustible cigarettes [3,4] and nearly half of Americans believe e-cigarettes should be made available for
smoking cessation [4]. Evidence related to e-cigarette effectiveness in promoting smoking cessation is mixed; studies have found increased readiness and confidence to quit after 1 week of e-cigarette use [5] and success in reducing or eliminating smoking in smokers [6,7] while other research found cessation rates were not significantly higher when e-cigarettes were used compared to other cessation aids [8]. While health risks associated with e-cigarette use are not well understood [9,10], a limited number of studies examining the chemical composition of what is inhaled by an e-cigarette user suggests surveillance and additional research is warranted [11-15].

Emerging evidence suggests that e-cigarette use is associated with smoking among adolescents and may encourage smoking initiation [16]. In light of falling smoking rates in the United States, established and emerging tobacco companies are investing in e-cigarettes and other smokeless tobacco to recruit new and retain existing customers [8]. E-cigarette marketing expenditures have increased rapidly in recent years in the United States [17], as has exposure of youth and young adults to e-cigarette advertising [18]. E-cigarettes are marketed on social media [4,19,20], and come in a high-tech format and sweet flavors like cotton candy, which may attract younger consumers [2,4,21,22]. Use of e-cigarettes is increasing in youth and young adults, including in youth and young adults who do not smoke traditional cigarettes [23].

On April 24, 2014, the Food and Drug Administration (FDA) proposed a new rule to extend existing tobacco authority to e-cigarettes and other tobacco products [24]. However, current FDA authority prohibits advertising of e-cigarettes as a therapeutic device for smoking cessation, but does not regulate e-cigarettes as a tobacco product [9]. As of January 3, 2014, three state laws and 108 local laws restricted e-cigarette use in 100% smoke-free venues and nine states restricted use in other venues [25]. On January 15, 2014, the Chicago City Council voted to regulate e-cigarettes as tobacco products [26]. The regulation defines e-cigarettes as tobacco products and applies Chicago’s tobacco control laws to e-cigarettes (record #SO2013-6160 [27]).

Informing and educating constituents about health is one of 10 essential services provided by local health departments (LHDs) in the United States [28]. Communication with constituents about health and health risks is required of LHDs for accreditation [29]. In past research, 61% of LHDs met standards for informing and educating constituents [30], suggesting a gap between current practices and best practice for communicating with constituents. LHDs have begun to adopt Twitter and other social media for communication, which may help fill the gap [31,32]. Currently, LHDs use social media primarily to broadcast information rather than interact with constituents [33-35].

One week prior to the e-cigarette policy vote, the Chicago Department of Public Health (CDPH) used Twitter to disseminate a series of tweets about e-cigarettes. Shortly after releasing the tweets, the CDPH Twitter feed was “Twitter bombed” by Twitter users tweeting against the proposed policy change. Twitter bombing is a social media strategy designed to fill Twitter feeds with a specific message in order to “establish a false sense of group consensus about a particular idea” and to make the message a trending topic on Twitter [36]. In politics, this strategy has been called “astroturfing”, which is a movement that appears to be grassroots, but is supported by a corporation, industry trade association, political interest group, or public relations firm [37-40]. The tobacco industry has historically used astroturfing by working with third-party allies [37,38] and including citizen-driven groups such as the smokers’ rights movement to unite and oppose tobacco policies [37,40,41].

Astroturfing through social media has been used with some success in elections for and against candidates and issues [36,42,43]. To better understand how social media was used to oppose the Chicago e-cigarette policy, we examined patterns of Twitter use, connections among Twitter users, and content of tweets sent during the week between the campaign and the vote. To our knowledge, this is the first analysis of a Twitter bombing of a public health organization or topic. This information will aid LHDs and other organizations in anticipating, recognizing, and responding to coordinated social media strategies.

Methods

Study Context

On January 8, 2014, CDPH conducted a 1-day Twitter campaign about e-cigarettes (Table 1). CDPH Twitter campaigns are typically short, given the many priorities of the department and the varied interests of constituents. CDPH used the hashtag #ECigTruths to facilitate engagement with the tweets. Hashtags (#) are metadata embedded in tweets allowing users to click on the hashtagged word and see all tweets using the same hashtag. Hashtags facilitate group formation around specific topics or events [44] and are positively associated with retweeting [45,46]. The CDPH also directly invited engagement by ending the first e-cigarette tweet with, “Let’s talk about it!”

Throughout January 8th, 12 pro-policy and 11 anti-policy tweets were directed to the CDPH Twitter feed by including the CDPH Twitter handle @ChiPublicHealth in the tweet. Including a Twitter handle in a tweet is called “mentioning” [47]. If the mention is first in the tweet, the tweet shows up in the Twitter timeline of those who follow both the tweeter and receiver of the mention; if the mention is later in the tweet, it is treated like a regular tweet and shows up for followers of the tweeter. Both types of mentions are visible to the owners of @ChiPublicHealth in the mentions section of the account; if the mention is in a public tweet, the tweet is also publicly available.

At 12:46am January 9th, Twitter user @A tweeted the following, “We need to twitter bomb the hell out if [sic] @chiPublicHealth, spreading nothing but lies #kcavo #vaping...[URL].” The tweet was visible to the followers of @A and Twitter users following #kcavo and/or #vaping. The hashtag #kcavo is short for a saying among e-cigarette users, or vapers, “keep calm and vape on”. The Twitter profile of @A connects to a professional website that links to pro-vaping advocacy groups, conferences, and an e-cigarette-related business. Over the next 6 days more than 600 tweets were sent opposing the e-cigarette policy and including @ChiPublicHealth.
The team met to discuss disagreements and agreed on final classifications. One tweet was not about e-cigarettes and was dropped.

We also coded each tweet as in support, opposed to, or unclear (Table 2). Tweets were assigned as many themes as relevant. The “water vapor” from ECigs contains benzene, nickel, tin, arsenic, formaldehyde & acrolein [ecigtruths] [URL]

Percentage of middle school and high school students who used e-cigarettes DOUBLED from 2011 to 2012. They must be regulated. [ecigtruths]

Electronic cigarettes contain a dangerous, addictive drug & should be regulated like other nicotine products [ecigtruths]

We have a duty to protect our children from ever picking up a nicotine habit [ecigtruths] [URL]

Youth are particularly susceptible to behavioral advertising [URL] #ecigtruths

We do not want to create a new generation of nicotine-addicted residents. It’s time to regulate [ecigtruths] [URL]

In Chicago, smoking rates are lower than ever. Let’s not reverse decades of life-saving progress #ecigtruths

“9 Terribly Disturbing Things About Electronic Cigarettes” [URL] via @HuffPostBiz #ecigtruths

Electronic cigs contain a dangerous, addictive drug & should be regulated like other nicotine products #ecigtruths

Safe? #ecigtruths [URL]

Table 1. E-cigarette tweets sent by the Chicago Department of Public Health (@ChiPublicHealth) on January 8, 2014.

<table>
<thead>
<tr>
<th>Time</th>
<th>Tweet</th>
</tr>
</thead>
<tbody>
<tr>
<td>10:05am</td>
<td>#ECigs look like, are labeled &amp; contain nicotine like cigarettes. They should be regulated as such. Let's talk about it! #ecigtruths</td>
</tr>
<tr>
<td>10:10am</td>
<td>#ECigs come in cotton candy, bubble gum &amp; gummy bear flavors - clearly meant for children [URL] #ecigtruths</td>
</tr>
<tr>
<td>10:14am</td>
<td>The “water vapor” from #ECigs contains benzene, nickel, tin, arsenic, formaldehyde &amp; acrolein #ecigtruths [URL]</td>
</tr>
<tr>
<td>10:18am</td>
<td>Percentage of middle school and high school students who used e-cigarettes DOUBLED from 2011 to 2012. They must be regulated. #ecigtruths</td>
</tr>
<tr>
<td>10:22am</td>
<td>Electronic cigarettes contain a dangerous, addictive drug &amp; should be regulated like other nicotine products #ecigtruths</td>
</tr>
<tr>
<td>10:25am</td>
<td>We have a duty to protect our children from ever picking up a nicotine habit #ecigtruths [URL]</td>
</tr>
<tr>
<td>10:28am</td>
<td>Youth are particularly susceptible to behavioral advertising [URL] #ecigtruths</td>
</tr>
<tr>
<td>10:30am</td>
<td>We do not want to create a new generation of nicotine-addicted residents. It’s time to regulate #ecigtruths [URL]</td>
</tr>
<tr>
<td>10:33am</td>
<td>In Chicago, smoking rates are lower than ever. Let’s not reverse decades of life-saving progress #ecigtruths</td>
</tr>
<tr>
<td>10:38am</td>
<td>“9 Terribly Disturbing Things About Electronic Cigarettes” [URL] via @HuffPostBiz #ecigtruths</td>
</tr>
<tr>
<td>11:34am</td>
<td>Electronic cigs contain a dangerous, addictive drug &amp; should be regulated like other nicotine products #ecigtruths</td>
</tr>
<tr>
<td>12:37pm</td>
<td>Safe? #ecigtruths [URL]</td>
</tr>
</tbody>
</table>

Data Collection and Management

Using the twitteR package [48] for R version 2.15.2, we collected 684 tweets mentioning @ChiPublicHealth between January 8, 2014 and January 15, 2014. With each tweet, we collected the date and time it was sent, whether it was an original tweet or a native retweet, who sent the tweet, and who composed the tweet. Retweeting is the sharing of tweets originally composed by a different Twitter user. A native retweet is a retweet using an automated function in Twitter; when this function is used, metadata is added to the tweet marking it as a retweet and attaching the handle of the original tweeter. Using NodeXL [49,50], we collected information about each tweeter including number of followers, following, and total tweets sent. Finally, the CDPH tracked social media activity about the policy from non-CDPH sources during the week.

In reviewing the data, we noticed duplicate messages not marked as retweets. We identified these as non-native retweets (retweeted manually rather than using the automated function), coded them as retweets, and attributed each to its original tweeter. To examine how messages spread, retweet network data was visualized and analyzed using Pajek 3.10 [51,52].

Coding Tweet Content

To examine tweet content, four of the authors read the tweets independently and identified themes. The authors then met to discuss and developed a common set of themes: safety, lies/propaganda, science, flavors, regulation, and issue salience (Table 2). Tweets were assigned as many themes as relevant. We also coded each tweet as in support, opposed to, or unclear on regulating e-cigarettes. Each tweet was coded by two authors. The team met to discuss disagreements and agreed on final classifications. One tweet was not about e-cigarettes and was dropped.

Data Analysis

Patterns of Twitter use can indicate whether a conversation developed organically or through strategies consistent with astroturfing. Characteristics of accounts used for astroturfing include (1) a high following-to-follower ratio, which indicates that the user follows many others but is not followed [53,54], (2) the use of a combination of letters and numbers in a username [54], and (3) account age, with newer accounts more likely to belong to spammers [55]. We considered following-to-follower ratios more than two standard deviations above the mean (\(z \geq 1.96\)) to be high. Tweeters with two or more of these three characteristics we considered likely to be involved in astroturfing. For example, sending multiple copies of the same tweet that include different shortened versions of the same URL is a strategy used to avoid being identified by Twitter as a spammer [53].

We used descriptive statistics to examine Twitter user characteristics, message content, and Twitter use patterns. We used network analysis and visualization to examine patterns of retweeting. Specifically, we examined the network consisting of Twitter users with retweeting relationships connecting them. A retweet network is directed, with relationship direction representing information flow. For example, if network member B retweeted a message from network member A, the relationship would be depicted A→B since information is traveling from A to B. In a directed network, outdegree centrality measures how many outgoing ties a network member has. In this case, A→B indicates an outdegree of 1 for A, who was retweeted one time by B. Highly central network members aid in the spread or dissemination of information [56]. Tie strength is also influential in dissemination. In a directed network, asymmetric ties are typically weaker relationships, which facilitate dissemination. Mutual ties are stronger and hinder dissemination since both members in the relationship likely already have the same information [57]. To understand the network members and ties...
facilitating dissemination policy tweets, we examined (1) network members with high outdegree centrality, and (2) the distribution of asymmetric and mutual ties across the network.

Results

Summary

Between January 8, 2014 and January 15, 2014, 306 Twitter users mentioning @ChiPublicHealth each sent an average of 0.83 (SD 1.71) original tweets and 1.40 (SD 1.87) retweets. On average, each user had 776 followers (range 0-38,662) and had tweeted 3063 times (range 2-143,118) during the time their account was open. A total of 35 (11.4%) of the 306 user profiles reported their location as the Chicago area and 13 (4.2%) reported Illinois, while 128 (41.7%) were blank or unknown (eg, “a galaxy far far away”), 83 (27.0%) were from another US state, and 48 (15.6%) were from outside the United States. A few accounts had no followers; to compute the following-to-follower ratio, we added one follower to these accounts. The average ratio of following-to-followers was 1.98 (range 0-19). The oldest Twitter account was opened on March 11, 2007; the newest was opened January 14, 2014. Of the 683 tweets, 258 (37.8%) started with @ChiPublicHealth. Finally, #ECigTruths was included in 174 anti-policy and 43 pro-policy tweets.

A total of 105 Twitter user accounts had one or more of the three indicators of astroturfing; 17 Twitter users had significantly higher than average following-to-follower ratios (≥1.96), seven accounts were opened during the time of the Twitter bombing, and 94 accounts had letters and numbers in the handle. In total, 11 Twitter users had two or three characteristics and were therefore considered likely astroturf accounts.

Tweet Content

Of the 683 tweets, 51 (7.5%) were in support of e-cigarette regulation (pro-policy), while 609 of the 683 tweets (89.2%) were opposed (anti-policy), and 23 of the 683 tweets (3.4%) were coded as unable to tell. Tweet sentiment was significantly associated with location (χ²=95.9; P<.001), with standardized residuals indicating Chicago residents were significantly more likely than expected to send a pro-policy tweet. Specifically, 37 Twitter users sent at least one pro-policy tweet; 21 (56.8%) of these were located in Chicago, while 4 were elsewhere in Illinois, 10 were in unknown locations, and two were in other states.

Pro-policy tweets were most likely to focus on regulation (n=44) and science (n=19), while anti-policy tweets were most likely to focus on safety (n=358) and lies/propaganda (n=224). Tweets classified as lies/propaganda included several types of arguments diverting attention from the original e-cigarette messages rather than addressing message substance. For example, a few lies/propaganda tweets resorted to name calling (eg, “@ChiPublicHealth are a bunch of IGNORANT LIARS”) while many focused on discrediting or attacking CDPH rather than addressing the substance of the e-cigarette messages (eg, “@ChiPublicHealth You can’t be that stupid. Typical Chicago corruption. Who owns you?”).

Retweeting was highest in the safety category for all tweeters comprising the 86% of the pro-policy tweeting on safety (12 of 14 tweets), and 76% of the anti-policy safety tweeting (271 of 358 tweets). Science was the second most retweeted topic for all tweeters, with retweeting comprising 84% of pro-policy (16 of 19 tweets) and 71.6% of anti-policy (156 of 218 tweets) tweeting. Table 2 shows the number of tweets and retweets by sentiment and category.
Table 2. Themes in e-cigarette tweets mentioning the Chicago Department of Public Health in January, 2014.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Sentiment</th>
<th>Definition</th>
<th>Example tweet</th>
<th>Alln=683</th>
<th>Tweet-sn=255</th>
<th>Retweet-sn=428</th>
</tr>
</thead>
<tbody>
<tr>
<td>Safety</td>
<td>Pro-policy</td>
<td>e-cigarettes are harmful, foster nicotine addiction, promote smoking</td>
<td>RT @ChiPublicHealth: Electronic cigs contain a dangerous, addictive drug &amp; should be regulated like other nicotine products #ecigtruths hit…</td>
<td>14 (2.0%)</td>
<td>2 (0.8%)</td>
<td>12 (2.8%)</td>
</tr>
<tr>
<td></td>
<td>Anti-policy</td>
<td>e-cigarettes are safer than alternative, promote cessation</td>
<td>@ChiPublicHealth it’s not about being safe, it’s about being SAFER than the alternative #EcigsSaveLives it’s about HARM REDUCTION #Casaa</td>
<td>358 (52.4%)</td>
<td>87 (34.1%)</td>
<td>271 (63.3%)</td>
</tr>
<tr>
<td>Lies/propaganda</td>
<td>Pro-policy</td>
<td>Propaganda/lie spread by e-cigarette industry or supporter</td>
<td>N/A</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td></td>
<td>Anti-policy</td>
<td>Propaganda/lie spread by health department or other government</td>
<td>@ChiPublicHealth Baseless nonfactual propaganda anyone? So much for public health. #GetAClue #ecigtruths #LiesToldOnTwitter</td>
<td>224 (32.8%)</td>
<td>108 (42.4%)</td>
<td>116 (27.1%)</td>
</tr>
<tr>
<td>Science</td>
<td>Pro-policy</td>
<td>Studies find some ingredients are carcinogenic, increased use by kids; need more research</td>
<td>@AmerAcadPeds @ChiPublicHealth Time for local &amp; FDA action to protect youth from e-cigs &amp; toxins in both vapor and smoke #SGR50 #putkids1st</td>
<td>19 (2.8%)</td>
<td>3 (1.2%)</td>
<td>16 (3.7%)</td>
</tr>
<tr>
<td></td>
<td>Anti-policy</td>
<td>Science shows e-cigarettes contain only nicotine and water, no dangerous secondhand vapor</td>
<td>@ChiPublicHealth “Vaping: it’s not smoking [URL]” No smoke. No carcinogens. No shame. #EcigsSaveLives #Casaa #IMPROOF</td>
<td>218 (31.9%)</td>
<td>62 (24.3%)</td>
<td>156 (36.4%)</td>
</tr>
<tr>
<td>Flavor</td>
<td>Pro-policy</td>
<td>Sweet flavors are for kids</td>
<td>RT @ChiPublicHealth: “9 Terribly Disturbing Things About Electronic Cigarettes” [URL] via @HuffPostBiz #ecigtruths</td>
<td>2 (0.3%)</td>
<td>0 (0%)</td>
<td>2 (0.5%)</td>
</tr>
<tr>
<td></td>
<td>Anti-policy</td>
<td>Adults like flavors too</td>
<td>@choucair @ChiPublicHealth no one advocates children smoking. that said, my favorite flavor is of strawberries and watermelon. i cant enjoy?</td>
<td>25 (3.7%)</td>
<td>20 (7.8%)</td>
<td>5 (1.2%)</td>
</tr>
<tr>
<td>Regulation</td>
<td>Pro-policy</td>
<td>Ingredients, look, and use are like cigarettes, should be regulated like cigarettes</td>
<td>RT @IllinoisAFP: @ChiPublicHealth If it looks like a cigarette &amp; contains nicotine like a cigarette, it should be regulated like a cigarett…</td>
<td>44 (6.4%)</td>
<td>10 (3.9%)</td>
<td>34 (7.9%)</td>
</tr>
<tr>
<td></td>
<td>Anti-policy</td>
<td>Regulation is a slippery slope, do not need nanny state</td>
<td>@IllinoisAFP @ChiPublicHealth it looks like a gun, has a trigger like a gun. Let’s ban nerf and water guns!</td>
<td>169 (24.7%)</td>
<td>61 (23.9%)</td>
<td>108 (25.2%)</td>
</tr>
<tr>
<td>Issue salience</td>
<td>Pro-policy</td>
<td>E-cigarettes are an important threat to public health</td>
<td>N/A</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td></td>
<td>Anti-policy</td>
<td>Health department should focus on more serious health threats</td>
<td>@ChicagosMayor @ChiPublicHealth Y not focus on more free hlth care N staff at the safe passage. Protect kids by actually protecting them.</td>
<td>16 (2.3%)</td>
<td>8 (3.1%)</td>
<td>8 (1.9%)</td>
</tr>
</tbody>
</table>

*See Multimedia Appendix 2 for table with URLs included.*
Retweet Network

Of the 683 tweets, 62.7% (n=429) were retweets. The majority of the anti-policy tweets were sent January 9th, while anti-policy retweets were frequent on the 9th and again on January 13th, two days before the city council vote. Pro-policy tweets and retweets were infrequent throughout the week. The distribution of anti- and pro-policy tweets and retweets is shown in Figure 1, which also includes non-CDPH social media events related to the Twitter bombing. For example, on January 10th, the Chicago City Council Joint Committee on Finance and Committee on Health and Environmental Protection posted the agenda for their January 13th meeting; the agenda included the e-cigarette policy. Soon after the agenda was posted, Consumer Advocates for Smoke-free Alternatives Association (CASAA), posted an “URGENT CALL TO ACTION” listing strategies to oppose the e-cigarette policy. Figure 1 shows CASAA involvement in a number of the anti-policy social media activities throughout the week.

The retweet network consisted of 259 Twitter users connected to at least one other network member by a retweet link and 47 isolated Twitter users not involved in retweeting. There were 361 asymmetric ties and five mutual ties in the network. Four of the five mutual ties were between the Twitter user labeled “@A” and other network members, and the fifth mutual tie was between @B and @C.

Figure 2 shows the network with nodes sizes representing outdegree centrality; the larger nodes were retweeted more often. Six network members had extremely high outdegree centrality. Specifically, Twitter users represented by nodes @A-@E and @ChiPublicHealth were retweeted 22-59 times; no other network member was retweeted more than 10 times. Four of the central Twitter users were affiliated with formal e-cigarette businesses or advocacy groups.

An examination of the six highly retweeted network members found a single original tweet from @B was retweeted 53 times (RT-1), each time using a different shortened URL, with all URLs directed to the same place. The same strategy was used by @C, whose original tweet (RT-2) was retweeted 24 times using different shortened URLs directed to the same place. Changing the shortened URL in a repeated tweet is a known method to generate retweets. Four of the five mutual ties were between the Twitter user labeled “@A” and other network members, and the fifth mutual tie was between @B and @C.

This tweet (RT-1) linked to a newspaper article outlining the debate over e-cigarettes focusing on safety concerns, harm reduction arguments, discussion of laws banning their use, and their increasing popularity (sent by @B; retweeted 53 times).

This tweet (RT-2) linked to a peer-reviewed journal article about the chemistry of contaminants in e-cigarettes [11] (sent by @C; retweeted 24 times). RT-2 included a link to a peer-reviewed journal article recommended in the CASAA January 10th call to action; the work in the paper was funded by CASAA [11] (see Acknowledgements section of that paper). Overall, 59 retweets, all in the science topic category, linked to this article. The Twitter profile of @B included a link to CASAA, while the profile for @C listed e-cigarette advocacy, but did not include a group affiliation. The Twitter profiles of @B and @C indicated they were not from Chicago. The Twitter profile of the most frequently retweeted network member, @D, lists an e-cigarette retailer as employer; @D sent four original tweets (RT-3 through RT-6) garnering 69 retweets from 59 unique users.

#ecigs Save lives. NO SMOKE WITHOUT FIRE @ChiPublicHealth [RT-3]

RT-3 linked to a photo showing a combustible cigarette on the left and an e-cigarette on the right with a list in the middle comparing the chemicals in smoke and vapor (retweeted 6 times).

Bought this lollipop myself at pharmacy at pediatrician office. #ecigs save lives. Lollipops DO NOT @ChiPublicHealth [RT-4]

RT-4 linked to a photo displaying a nicotine lollipop with a caption comparing the harm reduction effectiveness and reception of nicotine lollipops to e-cigarettes (retweeted 43 times).

[URL] @ChiPublicHealth #ecigs save lives [RT-5]

RT-5 linked to a photo showing a cartoon character saying, “Are you saying that you lie to people about ecigs so that they will not use them even though they work and are safer?” (retweeted 20 times).

[URL] @ChiPublicHealth [RT-6]

RT-6 linked to a photo of a crumpled combustible cigarette with a caption stating e-cigarettes are the best harm reduction alternative to smoking but big corporations are paying the FDA to over-regulate them (not retweeted).

A total of 11 different tweets from @A were retweeted between one and 12 times. The original Twitter bomb tweet, sent by @A, was retweeted nine times. Another central user, @E, is a Twitter account representing an online community of “e-cigarette users and campaigners”. @E sent a single tweet that was retweeted 23 times by 23 different Twitter users. The URL in the tweet was to the published study [11] recommended in the January 10th CASAA call to action; the URL was truncated in all 23 retweets.

RT @E: @ChiPublicHealth New paper shows no danger fm "second hand vape": Great news, you can stop worrying now. [truncated URL]... [RT-7]

The original link pointed to the BMC Public Health journal (see RT-2).

Finally, @ChiPublicHealth was also central in the retweet network with 29 pro-policy, and three anti-policy, retweets.

http://www.jmir.org/2014/10/e238/
Figure 1. Timeline showing social media activities and distribution of tweets and retweets directed to @ChiPublicHealth in support of and opposing regulation of e-cigarettes in Chicago.

Timeline

- CDPH e-cig campaign
- Notice of Joint Committee meeting for January 13th
- Twitter bomb tweet sent
- Joint Committee meeting agenda posted, includes e-cig ordinance
- CASAA posts call to action
- Illinois Vapors posts social media usernames for Aldermen on the Joint Committee, attribute to CASAA
- Best Electronic Cigarette Blog posts CASAA call to action
- Joint Committee approves e-cig regulations
- CASAA updates blog
- Fight for Your Right to Vape Daily Action Plan includes pre-written tweets linked to CASAA call to action
- CASAA call to action re-posted by various e-cig blogs
- Chicago City Council passes ordinance with 45 in favor, 4 opposed
- Chicago Mayor’s office sends press release announcing new ordinance
- Pro-policy tweet
- Pro-policy retweets
- Anti-policy tweet
- Anti-policy retweets

Date

1/8/14
1/9/14
1/10/14
1/11/14
1/12/14
1/13/14
1/14/14
1/15/14

Number of tweets

160
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Notes:
- ^ Chicago City Council Joint Committee on Finance and Committee on Health and Environmental Protection
- † Consumer Advocates for Smoke-free Alternatives Association
- † Illinois Vapors January 11 posts: https://illinoisvapors.wordpress.com/2014/01/11/
Discussion

Principal Findings

In the week leading up to a vote on local e-cigarette policy by the Chicago City Council, 683 tweets and retweets about e-cigarettes including a mention of @ChiPublicHealth were sent by 307 Twitter users. The majority of the tweets and retweets were against the policy (89.2%, 609/683), and a majority of Twitter users reporting a location in their profile were from states outside Illinois (n=83) or outside the United States (n=48). Twitter users located in Chicago (n=35) were significantly more likely than expected to tweet in favor of the policy.

The CDPH and five Twitter users tweeting against the policy were central in the network of retweeting during this week. Retweet patterns were consistent with past research, which has identified argument quality and source as factors associated with retweeting [58]. In this case, four of the five central retweet network members were affiliated with e-cigarette businesses or advocacy groups, which may have credibility among supporters of e-cigarette use. Safety and science tweets were retweeted more than lies/propaganda, perhaps due to the lower quality arguments (eg, name calling) in the lies/propaganda tweets.

The majority of tweets appeared to be from legitimate Twitter users who oppose the regulation of e-cigarettes, and at least one advocacy group (CASAA) aiming to organize policy opposition messaging. However, our results suggested that 96 of the 683 tweets (14.1%) sent by 73 of the 307 Twitter users (23.8%) were using an account or tweet strategy consistent with astroturfing. The structure of the retweeting network was also consistent with findings from a study of astroturfing where a small number of accounts were responsible for a large proportion of retweets contributing to trending topics [55].

Recent studies of grassroots efforts found email and phone contact with legislators to have a substantial influence on legislative voting behavior [59,60]. Although there are no studies of social media influence on legislative decision making that we know of, a 2011 study found astroturfing has been successful in influencing public opinion [61]. In addition, a 2011 survey of legislative staffers indicated that Twitter is effective in...
reaching legislators [62], and a 2014 study found that constituents lobby via Twitter [63]. During the Twitter bombing of the CDPH, Chicago City Council members were also a target of the Twitter bombing; City Council members Twitter handles were posted January 11th on the Illinois Vapors blog (see Figure 1). Local health departments and local policy-makers in New York City and Los Angeles have also been targeted via social media by e-cigarette advocates. In Chicago, the Twitter anti-policy campaign did not appear to influence the vote, which was 45-4 in favor of regulating e-cigarettes. However, given the widespread use of Twitter by policy-makers and the potential of grassroots efforts to influence legislative decision making, it is increasingly important to understand and address social media policy advocacy strategies and how they may influence development and support of public health policy.

Advocacy efforts that appear to include astroturfing should be fairly easy to detect. To identify accounts associated with astroturfing, review tweets for (1) different shortened URLs pointing to the same place, and (2) Twitter users who have more than one of the characteristics associated with astroturfing (ie, new account, letters and numbers in the username, and few followers). Removing central nodes from a network is a strategy that has been used to disrupt crime and disease transmission networks [64,65], however, to our knowledge it has not yet been studied as a way to address astroturfing. There are two ways to report Twitter users who seem to be involved in astroturfing or spamming, which will prompt Twitter to review the account and possibly remove it: (1) click “report as spam” link appearing with the offending tweet, or (2) post a tweet that includes “@spam @username” where the username of the spammer is included.

The emergence of social media efforts by the tobacco industry [21] and other industries with products promoting risky health behaviors [66] suggest that new social media strategies are needed to combat novel marketing efforts and to increase the presence of public health on social media platforms. In the case of the Chicago local e-cigarette policy, the number of tweets against the policy was more than 10 times higher than the number of pro-policy tweets despite high policy support from local tweeters. As in offline tobacco use prevention and control, online tobacco use prevention and control may wish to take note of the strategies employed by pro-tobacco interests and adapt them to develop effective counter-marketing. For example, while astroturfing is not an appropriate strategy for public health, tactics employed in astroturfing such as coordinated, widespread, and constant use of specific hashtags or messages (like those supplied by CASAA) to elevate a public health topic on Twitter might work to engage the public around a public health topic. Developing messages that include high quality arguments and originate with reputable sources may aid in increasing message spread [58].

Conclusions

New media marketing strategies present both challenges and opportunities for public health [67]. There is evidence that misinformation spreads easily on the Internet, especially in social media [68,69]. In addition, although evidence of behavior change resulting from social media use is limited and mixed in public health [70,71], emerging successes with public health interventions that engage participants [71,72], and evidence of an association between Facebook content and smoking and alcohol use in adolescents [73], reinforce the importance of understanding social media engagement with substance promoting and health promotion messages. Efforts to develop the evidence base for social media use in public health are underway through funding opportunities such as the National Institutes of Health 2014 Request for Applications, entitled Using social media to understand and address substance use and addiction (RFA-CA-14-008 and RFA-CA-14-009). As social media use continues to grow, additional research is needed to better understand how to develop and implement effective pro-health social media campaigns that engage the public to improve health.
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Rapid Grading of Fundus Photographs for Diabetic Retinopathy Using Crowdsourcing
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\textbf{Abstract}

\textbf{Background: }Screening for diabetic retinopathy is both effective and cost-effective, but rates of screening compliance remain suboptimal. As screening improves, new methods to deal with screening data may help reduce the human resource needs. Crowdsourcing has been used in many contexts to harness distributed human intelligence for the completion of small tasks including image categorization.

\textbf{Objective: }Our goal was to develop and validate a novel method for fundus photograph grading.

\textbf{Methods: }An interface for fundus photo classification was developed for the Amazon Mechanical Turk crowdsourcing platform. We posted 19 expert-graded images for grading by Turkers, with 10 repetitions per photo for an initial proof-of-concept (Phase I). Turkers were paid US \$0.10 per image. In Phase II, one prototypical image from each of the four grading categories received 500 unique Turker interpretations. Fifty draws of 1-50 Turkers were then used to estimate the variance in accuracy derived from randomly drawn samples of increasing crowd size to determine the minimum number of Turkers needed to produce valid results. In Phase III, the interface was modified to attempt to improve Turker grading.

\textbf{Results: }Across 230 grading instances in the normal versus abnormal arm of Phase I, 187 images (81.3\%) were correctly classified by Turkers. Average time to grade each image was 25 seconds, including time to review training images. With the addition of grading categories, time to grade each image increased and percentage of images graded correctly decreased. In Phase II, area under the curve (AUC) of the receiver-operator characteristic (ROC) indicated that sensitivity and specificity were maximized after 7 graders for ratings of normal versus abnormal (AUC=0.98) but was significantly reduced (AUC=0.63) when Turkers were asked to specify the level of severity. With improvements to the interface in Phase III, correctly classified images by the mean Turker grade in four-category grading increased to a maximum of 52.6\% (10/19 images) from 26.3\% (5/19 images). Throughout all trials, 100\% sensitivity for normal versus abnormal was maintained.

\textbf{Conclusions: }With minimal training, the Amazon Mechanical Turk workforce can rapidly and correctly categorize fundus photos of diabetic patients as normal or abnormal, though further refinement of the methodology is needed to improve Turker ratings of the degree of retinopathy. Images were interpreted for a total cost of US \$1.10 per eye. Crowdsourcing may offer a novel and inexpensive means to reduce the skilled grader burden and increase screening for diabetic retinopathy.

\textbf{(J Med Internet Res 2014;16(10):e233) doi: 10.2196/jmir.3807}
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diabetic retinopathy; telemedicine; fundus photography; crowdsourcing; Amazon Mechanical Turk

Introduction

Since early diabetic retinopathy (DR) is often asymptomatic, detection of disease at this stage is either incidental or by deliberate screening. Screening for DR is both effective and cost-effective [1-4], but adherence rates to published guidelines for screening for DR are low, with only 35-60% of diabetic patients receiving an annual dilated fundus examination in the United States [5-8]. As a way to increase adherence, telehealth screening using non-mydriatic fundus photography and remote interpretation is increasing, especially in rural and remote settings [9-11]. Early diagnosis of DR and institution of appropriate therapy represents an enormous opportunity to prevent vision loss in a young, working-age demographic [3,4]. Telehealth, in particular, may be a way to control provider, payer, and societal costs.

Among the costs of a telehealth program are the fundus camera, the telehealth software package, and the human resources needed for image acquisition and interpretation. Fundus photo interpretation costs in diabetic retinopathy screening may be high given the labor-intensive interpretation protocols and the need to interpret multiple images per patient. Computerized, semi-automated image analysis techniques have been developed that may be able to reduce physician workload and screening costs [12-14]; however, these methods are not FDA-approved, nor in wide use clinically at this time. If telehealth continues to expand, low-cost methods will be needed to interpret the large volume of fundus images expected with rising incidence of diabetes, especially in resource-poor settings and in large public health screenings.

Crowdsourcing is defined by Brabham as “an online, distributed problem-solving and production model that leverages the collective intelligence of online communities to serve specific organizational goals” [15]. A subset of crowdsourcing, which he terms “distributed-human-intelligence tasking”, can involve subdividing larger tasks into small portions and then recruiting a group of individuals to each complete these small portions, and only collectively, the entire task [15]. The use of crowdsourcing in biomedical research is in its infancy, though some groups have used this method in public health research [16] and to interpret medical imaging. For example, malaria researchers have used a Web-based game to recruit untrained, anonymous volunteers to tag and count malaria parasites on digital images of blood smears [17]. The investigators showed that by combining the analyses of several users, they were able to achieve similar accuracy rates to expert microscopists. Crowdsourcing has recently been used to categorize a number of fundus photos with a variety of diagnoses as normal or abnormal [18]. In a trial conducted in the United Kingdom using untrained graders, the sensitivity was ≥96% for normal versus severely abnormal and between 61-79% for normal versus mildly abnormal [18].

The current research uses diabetic retinopathy as the test condition to explore whether a crowdsourcing interface can be used to train workers to classify human fundus photos as normal or abnormal and subsequently conduct diagnostic grading of images [19]. This project estimates the validity and reliability of crowdsourced grading of images for diabetic retinopathy, compared to the criterion standard of expert grading. Our hypothesis is that crowdsourced grading of fundus photography interpretation can be rapid, accurate, and reliable in the screening for diabetic retinopathy.

Methods

Crowdsourcing

An interface for fundus photo classification was developed for the Amazon Mechanical Turk (AMT [20]) crowdsourcing platform (Figure 1). AMT is an online labor market that allows access to thousands of people who can quickly accomplish small, discrete tasks for small amounts of money. Typical AMT tasks include tagging photos, translating words, or writing very short articles for websites. AMT has also been used to annotate photos of the tobacco point-of-sale retail environment [21], evaluate oral health promotion materials [22], investigate the relationship between depression and stigma [23], assess people’s reactions to frightening anti-smoking campaigns [24], and evaluate public awareness of ovarian cancer [25], among many other research-oriented applications [26-28]. Amazon Mechanical Turk has its own vocabulary used by AMT workers (Turkers) and AMT task administrators (Requestors). A Human Intelligence Task (HIT) is a small job that may be performed in a matter of seconds or minutes and, once the work is approved by the requestor, may pay US $0.01-$0.25 or more per task depending on the complexity of the HIT. A group of HITs is called a “batch” and is made up of similar HITs. Depending on the complexity of the task and the payment offered by the Requestor, a batch is often completed within minutes or hours of posting.

AMT is a reputation-based economy such that Turkers may only access the most desirable HITs once they have a sufficient track record of previously accepted work [29]. High quality Turkers may avoid a new Requestor’s HITs until the Requestor has demonstrated his or her own fairness in approving and rejecting work. Indeed, a Turker’s reputation will suffer following rejection of even a small number of HITs. AMT is a complex ecosystem in which both high-quality work on the part of the Turkers and fairness on the part of the Requestor are rewarded.

Turkers perform their work anonymously, but demographic studies have been conducted. In a survey of 1000 Turkers, Ipeirotis found that 46.8% of Turkers are located in the United States, 34% are in India, and the remaining 19.2% were from 64 other countries [30]. The majority of workers in the United States were women, most of whom reported AMT as a source of supplemental income, whereas in the majority of workers in India were men, and reported AMT as their primary source of income. Across nations, Turkers were younger and better educated than the general population [30].
Design

For the current study, the United Kingdom national screening program grading scale [31] was used by 2 attending retinal surgeons (OPG, CPS) to categorize 19 anonymized teaching images. The same AMT interface and resolution of images used by the Turkers was used by the expert graders. Consensus was reached by discussion on images for which there was disagreement. For the purposes of the study, terms from the UK grading scale were translated into plain language: “background” retinopathy was called “mild”, “preproliferative” was called “moderate”, and “proliferative” was called “severe”. “Maculopathy” was defined as abnormal on a training image with otherwise moderate disease but was not coded separately. The AMT interface was designed to provide training on grading of DR within each HIT. This training included 6 images annotated with the salient features of each level of retinopathy in plain language. Turkers were presented with the following text: “This is a photo of the inside of the eye. We are looking to label eyes as healthy or unhealthy with respect to diabetes. Rate this eye.” Turkers could hover their mouse over 6 adjacent training images (1 normal, 1 mild, 1 moderate, 3 severe) while reviewing the active test image. This layout allowed for all of the training and grading to occur in one browser window. More examples of proliferative/severe disease were provided due to the heterogeneity of findings constituting this level of disease. There were no restrictions on the type of device or display/monitor used by Turkers to complete the task.

Phase I

In the first phase of the study, the 19 images were posted to AMT for grading by Turkers, with 10 repetitions per photo for an initial proof-of-concept. Four photos were re-posted with this initial batch for 10 repetitions to assess intragrader reliability. Turkers were paid US $0.10 per image, and a commission was paid to Amazon. In order to be eligible to view and complete the HITs, Turkers needed to have successfully completed 100 prior HITs and have an overall HIT approval rate of 97%.

In the initial batch, HITs were posted asking Turkers to grade images as normal (0) versus abnormal (1). In subsequent batches, Turkers were asked to grade the same 19 images using three categories (normal=0, mild to moderate=1, and severe=2) and then four categories (normal=0, mild=1, moderate=2, and severe=3). Percentage of images correctly classified was calculated. Sensitivity and specificity were calculated for all batches, collapsing all abnormal categories together for three- and four-category grading tasks using Stata 13. A worker consensus grade was assigned to each image based on the mode of the 10 Turker scores. Consensus grade using the mean of the 10 Turker scores was also calculated on an exploratory basis. For the two category tasks, a mean score <0.50 was defined as normal, and ≥0.50 was abnormal. For the three category tasks, <0.50 was defined as normal, ≥0.5 to <1.5 was defined as mild to moderate, and ≥1.5 was defined as severe. In the four category tasks, <0.50 was defined as normal, ≥0.5 to <1.5 was defined as mild, ≥1.5 to <2.5 was defined as moderate, and ≥2.5 was defined as severe.

Phase II

The purpose of Phase II was two-fold. First, Phase II sought to evaluate the emergent ability of the crowd to accurately distinguish between different levels of retinopathy, based on the idea that larger numbers of raters would increasingly coalesce around the correct answer. Second, Phase II sought to identify and ultimately confirm the threshold beyond which the contribution of one more rater would cease to provide additional information. To accomplish this, one prototypical image from each of the four grading categories was submitted to undergo
500 unique Turker interpretations. Jackknife resampling methods were then used to draw random subsamples from this “population” of 500 Turkers, beginning with 50 random samples of 2 Turkers, then 50 random samples of 3 Turkers, and so forth [21,32]. This made it possible to estimate the variance in accuracy derived from each randomly drawn sample of raters at each crowd size and to compute area under the curve (AUC) of the receiver-operator characteristic (ROC) curve, indicating their performance relative to the expert grading.

Phase III

In Phase III of the study, three additional iterative batches of the 19 images were run in an effort to improve Turker grading using the four diagnostic categories. The first batch used Turker feedback from all previous batches to modify the training image set. The second batch used more stringent criteria for Turkers in addition to the modified training images. A minimum of 500 completed and approved HITs was required as was an overall HIT approval rate of 99%. The third batch was conducted using Turkers holding an Amazon designation of “Photo Moderation Master” and raised the compensation to US $0.15 per image, in addition to the changes made for batches 1 and 2. The criteria necessary to achieve this designation are not published, but Masters are “elite groups of Workers who have demonstrated accuracy on specific types of HITs on the Mechanical Turk marketplace. Workers achieve a Masters distinction by consistently completing HITs of a certain type with a high degree of accuracy across a variety of Requesters” [33]. As in Phase I, percent correctly classified, worker consensus score, and average time to complete the HITs were estimated for these three iterative batches.

The Wills Eye Institute Institutional Review Board ruled that approval was not required for this study.

Results

Phase I

Two expert graders (OPG, CPS) coded 12 images as abnormal and 7 as normal (Table 1). Each of the three Phase I batches consisted of 23 photos (19 unique, 4 duplicates) with 10 unique graders for a total of 230 grading instances. Time-to-complete Turker grading of images varied with the number of grading categories. Two category (normal/abnormal) grading was completed in 20 minutes, three-category grading in 3 hours, and four-category grading in 2 hours. Because the images were interpreted rapidly and workers could complete as many or as few of the HITs as desired, most of the four duplicate images were rated by unique Turkers and therefore, we were unable to assess intrgrader reliability.

Across 230 grading instances of unique images in the two-category HITs (normal vs. abnormal) of Phase I, 187 (81.3%) of the images were correctly classified by Turkers (Table 1). Sensitivity and specificity were 93.6% and 67.8% respectively using individual Turker scores. Sensitivity and specificity were 100% and 71.4% respectively using Turker consensus scores. Average time to grade each image was 25 seconds, including time to review training images. At US $0.11 per grading, each image was graded for $1.10, and grading garnered an effective hourly wage of $14.31 (Table 2).

Overall number of correctly classified images decreased with the addition of a third and fourth grading category to 64.4% (148/230) and 50.9% (117/230), respectively. Specificity and specificity for individual Turkers was 96.3% and 66.7% respectively for both three and four categories. At the level of Turker consensus, sensitivity was 100% for both three and four categories, and specificity was 71.4% and 100% for three and four categories, respectively. With additional grading criteria, the speed of grading decreased, as did the effective hourly wage. Average time to complete the three-category HITs was 51 seconds, for an effective hourly wage of $7.08. Average time to complete the four-category HITs was 55 seconds, for an effective hourly wage of $6.60 (Table 2).
Table 1. Turkers grading of individual images.

<table>
<thead>
<tr>
<th>Image #</th>
<th>Four-category rating</th>
<th>Three-category rating</th>
<th>Two-category rating</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Expert rating</td>
<td>Correct diagnosis, %</td>
<td>Turkers consensus</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Nor 65</td>
<td>—</td>
<td>Nor 90</td>
</tr>
<tr>
<td>2</td>
<td>Ab 85</td>
<td>M/M 50</td>
<td>Sev 0</td>
</tr>
<tr>
<td>3</td>
<td>Nor 70</td>
<td>Nor 70</td>
<td>Nor 70</td>
</tr>
<tr>
<td>4</td>
<td>Nor 50</td>
<td>Ab 40</td>
<td>M/M Nor 60</td>
</tr>
<tr>
<td>5</td>
<td>Nor 80</td>
<td>Nor 70</td>
<td>Nor 50</td>
</tr>
<tr>
<td>6</td>
<td>Ab 100</td>
<td>M/M 90</td>
<td>Mild 20</td>
</tr>
<tr>
<td>7</td>
<td>Ab 90</td>
<td>Severe 60</td>
<td>Sev 10</td>
</tr>
<tr>
<td>8</td>
<td>Nor 50</td>
<td>Ab 40</td>
<td>M/M Nor 65</td>
</tr>
<tr>
<td>9</td>
<td>Ab 100</td>
<td>Sev 95</td>
<td>Sev 100</td>
</tr>
<tr>
<td>10</td>
<td>Ab 100</td>
<td>Sev 40</td>
<td>Sev 70</td>
</tr>
<tr>
<td>11</td>
<td>Ab 90</td>
<td>Sev 0</td>
<td>Sev 20 Mild</td>
</tr>
<tr>
<td>12</td>
<td>Nor 90</td>
<td>Nor 80</td>
<td>Nor 90</td>
</tr>
<tr>
<td>13</td>
<td>Ab 100</td>
<td>M/M 30</td>
<td>Sev Mod 20</td>
</tr>
<tr>
<td>14</td>
<td>Ab 80</td>
<td>Sev 40</td>
<td>Sev 10 Mod</td>
</tr>
<tr>
<td>15</td>
<td>Nor 90</td>
<td>Nor 100</td>
<td>Nor 90</td>
</tr>
<tr>
<td>16</td>
<td>Ab 90</td>
<td>Sev 70</td>
<td>Sev 50</td>
</tr>
<tr>
<td>17</td>
<td>Ab 100</td>
<td>M/M 60</td>
<td>Mild 10 Mod</td>
</tr>
<tr>
<td>18</td>
<td>Ab 100</td>
<td>M/M 100</td>
<td>Mod 95</td>
</tr>
<tr>
<td>19</td>
<td>Ab 90</td>
<td>M/M 80</td>
<td>Mild 20 Mod</td>
</tr>
<tr>
<td>Correct, %</td>
<td>81.3</td>
<td>89.5</td>
<td>64.4</td>
</tr>
<tr>
<td>Sensitivity, %</td>
<td>93.6</td>
<td>100.0</td>
<td>96.3</td>
</tr>
<tr>
<td>Specificity, %</td>
<td>67.8</td>
<td>71.4</td>
<td>66.7</td>
</tr>
</tbody>
</table>

aNor=Normal; Ab=Abnormal; M/M=Mild or Moderate; Sev=Severe; Mod=Moderate.
bAt the level of the individual graders.
cConsensus rating presented only if it differed from the expert rating.
dCalculated for normal versus any disease level.

Table 2. Time to complete ratings (in seconds).

<table>
<thead>
<tr>
<th></th>
<th>Two-category rating</th>
<th>Three-category rating</th>
<th>Four-category rating</th>
<th>Four-category rating (improved training)</th>
<th>Four-category rating (increased approval)</th>
<th>Four-category rating (Master Graders)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean time per HITs</td>
<td>25.16</td>
<td>50.87</td>
<td>54.52</td>
<td>50.98</td>
<td>38.79</td>
</tr>
<tr>
<td>Hourly wage, $</td>
<td></td>
<td>14.31</td>
<td>7.08</td>
<td>6.60</td>
<td>7.06</td>
<td>9.28</td>
</tr>
<tr>
<td>Cost per image, $</td>
<td></td>
<td>1.10</td>
<td>1.10</td>
<td>1.10</td>
<td>1.10</td>
<td>1.10</td>
</tr>
</tbody>
</table>

aMaster graders received US $0.15 per image, plus a 30% Amazon commission for a total cost of US $0.195/image.

Phase II

Results of Phase II likewise indicate that sensitivity and specificity for overall ratings of abnormal versus normal was excellent, producing a highly significant AUC (0.98; Figure 2, Panel D). Turkers were not as accurate when asked to differentiate among four severity levels. Post hoc contrast analyses, however, indicate that Turkers performed well when asked to identify the abnormalities that were moderate in severity (ROC=0.85; Figure 2, Panel B). The pattern of results indicates that lower accuracy identifying mild (ROC=0.57; Figure 2, Panel A) and severe (AUC=0.73; Figure 2, Panel C) abnormalities was due to a tendency to rate all abnormalities as moderate in severity, rather than a failure to recognize normal
versus mild and severe abnormalities more generally. Results also indicate that maximum AUC was usually achieved when crowd size reached a total of between 7 and 10 Turkers, confirming the validity of the crowd sizes used to rate the larger set of images (Figure 2). This affirms that the results of Phases I and III would not have been different had we sought a larger number of Turkers for each HIT.

**Figure 2.** Area under the curve (AUC) of the receiver-operator characteristic (ROC) curve for increasing numbers of Turker interpretations of a prototypical image from each severity level. Turkers had low accuracy for the Mild (Panel A) and Severe image (Panel C), but acceptable accuracy for the Moderate image (Panel B). When all four images were analyzed for absence or presence of disease only, Turkers performed well (Panel D) with a highly significant AUC.

**Phase III**

In Phase III, an additional normal training image was added due to Turkers’ interpreting visible choroidal vessels as abnormal during Phase I. The annotations were clarified to indicate that the presence of a single microaneurysm is considered abnormal and that hard exudates need not be present to achieve moderate or severe disease. Functionality to enlarge the image being graded was added. In the first batch using the new training, the percentage of correctly classified images using the consensus Turker scores was no better than previous: 42.1% (8/19 images) versus 57.9% (11/19 images), respectively by mode and 21.1% (4/19 images) versus 26.3% (5/19 images) by mean. In the second batch, with more stringent criteria for Turker selection, the proportion of correctly graded images improved to 52.6% (10/19 images) by mean (mode unchanged). This result was confirmed in a repeat run of this exact batch (data not shown). In the third batch, using “Photo Moderation Masters”, the proportion of correctly graded images decreased to 36.8% (7/19 images) by mean (mode unchanged). Throughout all batches, the diagnostic sensitivity for any level of disease was maintained at 100% (Table 3).
Principal Findings

With minimal training, an anonymous, untrained workforce recruited through a public crowdsourcing platform can rapidly and correctly categorize fundus photos of diabetic patients as normal or abnormal. The Turkers in this study graded these images with a high sensitivity, which is ideal for a screening instrument. Critically, no false negative consensus results were generated in any of our batches, indicating that no cases of DR were missed. When asked to categorize photos by degree of retinopathy, Turkers improved with changes in the Turk interface, particularly with increasing prior approval rating needed to perform the HITs. The number of graders required to reach a reliable “consensus grade” was consistent across categories, and 10 grading instances per image was established as sufficient for valid results.

Images were interpreted for a total cost of US $1.10 per eye. While abnormal images would still currently still require further evaluation to identify patients in need of a live examination, this cost is near the limit suggested by some investigators for feasible public health screening in developing economies [34]. Indeed, the reimbursement per image, which ranged from an effective hourly wage of US $6.60 to $14.31 in our study, could possibly be reduced, since a reasonable target hourly wage for AMT workers is the federal minimum wage of US $7.25 per hour or even lower [35]. Additionally, posting larger batches of images might allow for lower per image reimbursement, since Turk speed would likely increase after becoming more skilled at the task, allowing them to maintain the same effective wage. While there may not be a direct relationship between quality responses and high wages [36], there may be a link between high wages and rapid completion of image grading, so it may not be wise to dramatically reduce reimbursement.

A post hoc analysis of individual Turkers’ scores revealed inconsistent use of the four grading categories by one Turker in the first batch of Phase 3 (Table 3). Several issues are brought to light by considering this specific batch. First, inconsistent use of all categories was a rare occurrence, demonstrating that Turkers are conscientious workers. This was also evident from comments made by Turkers as they completed HITs, which included thoughtful suggestions for improvement to the interface and concern over HITs that were felt to be ambiguous. Second, using the mean of crowdsourced responses may generate outputs that are rather sensitive to outliers. For this reason, using the mode to calculate consensus is generally preferable, though some images may not have a pure mode (Table 3), in which case the higher score of any “tie” would be used clinically. Third, and more broadly, AMT may be susceptible to Turker accounts that attempt to take advantage of the system by rapidly completing HITs with random responses either with live individuals or with automated programs or “bots” [29]. Moving forward, it may be necessary to analyze raw Turker scores for systematically unreliable scores.

Since AMT is a reputation-based economy, Requestors can reject or block Turkers who are not performing appropriately. Both actions negatively impact the Turkers’ reputation, which in turn affects their ability to perform HITs in the future, so there is a strong incentive to perform tasks accurately and honestly. This is likely why increasing the prior HIT approval rating to 99% had the most dramatic impact on consensus accuracy. Adding the “Photo Moderation Master” qualification did not improve worker consensus. This may be due to the fact that the criteria Amazon uses to grant this qualification are not relevant to our task. Additionally, since only a fraction of Turkers have the qualification, requiring it reduces the available workforce, which can increase the time required to complete batches. Especially when factoring in the additional Amazon commission, use of the Master qualification may not be necessary or cost-effective for these types of tasks in the future.

The current study was limited to a small set of hand-picked, high-quality, mydriatic fundus photos chosen to illustrate the key findings in diabetic retinopathy. Screening populations might have a subset of low-quality or uninterpretable images and would also be expected to have far more images of normal fundi. Identifying pathology in such sets would require extra vigilance on the part of Turkers to detect mild disease within large groups of normal photos. Larger datasets with more subtle pathology need to be tested with this methodology. Additionally, analyzing whether iterative improvements to the interface lead to better results is confounded by the fact that Turkers may have

### Table 3. Turkker consensus in Phase III

<table>
<thead>
<tr>
<th></th>
<th>Number correct (mean)</th>
<th>% correct (mean)</th>
<th>Number correct (mode)</th>
<th>% correct (mode)</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase 1: Four-category rating</td>
<td>5</td>
<td>26.3</td>
<td>11</td>
<td>57.9</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Phase 3: Trial 1 (improved training)</td>
<td>4</td>
<td>21.1c</td>
<td>8d</td>
<td>42.1</td>
<td>100.0</td>
<td>57.1</td>
</tr>
<tr>
<td>Phase 3: Trial 2 (raised approval rating)</td>
<td>10</td>
<td>52.6</td>
<td>112</td>
<td>57.9</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Phase 3: Trial 3 (Master Graders)</td>
<td>7</td>
<td>36.8</td>
<td>11</td>
<td>57.9</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

- Calculated by level (eg, Turker consensus matches expert designation as normal, mild, moderate, and severe).
- Calculated for normal versus any disease level using the mode consensus score.
- After excluding a single Turker with systematically higher scores, 42.1% correct.
- Three images had no mode and were considered incorrect for “Number Correct” and “% correct” but recoded as normal for sensitivity and specificity.
- One image had no mode and was considered incorrect for “Number Correct” and “% correct” but recoded as abnormal for sensitivity and specificity.

### Discussion

#### Principal Findings

With minimal training, an anonymous, untrained workforce recruited through a public crowdsourcing platform can rapidly and correctly categorize fundus photos of diabetic patients as normal or abnormal. The Turkers in this study graded these images with a high sensitivity, which is ideal for a screening instrument. Critically, no false negative consensus results were generated in any of our batches, indicating that no cases of DR were missed. When asked to categorize photos by degree of retinopathy, Turkers improved with changes in the Turk interface, particularly with increasing prior approval rating needed to perform the HITs. The number of graders required to reach a reliable “consensus grade” was consistent across categories, and 10 grading instances per image was established as sufficient for valid results.

Images were interpreted for a total cost of US $1.10 per eye. While abnormal images would still currently still require further evaluation to identify patients in need of a live examination, this cost is near the limit suggested by some investigators for feasible public health screening in developing economies [34]. Indeed, the reimbursement per image, which ranged from an effective hourly wage of US $6.60 to $14.31 in our study, could possibly be reduced, since a reasonable target hourly wage for AMT workers is the federal minimum wage of US $7.25 per hour or even lower [35]. Additionally, posting larger batches of images might allow for lower per image reimbursement, since Turk speed would likely increase after becoming more skilled at the task, allowing them to maintain the same effective wage. While there may not be a direct relationship between quality responses and high wages [36], there may be a link between high wages and rapid completion of image grading, so it may not be wise to dramatically reduce reimbursement.

A post hoc analysis of individual Turkers’ scores revealed inconsistent use of the four grading categories by one Turker in the first batch of Phase 3 (Table 3). Several issues are brought to light by considering this specific batch. First, inconsistent use of all categories was a rare occurrence, demonstrating that Turkers are conscientious workers. This was also evident from comments made by Turkers as they completed HITs, which included thoughtful suggestions for improvement to the interface and concern over HITs that were felt to be ambiguous. Second, using the mean of crowdsourced responses may generate outputs that are rather sensitive to outliers. For this reason, using the mode to calculate consensus is generally preferable, though some images may not have a pure mode (Table 3), in which case the higher score of any “tie” would be used clinically. Third, and more broadly, AMT may be susceptible to Turker accounts that attempt to take advantage of the system by rapidly completing HITs with random responses either with live individuals or with automated programs or “bots” [29]. Moving forward, it may be necessary to analyze raw Turker scores for systematically unreliable scores.

Since AMT is a reputation-based economy, Requestors can reject or block Turkers who are not performing appropriately. Both actions negatively impact the Turkers’ reputation, which in turn affects their ability to perform HITs in the future, so there is a strong incentive to perform tasks accurately and honestly. This is likely why increasing the prior HIT approval rating to 99% had the most dramatic impact on consensus accuracy. Adding the “Photo Moderation Master” qualification did not improve worker consensus. This may be due to the fact that the criteria Amazon uses to grant this qualification are not relevant to our task. Additionally, since only a fraction of Turkers have the qualification, requiring it reduces the available workforce, which can increase the time required to complete batches. Especially when factoring in the additional Amazon commission, use of the Master qualification may not be necessary or cost-effective for these types of tasks in the future.

The current study was limited to a small set of hand-picked, high-quality, mydriatic fundus photos chosen to illustrate the key findings in diabetic retinopathy. Screening populations might have a subset of low-quality or uninterpretable images and would also be expected to have far more images of normal fundi. Identifying pathology in such sets would require extra vigilance on the part of Turkers to detect mild disease within large groups of normal photos. Larger datasets with more subtle pathology need to be tested with this methodology. Additionally, analyzing whether iterative improvements to the interface lead to better results is confounded by the fact that Turkers may have
previously been exposed to the task and may be improving in their grading through practice. This is unlikely because the Turkers receive no feedback on their grading, so they do not know if they have correctly graded images or not. Moreover, while it is not currently feasible to “block” Turkers who have previously completed any of our HITs, it is possible to view their grading history within the project. Surprisingly, throughout all batches posted, most of our HITs were completed by Turkers otherwise naïve to our project. In the final batch of 190 HITs posted for this project, after approximately 3000 HITs using the same images had been posted, 170 (89.5%) were completed by Turkers who had never done any of our HITs before, and 20 HITs were done by 3 individual Turkers who had each graded only four images previously (data not shown). In future larger batches, adjusting for individual graders’ improvement over time could become necessary.

**Future Considerations**

While further refinement of the methodology is still needed to resolve the degree of retinopathy, the current model could possibly be used as a way to reduce the burden on skilled graders by eliminating most of the normal images in very large screenings and passing only those abnormal images on for further characterization. While the individuals who complete HITs on AMT are truly anonymous, they do have unique numerical identifiers and can be tracked across HITs and batches of HITs. Therefore, an intriguing possibility using a crowdsourcing interface could include developing a cadre of specific Turkers who demonstrate a track record of reliable grading. These graders might be capable of a higher level of categorization than the general pool of Turkers and could be recruited for more complex grading tasks. Additionally, it is likely that automated computer algorithms will also play a role in the analysis of fundus images for DR and other conditions in the future. This raises the possibility of an even more robust interaction between artificial intelligence and human intelligence. Images could be graded in a tiered fashion by one system, and then those graded ambiguously could be routed to the other for further validation.

An unanticipated benefit of such a crowdsourcing program is that it might raise awareness of diabetes and diabetic retinopathy. Since our interface allowed Turkers to leave feedback for us to refine the instrument, we were able to capture comments such as, “I have learn about diabetes little bit [sic]”, “I really liked seeing the pics of the eye, very interesting”, and “This HIT was very good and a nice break from all of the bubbling surveys. Thank you!”, suggesting an interest in the subject matter beyond other HITs and beyond what we had expected at the outset. This finding is consistent with what has been termed “Virtual Citizen Science” in fields outside of biomedical research [37].

**Conclusions**

Crowdsourcing represents a novel and inexpensive means to rapidly identify diabetic retinopathy. Further refinements of the technique are required, as is external validation with larger image sets. Additionally, multiple medico-legal and ethical issues would need to be addressed prior to clinical use of this technology, but there may be a role for crowdsourcing medical imaging data in large public health screenings and other settings in the future.
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Abstract

Background: The Internet is a common resource that patients and consumers use to access health-related information. Multiple practical, cultural, and socioeconomic factors influence why, when, and how people utilize this tool. Improving the delivery of health-related information necessitates a thorough understanding of users’ searching-related needs, preferences, and experiences. Although a wide body of quantitative research examining search behavior exists, qualitative approaches have been under-utilized and provide unique perspectives that may prove useful in improving the delivery of health information over the Internet.

Objective: We conducted this study to gain a deeper understanding of online health-searching behavior in order to inform future developments of personalizing information searching and content delivery.

Methods: We completed three focus groups with adult residents of Olmsted County, Minnesota, which explored perceptions of online health information searching. Participants were recruited through flyers and classifieds advertisements posted throughout the community. We audio-recorded and transcribed all focus groups, and analyzed data using standard qualitative methods.

Results: Almost all participants reported using the Internet to gather health information. They described a common experience of searching, filtering, and comparing results in order to obtain information relevant to their intended search target. Information saturation and fatigue were cited as main reasons for terminating searching. This information was often used as a resource to enhance their interactions with health care providers.

Conclusions: Many participants viewed the Internet as a valuable tool for finding health information in order to support their existing health care resources. Although the Internet is a preferred source of health information, challenges persist in streamlining the search process. Content providers should continue to develop new strategies and technologies aimed at accommodating diverse populations, vocabularies, and health information needs.

(J Med Internet Res 2014;16(10):e224) doi:10.2196/jmir.3341
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Introduction

In recent years, the quantity and quality of health information available on the Internet has increased substantially. As access to reliable, affordable, high-speed Internet access increases, the percentage of people using the Internet to search and subsequently learn from health-related information continues to grow rapidly as well. In the current climate of rising costs of health care in the United States, the role of freely available health care information is becoming more central to patients, their families and friends, and even health care providers. In order to improve the delivery of content, researchers and scientists must first develop a thorough understanding of the searching-related needs and experiences of users.

Recent studies have shed light on why and how consumers search for health information on the Internet [1-3]. In a recent 2013 survey conducted by the Pew Internet Project, 72% of respondents reported using the Internet to look for health information within the past year, with the most commonly researched topics being focused on specific diseases or conditions, treatments or procedures, and searching for doctors or other health professionals [1]. Although many people (35% of those surveyed by Pew) use the Internet to learn more about a specific symptom or medical condition they or someone else might have, clinicians and/or family and friends remain a central resource when help is needed regarding a serious health issue [2,4]. The elderly in particular are more likely to trust “living sources” of information, rather than the Internet [3]. Even among Internet users, health information is often understood in a social context. For example, 26% of Internet users reported watching or reading content related to someone else’s personal experience with a medical or health-related issue within the last 12 months [1].

Health information seeking behavior depends on a variety of factors including subjective factors (eg, intent for the search, experience in using and searching the Internet, and information preferences [5,6]) and socioeconomic factors (eg, age group, income level, education level, etc [4,7,8]). Research shows that women are more likely than men to search for health information [9] and online health consumers tend to be more educated, earn more, and have high-speed Internet access at home and at work [5,10,11]. Although low-income individuals do use the Internet, some may have difficulty distinguishing between low and high quality information [12]. Additionally, low-income disabled and homebound adults show lower rates of Internet use overall [13]. Further, our preliminary results from another study indicate that online health information seeking behavior differs significantly compared to general information searching. In particular, our data suggests that health-related queries are typically longer (ie, more words) and contextual in nature compared to general queries [14]. Also, health-related queries have higher rates of misspelled words that are typically corrected by “auto-completion” features available universally in all Web search engines such as Google and Bing [14].

There are various motivating factors for health information searching on the Internet. Aside from trying to learn more about a symptom or disorder specifically relevant to the person searching, half of online health information research is on behalf of a friend or relative [15]. Additionally, searching is often used to track specific health-related factors. For example, 60% of adults reported tracking their weight diet or exercise routine online, and 33% reported tracking specific health indicators or symptoms such as blood pressure, blood sugar, headaches, or sleep patterns [1].

A large proportion of the population uses the Internet to search for health information, and their motivations for doing so are varied [1-3]. This complex situation, along with an educationally and culturally heterogeneous population, has resulted in a barrier in the process of gathering and interpreting health information. In this context, the preferred vocabulary within and between different groups of people can differ significantly, often resulting in a variety of words being used to describe the same concept or medical condition [16-18]. Knowledge gaps can then emerge between patients and providers. One possible strategy for addressing such gaps involves developing consumer-focused vocabularies and associated infrastructure for health information retrieval that can act as an interface between parties [19]. Before such vocabularies and technologies can be developed, researchers and scientists must have a thorough understanding of the current state of online health information searching. While a large body of survey-based research has been conducted regarding this subject [1-3,20], qualitative research provides a unique perspective that can play a valuable role in informing future research and technological developments. The aim of the current study was to engage in in-depth discussions with community members about their health-related searching activities. All the study participants are residents of Olmsted County, Minnesota (MN), and are either Mayo Clinic patients, employees, or at least have one family member at home who is a patient or employee.

Methods

Study Participants and Recruitment

To better understand health information searching behavior and its implications for health and well-being of community members, we conducted three 90-minute focus groups of 5 to 6 individuals over the course of a 2-month span. We targeted adult, English-speaking members of the Olmsted County, MN community (where Mayo Clinic is located) and Mayo Clinic patient, employees, and family visitors. We recruited participants using flyers and online classifieds ads distributed throughout the Rochester, MN community and within Mayo Clinic. Table 1 summarizes basic characteristics of participants. Participants were provided a modest financial remuneration for participating in the study.

Moderators (JM and AK) trained in qualitative methodology facilitated discussions about the attitudes and experiences of participants related to searching for health information on the Internet. Moderators used a semi-structured moderator guide to facilitate discussion and the guide covered four major aspects: (1) participants’ perception and understanding of health care information, (2) the process of information collection on the Internet, (3) understanding and usage of information, and (4) implications of health care information for their health and
well-being. Participants were asked about their thoughts and the connotations surrounding each of these themes. Oral consent was obtained from all participants. This study was approved by the Institutional Review Board at Mayo Clinic (IRB #12-005476).

Prior to participating in the focus groups, participants completed an anonymous questionnaire that included questions assessing basic demographic information and previously used sources of health information. All focus groups were audio-recorded, transcribed, and de-identified.

Table 1. Characteristics of patients (n=19).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD; range)</td>
<td>43.26 (17.0; 22-73)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>5 (26%)</td>
</tr>
<tr>
<td>Female</td>
<td>14 (74%)</td>
</tr>
<tr>
<td>Race</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>15 (79%)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Asian</td>
<td>4 (21%)</td>
</tr>
<tr>
<td>Highest level of education</td>
<td></td>
</tr>
<tr>
<td>High school or GED</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Community or Jr. College</td>
<td>3 (16%)</td>
</tr>
<tr>
<td>Four-year college</td>
<td>3 (16%)</td>
</tr>
<tr>
<td>Graduate school</td>
<td>13 (68%)</td>
</tr>
<tr>
<td>Yearly household income (US$)</td>
<td></td>
</tr>
<tr>
<td>Less than $15,000</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>$15,000-$35,000</td>
<td>2 (11%)</td>
</tr>
<tr>
<td>$35,001-$55,000</td>
<td>9 (47%)</td>
</tr>
<tr>
<td>$55,001-$75,000</td>
<td>4 (21%)</td>
</tr>
<tr>
<td>$75,001-$100,000</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Over $100,000</td>
<td>1 (5%)</td>
</tr>
<tr>
<td>Prefer not to answer</td>
<td>3 (16%)</td>
</tr>
<tr>
<td>Prior sources used to get health information</td>
<td></td>
</tr>
<tr>
<td>Health care providers</td>
<td>19 (100%)</td>
</tr>
<tr>
<td>Family/friends</td>
<td>15 (79%)</td>
</tr>
<tr>
<td>Organizations/support groups</td>
<td>6 (32%)</td>
</tr>
<tr>
<td>Internet</td>
<td>18 (95%)</td>
</tr>
<tr>
<td>Books/pamphlets</td>
<td>15 (79%)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (5%)</td>
</tr>
<tr>
<td>Prior participation in research</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>4 (21%)</td>
</tr>
<tr>
<td>No</td>
<td>15 (79%)</td>
</tr>
</tbody>
</table>

Data Collection and Analysis

All team members read de-identified transcripts and developed a codebook through an iterative process [21]. Using the codebook, two members of the team independently coded the transcripts in NVivo, a qualitative software application. The data were then analyzed using a grounded-theory approach (NVivo qualitative data analysis software; QSR International Pty Ltd. Version 10, 2012). Coding inconsistencies were discussed and resolved through consensus, with the input of a third team member when necessary.
Overview

Participants candidly discussed how they used the Internet to search for health information. Through these discussions, several themes related to health motivations, content preferences, and practical applications of searching emerged. Below we summarize these data in the context of three major themes: motivations for searching, searching strategies and techniques, and information content preferences.

Motivations for Online Health Searching

A variety of factors play a role in initiating online searches for health information. The motivations that our participants described generally fell into three main areas: (1) symptom troubleshooting, (2) searching to enhance a clinic visit, and (3) proxy searching.

Perhaps the most common motivation for everyday searching is a phenomenon that could be called “symptom troubleshooting”. With commercial online resources and other government or hospital/university-based sites that provide free, anonymous, and immediate information, many individuals’ first stop to learn more about a specific symptom is the Internet. A participant from Focus Group (FG) #3 mentioned: “For me, it was very important when I think I have a symptom, the first place I look is the Internet, especially to search for the symptoms”.

Once a particular symptom or disorder of interest is identified, participants reported that the Internet made it very easy to get more detailed information to help identify underlying causes. As a participant of FG #3 explained: “For instance if I have a pain in my foot, I am going to start looking for…information that might specify if it’s in the heel or in the toe…then I search [for] why [I have] the symptom or, if I know what I have, then I might search…to see if I can match the symptoms to that”.

Using the Internet provided a quick and easy way to troubleshoot symptoms; however, there are certain situations where using the Internet is more likely. One participant explained that the Internet is especially more convenient for superficial symptoms: “You can’t just go find a doctor somewhere and be ‘hey, can you look at this rash on my leg’ because I hear doctors hate that” [FG #1]. The Internet provides a level of anonymity that may be helpful in situations where individuals perceive their problems to be bothersome or nuisances to doctors.

Participants often cited practical reasons related to time and money when describing their motivations for turning to the Internet for medical information or advice. One participant explained that although consulting a professional in person can be preferable, “especially when you are very concerned about your symptoms”, in other cases, as he stated, “at 9:00 at night you are not going to be able to call the doctor” [FG #3]. Another participant in FG #1 also echoed a similar sentiment: “It can’t be readily available, you may have to make a doctor’s appointment and that could take a while…and cost money and financially that might hold you back too; something that a fast care isn’t going to be able to fix”.

For non-serious medical issues, participants were generally comfortable using the Internet as a troubleshooting tool. Once a health care provider is involved, however, searching assumes a different role. In this context, participants reported using Internet searching as a means to enhance a clinic visit and be more well-prepared and well-informed during the entire health care experience with their providers. In these situations, Internet searching proved to be a valuable tool in preparing for the clinic visit. As one participant in FG #1 explained, Internet searching allowed her to walk into a surgery consultation armed with a prior understanding of possible procedures: “I specified knew all the three main surgeries; I knew what I liked from them, what I didn’t like of them”.

This online preparation gave her the information and ability to “say what about this, what about that, why are we doing this, why are we doing that?” [FG #1]. Participants agreed that such preparation facilitates “a more enriched experience” [FG #1] and allows patients to “become more knowledgeable” and “ask better questions” to providers [FG #2]. This participant goes on to explain how such a dynamic increases communication and education and “builds the patient/provider relationship”: “If you are taking an interest in what it is you have and asking the kind of questions that allow them to further educate you, I think that shows a real interest” [FG #2].

Another participant expanded on this idea and explained how an enriched patient/provider relationship involves more than developing a healthy rapport and can actually improve health outcomes in certain situations: “I mean my mom had a weird thyroid thing and she was all over the Internet, and still is, but she would bring stuff to her doctor and she actually like did solve some mysterious things and she gave stuff to her doctor and her doctor I think is a great doctor but there is so much information and the doctors don’t get it all” [FG #2].

In the previous example, the participant’s mother used the Internet for two of the main motivations that emerged from our focus groups: to troubleshoot a thyroid condition and to enhance her visits with her doctors. Although this participant’s mother was able to do the searching and advocating on her own, many participants had parents, grandparents, or other family members who were not as comfortable or capable. These situations highlight the third main motivation for searching that our participants discussed: searching for someone else, or proxy searching. All of the focus groups had participants who reported searching on behalf of someone else. For many, it was a frequent occurrence.

Computer literacy was often cited as a main reason for proxy searching, as many participants had relatives who were “afraid of using it [computers and the Internet]” [FG #1]. However, proxy searching was also a useful tactic when the individual searching sought to protect their relative from additional emotional burdens, even when the relative was computer literate. One focus group participant explained: “Well, I have done searches for my parents before…When I looked up stuff [about] breast cancer on the Internet, [I told them] do not look it up because you’re going to be scared. As a third person, even though she is my mom, I know how to decide and to remove...”
myself from the situation, but she is not going to be able to do that” [FG #3].

**Searching Strategies and Techniques**

In terms of the actual mechanics of searching, participants described using a common set of steps and procedures that began with commonly used search engines, continued to shop around for information from various sources, and ended with information saturation and exhaustion.

Regardless of the underlying motivations for searching, almost all searches shared a common starting point from an online Web search engine: Google. Ease of use—“you can ask the most stupidest questions and have a pretty good shot of getting an answer” [FG #1]—and quality of results—“[Google] brings up the most variety of answers” [FG #1]—were the primary reasons for choosing Google cited by our participants.

Although Google is by far the most common first step to searching, its main use is simply as a tool to reach other sites. One participant mentioned: “Google’s just a way to get there” [FG #1]. Another participant expanded on this view, adding “I agree. I am not putting my trust in Google; I am only putting my trust that Google is going to give me a variety. My trust is actually embedded only in the searches I click, it is just the outlet to get me there, it is just the bridge” [FG #1].

Once Google supplied a list of relevant sites to visit, most participants reported visiting many sites in order to satisfy their searching demands. This technique allows participants to “shop around and have multiple sources” without having to use exact phrasing [FG #1]. The information shopping process described by participants often included multiple side-by-side comparisons. One participant mentioned: “Because you can multiple open window task bars and tabs on the Web browser, I open every single one on the first page in each of the task bars and compare all of them” [FG #2].

This technique facilitated the information shopping experience and gives greater confidence in results because “you get as much information as you can if [all the websites] have the same information” [FG #2]. Many participants used the tabs function of Web browsers to compare multiple websites at once.

Participants described a common sequence of events that led to the termination of the search process. As the comparing and filtering process of multiple websites progresses, participants reported that eventually “all the information is basically the same” [FG #1]. Although another participant acknowledged that “there are always additional links to go to” [FG #1], other participants explained that once results became irrelevant to their original search query it was time to stop the search process. One participant explained: “If you go down to the 17th, 20th, 30th option under Google, you find that what you are looking for is the 30th degree of separation. It is just not as relevant to what it is you are trying to research anymore” [FG #1].

Some participants also reported a sense of being “lost” or “completely forgetting where you started”, especially in cases of performing broad searches. The resulting confusion can lead to becoming “unmotivated” to continue searching, even if the original query has not been resolved [FG #1].

In addition to information saturation, subjective fatigue was an indicator participants described as a reason for ending the search process. After a long, drawn-out search process, participants reported getting “tired with the screens” and feeling “exhausted” [FG #1]. Another participant compared the process to shopping: “If you know what you want, you can go to ten different places to try to find that one thing, but after a while…you are going to be hitting your head against the wall…it gets exhausting” [FG #1].

Ultimately, the participants described searching for health-related information as a rigorous process of comparing and contrasting various sources against personalized criteria based on need and individual appraisal of reputation. This filtering process generally continues until the results become repetitive and/or the searcher becomes fatigued.

**Content Preferences**

Major search engines can easily produce thousands of results for any given query. How then do patients and consumers select which websites to gather health-related information? Although every search is unique, participants overwhelmingly preferred sites based on two main factors: reputation and advertising (or lack thereof).

Participants often commented that they “tend to go for the sites that are most reputable” [FG #1]. While the importance of reputation applied to all websites, regardless if they were related to health, participants also reported placing a higher standard of quality on health-related information. As one participant explained, “Health is unlike any other consumer type of website…I take it to a totally different level. I want to have the best, you only have one body” [FG #1]. Making sure they had “the best” gave participants comfort in knowing they were receiving accurate information. Often “the best” is synonymous with dealing with a “reputable institution”, which is in turn largely influenced by branding. One participant explained: “When you are dealing with a company, an organization that has a good reputation, then you feel more confident that you are getting the right information” [FG #3].

In addition to pure name recognition, participants reported that institutions “earn trust...through publications, research, and education” [FG #2]. Additionally, “how [websites or institutions] are ranked” or if they are “well known” contributed to participants’ conception of reputation [FG #2]. Finally, participants were more likely to view sources of health information as reputable if they were domestic. As one participant explained, “I would rely more heavily on those [domestic] institutions than a foreign hospital that may be quite good but is somewhere outside of the United States” [FG #2].

While reputation played a major role in determining which websites to trust for our participants, advertising and commercial interests often dissuaded them. Almost all of our participants reported avoiding websites that had visible advertising or were obviously profit-oriented. As one participant explained, “If I see ads, I question the motivation for providing information that they have” [FG #1]. Another participant explained the aversion in the context of a wider trend of commercialization of medicine: “I think for me it scares me how, and I suppose this could go
onto a variety of different things, but it scares me how medicine has transformed into such a consumer-driven place” [FG #1].

Most of our participants shared distaste for commercial interests in their searching behavior; however, in some cases it had more to do with the perception of profit-driven motivations rather than the true nature of the business or organization. In response to a question regarding whether or not participants thought that MayoClinic.com, the commercial consumer health information portal owned and maintained by Mayo Clinic, was a “commercial” website, one participant responded, “Well, you don’t see a lot of advertising on the Mayo site… I don’t see a lot going on the sides all the way down the page flashing at me, I don’t have a lot of popups that come at me” [FG #1].

Although Mayo Clinic does indeed utilize advertising on the website, the combined name recognition, familiarity, and subtle nature of advertisements was enough to retain credibility for many of our participants. We acknowledge that there might be an inherent bias in this finding since the study participants were either Mayo Clinic patients, employees, or at least have one family member at home who is a patient or employee.

Discussion

Principal Findings

Our goal in collecting these qualitative data was to better understand how consumers use and search for health information on the Internet to inform the development of more personalized health information searching and delivery applications. The participants in this study described a common experience of searching for health information that largely mirrors recent large-scale survey data. Most of our participants see the Internet as a potentially valuable tool to find information about health and medical conditions; yet, they did point to the challenge of efficiently addressing their particular needs given the vast amounts of information. This reflects the challenge of streamlining and personalizing information for a user base that is diverse both in terms of individual background and need. The data presented here, particularly in the context of content preferences and searching techniques, may be beneficial to researchers and content providers as they develop new strategies for delivering health information.

Many participants shared examples of how they use information they found through Internet searches in their efforts to enhance their interactions with their health care providers. Examining these data in the context of increasing health costs and physician time constraints provides valuable insight into the challenges and opportunities consumers and physicians will encounter in years ahead. Many of our participants reported using Internet health searching as a means of enhancing clinic visits, either through preparation or post-appointment follow-up. Some concerns exist regarding how doctors may react to patients introducing health information gathered from the Internet into the exam room, and indeed previous research has indicated that some physicians view such occurrences negatively [22,23]. Patients, on the other hand, tend to view Internet health searching as an additional resource to complement the still highly valued patient/physician relationship [24,25]. Our data also support this view of the patient perspective, as our participants viewed online health searching as a means to “build the doctor-patient relationship” [FG #2]. How physicians respond likely depends on physician communication skills and whether or not the physician feels challenged [26]. The participant experiences and opinions described here are largely from a patient perspective and are largely positive in the context of using health information from the Internet to enhance visits. These perspectives may be useful in framing future research focused on physician perspectives on using such information in office visits.

Recently, the amount of time doctors spend in front of patients has received attention in the media [27,28]. Having patients armed with information and questions prior to office visits may help improve care in the current realities of decreased face time with doctors, which today can be as low as 8 minutes on average [28]. This of course necessitates that the information patients gather be of high quality. Indeed, research suggests the quality of information that patients present ultimately determines its effect on the patient/physician relationship; while accurate information can be helpful, inaccurate information may be harmful [29]. Our future work will therefore focus on ways to develop consumer health information technology solutions to facilitate the transmission of accurate, trustworthy, validated information to consumers to ensure that online health information searching enhances, rather than hinders, care.

Limitations

This study contained a few important limitations. Due to recruitment constraints, our study population was limited to adults within Olmsted County, MN. All participants were either employees or were family members of employees and patients at Mayo Clinic, where the study took place. Additionally, our sample was highly educated, with all participants having attained at least a community college degree, and 68% having completed graduate school. We were therefore unable to explore the perspectives of a more diverse population. It is also important to consider our choice of study design when interpreting the data we presented. In this study, we used qualitative approaches such as grounded theory and focus groups method for data collection and analysis. These qualitative methods allow us to contextualize participants’ understandings and experiences, to track variations in how concepts are understood, and to uncover novel findings that may warrant further investigation [30]. In this way, we are able to make, as Giacomini and Cook describe, an “empirically-based contribution to ongoing dialogue” [31]. The overarching goal of qualitative research is to explore and describe particularities of a social phenomenon rather than producing generalizable results. But, findings from a small sample size in a qualitative research can help developing hypothesis for a quantitative study to produce generalizable findings from a larger sample size. Our study participants were recruited from a limited subset of individuals that was readily accessible in a community dominated by the health care industry. In doing so, our goal is not to present data that can or should be generalized to a wider population, but rather to explore pertinent issues with a level of depth that is not possible with standard quantitative (and generalizable) methodologies. Indeed, we cannot claim that the experiences described here are
representative of all Internet users; however, they can inform the development of future work and research in areas of streamlining content delivery and patient/physician interaction.

Conclusions
We conducted this qualitative study to gain a deeper understanding of search behavior in order to inform future technological developments in personalizing online information searching and content delivery. Although the Internet was a preferred source of health information for almost all of our participants, from a consumer and patient perspective challenges persist in streamlining the process of identifying reliable and high quality content that also matches the intended search target of the user. Our participants described a current search paradigm consisting of drawn-out user-driven comparisons of content obtained from multiple sources of varying quality and unverified validity. As consumers continue to use information gathered from the Internet to enhance their interactions with health care providers, new strategies for delivering health information on the Internet must be developed that accommodate diverse backgrounds and clinical needs.
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Abstract

Background: Research to assess the effect of interventions to improve the processes of shared decision making and self-management directed at health care professionals is limited. Using the protocol of Intervention Mapping, a Web-based intervention directed at health care professionals was developed to complement and optimize health services in patient-centered care.

Objective: The objective of the Web-based intervention was to increase health care professionals’ intention and encouraging behavior toward patient self-management, following cardiovascular risk management guidelines.

Methods: A randomized controlled trial was used to assess the effect of a theory-based intervention, using a pre-test and post-test design. The intervention website consisted of a module to help improve professionals’ behavior, a module to increase patients’ intention and risk-reduction behavior toward cardiovascular risk, and a parallel module with a support system for the health care professionals. Health care professionals (n=69) were recruited online and randomly allocated to the intervention group (n=26) or (waiting list) control group (n=43), and invited their patients to participate. The outcome was improved professional behavior toward health education, and was self-assessed through questionnaires based on the Theory of Planned Behavior. Social-cognitive determinants, intention and behavior were measured pre-intervention and at 1-year follow-up.

Results: The module to improve professionals’ behavior was used by 45% (19/42) of the health care professionals in the intervention group. The module to support the health professional in encouraging behavior toward patients was used by 48% (20/42). The module to improve patients’ risk-reduction behavior was provided to 44% (24/54) of patients. In 1 of every 5 patients, the guideline for cardiovascular risk management was used. The Web-based intervention was poorly used. In the intervention group, no differences in social-cognitive determinants, intention and behavior were found compared with the control group (F1,26=4.128, P=0.02).

Conclusions: The intervention was used by less than half of the participants and did not improve health care professionals’ and patients’ cardiovascular risk-reduction behavior. The website was not used intensively because of time and organizational constraints. Professionals in the intervention group experienced higher levels of barriers to encouraging patients, than professionals in the control group. No improvements were detected in the processes of shared decision making and patient self-management.
Although participant education level was relatively high and the intervention was pre-tested, it is possible that the way the information was presented could be the reason for low participation and high dropout. Further research embedded in professionals’ regular consultations with patients is required with specific emphasis on the processes of dissemination and implementation of innovations in patient-centered care.

**Trial Registration:** Netherlands Trial Register Number (NTR): NTR2584; http://www.trialregister.nl/trialreg/admin/rctview.asp?TC=2584 ( Archived by WebCite at http://www.webcitation.org/6STirC66r).

(J Med Internet Res 2014;16(10):e211) doi:10.2196/jmir.3170
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**Introduction**

In health care, the focus is on optimizing patient self-management. Patients should manage their own health with the support of health care professionals. For targeted and effective self-management, shared decision making is a prerequisite. Shared decision making to improve self-management is more than offering professional support or increasing knowledge about patients’ health problem(s). In patient-centered care, patients and health care professionals should cooperate, exchange their own relevant information, and work together optimizing self-management to achieve intended outcomes. It results in better patient outcomes when health care professionals encourage their patients to be involved in decision making. A review showed that professionals tend to misjudge patients’ ability to be involved in decision making [1]. Shared decision making is not broadly implemented by health care professionals in clinical practice, and the intention of professionals to engage in or use interventions to facilitate shared decision making is suboptimal [1,2].

To facilitate shared decision making with the objective of optimizing self-management, interventions directed at the health care professional is an option to explore. Intervention Mapping provides a framework to develop systematically planned, theory- and evidence-based interventions [3-6]. Intervention Mapping is used throughout the process of creating an intervention, from diagnosis of the problem to problem solution, and includes collaborating iteratively with priority groups, stakeholders, and experts in the fields of health education and health promotion. Intervention Mapping consists of six planning steps in which each step has a different task and is a prerequisite for the next step. The intervention development process should start by assessing the social-cognitive determinants of the behavior under study. This is followed by choosing and applying methods to change these determinants and behavior. Intervention Mapping places specific emphasis on the transparency of the translation of evidence-based behavior change techniques in intervention components. This is to develop the intervention, explain its rationale, and to facilitate replication [4]. The outcome measures of the intervention should include behavior as well as determinants that influence the behavior [3]. Intervention Mapping has been found to be effective for developing interventions with the objective of changing the behavior of health care professionals and patients, and has led to interventions with effects on patients’ behavior [3,7-11].

Information and communication technologies (ICT) in the health care domain (eHealth) can facilitate communication and improve the health of patients and the quality of health care [12,13]. eHealth used as a clinical decision support tool for health care professionals has this potential and can improve clinical practice, though nonusage attrition is a documented problem [12,14,15]. The acceptance of eHealth depends on health care professionals’ perception of its usefulness (with an impact on intention), next to the perceived ease of use, and the facilitating and inhibiting conditions, as described in the Technology Acceptance Model [16]. Decision support systems improve clinical practice when these are provided automatically as part of the workflow, in time and at location, and when recommendations are provided [15]. A systematic review showed that computer-based clinical decision support systems can enhance health care professionals’ delivered preventive care [17]. In a meta-analysis it was concluded that Web-based instruction for health care professionals had positive effects [18]. But a review of the effectiveness of interventions to promote adoption of ICT showed that there is limited evidence of effective interventions for health care professionals [12]. For patients, Web-based interventions have been effective in boosting health-related changes and improving their health behaviors, though maintenance of the behavior change is often a problem [19]. A meta-analysis of behavioral change outcomes showed that Web-based interventions are effective in achieving changes in knowledge and in the behavior of patients [20]. Web-based interventions that are theory-based and use multiple behavior change techniques, and especially when based on the Theory of Planned Behavior, can change patients’ behavior [21,22].

Research to assess the effects of interventions to improve the processes of shared decision making and self-management directed at health care professionals is limited [1]. We hypothesized that in the clinical practice of patient-centered care, shared decision making can optimize self-management using an eHealth-application. In this paper, we report on the results of a randomized controlled trial regarding the implementation of a Web-based intervention directed at health care professionals. The objective of the Web-based intervention was to increase health care professionals’ intention and encouraging behavior toward patient self-management, following cardiovascular risk management guidelines [23]. In this paper, we followed the Consolidated Standards of Reporting Trials (CONSORT) criteria [24,25].
**Methods**

**Participants**

Participants were health care professionals with at least a bachelor’s degree in nursing or physiotherapy and who had regular consultations with patients with cardiovascular risk factors (i.e., abdominal obesity, high blood pressure, low high-density lipoprotein cholesterol, elevated triglycerides, and elevated blood glucose levels) and low levels of physical activity [26-29]. The health care professionals were former students of the Faculty of Health Care, University of Applied Sciences (Netherlands) and were invited to participate via a personalized email. All participants were offered a 3-hour training session to work with the website and 12 participants attended the training. Participants could choose not to attend the training and instead use the online instruction tool. Much effort was put in motivating the participants in the intervention group to use and keep using the website. For follow-up contact, we used emails and telephone contact.

**Study Design**

A randomized controlled trial was performed using a pre-test (T1) and post-test (T2) design, to determine the effectiveness of a clinical decision support system used to optimize shared decision making and the self-management of patients. Health care professionals were the unit of randomization and were randomly allocated to the intervention versus the waiting list control group. Health care professionals invited their patients. The recommendation was to use the intervention for every patient that fit the intervention. Patients were informed about the study and gave informed consent. The study sample size was based on the outcome of improved professionals’ behavior toward patient-centered care. Power analysis estimated how many respondents were needed for the study to find a significant difference in health care professionals’ behavior. This analysis (power 0.80; alpha=.05, two-tailed) revealed that 62 professionals in each condition were needed. Randomization was based on a random number sequence, using a computer randomized number generator. The total group of 278 professionals was randomized and drop by drop assigned to the intervention versus the control group; 81 professionals were willing to participate (Figure 1). The professionals in the waiting list control group did not receive further intervention, until after T2. The professionals in the control group did not receive a log-in code, and did not invite or enlist patients. A total of 12 professionals were “lost”, 9 for not using their log-in code and 3 of them changed their email accounts. Data collection via the website took place at T1 and T2 after 12 months. Initially the follow-up period was 6 months; however, due to low participation rates, we extended the follow-up period. Professionals used the website from January 2011 till June 2012. Outcomes were self-assessed through a questionnaire based on the Theory of Planned Behavior [30,31]. The questionnaire was part of the website and used at T1 and T2. The content was derived from a literature review and in-depth interviews with health care professionals on how they encourage patients. There were eight elicitation interviews held, four with health care professionals with a background in physiotherapy and four with a background in nursing. Four of those professionals were observed in their professional activities for a regular working day. For measuring social-cognitive determinants, no valid questionnaires are available, but only valid procedures. The construction of the questionnaire is according to the Theory of Planned Behavior, specific to the definition of the behavior and the specification of the research population [4,31]. The questionnaire was piloted and as a result no revisions were made. Answers ranged on a 7-point scale (1=“definitely not” to 7=”most definitely”).

We assessed “behavior” with two items: “Do you encourage cardiovascular patients to increase their physical activity?”, and “How often do you encourage cardiovascular patients to become physically active?” (Cronbach alpha=.64). “Intention” was indexed with three questions: “Do you intend to encourage cardiovascular patients to become physically active tomorrow and the day after tomorrow?”, “Do you expect to encourage cardiovascular patients to become physically active tomorrow and the day after tomorrow?”, and “Of the first 10 cardiovascular patients you see, how many do you intend to encourage to become physically active?” (Cronbach alpha=.82). “Attitude” was assessed by: “In my view, encouraging cardiovascular patients to become physically active is very good - very bad” and “Encouraging cardiovascular patients is very useful - very useless”. Then we asked, “Is it useful to: assess patients’ motivation, assess the pros and cons of physical activity, teach patients how to resist social pressure, teach patients specific skills pertaining to physical activity, teach patients how to handle barriers in regard to physical activity, formulate physical activity goals together with patients, teach patients how to handle relapses, and help patients understand the relationship between the specific health problem and physical inactivity?”. These eight items (“Is it useful to…” ) were averaged and that score was averaged with the first two item scores to represent attitude (Cronbach alpha=.63).

“Perceived behavioral control” (PBC) was assessed by: “Do you think that you have the skills and knowledge to encourage cardiovascular patients to become physically active?”, “Do you think you can rely on your skills and knowledge to encourage cardiovascular patients to become physically active?”, and third we asked, “Encouraging every cardiovascular patient to become physically active is very difficult (1) - very easy (7)”. PBC was further assessed by eight items that paralleled the eight items used for attitudes: “It is very difficult (1) - very easy (7) to: assess patients’ motivation, assess the pros and cons of physical activity, teach patients how to resist social pressure, teach patients specific skills pertaining to physical activity, teach patients how to handle barriers in regard to physical activity, formulate physical activity goals together with patients, teach patients how to handle relapses, and help patients understand the relationship between the specific health problem and physical inactivity?”. Once again, this scale score was calculated and combined with the previous three items as a measure of PBC (Cronbach alpha=.68). “Subjective norm” was measured by four items: “Most colleagues who are important to me think I should encourage cardiovascular patients to become physically active”, “Most colleagues value that I encourage cardiovascular patients to become physically active”, “Values that I...
encourage them to become physically active”, and “The organization I work for values that I encourage cardiovascular patients to become physically active” (Cronbach alpha=.73). “Moral norm” was assessed by three questions: “Encouraging patients to engage in physical activity is…my professional duty, …a moral obligation, and …an obvious part of my job” (Cronbach alpha=.76). A determinant score was calculated for every social-cognitive determinant. “Habit” was measured by two questions: “Encouraging patients to be physically active is something I do without thinking, and …something I do automatically” (Cronbach alpha=.75). “Barriers” were indexed by two questions that focused on encouraging patients “even when one is busy” and “even when one’s organization makes it difficult to encourage patients” (Cronbach alpha=.69).

Figure 1. Intervention flow chart.

Intervention
Participants had access to the website [32], which offered several modules. The development and content of the intervention is described in detail elsewhere [7,30]. Modules and a forum were directed at the health care professional to increase professionals’ awareness of their thoughts, and learn skills and strategies to support patients in their own self-management, this to improve their intention and behavior toward patient-centered health education. The first module enclosed a set of seven screens to help the professional to improve his or her professional behavior (Figure 2). The screens contained self-complete forms and were designed and pre-tested to educate the health care professional, with a personal feedback system in a “coaching spider chart”. The screens started with “risk” communication to support thinking about encouraging patients. This was followed by listing the pros and cons of encouraging patients in the short- and long-term. Hereafter, the health professional was encouraged to seek support and look at the sub-skills needed to be an encouraging health professional. Next, there was a screen for planning the encouraging behavior change, making a plan, and putting the behavior change into practice. The identification of high-risk situations and the practice of coping responses were encouraged. To enhance effective patient-centered health education, the website also included a second module with a support system for the health professional, parallel to the module for encouraging the patient (Figure 3). The third module consisted of a maximum of seven consultations to encourage the patient with cardiovascular risk factors, easily adaptable to the needs and individual characteristics of the patients (Figure 4). This module started with risk perception to encourage the patient to think about individual cardiovascular risk and personal vulnerability, followed by encouraging the patient to describe what the personal pros and cons are (not) to becoming physically active in the short- and long-term. With the support of the professional, the patient was encouraged to recognize social pressure, seek social support, and practice sub-skills. The patient was supported in planning the behavior and putting it into practice, detecting high-risk situations, and practicing coping responses. The third module started with the assessment following cardiovascular risk management guidelines. The screens contained the patient’s profile with a feedback system on the progression in behavior change in a spider chart, physical activity levels in bar graphs, and cardiovascular risk factors in a pie chart. The website helped the patient to look back at the plans made in conjunction with the health care professional. The website provided a fourth module with specific information on physical activity devices, planning physical activity, and cardiovascular risk factors. The website also included a link to a forum directed at health care professionals to share experiences with other professionals in the intervention group. The intervention was extensively tested, but not piloted. The website underwent no changes during implementation. Institutional affiliations were displayed on the website. The study was approved by the Research Ethics Board at Maastricht University and was registered in the Dutch Trial Register (Trial ID: ECP-92, NTR2584).
Figure 2. Intervention screenshot.
Figure 3. Intervention screenshot.
Statistical Analysis
Descriptive statistics were calculated and chi-square analyses were used to characterize the study groups at baseline and to determine the use of the website. We used paired $t$ tests to evaluate the differences at T1 and T2, for the intervention group and the control group. Subsequently, we applied the method of General Linear Modeling with repeated measures to explore the overall change between the intervention and control group. Because we noticed from the process evaluation data that 16 health care professionals in the intervention group did not start using the website, we applied the method of General Linear Modeling with repeated measures again; for this analysis, these 16 professionals were transferred to the waiting list control group. IBM SPSS version 20.0 was applied and a $P$ value of $\leq 0.05$ was considered as statistically significant.

Results
Table 1 shows the baseline demographics of the study participants in the intervention and waiting list control group. A total of 69 health care professionals were identified, with 42 professionals participating in the intervention group: 69% (29/42) female, mean age 38.6 years (SD 11.3); 79% bachelor’s
degree, 21% higher education; with mean 9.76 years (SD 8.5) of professional experience; 44% worked as a soloist or with 1 or 2 colleagues, and 56% worked together with at least 3 others). Professionals in the intervention group stated that 59% of their consultation time was devoted to health education. No significant differences between the intervention group and the control group (n=27) were found at baseline (T1).

Figure 5 provides a representation of the use of different modules on the website: a module to improve professional behavior, a module to support the health professional, and a module to improve patients’ intention and risk-reduction behavior. The module to improve the professionals’ behavior to optimize processes of shared decision making and self-management, was used by 45% of the professionals (19/42). Of the professionals in the intervention group, 19% (8/42) used only one of seven screens; 7% (3/42) used all seven screens. The screen to support thinking about encouraging patients was used by 38% (16/42) of the professionals. In 19% (8/42) of the cases, pros and cons of encouraging patients in the short- and long-term were listed, 14% (6/42) used the screen to seek support, and 17% (7/42) looked at the sub-skills needed. In addition, the screen for planning the encouraging behavior was used by 17% (7/42) of the professionals, for putting the behavior change into practice by 10% (4/42), and for maintaining the encouraging behavior, 17% (7/42).

The module with background information on how to coach the patient with the aim of supporting the health professional in his or her encouraging behavior toward patients was used by 48% (20/42) of the professionals; 17% (7/42) of the professionals used all seven screens; 45% (19/42) used the screen how to encourage a patient to think about his/her personal risk; 33% (14/42) used the screen how to list pros and cons with a patient; 26% (11/42) used the screen how to seek support; and 21% (9/42) how to practice the sub-skills needed. The last screens in this module (planning the encouraging behavior, putting the behavior change into practice, and maintaining the behavior) were used by 19% (8/42) of the health care professionals. The forum directed at improving social support was used by 4 health care professionals.

Health care professionals invited 54 patients in the intervention: 56% (30/54) male, mean age 50.9 years (SD 11.8), with differing educational degrees. Health care professionals assessed cardiovascular risk and 19% (10/54) of the patients had two or more cardiovascular risk factors, and/or a heart disease and/or diabetes; 13% (7/54) were physically active for at least 30 minutes, for 5 days per week. In 82% (44/54) of the patients, the guidelines to assess cardiovascular risk were not used by the health professional. The module to improve patients’ intention and risk-reduction behavior, with the purpose of increasing the processes of shared decision making and self-management, was provided to 44% (24/54) of the patients by a health professional (Figure 2). Of the professionals that used this module together with their patients, 43% (23/54) provided their patient(s) with risk-perception. A total of 39% (21/54) provided attitudinal change and outcome expectations, 30% (16/54) resistance to social pressure and seek support, and 28% (15/54) provided encouraging sub-skill enactment. For 24% (13/54) of the patients, the professional provided a planning of the behavior change; 19% (10/54) provided putting the behavior change into practice; and 15% (8/54) provided maintaining the behavior change.

Table 2 shows the baseline score at T1 and T2, for the intervention group and the control group. At measurement T1, the professionals in the intervention group had positive intentions (mean 6.25, SD 1.00) and positive attitudes (mean 6.30, SD 0.44) to encouraging patients with cardiovascular risk factors, but, in comparison, the mean scores on the self-reported behavior (mean 4.54, SD 1.02), perceived behavioral control (mean 4.65, SD 0.79), and subjective norms (mean 5.48, SD 0.55) were modest. At T1, the mean intention score was 6.25 (SD 1.00) and the behavior score was 4.54 (SD 1.02); at T2, the mean intention score was 6.06 (SD 1.11) and behavior score was 4.63 (SD 0.85). In the intervention group, no differences in social-cognitive determinants, intention and behavior were found when we compared T1 and T2, except for a difference in perceived behavioral control ($t_{23}=-2.954$, $P=0.01$, effect size=0.50). In the control group, also no differences were detected between the measurement at T1 compared with T2; but, contrary to expectations, we detected an increase in perceived behavioral control ($t_{19}=-2.651$, $P=0.02$, effect size=0.54). When we compared the intervention group with the professionals in the control group, no significant differences between the intervention and control group were found in social-cognitive determinants, intention and behavior; the detected difference in the intervention and control group in perceived behavioral control turned out to be overall non-significant when we compared the intervention with the control group.

When we narrowed the intervention group (n=26) by transferring the professionals who did not use the website to the waiting list control group (n=43), no significant differences between the intervention and control group were found in social-cognitive determinants, intention and behavior, except for perceived behavior control and barriers (Table 3). There was a difference in perceived behavioral control in the intervention group ($t_{17}=-2.485$, $P=0.02$, effect size=0.30), and also in the control group ($t_{18}=-3.105$, $P=0.00$, effect size=0.23). This detected difference in perceived behavioral control turned out to be overall non-significant. Results showed a significant overall difference in barriers between the intervention and the control group ($F=4.128$, $P=0.02$). Professionals in the intervention group experienced higher levels of barriers to encouraging patients, than professionals in the control group.
### Table 1. Baseline demographics of study participants (N=69).

<table>
<thead>
<tr>
<th></th>
<th>Intervention group (n=42)</th>
<th>Control group (n=27)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, female</td>
<td>29 (69%)</td>
<td>21 (78%)</td>
<td>.428</td>
</tr>
<tr>
<td>Age, years, mean (SD)</td>
<td>38.6 (11.3)</td>
<td>39.7 (8.4)</td>
<td>.062</td>
</tr>
<tr>
<td>Education, bachelor’s degree</td>
<td>26 (79%)</td>
<td>13 (68%)</td>
<td>.406</td>
</tr>
<tr>
<td>Education, degree above bachelor’s</td>
<td>7 (21%)</td>
<td>6 (32%)</td>
<td>N/A</td>
</tr>
<tr>
<td>Professional experience, years, mean (SD)</td>
<td>9.76 (8.5)</td>
<td>9.58 (9.1)</td>
<td>.910</td>
</tr>
<tr>
<td>Working as a soloist, or with 1 or 2 colleagues</td>
<td>16 (44%)</td>
<td>5 (21%)</td>
<td>.060</td>
</tr>
<tr>
<td>Working with 3 or more colleagues</td>
<td>20 (56%)</td>
<td>19 (79%)</td>
<td>N/A</td>
</tr>
<tr>
<td>Consultation time devoted to health education</td>
<td>36 (59%)</td>
<td>23 (54%)</td>
<td>.508</td>
</tr>
</tbody>
</table>

### Table 2. Paired differences between intervention group and control group, measured at T1 and T2.\(^a\)

<table>
<thead>
<tr>
<th></th>
<th>Intervention group (n=42) mean (SD)</th>
<th>Control group (n=27) mean (SD)</th>
<th>F test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Behavior</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>4.54 (1.02)</td>
<td>4.83 (0.69)</td>
<td>P=.68</td>
</tr>
<tr>
<td>T2</td>
<td>4.63 (0.85)</td>
<td>4.79 (0.82)</td>
<td></td>
</tr>
<tr>
<td>Intention</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>6.25 (1.00)</td>
<td>5.87 (1.15)</td>
<td>P&lt;.12</td>
</tr>
<tr>
<td>T2</td>
<td>6.06 (1.11)</td>
<td>6.02 (0.91)</td>
<td></td>
</tr>
<tr>
<td>Attitude</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>6.30 (0.44)</td>
<td>6.23 (0.69)</td>
<td>P=.64</td>
</tr>
<tr>
<td>T2</td>
<td>6.30 (0.56)</td>
<td>6.31 (0.68)</td>
<td></td>
</tr>
<tr>
<td>Perceived behavioral control (^b)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>4.65 (0.79)</td>
<td>4.90 (0.87)</td>
<td>P=.98</td>
</tr>
<tr>
<td>T2</td>
<td>5.04 (0.73)</td>
<td>5.28 (0.80)</td>
<td></td>
</tr>
<tr>
<td>Subjective norms</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>5.48 (0.55)</td>
<td>5.58 (0.93)</td>
<td>P=.64</td>
</tr>
<tr>
<td>T2</td>
<td>5.57 (0.63)</td>
<td>5.74 (0.76)</td>
<td></td>
</tr>
<tr>
<td>Moral norms</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>6.04 (0.63)</td>
<td>6.20 (0.59)</td>
<td>P=.75</td>
</tr>
<tr>
<td>T2</td>
<td>6.19 (0.70)</td>
<td>6.30 (0.55)</td>
<td></td>
</tr>
<tr>
<td>Barriers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>3.11 (1.17)</td>
<td>2.78 (1.01)</td>
<td>P=.46</td>
</tr>
<tr>
<td>T2</td>
<td>3.18 (1.12)</td>
<td>2.63 (0.96)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)social-cognitive variables range 1-7.

\(^b\)Intervention group: Cohen’s \(d=-1.15\), effect size=0.50; Control group: Cohen’s \(d=-1.28\), effect size= 0.54.
**Table 3.** Differences between narrowed intervention group and control group, measured at T1 and T2.\(^a\)

<table>
<thead>
<tr>
<th></th>
<th>Intervention group (n=26) mean (SD)</th>
<th>Control group (n=43) mean (SD)</th>
<th>(F) test</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Behavior</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>4.38 (1.04)</td>
<td>4.91 (0.67)</td>
<td>(P=.76)</td>
</tr>
<tr>
<td>T2</td>
<td>4.45 (0.81)</td>
<td>4.89 (0.81)</td>
<td></td>
</tr>
<tr>
<td><strong>Intention</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>6.10 (1.06)</td>
<td>6.08 (1.10)</td>
<td>(P=.33)</td>
</tr>
<tr>
<td>T2</td>
<td>5.93 (1.21)</td>
<td>6.13 (0.85)</td>
<td></td>
</tr>
<tr>
<td><strong>Attitude</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>6.28 (0.47)</td>
<td>6.26 (0.63)</td>
<td>(P=.86)</td>
</tr>
<tr>
<td>T2</td>
<td>6.29 (0.56)</td>
<td>6.31 (0.64)</td>
<td></td>
</tr>
<tr>
<td><strong>Perceived behavioral control</strong>(^b)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>4.63 (0.82)</td>
<td>4.85 (0.83)</td>
<td>(P=.96)</td>
</tr>
<tr>
<td>T2</td>
<td>5.01 (0.76)</td>
<td>5.23 (0.77)</td>
<td></td>
</tr>
<tr>
<td><strong>Subjective norms</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>5.46 (0.59)</td>
<td>5.57 (0.84)</td>
<td>(P=.91)</td>
</tr>
<tr>
<td>T2</td>
<td>5.60 (0.63)</td>
<td>5.68 (0.73)</td>
<td></td>
</tr>
<tr>
<td><strong>Moral norms</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>5.88 (0.60)</td>
<td>6.28 (0.58)</td>
<td>(P=.41)</td>
</tr>
<tr>
<td>T2</td>
<td>6.08 (0.73)</td>
<td>6.35 (0.53)</td>
<td></td>
</tr>
<tr>
<td><strong>Barriers</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>3.09 (1.11)</td>
<td>2.78 (1.11)</td>
<td>(F_{1}=4.128) (P=.05)</td>
</tr>
<tr>
<td>T2</td>
<td>3.40 (1.09)</td>
<td>2.59 (0.94)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Social-cognitive variables range 1-7.

\(^b\)Intervention group: Cohen’s \(d=−0.63\), effect size=−0.30; Control group: Cohen’s \(d=−0.47\), effect size=−0.23.

**Figure 5.** Use of the intervention website modules.

**Discussion**

**Principal Findings**

In this paper, we report on the results of a randomized controlled trial testing the effectiveness of a Web-based intervention in the clinical practice of patient-centered care. The intervention was developed to optimize processes of shared decision making and self-management, following the protocol of Intervention Mapping. The objective was to increase health care professionals’ intention and behavior toward encouraging patient self-management.
Results indicated no intervention effect on the outcome measure of our study: the encouraging behavior of health care professionals. Results indicated no overall differences for social-cognitive determinants, intention and behavior, when the intervention group was compared with the control group. We narrowed the intervention group and took a closer look at the health care professionals that used the Web-based intervention. Results showed that these professionals experienced higher levels of barriers, meaning that time and organizational constraints withheld them and obstructed the planned behavior to encourage patients, compared with the professionals in the control group. Next to the overall results of the intervention, we took a closer look at possible effects in the (initial) intervention group. Results indicated a medium-size effect for perceived behavioral control, with no effect for the other social-cognitive determinants, intention and behavior. Professionals in the intervention group increased their perceived behavioral control and reported that they had more control over their skills necessary to encourage patients. The same effect was seen in the control group, which means that there was no overall effect when we compared the intervention group with the control group.

Our study showed that health care professionals had high intentions and planned their encouraging behavior. It also showed that health care professionals had positive attitudes and described more pros than cons toward encouraging patients. Further, the study showed a positive moral norm to be an encouraging professional. But scores on behavior were modest in comparison, and though health care professionals did plan the encouraging behavior, they did not practice the encouraging behavior. Also scores on subjective norm (meaning that colleagues, patients, and the organization value their encouragement) and scores on perceived behavior control as the skills needed, were modest. Attendance on the Web-based intervention and use of the website was sub-optimal. Less than half of the health care professionals used the module to change their professional behavior, and/or used the module to get support in their encouraging behavior toward patients, and/or used the module to improve patients’ intention and risk-reduction behavior. The module to improve patients’ intention and risk-reduction behavior was used most, followed by the module to support the health professional. The module to change professional behavior was the least used. Only in 1 of every 5 patients was the guideline following cardiovascular risk management used. We hypothesized that in the clinical practice of patient-centered care, shared decision making can optimize self-management using an eHealth-application, but we were not able to detect improvements in the processes of shared decision making and self-management of the patient.

Systematic reviews showed a clear relationship between the intentions of health care professionals and their subsequent behavior; these were found to be appropriate to predict their behavior, and can be used to improve behavior change interventions targeting health care professionals [33,34]. Although the intention to employ interventions to facilitate shared decision making is often suboptimal, the health care professionals in our study showed high intention scores [1,2]. If intention scores are already high at baseline, it is difficult to change the behavior scores in a positive direction. Research showed that medium-to-large changes in intention scores are needed to show small-to-medium changes in behavior [35]. That improvement in intention was not sufficient to change the behavior, is often a problem and can be related to the fact that the effectiveness of interventions is reduced with increasing levels of standard care [36,37]. We detected an increase in perceived behavioral control and other research showed that health care professionals’ perceived behavior control is an important determinant of behavior to improve shared decision making [1]. The improvement in perceived behavioral control is important, because this can lead to progress in (planning) the encouraging behavior. But it is unclear if we can attribute the change in perceived behavioral control as an intervention effect, because we also detected an increase in the control group. In our study, health care professionals experienced barriers that hinder them in their encouraging behavior, meaning that time and organizational constraints obstruct them in improving the processes of shared decision making and self-management in patient-centered care. Another intervention directed at optimizing shared decision making also showed that lack of time was a barrier although intentions were high [1,38]. Other research showed that barriers for using an intervention are also that health care professionals do not use the applications, poor usability or integration into professionals’ workflow, non-acceptance of recommendations, and also the intervention’s inapplicability due to patient characteristics and the clinical situation [1,17,38]. In our study, changing the health behavior in line with evidence-based recommendations as described in the guideline for cardiovascular risk management proved difficult, but was similar with other studies where only small or no effects were found [39].

The application of evidence-based behavior change techniques used in our intervention should offer insight regarding how an intervention may change intention and behavior. When intention and perceived behavioral control are targeted in an intervention, clinician behavior can be improved [35]. Methods used in our Web-based intervention were action planning and coping planning; however, better results on intention and the (maintenance) of the behavior change were not reached [36]. Professionals’ perception of perceived behavioral control is an important determinant of behavior to improve shared decision making [1]. The use of the method-guided practice with feedback probably did lead to increased perceived behavioral control and better skills. But, use of the method decisional balance to encourage listing of pros and cons of changing the behavior did not lead to better results on attitudes. The use of the method resistance to social pressure and mobilizing others for social support, showed a slight but non-significant increase in subjective norm. We showed that professionals did not use or discontinued using the Web-based intervention. Though health care professionals stated that they spend a lot of time on health education (58.4% in the intervention group and 54.4% in the control group), and the pre-test before implementation of the intervention showed that a more evidence-based and systematic approach could be done in the same time, health care professionals lost interest in the intervention and stopped using the application. This nonuse of the intervention or nonusage attrition is a documented problem in the search for intervention.
efforts [14]. Eysenbach [14] called this the methodological challenge in the evaluation of eHealth applications. A clinical decision support system can improve health care professionals’ performance when users are automatically prompted to use the website, but in our study the professionals themselves had to initiate use of the system [17]. A factor that may have influenced performance and attrition may be a lack of (immediate) advantage of working with the website for the health care professionals, or even encountering obstructions when working with the website. Another factor that may have influenced performance and attrition may be the compatibility with usual care and with workload. Also, the complexity of the intervention with (too) many modules may have influenced performance and attrition. The Web-based intervention was carefully developed following the Intervention Mapping protocol [7]. Health care professionals from the target group were involved in the development of the intervention, and they also pre-tested the application, but it may be that (too) much attention was directed at “does the website work as intended”.

Limitations

In a review by Légare, it was concluded that sufficient enrollment of health care professionals and patients is often a problem and needs attention in research designs [1]. Our estimated sample size was not achieved, although recruitment and follow-up period was extended, and strong attempts were made to encourage professionals. Changing intentions and the encouraging behavior of health care professionals proved difficult with many inhibiting factors. An explanation is probably a ceiling effect for intention and attitude, so little progress can be expected in the intervention group. This combined with the fact that our measures were based on self-reported intention and behavior can have caused recall bias. Also, a possible explanation is a selection of professionals with special interest in health education, participating in our study. Although randomization ensured that participants were evenly distributed, we noticed that a few professionals were trained for another intervention but were not selected and they choose to attend our intervention. A limitation that might also have influenced outcomes is that the website had to be used during regular consultation with the patient. Though professionals stated that they spend much of their consultation time on health education, it was not just a matter of focus on self-management during consultation time. Another limitation that might influence the outcome is that the professionals needed more training on how to work with the modules of the Web-based intervention.

An online intervention can support health care professionals but training should be an important part of implementation. A total of 12 health care professionals attended a demonstration meeting, including professionals in the waiting list control group. It may be that training on the job can improve the use of the Web-based intervention. Training may increase professionals’ perception of perceived behavioral control, because professionals need to learn to use the specific clinical decision support tool [1,12,40]. Training that uses practice exercises, repetition, and feedback leads to improved learning outcomes for health care professionals [18,39]. Training may improve the process of shared decision making and self-management, as may the implementation of patient-mediated interventions such as decision aids [38]. Other important facilitators for dissemination and implementation of innovations are increasing health care professionals’ motivation, and showing the intervention’s innovative impact on the clinical process and on patient outcomes [1,41,42].

Conclusions

The intervention was used by less than half of the participants and did not improve health care professionals’ and patients’ cardiovascular risk-reduction behavior. Health care professionals did not use the website intensively because of time and organizational constraints. Professionals in the intervention group experienced higher levels of barriers to encouraging patients, than professionals in the control group. We were not able to detect improvements in the processes of shared decision making and patient self-management. Although participant education level was relatively high and the intervention was pre-tested, it is possible that the way the information was presented could be the reason for low participation and high dropout. Further research embedded in professionals’ regular consultations with patients is required with specific emphasis on the processes of dissemination and implementation of innovations in patient-centered care.
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Abstract

Background: Online access to all or part of their health records is widely demanded by patients and, where provided in form of patient portals, has been substantially used by at least subgroups of patients, particularly those with chronic disease. However, little is reported regarding the longer-term patient use of patient-accessible electronic health record services, which is important in allocating resources. Renal PatientView (RPV) is an established system that gives patients with chronic kidney disease access to live test results and information about their condition and treatment. It is available in most UK renal units with up to 75% of particular patient groups registered in some centers. We have analyzed patient use out to 4 years and investigated factors associated with more persistent use.

Objective: Our aim was to investigate RPV use by patients over time from initial registration in order to understand which patients choose to access RPV and the endurance of its appeal for different patient groups.

Methods: We analyzed an anonymized extract of the database underlying RPV containing information on patient registration and events including patient access and the arrival of new blood test results or letters that patients might wish to view.

Results: At the time of the extract, there were 11,352 patients registered on RPV for 0-42 months (median 17). More than half of registrants became persistent users, logging in a median of 2.0 times each month over post-registration intervals of up to 42 months (median 18.9). Provision of assistance with first logon was strongly associated with becoming a persistent user, even at 3 years. Logons by persistent users occurred around the time of consultations/tests, strongly suggestive of patient engagement. While indices indicative of greater deprivation were the strongest determinants of non-participation, they had negligible influence on drop-out rates among established users.

Conclusions: In this mature patient portal system, a large proportion of patients made regular use of their online health records over protracted periods. The patterns and timing of use indicate strong patient interest in detailed information such as recent test results and clinic letters. Supporting patients through the first steps of establishing access to their online records is associated with much higher rates of long-term use of RPV and likely would increase use of other electronic health records provided for patients with chronic disease.

(J Med Internet Res 2014;16(10):e241) doi:10.2196/jmir.3371
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Introduction

Patient-accessible electronic health records (EHRs) could have many advantages, but patient enthusiasm and use have been variable [1,2]. The more successful systems have provided information that patients or relatives need, usually in the setting of chronic disease [3-8], high criticality [9], or pertinence [10]. Variation in uptake and use has been related to social factors, and concerns have been expressed about a digital divide [11-15] and the cost in relation to utilization and health outcomes [16].

While patient use of EHRs has been evaluated in several studies, patients’ continuing use over longer terms has not been reported. Renal diseases are mostly chronic conditions and sometimes progressive, so dialysis or renal transplantation is required. Patients with progressive or end-stage renal disease are under regular specialist supervision for the rest of their lives. They may therefore have a strong incentive to become interested in the monitoring and treatment of their condition. In particular, blood tests change in important ways in kidney disease and are typically undertaken every 3-12 months in CKD patients and patients with stable transplants, and monthly in patients receiving center-based hemodialysis.

Renal PatientView (RPV) was established in 2004 to provide information to patients with chronic kidney disease (CKD) (see the Renal PatientView website for a demo [17]). RPV enables patients to see their unscreened blood test results, doctor’s letters, information links, and certain other health data using a standard Web browser on any computer. There is no financial barrier or incentive to patients’ use of the system. Renal units make small annual payments for access. Patients are made aware of RPV in various ways including during consultations and by local advertising. Interested patients sign a request for their health data to be sent from their treatment center to RPV and then receive the link to RPV, a user name, and password with which to access RPV from a Web browser. The first time patients log on to RPV, they are required to change their password. Every logon is recorded so it is possible to determine when and for how long patients choose to continue their use of RPV.

Patient and staff responses to RPV have been quite positive (in the case of staff, this is despite common early hesitancy) [6,18]. RPV has been offered to patients of an increasing proportion of renal units in the United Kingdom since 2005, and by mid-2013 it was implemented in 60 of the United Kingdom’s 73 renal units.

In order to better understand variation in RPV uptake and persistence of usage, we analyzed the registration and access log data from the RPV server log files collected over nearly 4 years.

Methods

Description of the Datasets

RPV data extant on September 7, 2009 (the RPV census date), were stripped of patient identifiers and transferred to a research database. Subsets of the data were extracted to R for statistical analysis (the R Foundation for Statistical Computing [19]).

The dataset comprised patient factors listed in Table 1. Deprivation scores were obtained by searching patients’ postal codes against the Index of Multiple Deprivation (IMD; available for postal codes in England and Wales) and Scottish Index of Multiple Deprivation (SIMD; available for postal codes in Scotland) databases, which associate postal codes of residence with measures of deprivation determined from the UK National Census [20]. The merits of using (S)IMD measures of deprivation was discussed recently [21]; in summary, they attempt a measure of the overall deprivation experienced by people living in an area by combining 38 indicators across seven domains (income; employment; health and disability; education, skills, and training; barriers to housing and other services; crime; living environment), weighting in particular income and employment. Deciles of rank deprivation were analyzed in preference to raw scores to reduce the number of levels for comparisons and mitigate any effects of the slightly different weighting used in deriving IMD and SIMD scores. Focus on the extremes of the deprivation range was achieved by further consolidation of the rank scores into three levels as described in Table 1.

Center factors were defined to capture possible influences from the centers providing renal services to patients. Centers were classified according to the date RPV was first offered to patients, the proportion of the Renal Replacement Therapy (RRT) population recruited to use RPV, and their provision or not of extra support to patients registering with RPV for the first time (assisted start).
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Table 1. Patient factors.

<table>
<thead>
<tr>
<th>Patient factors</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years</td>
<td>&lt;18, 18-34, 35-54, 55-74, &gt;75</td>
</tr>
<tr>
<td>Gender</td>
<td>M/F</td>
</tr>
<tr>
<td>Treatment</td>
<td>Includes most dependent patients</td>
</tr>
<tr>
<td></td>
<td>Hospital HD&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Home HD/PD&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Transplant</td>
</tr>
<tr>
<td></td>
<td>Not on RRT&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Deprivation&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>By decile</td>
<td>1-10</td>
</tr>
<tr>
<td></td>
<td>1 is most deprived</td>
</tr>
<tr>
<td>By three groups</td>
<td>High</td>
</tr>
<tr>
<td></td>
<td>Deciles 1 and 2</td>
</tr>
<tr>
<td></td>
<td>Middle</td>
</tr>
<tr>
<td></td>
<td>Deciles 3-8</td>
</tr>
<tr>
<td></td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td>Deciles 9 and 10</td>
</tr>
<tr>
<td>Access log data</td>
<td>Dates and times of every logon</td>
</tr>
<tr>
<td>Blood test results</td>
<td>Sample dates and values</td>
</tr>
<tr>
<td>Center</td>
<td>Unit code</td>
</tr>
<tr>
<td></td>
<td>UK renal registry code of treatment center</td>
</tr>
</tbody>
</table>

<sup>a</sup>HD: hemodialysis.  
<sup>b</sup>PD: peritoneal dialysis.  
<sup>c</sup>RRT: renal replacement therapy, so HD, PD, or transplant.  
<sup>d</sup>Deprivation measures: see text.

Classification of Users by Logon Activity

Figure 1 shows the approach taken to classify registrants according to their completion of the initial logon and password change procedures, their making logons during the first month post-registration through making logons right up to the time the RPV census was taken (persistent users). Registrants were classified into the following groups: (1) insufficient interval of follow up - patients enrolled within 6 months of the RPV census date were excluded from classification on the basis of logon activity as insufficient time had passed to determine any pattern, (2) patients that never log on, (3) early lappers, that is, patients who log on only during the first month post registration, (4) late lappers, that is, patients who at the time of census had not logged on for 6 months and for whom there had been at least 2 sets of blood result uploads (patients were therefore not deceased and had some incentive to log on), and (5) persistent users, that is, all other patients.

For some studies, patients were also classified by treatment in order to enable comparison with an appropriate overall UK population. This enabled comparison of adult RPV registrants in receipt of renal replacement therapy with the overall UK adult population in receipt of renal replacement therapy at the time of the RPV census as recorded at the UK Renal Registry report 2009 [22].
Exploration of Factors Possibly Associated With Registration and Usage

Statistical analysis used the R framework [19]. Logistic regression used the glm program of the R stats package. The approach was to initially include all the factors listed above, then iteratively remove less significant factors and test the reduction in variance explained by the simplified model (analysis of variance) to decide their removal.

Persistence of Use

Survival (of RPV use) analysis employed the survplot program [23]. Use was viewed as beginning on date of first logon and ending on date of last logon. Use durations were right-censored where last logon dates were judged consistent with continuing use of the system: specifically, last recorded logon was either within 6 months of the RPV census date, or earlier but not succeeded by at least 2 results events (suggesting infrequent follow-up). The last provision also right-censored patients who had been users of RPV up to death.

Analysis of Logon Activity

The overall intensity of use was computed by counting, for each patient who completed at least 1 logon, the total number of logons made and dividing by the number of months between registration and census to compute logons per month. The distribution of the logarithm of logon activity across the patient population was approximately normal (see Results), enabling patients to be classified by the quartile (Q1-Q4) that their individual log (logons per month) fell in the overall log (logons per month) distribution.

The timing of logon events in relation to test results was explored first with a plot devised to show the activity of individual patients as series of colored dots along a horizontal timeline. The activity of approximately 100 patients could be plotted without obscuring individual patient events, so plots show random selections of patients from appropriate subgroups ordered by the duration of logon activity. The overall tendency of logon events to occur close in time to test result events was explored by computing for every logon event the interval to the closest result event and constructing a histogram to show the proportion of logons by interval to closest test date. Significance was assessed by comparing histograms made with randomly shuffled logon times or test times.

Results

Which Patients Register to See Their Records?

At the time of the RPV census, 11,352 patients had been registered from 37 of the United Kingdom’s 73 adult centers. The characteristics of the 11,352 registrants are shown in Table 2. Their age and sex distribution broadly parallels the age range and male propensity of renal disease [22]. To assess factors that might be associated with registration for RPV, the characteristics of registrants in receipt of renal replacement therapies (n=6646) was compared with that of all UK patients in receipt of renal replacement therapies (N=44,649). Overall, 14.8% of UK adult RRT patients were registered with RPV, but there were significant differences in the proportion registered by age, treatment, and deprivation (Table 3). The proportion registered in the 18-34 and 35-54 age groups were almost twice that of...
the over 75 age group, and the proportion among patients with transplants or on home-based dialysis (peritoneal dialysis or home hemodialysis) was about 70% greater than that of hospital hemodialysis patients. The proportion registered increased almost linearly with increasing rank deprivation score (ie, with lower deprivation) (Figure 2). Patients residing at postal codes associated with the lowest levels of deprivation (rank 10) were 2.4 (England and Wales) to 3.2 (Scotland) times more likely to be registered for RPV than those at postal codes associated with the highest deprivation (rank 1). There were no significant differences by gender.

Table 2. Description of the entire RPV-registered population (N=11,352).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Proportion, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years</td>
<td></td>
</tr>
<tr>
<td>&lt;18</td>
<td>1.6</td>
</tr>
<tr>
<td>18-34</td>
<td>11.6</td>
</tr>
<tr>
<td>35-54</td>
<td>37.9</td>
</tr>
<tr>
<td>55-74</td>
<td>38.9</td>
</tr>
<tr>
<td>&gt;75</td>
<td>10.0</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>59.9</td>
</tr>
<tr>
<td>Treatment</td>
<td></td>
</tr>
<tr>
<td>Hospital HD</td>
<td>19.4</td>
</tr>
<tr>
<td>Home HD/PD</td>
<td>6.7</td>
</tr>
<tr>
<td>Transplant</td>
<td>32.8</td>
</tr>
<tr>
<td>Not on RRT</td>
<td>41.0</td>
</tr>
</tbody>
</table>

Table 3. Description of the RRT-dependent subgroup (n=6646) of the RPV-registered population compared with the overall UK RRT population by age, gender, and treatment (N=44,649)\(^a\).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Proportion registered for RPV of all UK RRT patients, %</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>16.1</td>
<td>( P&lt;.001 )</td>
</tr>
<tr>
<td>35-54</td>
<td>16.6</td>
<td></td>
</tr>
<tr>
<td>55-74</td>
<td>14.8</td>
<td></td>
</tr>
<tr>
<td>&gt;75</td>
<td>8.4</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td>Not significant</td>
</tr>
<tr>
<td>Male</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>14.6</td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td></td>
<td>( P&lt;.001 )</td>
</tr>
<tr>
<td>Hospital HD</td>
<td>10.5</td>
<td></td>
</tr>
<tr>
<td>PD</td>
<td>17.7</td>
<td></td>
</tr>
<tr>
<td>Transplant</td>
<td>16.6</td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>14.8</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Significance of comparisons estimated by Pearson’s chi-square test statistic.
The penetration (proportion of adult RRT patients registered) by center ranged from 6-75% (median 32) for centers enrolling at least 6 months. The variation was only in part explained by differences in the duration of recruitment effort (6-48 months) (Figure 3), so very likely it was influenced by centers’ recruitment practices. One very significant difference in recruitment practice was identified (see below), but formal definition of the influential factors is a goal of ongoing investigation. It is noteworthy, however, that many of the centers with higher recruitment have enthusiastic local proponents of RPV within their clinical teams.

**Figure 2.** RPV registration by patient deprivation. The proportion of adult RRT patients registered for RPV is shown by patient rank deprivation (1-10, 10 is least deprived) for patients with postal codes in Scotland (filled diamonds) or England & Wales (open diamonds).
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**Figure 3.** RPV registration by center. Number of registrants (top chart) and proportion (%) of available RRT patients registered for RPV is shown by renal center, ordered by the start date of patient enrollment. The duration of active RPV enrollment is superimposed on the bottom chart; duration ranged from 0.5-4 years.
Completing First Logon

About one-fifth (23.20%, 2634/11,352) of registered patients never logged in despite having signed up and having been sent details. Logistic regression indicated that the strongest registrant-specific effects (up to 2-fold) were age and treatment group (Table 4). Registrants in middle age were more likely to complete first logon than younger (<34) and older (>75) registrants, and registrants with a transplant were more likely to log on than patients on hemodialysis. The complex influence of age was further studied avoiding arbitrary age grouping by using a general additive model and non-parametric smoother (Figure 4B). This revealed that the small number of very young registrants were the most likely of all to complete first logon, presumably represented by their parents.

The effect of deprivation was also very significant. Registrants from addresses associated with greatest deprivation were more likely to not complete first logon (OR 1.24, 95% CI 1.08-1.42), whereas registrants with addresses associated with low levels of deprivation were less likely to not complete first logon (OR 0.79, 95% CI 0.65-0.97), both compared with registrants of middle rank deprivation, indicating a negative influence of deprivation beyond that on becoming registered, as described in other chronic disease populations [11,12].

Table 4. Odds of not persisting with RPV use at proposed hurdles\(^a,b\).

<table>
<thead>
<tr>
<th></th>
<th>Odds not completing initial logon (N=9552), OR (CI)</th>
<th>Odds lapse early (N=822 vs 7427), OR (CI)</th>
<th>Odds lapse late (N=1401 vs 6023), OR (CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (compared with age 35-54)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;18</td>
<td>1.81 (1.27-2.55)</td>
<td>1.02 (NS)</td>
<td>0.76 (NS)</td>
</tr>
<tr>
<td>18-34</td>
<td>1.32 (1.12-1.56)</td>
<td>1.21 (NS)</td>
<td>1.03 (NS)</td>
</tr>
<tr>
<td>55-75</td>
<td>0.98 (NS)</td>
<td>1.02 (NS)</td>
<td>1.11 (NS)</td>
</tr>
<tr>
<td>&gt;75</td>
<td>1.41 (1.19-1.66)</td>
<td>1.46 (1.12-1.90)</td>
<td>1.58 (1.27-1.96)</td>
</tr>
<tr>
<td><strong>Treatment (compared with hospital HD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre RRT</td>
<td>1.0 (NS)</td>
<td>0.83 (NS)</td>
<td>0.37 (0.31-0.44)</td>
</tr>
<tr>
<td>Home HD/PD</td>
<td>0.88 (NS)</td>
<td>0.96 (NS)</td>
<td>0.68 (0.53-0.86)</td>
</tr>
<tr>
<td>Transplant</td>
<td>0.60 (0.52-0.69)</td>
<td>0.61 (0.49-0.75)</td>
<td>0.45 (0.38-0.52)</td>
</tr>
<tr>
<td><strong>Deprivation (compared with middle)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Greatest</td>
<td>1.24 (1.08-1.42)</td>
<td>1.73 (1.40-2.13)</td>
<td>—</td>
</tr>
<tr>
<td>Least</td>
<td>0.79 (0.70-0.89)</td>
<td>0.79 (0.65-0.96)</td>
<td>—</td>
</tr>
<tr>
<td>Unit offering RPV &lt;2 years</td>
<td>2.04 (1.41-2.93)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Unit registration rate(^c) in Q3 (Q2 also significant)</td>
<td>0.79 (0.65-0.97)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Unit offering routine assisted start</td>
<td>0.31 (0.21-0.46)</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

\(^a\)Summaries of models obtained by logistic regression for the likelihood that patients choose not to persist with use of RPV at the three decision points: (1) choosing not to complete first logon, (2) having made an initial logon choosing not to logon on again beyond 1 month (lapse early), and (3) discontinuing logons at some later time (lapse late).

\(^b\)Odds ratios are shown for the influential factors followed in brackets with 95% confidence intervals or NS if the interval spans 1.0. Factors marked with a dash (—) were removed because of insignificant effects in the indicated model. Gender had insignificant effects in all models.

\(^c\)Analysis restricted to the 9552 (of 11,352) registrants with complete data. The major reason for exclusion was missing treatment type as a result of this parameter not being recorded by one major center (1009 registrants). Alternative analysis including these 1009 registrants and excluding treatment as a factor did not for any other factor change the assignment of significance and only slightly altered the ORs.

\(^d\)Centers were grouped in quartiles of percentage enrollment of RRT patients as a measure of a center’s effectiveness in recruiting patients to RPV.
Figure 4. Interval from registration and likelihood of completing first logon. A: the median interval in days between registration and initial patient logon by renal center. The size of markers is proportional to total number of registrants at each center. Two centers are remarkable for completing the process within a day for most patients (87% of patients at the larger center). B: Probability of completing first logon by age. A logistic (completed first logon = T/F) general additive model (non-parametric) was constructed using the mgcv package to model the likelihood of patients completing first logon by age at time of registration without assumption as to the shape of any relationship.

Interval Between Registration and First Patient Logon
The interval between registration and first logon was investigated because it was thought likely to be a marker of patient enthusiasm. However, the interval was dominantly influenced by center (Figure 4A). Most striking was the very short interval (<1 day) at two centers (Carshalton and Southend) leading to the discovery that these centers had elected to have an administrator help patients complete their first logon immediately after registering, in contrast to the usual practice of sending logon instructions by mail. Unsurprisingly, patients of these 2 centers were unlikely to not complete first logon (OR 0.31, 95% CI 0.21-0.46) when compared to patients of all other
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centers. More importantly, this practice also influenced subsequent logon behaviors (see below).

**Persistence of Use After First Logon**

There was substantial variation in both the frequency and persistence of RPV logon activity subsequent to first logon. As some registrants had been registered only shortly before the RPV census such that their logon activity was too brief to be assessed, analysis of subsequent logon activity was restricted to the 8249 registrants who completed first logon more than 3 months prior to the census. Three broad patterns were distinguished (Figure 1); 822/8249 (9.96%) made no logon beyond the first month suggesting they were disinclined to continue engagement (early lapse). Of the 8249 (90%) who made use of RPV beyond 1 month, most (6023/8249, 73.01%) made continued use up to the census date (persistent users), but 1404 (16.98%) were judged to have lapsed (perhaps wrongly, see Discussion) in their use of RPV because at least 6 months had passed and at least 2 sets of test results had been uploaded since last logon (continued arrival of test results confirming that they were still alive). The 8249 registrants who made at least one logon went on to make a total of 1-914 (median 14, mean 42.7) logons over 0-42 months. Among those classified as lapsing and persistent users, the median number of logons was 4 and 26 respectively.

Factors that might influence subsequent logon behavior were investigated first by logistic regression. Early lapse was associated with age over 75 and greater deprivation and was less likely in transplant recipients (Table 4). Late lapsing was associated with age over 75 and treatment by hospital hemodialysis. Interestingly, deprivation was not a significant factor in this cohort of established RPV users.

Survival analysis was used to better understand lapses in use of RPV over time, plotting probability of continuing use by time for users partitioned by relevant factors (Figure 5). Overall, the probability of continuing use was 0.61 (95% CI 0.602-0.621) at 6 months falling gradually by about 0.04 per year (6 months 0.61, 12 months 0.58, 18 months 0.56, 24 months 0.54, 30 months 0.52). Interestingly, while greater deprivation was associated with substantially reduced probability of continuing RPV use at 6 months, as might be expected [14], the subsequent rates of attrition were similar in all three deprivation groups. In contrast, the greater early attrition in the elderly and hemodialysis treated was followed by a continuing higher rate of attrition than in the young and those with transplants.

The substantially greater early use observed in users at centers offering assisted starts was succeeded by a slightly greater rate of attrition out to 2.5 years leading to some convergence of the survival curves, but the beneficial influence remained highly significant.
Patterns of Use Over Time and in Relation to Test Results

An immediate peak of very frequent logons was observed, which settled to a slowly declining average rate of logons. This concealed a highly variable rate of logons for individual patients, with periods of intense activity associated with periods of more frequent test results. These periods are likely to be times of medical uncertainty; for instance, some could be around transplantation or other hospital admissions.

Frequency of use overall was assessed from the number of logons made by patients divided by the interval between first and last logon. This analysis was limited to the 5808 users who had made at least three logons over at least 3 months after first logon; 87.55% (5085/5808) were persistent users and 12.45% (723/5808) late lapsers. The median number of logons per month was 1.8 (2 for persistent users, 0.94 for lapsers) with a markedly skewed distribution (range 0.08-84) (Figure 6A). Subsequent comparisons were made of the natural logarithm of logons per month, which was distributed near normally (Figure 6B), categorized by quartile (Q1-Q4 where Q4 exhibits the heaviest use). The proportion of male and female users with Q1-Q4 logon frequency was very even, but with respect to age, users in the two younger age groups had a predominance of higher frequency logon activity (Q3 and Q4) and users in the oldest age group had a predominance of lower level activity (Q1 and Q2) (Figure 6C). In contrast with the negative influence of greater deprivation on registration and initial logon, within this cohort of established users, patients with addresses associated with greater deprivation exhibited a slight predominance of higher logon activity (Figure 6D). With respect to treatment type (Figure 6E), users on home-based dialysis included the highest proportion of higher-level users, which suggests patient self-monitoring. Higher-level use was also prevalent among users on hospital hemodialysis, a population that in most centers has frequent blood test monitoring (commonly monthly), providing frequent incentive to check results.

The patients exhibiting the most frequent logon activity (top 5%) were also analyzed separately. None of the factors available was associated with this extreme pattern of use.

Most logon events occurred on weekdays and between 08:00-22:00; in particular, Sunday logon was not popular (Figure 6G and H). No differences in the times of logon events was observed by age, sex, treatment group, or deprivation.
The time of logons to RPV was also examined in relation to the most proximate blood tests because surveys had suggested that accessing blood test results was a major reason for using RPV. First logon events were plotted against interval since first logon to visualize the patterns of logon activity. Examples are shown in Figure 7. There was clear variation in patient logon activity with the most intense activity typically occurring over short periods during which it is likely clinical circumstances increased the need for frequent updates. Most events occurred in the week after new blood test results became available when logons were likely performed to get the results. This was investigated further by determining for all logon events the interval from the most proximate new test result date: 75% of logons occurred within 2 weeks of new results becoming available (Figure 7C). The most likely interval was 0-1 day (21.6% of all logons), followed by 1-2 and 2-3 days (0-3 together 45% of logons), but surprisingly the 4th most common interval was the 24 hours before blood tests were taken, when results could not possibly be available. Indeed, 10.8% of all logons occurred in the 3 days leading up to a blood test, suggesting that registrants are reviewing their results before a clinical encounter.

Figure 6. Logon activity. A-F: Patients classified by quartile of log (count of logons per month) (defined in panels A and B as described in the Methods), and comparisons made of the partitioning of Q1-Q4 activity patients by the factors shown. The even spread by gender contrasts with that by age (C) and treatment type (E). G-H: Histograms of counts of logons made by day of week (G) and time of day (H).
Figure 7. Relationship between times of patient logons and blood test results. A, B: Individual logon events shown by interval (in weeks) since first logon for randomly selected lower (A) and higher (B) frequency transplant recipient users where each selected patient’s activity is depicted by a horizontal series of colored dots. Most logon events are red indicating they occurred less than 1 week after a new blood result event. Superimposed is the proportion (% on the right hand axis) of patients in the respective activity groups that log in each week post first logon. C: Histogram (1 day bins) showing the predominance of logons occurring 1-3 days after tests is strikingly different from that observed with randomly shuffled data.

Discussion

High Rate of Persistent Use

It is striking and encouraging for advocates of patient-accessible EHRs that over half of registrants became persistent users (median of 2 logons per month) with only a small proportion (about 4% per year) discontinuing regular use out to 3.5 years. More persistent use was expected as CKD is a chronic condition, but the rate is much higher than the 26-33% reported in other studies that have assessed use by patients with chronic diseases (eg, [7,8]). RPV was developed by clinicians with close involvement of patients and iteratively improved over years to meet patients’ needs, but other systems make similar claims. Clearly RPV is providing services with an enduring appeal to users, and the results suggest that key among these is the timely provision of blood test results.

Access to Timely Blood Test Results is a Key Driver to Renal PatientView Use

Blood test results are important in the continuing management of CKD informing, for example, the need for and effectiveness of dietary prescriptions as well as the progression of kidney failure or transplant performance, and many patients take a close interest encouraged by their doctors. Provision of timely blood test results was a core design goal for RPV and was identified as a key attraction for users in a small survey [6]. The current data provide strong support for the importance of this service demonstrating that 45% of all logons occur in the 3 days after a blood test was taken, presumably to look up the results. As well as indicating that access to results is what patients want, the finding is also indicative of a patient group that is engaged with their treatment—why otherwise look up the results and try to interpret their meaning? Further support comes from the observation that almost 11% of logons took place shortly before clinical encounters, suggestive of engaged patients wishing to be current with their results before potential opportunities to discuss their management with clinicians. Certainly clinicians report that consultations with some patients have changed as a result of patients’ access to RPV. An important question for ongoing study is the influence, if any, on the achievement of treatment goals as a result of greater patient involvement.

Frequency and Timing of Use

Analyzed as a group, after an early phase of frequent logons, during which patients may be gaining familiarity with the system and learning from the information links provided, the frequency of logons by persistent users settles to a median of 2 logons per month with most logons during usual waking hours and the working week (Figure 6F, G). This is approximately twice the rate at which new results become available for most patients. Analysis at the individual patient level reveals considerable variation including some patients making very frequent logons (several per day), but in most cases this was observed to be short lived (a few weeks or months), possibly reflecting periods of greater concern, such as around the time of transplantation. Greater understanding will require a formal qualitative analysis, which is underway.

Initial Patient Support Increases Persistent Patient Use

It is well recognized that initial authentication of new users is a substantial barrier for some patients. In the current data, 20% of patients never made a single logon despite having completed

http://www.jmir.org/2014/10/e241/
a registration form, returned it to the center administration, and become registered. The first logon procedure for new RPV users is explained in the registration letter and requires navigation of an internet browser to the RPV website, entering the temporary credentials and creating a new password. An important observation from the current data is that providing additional support targeted just at this first logon hurdle has a profound and long-lasting positive influence on patient use. Two centers adopted the practice of providing initial support in the form of face-to-face or over-the-phone guidance through the first logon procedure, with about a 20% increase in the probability of patients’ continuing use of RPV at 3 years (Figure 5, bottom left). Most centers give little to no active instruction at present. It may be that sufficient support could be provided more broadly without unmanageable cost implications. This will become clearer if the practice becomes more widespread as is being encouraged by the current guidance to units providing RPV [24]. It must be noted that this was a serendipitous retrospective finding, so further study is required. However, the results support a compelling case to better understand the practical issues faced by patients in accessing online records and the effectiveness of support strategies, both of which we are addressing in current research.

Mixed Inclusiveness of Access

Inclusiveness is a concern in digital service provision [11,12,15,25,26]. It is remarkable that we observed no sex difference in any of the measures studied, as most studies show that women are more likely to seek medical advice and information both in person and online. Age was influential—RPV users are slightly younger than non-users (3 years on average)—but this small difference may be reducing as it was 7 years in an earlier survey of RPV users, admittedly comparing results obtained by different methods (survey versus log data). It is possible that logon sharing decreased sex and age differences. RPV encourages patients to share logons and many do. Up to 40% have shared logons in small surveys, and some are dependent on others to log on for them.

Level of deprivation was strongly associated with RPV registration and initial use. This is a new observation with regard to RPV but was anticipated from the results of many studies of access to EHRs and health care information on the Internet [11,12,25,26]. However the frequency of use of RPV is actually higher and the rate of drop-out after first logon is lower among users of greater deprivation. The explanation for this difference could be trivial (deprivation by postal code is imperfect) or very significant for best design of approaches to recruitment and initial support that are effective across the patient population. Digital exclusion is identified by the Department of Health in the United Kingdom as an area of high current concern [27]. Follow-up studies will address this and also determine whether the deprivation gradient is reducing with time (as it seems to be for age). Other means of access to RPV (digital TV, smartphones) are also under consideration.

Conclusions

Renal PatientView attracts strong and sustained use by many renal patients in the United Kingdom. The current data indicate that prevalent center and patient factors underlie considerable variation in RPV uptake and use. These require further study, but it is already clear that centers should consider reviewing their approach to recruiting and supporting patients and possibly identify patients that are not using RPV post-registration to offer targeted help.
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Abstract

Background: Internationally, up to 15.1% of intensive Internet use among adolescents is dysfunctional. To provide a basis for early intervention and preventive measures, understanding the motives behind intensive Internet use is important.

Objective: This study aims to develop a questionnaire, the Internet Motive Questionnaire for Adolescents (IMQ-A), as a theory-based measurement for identifying the underlying motives for high-risk Internet use. More precisely, the aim was to confirm the 4-factor structure (ie, social, enhancement, coping, and conformity motives) as well as its construct and concurrent validity. Another aim was to identify the motivational differences between high-risk and low-risk Internet users.

Methods: A sample of 101 German adolescents (female: 52.5%, 53/101; age: mean 15.9, SD 1.3 years) was recruited. High-risk users (n=47) and low-risk users (n=54) were identified based on a screening measure for online addiction behavior in children and adolescents (Online-Suchtverhalten-Skala, OSVₖ-S). Here, “high-risk” Internet use means use that exceeds the level of intensive Internet use (OSVₖ-S sum score ≥7).

Results: The confirmatory factor analysis confirmed the IMQ-A’s 4-factor structure. A reliability analysis revealed good internal consistencies of the subscales (.71 up to .86). Moreover, regression analyses confirmed that the enhancement and coping motive groups significantly predicted high-risk Internet consumption and the OSVₖ-S sum score. A mixed-model ANOVA confirmed that adolescents mainly access the Internet for social motives, followed by enhancement and coping motives, and that high-risk users access the Internet more frequently for coping and enhancement motives than low-risk users. Low-risk users were primarily motivated socially.

Conclusions: The IMQ-A enables the assessment of motives related to adolescent Internet use and thus the identification of populations at risk. The questionnaire enables the development of preventive measures or early intervention programs, especially dealing with internal motives of Internet consumption.

(J Med Internet Res 2014;16(10):e230) doi:10.2196/jmir.3398
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Introduction

Internet use among so called “digital natives” [1,2] is linked to all areas of life [3-7]. For example, every German household containing young people aged between 12 and 19 years is equipped with a computer or laptop [5]. In addition, personal computers are no longer the most common way of accessing the Internet in Europe. There has been unequivocal growth in access to the Internet via handheld or portable devices (eg, touchpads and smartphones), showing that the Internet is now...
accessible to everyone [3,5]. Therefore, we can assume the existence of a generation that has grown up with the latest technologies from a very young age [1,2] and that Internet use is an extremely widespread phenomenon. This situation can be clearly explained by the fact that the Internet is a convenient source of information, social contacts, education, shopping, and recreational activities [6-10] that simplifies everyday life.

The Internet also has a negative side. The inclusion of Internet Gaming Disorder in Section III of the Diagnostic and Statistical Manual of Mental Disorders (Fifth Edition) (DSM-5) [11] illustrates the relevance of Internet addiction. Furthermore, different studies in several countries show that for 1.2% to 15.1% of cases, the intensive Internet use of adolescents can be classified as problematic [12-17]. Initial results from longitudinal studies even give rise to the suspicion that the disorder is highly stable [18].

To provide a basis for early intervention and preventive measures, we need to understand how the frequent Internet use of approximately 8% of adolescents becomes a problematic or dysfunctional behavior. Regarding the relationship between the Internet and all areas of life [5-7] and the suggested DSM-5 criteria for Internet addiction [11], the duration someone spends online does not appear to be a valid criterion. Thus, getting to know the motives behind adolescent Internet consumption is important.

Concerning motives for media use in general, McQuail [19,20] assumes 4 basic motives: information, personal identity, integration and social identity, and entertainment, the latter covering relaxation, emotional relief, recreation, and more. Recent research regarding the motivations of Internet use in particular found the existence of instrumental motives, such as information seeking and social interaction, as well as a relationship between personality types and Internet use [6,21-28]. For example, Amiel and Sargent developed the Internet Motives Questionnaire [21], which measures the 4 instrumental motive groups interpersonal/communication utility, entertainment utility, information utility, and convenience.

Based on this 4-dimensional model, Cooper [38] developed the Drinking Motive Questionnaire (DMQ-R; German, French, and Italian version by Kuntsche et al [39]), which comprises 5 items per dimension. Although originally developed to understand alcohol use, the DMQ-R with its 4 motivational factors has already been successfully adapted to several behaviors beyond alcohol use (eg, gambling [41], sexual risk-taking behavior [42], and listening to music [43]). Given the success of previous adaptation attempts, the fact that McQuail’s [19,20] basic motives for using media in general are reflected in the 4-dimensional model of Cooper [38] and the current state of research that assumes social interactions and conformity as motives for Internet consumption (as described previously), it is likely that Cox and Klinger’s motivational model can be applied to Internet use.

Table 1. Classification of drinking motives based on the Motivational Model of Alcohol Use by Cox and Klinger [36,37].

<table>
<thead>
<tr>
<th>Source</th>
<th>Positive valence</th>
<th>Negative valence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internal</td>
<td>Enhancement motives</td>
<td>Coping motives</td>
</tr>
<tr>
<td>External</td>
<td>Social motives</td>
<td>Conformity motives</td>
</tr>
</tbody>
</table>

There are, however, a number of gaps in current research. First, not much is known about affectivity, which plays an important role in understanding problematic Internet use. In fact, there are instruments for measuring Internet addiction and instrumental motives for using the Internet. In 1998, for example, Young [29] developed the first instrument for measuring Internet addiction, the Internet Addiction Test (IAT), which was translated into various languages and validated in different samples [30-33]. Also, the previously mentioned Internet Motives Questionnaire assesses motives that are more instrumental as they target the affective function the Internet serves for adolescents.

According to the motivation model of McClelland [34], affective change is assumed to be the driving force behind human behavior. Hence, striving for positive affect and escaping or relieving a dysphoric mood is seen as the basis of motivational (Internet) behavior and thus, according to the DSM-5, a criterion for Internet use disorder [11].

Second, none of the studies were based on a theoretical framework defining the dimensionality of motives for Internet use a priori. One exception is the Motives for Online Gaming Questionnaire (MOGQ) [35]. The MOGQ is based on a theoretical approach, although this model was developed by observing online players. Thus, the questionnaire is specific to Internet gaming and, therefore, not applicable to Internet use motives in general.

One promising approach that includes affectivity and allows the classification of the motivation behind human behavior was proposed by Cox and Klinger [36,37]. The Motivational Model of Alcohol Use assumes that people display a certain behavior to achieve expected or desired effects [38-42]. Motives can be classified by means of the valence and the source of the expected affective change. The valence is either positive (ie, to increase positive feelings) or negative (ie, to decrease negative feelings); the source can be internal (eg, in respect to one’s own bodily sensations) or external (eg, in respect to significant others). Crossing these 2 dimensions results in the 4 motive categories enhancement, coping, conformity, and social as shown in Table 1 [40-44].
(2) every subscale of the IMQ-A (coping, enhancement, social, and conformity motives) has at least satisfactory internal consistency, (3) based on evidence from studies on alcohol use [38,39] and gambling [41], we expect enhancement and coping to be associated with high-score Internet use, but not social or conformity motives, and (4) problematic and nonproblematic Internet users differ with regards to their motives for going online.

Methods

Pretest
To examine the usefulness and quality of the IMQ-A, 70 students (female: 71%, 50/70; age: mean 15.90, SD 0.89 years) from 2 schools in Bamberg (Bavaria, Germany) completed a paper-and-pencil questionnaire in January 2011. The students had to answer the 20 items of the initial IMQ-A as well as questions concerning the comprehensibility of the items and the usefulness of the questionnaire. This allowed duration, comprehensibility of the content, and linguistic matching with the target group to be examined. Following the evaluation, particular items were adapted based on feedback from the students.

Study Design
Data were collected in a Web-based survey from June to September 2011 using the free software package onlineFragebogen [45]. Online questionnaires are usually characterized by good acceptance among adolescents, high data quality, and external validity, particularly when participants complete the questionnaire voluntarily and without temporal constraint [46,47].

The participants were recruited in the German districts of Thuringia, Saxony, and Bavaria through posters, a press release, Facebook, various sports and youth clubs in Bamberg (Bavaria), and broadcasts by local radio stations. Interested individuals were included in a mailing list and provided with an automatically generated personal link required to log in to the study’s website. Strict confidentiality and anonymity were guaranteed. Participants had to answer every question before proceeding to the next page.

After completing all 8 pages, adolescents wishing to take part in a random prize draw for a chance to win 1 of 3 Apple iPod Shuffles were invited to enter their email address. The email address was saved separately from the information collected in the questionnaire.

Participants
In total, 107 adolescents participated in the study. However, 6 participants were excluded because they were outside of the defined age range (14 to 19 years). The final sample consisted of 101 adolescents (age: mean 15.85, SD 1.33 years). Characteristics of the sample are shown in Table 2.
<table>
<thead>
<tr>
<th>Characteristics with prevailing response options</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>53 (52.2)</td>
</tr>
<tr>
<td>Male</td>
<td>48 (47.8)</td>
</tr>
<tr>
<td><strong>Occupation</strong></td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>88 (87.1)</td>
</tr>
<tr>
<td>Trainee</td>
<td>6 (5.9)</td>
</tr>
<tr>
<td>Job-hunting/apprenticeship-hunting</td>
<td>4 (4.0)</td>
</tr>
<tr>
<td>Student at university</td>
<td>2 (2.0)</td>
</tr>
<tr>
<td>Employed part-time</td>
<td>1 (1.0)</td>
</tr>
<tr>
<td><strong>Type of school/ educational qualifications</strong></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>62 (61.4)</td>
</tr>
<tr>
<td>Secondary/junior high school</td>
<td>38 (37.6)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (1.0)</td>
</tr>
<tr>
<td><strong>Type of Internet access</strong></td>
<td></td>
</tr>
<tr>
<td>Own computer/laptop</td>
<td>80 (79.2)</td>
</tr>
<tr>
<td>Web-enabled mobile phone</td>
<td>34 (33.7)</td>
</tr>
<tr>
<td>Parental computer/laptop</td>
<td>21 (20.8)</td>
</tr>
<tr>
<td>School computer/laptop</td>
<td>12 (11.9)</td>
</tr>
<tr>
<td><strong>Parental control of Internet use</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>18 (17.8)</td>
</tr>
<tr>
<td>No</td>
<td>83 (82.2)</td>
</tr>
<tr>
<td><strong>Online frequency</strong></td>
<td></td>
</tr>
<tr>
<td>Daily</td>
<td>90 (89.1)</td>
</tr>
<tr>
<td>2-3 times per week</td>
<td>10 (9.9)</td>
</tr>
<tr>
<td>Once a week</td>
<td>1 (1.0)</td>
</tr>
<tr>
<td><strong>Online activities</strong></td>
<td></td>
</tr>
<tr>
<td>Entertainment (eg, music, videos, pictures)</td>
<td>96 (95.1)</td>
</tr>
<tr>
<td>Online communities (eg, Facebook)</td>
<td>94 (93.1)</td>
</tr>
<tr>
<td>Information research</td>
<td>86 (85.1)</td>
</tr>
<tr>
<td>Messenger (eg, ICQ, Skype)</td>
<td>59 (58.4)</td>
</tr>
<tr>
<td>Email contact</td>
<td>53 (52.5)</td>
</tr>
<tr>
<td>Chatting (eg, chat forums)</td>
<td>47 (46.6)</td>
</tr>
<tr>
<td>Shopping</td>
<td>21 (20.8)</td>
</tr>
<tr>
<td>Online games (eg, Wow, strategy games)</td>
<td>20 (19.8)</td>
</tr>
<tr>
<td>Online banking</td>
<td>4 (4.0)</td>
</tr>
<tr>
<td>Online gambling</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Online sex offers</td>
<td>0 (0.0)</td>
</tr>
</tbody>
</table>

*a* Multiple answers possible.
Measures

Demographics and General Aspects of Internet Use
This questionnaire contains information about age and the characteristics mentioned in Table 2.

Screening Measure for Online Addiction Behavior in Children and Adolescents
The Online-Suchtverhalten-Skala (OSV$_K$S) [48] (also Wölfling K, Müller KW, Beutel ME, unpublished data, 2009) used in this study is a German self-report measure for recording the addiction-like use of various Internet applications. This questionnaire was designed based on the screening scale for computer gaming behavior (Screener zum Computerspielverhalten; CSV-R) [49] and the international classification criteria (DSM-IV [50]; ICD-10 [51]) for substance addictions [9] (also Wölfling K et al, unpublished data, 2009). The 16 items of the diagnostic module inquire about usage frequency, potential negative consequences of Internet use and pathological consumption patterns. With the help of 14 of these diagnostic items, a score can be computed that classifies the online behavior into the categories low-key, intensive, problematic/abusive, and addicted/pathological. In this case, however, only a subdivision into high-risk and low-risk Internet users was used. Here the risk for being prone to Internet addiction is meant. Therefore, in each case 2 categories were rolled into 1 (low-key and intensive to low-risk; problematic and addicted to high risk). Consequently, a cut-off point of approximately 7 points was used for group assignment.

Owing to the satisfactory to excellent results for psychometric characteristics, such as reliability ($\alpha=.88$), construct and factorial validity and clinical usefulness, the OSV$_K$S is a promising instrument for Germany [52] (also Wölfling K et al, unpublished data, 2009).

Internet Motive Questionnaire for Adolescents
Based on the Drinking Motive Questionnaire Revised (DMQ-R) [38,39], the introduction is worded as follows: “Think of all the times you have been online during the last 12 months; how often do you go online...” Subsequently, 20 items measuring 4 dimensions were presented. Assuming the transferability of the statements, 12 items were taken from the DMQ-R without rewording (eg, “to forget your worries”); 8 items were adapted with regard to Internet use (eg, “because it improves parties and celebrations” was changed to “to improve contact with friends and acquaintances”). Each of the 5 items per dimension (ie, enhancement, coping, social, and conformity) were rated on a 5-point relative frequency scale with answer categories ranging from “(almost) never” (coded as 1) to “(almost) always” (coded as 5).

Statistical Analyses
Because some of the items of IMQ-A were adapted from a drinking motive questionnaire, we first conducted an exploratory factor analysis using SPSS version 20 (IBM Corp, Armonk, NY, USA).

Confirmatory factor analysis (CFA) was used to confirm the 4-factor structure and construct validity of the 16-item IMQ-A. The CFA was performed with SPSS Amos version 20 using the Bollen-Stine bootstrap correction to account for nonnormal distribution [53]. Errors were allowed to correlate. To evaluate the model fit, the fit indices chi-square divided by degrees of freedom (reduced chi-square, $\chi^2_{\text{red}}$), comparative fit index (CFI), Tucker-Lewis index (TLI), root mean square error of approximation (RMSEA), and standardized root mean squared residual (SRMR) were used. The parsimony measurement $\chi^2_{\text{red}}$ suggests an acceptable fit with values between 1 and 2 [54], whereas CFI and TLI should show values greater than .90 [55]. Regarding RMSEA and SRMR, results lower than .10 were sought; values ranging from .05 to .08 were treated as acceptable fit, and figures between .08 and .10 as moderate fit [55,56].

Cronbach alpha values were used as a measure of internal consistency for which values greater or equal to .9, .8, and .7 are considered as excellent, good, and acceptable, respectively [53,57].

To test concurrent validity of the IMQ-A, multiple regression was performed with the 4 motive groups as independent variables. Due to the dichotomy of the dependent variable high-risk Internet use, a logistic regression was performed. In the second model, a multiple linear regression, the OSV$_K$S sum score was the dependent variable.

Differences in the 4 motive dimensions in the entire sample and among high-risk and low-risk users were tested using a 2 (high-risk vs low-risk users) × 4 (motive dimension) mixed-model analysis of variance (ANOVA). Whenever an overall effect or an interaction was significant, post hoc tests (Bonferroni) were conducted to determine whether high-risk or low-risk users differed on a motive dimension. Descriptive analyses and the mixed-model ANOVA were performed using the SPSS 20.0 statistical software package.

Results

Descriptive Statistics
Descriptive results show that 47 of 107 participants (46.5%) were identified as high-risk users and 54 (53.5%) as low-risk users. The groups did not differ significantly in age, but did in gender and education (Table 3). Most high-risk users were male (32/47, 68%), and high school and secondary school students were equally represented (18/47, 38%) each. By contrast, the low-risk users were mostly female (38/54, 70%) and grammar school students (44/54, 81%). Significant differences between the 2 groups were also found in terms of variables regarding the Internet behavior of the respondents (eg, online duration) (Table 3).

Although no significant differences emerged regarding the duration of use on weekends, online frequency, and parental control, a higher online duration on weekdays was reported by high-risk users. This pattern also became apparent when examining the regular online duration (high risk: mean 2.63, SD 1.61 hours; low risk: mean 1.77, SD 0.96 hours).
Table 3. Sociodemographic- and consumption-relevant characteristics of low-risk and high-risk adolescent Internet users (N=107).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Low risk (n=54)</th>
<th>High risk (n=47)</th>
<th>$\chi^2$</th>
<th>$U$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male, n (%)</td>
<td>16 (29.6)</td>
<td>32 (68.1)</td>
<td>14.9</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Parental control, n (%)</td>
<td>8 (14.8)</td>
<td>10 (21.3)</td>
<td>0.7</td>
<td>.40</td>
<td>.40</td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>15.94 (1.31)</td>
<td>15.74 (1.36)</td>
<td>0.752</td>
<td>.45</td>
<td>.009</td>
</tr>
<tr>
<td>Internet use on weekdays (in hours), mean (SD)</td>
<td>2.63 (2.40)</td>
<td>5.00 (4.14)</td>
<td>-2.685</td>
<td>.069</td>
<td></td>
</tr>
<tr>
<td>Internet use at the weekend/on holidays (in hours), mean (SD)</td>
<td>3.37 (1.83)</td>
<td>3.68 (2.60)</td>
<td>-0.482</td>
<td>.63</td>
<td></td>
</tr>
<tr>
<td>Education, mean rank</td>
<td>40.47</td>
<td>63.10</td>
<td>700.5</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Online frequency, mean rank</td>
<td>52.08</td>
<td>49.76</td>
<td>1210.5</td>
<td>.46</td>
<td></td>
</tr>
<tr>
<td>Online duration, mean rank</td>
<td>44.54</td>
<td>58.43</td>
<td>920.0</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>Online activity “information research”, mean rank</td>
<td>55.78</td>
<td>45.51</td>
<td>1011.0</td>
<td>.046</td>
<td></td>
</tr>
</tbody>
</table>

Confirming the Four-Factor Structure

To ensure that each item loaded on the dimension to which it theoretically belonged, we first conducted an explorative factor analysis (principal axes factor analysis, varimax rotation with Kaiser normalization). The Kaiser-Meyer-Olkin measure of sampling adequacy was .815; the Bartlett’s test of sphericity was significant. The results of the principal axes factor analysis showed the items “because it helps you enjoy your free time,” “so that others don’t make fun of you,” “to be in high spirits,” and “to have more self-confidence” were not strongly related to any dimension. In addition, leaving out these items from the dimension to which they were intended to belong resulted in higher explained variances of the factors and thus in total (Table 4). Consequently, only 16 items (4x4 solution) were included in the final version of the IMQ-A. The wording of all included items is provided in Table 5.

Table 4. Factor loadings of the 4 omitted items and coefficients of determination ($R^2$) of the factors from principal axes analysis following varimax rotation (n=70).

<table>
<thead>
<tr>
<th>Item</th>
<th>Factor 1: coping</th>
<th>Factor 2: social</th>
<th>Factor 3: enhancement</th>
<th>Factor 4: conformity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Because it helps you to enjoy your free time</td>
<td>.329</td>
<td>-.344</td>
<td>.389</td>
<td>.229</td>
</tr>
<tr>
<td>So that others don’t make fun of you</td>
<td></td>
<td>-.336</td>
<td></td>
<td>.360</td>
</tr>
<tr>
<td>To be in high spirits</td>
<td>.591</td>
<td>-.293</td>
<td>.412</td>
<td></td>
</tr>
<tr>
<td>To have more self-confidence</td>
<td>.578</td>
<td>-.413</td>
<td></td>
<td>.370</td>
</tr>
<tr>
<td>$R^2$ including the items</td>
<td>29.2</td>
<td>13.6</td>
<td>9.6</td>
<td>6.7</td>
</tr>
<tr>
<td>$R^2$ excluding the items</td>
<td>29.0</td>
<td>15.6</td>
<td>10.2</td>
<td>8.1</td>
</tr>
</tbody>
</table>

The given identifiability (number of estimated parameters is lower than the number of sample moments; 40 <136) justifies the performance of a specified CFA [54]. The CFA of the 16-item IMQ-A yielded significant factor loadings ranging from $\lambda=.22$ to $\lambda=.89$ (Table 5). The factor coping had the highest item loadings, followed by the factor social. Consequently, these 2 factors also showed the highest internal consistencies. The factor conformity had the lowest loadings and internal consistency. The highest correlation was found between enhancement and coping, the lowest between coping and social. The fit indexes $\chi^2_{\text{red}}$, CFI, and RMSEA suggested good model fit ($\chi^2_{\text{red}}=1.5$; CFI=.912; RMSEA=.071; 95% CI .045-.094). TLI and SRMR were very close to the recommended thresholds (TLI=.890; SRMR=.088); therefore, they indicated a merely acceptable fit [54-56].
Table 5. Item factor loadings, item means, interfactor correlations, and internal consistencies as results of the confirmatory factor analysis to test the 4-factor structure of motives for Internet use.

<table>
<thead>
<tr>
<th>Items of the IMQ-A</th>
<th>Enhancement</th>
<th>Coping</th>
<th>Social</th>
<th>Conformity</th>
<th>P</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>How often do you go online (r):</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Because it gives you a pleasant feeling?</td>
<td>.77</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>2.60 (1.21)</td>
</tr>
<tr>
<td>Because it is exciting?</td>
<td>.63</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>2.35 (1.13)</td>
</tr>
<tr>
<td>To experience a feeling of exaltation?</td>
<td>.69</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>1.68 (0.88)</td>
</tr>
<tr>
<td>Simply because it is fun?</td>
<td>.29</td>
<td></td>
<td></td>
<td></td>
<td>.01</td>
<td>3.76 (0.97)</td>
</tr>
<tr>
<td>To forget your worries?</td>
<td>.77</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>2.33 (1.14)</td>
</tr>
<tr>
<td>Because it helps you when you feel depressed or irritated?</td>
<td>.74</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>2.72 (1.13)</td>
</tr>
<tr>
<td>To cheer yourself up when you are in a bad mood?</td>
<td>.66</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>2.87 (1.11)</td>
</tr>
<tr>
<td>To forget about your problems?</td>
<td>.87</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>2.40 (1.20)</td>
</tr>
<tr>
<td>To come into contact with others?</td>
<td>.89</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>3.51 (1.35)</td>
</tr>
<tr>
<td>Because it is fun to be in contact with others?</td>
<td>.65</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>2.86 (1.18)</td>
</tr>
<tr>
<td>To improve your contact with friends and acquaintances?</td>
<td>.82</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>3.10 (1.15)</td>
</tr>
<tr>
<td>To share a special occasion with friends?</td>
<td>.55</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>2.76 (1.16)</td>
</tr>
<tr>
<td>Because your friends pressurized you to do it?</td>
<td>.22</td>
<td>.08</td>
<td></td>
<td></td>
<td>1.41</td>
<td>(0.70)</td>
</tr>
<tr>
<td>Because you would like to belong to a certain circle of friends?</td>
<td>.75</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>1.45 (0.79)</td>
</tr>
<tr>
<td>To be liked by others?</td>
<td>.38</td>
<td>.005</td>
<td></td>
<td></td>
<td>1.52</td>
<td>(0.81)</td>
</tr>
<tr>
<td>To not feel excluded?</td>
<td>.61</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>1.61 (0.94)</td>
</tr>
</tbody>
</table>

Concurrent Validity of the IMQ-A

The logistic regression analysis revealed that enhancement and coping but not social and conformity were significantly related to high-risk Internet use (Table 6). The 4 motive dimensions explained approximately 50% of the variance in high-risk Internet use ($R^2=49.6\%$). Testing the relationship between the 4 IMQ-A dimensions and the OSV$_K$-S score revealed an effect of enhancement and coping as well as conformity (Table 6), but not of social. The explained variance in the OSV$_K$-S score was 33.8%.

Table 6. Motives for Internet use as predictors of problematic Internet use and the OSV$_K$-S sum score.

<table>
<thead>
<tr>
<th>Motives</th>
<th>Dysfunctional Internet use? (yes/no)</th>
<th>OSV$_K$-S sum score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR (95% CI)</td>
<td>P</td>
</tr>
<tr>
<td>Social</td>
<td>0.85 (0.77, 1.01)</td>
<td>.06</td>
</tr>
<tr>
<td>Enhancement</td>
<td>1.33 (1.08, 1.64)</td>
<td>.008</td>
</tr>
<tr>
<td>Coping</td>
<td>1.19 (1.02, 1.40)</td>
<td>.03</td>
</tr>
<tr>
<td>Conformity</td>
<td>1.17 (0.92, 1.48)</td>
<td>.21</td>
</tr>
</tbody>
</table>

$^a$ Standardized regression weight ($\beta$).

Motive Ranking Orders

In the entire sample, adolescents most frequently accessed the Internet due to social motives followed by enhancement or coping motives (Figure 1). Conformity motives rarely or never applied to participants.

Comparing the motive ranking order in both groups (high-risk and low-risk users), the 2×4 mixed-model ANOVA revealed a
group membership \( (F_{1,101}=15.317; P<.001) \) main effect (high risk > low risk) as well as an Internet motive dimension \( (F_{2.297, 101}=81.24; P<.001) \) main effect (social > enhancement > coping > conformity). These effects were qualified by a motive × group interaction \( (F_{2.297, 101}=27.196, P<.001) \). Post hoc (Bonferroni) tests revealed a significant difference for enhancement, coping, and social, but not for conformity (Figure 1). Members of the high-risk group were predominantly motivated internally in their Internet consumption (coping > enhancement > social > conformity), whereas low-risk users indicated both internal and external motives, but were primarily motivated socially (social > enhancement > coping > conformity).

Figure 1. Comparison of the average scores of the 4 motive groups in the total sample and according to risk group. Shown are mean (SD). * indicates \( P<0.001 \).

**Discussion**

To provide a basis for early intervention and preventive measures, understanding the motives that drive intensive Internet use to become dysfunctional among adolescents is important. Therefore, the aim of this study was to develop the IMQ-A as a theory-based measurement for identifying the underlying motives for high-risk Internet use.

Because every adolescent uses the Internet daily [3,5-7] and using the Internet is now regarded as the fourth cultural competence, the widespread nature of the Internet is undisputed. Because of this, distinguishing between intensive and dysfunctional adolescent Internet use becomes difficult. Studies regarding 3 other problematic behaviors of adolescents show that motives are a predictor for addictive behavior. Furthermore, motives are comparable across different cultures [41-43,58], which could be explained by the link between motives and personality [22,24-27,58]. As a consequence, developing the IMQ-A based on a questionnaire that had already been developed and validated for different behaviors and cultures not only allows the underlying motives for high-risk Internet use to be identified, but it also offers starting points for developing preventive measures or early intervention programs as well as the chance to compare motivations for different behaviors across different cultures.

Testing the construct validity, the results of the CFA revealed an acceptable, but not outstanding, fit of the motives for Internet use from the 4-factor model. Two factors may be responsible for the comparatively low model fit. First, we used a rather small sample, which turned out to be quite heterogeneous because of the various different recruitment methods. Secondly, IMQ-A items were developed based on an instrument constructed to measure drinking motives. Despite considerable similarities between Internet motives and drinking motives, the item “because your friends pressured you to do it,” for instance, seems to be worded too actively and too strongly for the Internet context, which is reflected by a weak or nonsignificant item loading. Nevertheless, all the other items showed significant loadings on the expected scales. Moreover, at least satisfactory internal consistencies were obtained for all dimensions [53].

The results of the regression analyses support the concurrent validity of the IMQ-A. In accordance with the literature concerning drinking motives [59,60] and gambling motives [41], enhancement and coping predicted the 2 criteria of dysfunctional Internet use (prediction of high-risk users and higher OSV\(_k\)-S score). The consistency of results across the 2 indicators highlights the robustness of the findings and indicates that accessing the Internet frequently for internal emotion-regulation motives is more dysfunctional than social Internet use, which appears more recreational. Our findings showed that persons characterized as low-risk users seem to use the Internet mainly to meet social needs and maintain contacts. Consequently, it can be supposed that the Internet (as is the case with alcohol consumption or gambling) is also used as a method for regulating emotions, and when this motivation comes into play, Internet consumption may exceed the useful aspects.

Concluding from the results of the CFA and the regression analyses, construct and concurrent validity can be regarded as given. Therefore, it can be assumed that motives of adolescent Internet consumption can be measured using the developed questionnaire. By implication, the respondents’ answers reveal that they use the Internet both for information research and
reasons of social identity and integrity as well as for entertainment as defined by McQuail [19,20].

The results regarding the motive ranking suggest that adolescents access the Internet primarily for positive motives (enhancement and social), whereas negative motives (coping and confirmatory) seem to have a minor impact. Interestingly, these results are consistent with the drinking motives literature [38,40,60,61]. Further analogies to the field of drinking motives can be drawn [40] based on the results of group-specific analysis. Thus, high-risk users mainly accessed the Internet for internal motives, whereas low-risk users indicated both internal and external motives, but were primarily motivated socially.

Although the presented results demonstrate the psychometric qualities of the IMQ-A to assess adolescent motives for accessing the Internet, it is likely that there are other motives for accessing the Internet besides affective change, such as gaming or knowledge acquisition [3-5,22-25]. Another limitation is the small sample size and the fact that the current sample is not representative of all Internet users in this age group. For example, compared with other studies [12-17], the prevalence of dysfunctional Internet users (46.5%) indicates an overrepresentation of problematic users. One explanation could be the Web-based data collection method as well as the fact that 2 OSV X-S categories were rolled into 1 (problematic and addicted to high risk).

Consequently, we recommend further validation of the IMQ-A with larger sample sizes, possibly including other cultures or parts of Germany. Moreover, in the presented survey, the IMQ-A was applied to a nonclinical sample. For this reason, it remains unclear to what extent the questionnaire can be used in a clinical sample. Future longitudinal studies are recommended to further examine the predictive validity. In this way, tests could be conducted to see whether the IMQ-A predicts future Internet use behavior among adolescents.

Despite the described limitations, the IMQ-A appears to be a valid and reliable instrument to assess motives related to adolescent Internet use. This questionnaire could serve as a basis on which to develop preventive measures or early intervention programs dealing especially with internal motives of Internet consumption.

In the clinical field, the IMQ-A can help to identify the motives of dysfunctional Internet consumption and establish individual intervention aspects for developing alternative coping strategies for coping users, for example.
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Abstract

Background: A relative newcomer to the field of psychology, e-mental health has been gaining momentum and has been given considerable research attention. Although several aspects of e-mental health have been studied, 1 aspect has yet to receive attention: the structure of comorbidity of psychological disorders and their relationships with measures of psychosocial adjustment including suicidal ideation in online samples.

Objective: This exploratory study attempted to identify the structure of comorbidity of 21 psychological disorders assessed by an automated online electronic psychological assessment screening system (e-PASS). The resulting comorbidity factor scores were then used to assess the association between comorbidity factor scores and measures of psychosocial adjustments (ie, psychological distress, suicidal ideation, adequate social support, self-confidence in dealing with mental health issues, and quality of life).

Methods: A total of 13,414 participants were assessed using a complex online algorithm that resulted in primary and secondary Diagnostic and Statistical Manual of Mental Disorders (Fourth Edition, Text Revision) diagnoses for 21 psychological disorders on dimensional severity scales. The scores on these severity scales were used in a principal component analysis (PCA) and the resulting comorbidity factor scores were related to 4 measures of psychosocial adjustments.

Results: A PCA based on 17 of the 21 psychological disorders resulted in a 4-factor model of comorbidity: anxiety-depression consisting of all anxiety disorders, major depressive episode (MDE), and insomnia; substance abuse consisting of alcohol and drug abuse and dependency; body image–eating consisting of eating disorders, body dysmorphic disorder, and obsessive-compulsive disorders; depression–sleep problems consisting of MDE, insomnia, and hypersomnia. All comorbidity factor scores were significantly associated with psychosocial measures of adjustment ($P<.001$). They were positively related to psychological distress and suicidal ideation, but negatively related to adequate social support, self-confidence, and quality of life.

Conclusions: This exploratory study identified 4 comorbidity factors in the e-PASS data and these factor scores significantly predicted 5 psychosocial adjustment measures.

comorbidity; comorbidity factors, comorbidity dimensions, structure of comorbidity; psychosocial adjustment; disorders; suicidal ideation; quality of life (QoL); self-confidence; distress; social support; online therapy; e-mental health; generalized anxiety disorder; obsessive-compulsive disorder; social anxiety disorder; posttraumatic stress disorder; PD; major depressive episode; anxiety disorders; insomnia, hypersomnia

**Introduction**

**Background**

The co-occurrence of multiple psychological disorders (comorbidity) is a common and serious problem that needs to be better researched and understood. Kessler et al [1] found the lifetime prevalence of any disorder to be 46.4%, whereas 27.7% and 17.3% were the lifetime prevalences of 2 or more and 3 or more disorders, respectively. Kessler et al [2] found the 12-month prevalence of any disorder be 26.2%, whereas 5.8% met the criteria for 2 disorders and 6.0% met the criteria for more than 2 disorders. They also concluded that more than 40% of those who received 1 diagnosis also met the diagnostic criteria for a second diagnosis over a 12-month period [2]. Naturally, those suffering from multiple psychological disorders would more likely require greater assistance from their therapists should they seek help. Indeed, several studies concluded that comorbidity was consistently related to poor prognosis, higher rate of suicide, and high demand for professional help [3,4]. In addition, comorbidity has also been shown to be strongly related to symptom severity [2].

Although comorbidity has been studied extensively over the past 30 years, most studies on the structure of comorbidity have used 6-12 disorders at most and recommended that future research should include more disorders [5,6]. Furthermore, the use of dimensional rather than a discrete dichotomous approach was suggested to solve the problems of generalizability and detection of the correlates of more severe mental disorders [7]. In addition, avoiding the reliance on threshold diagnoses in favor of consideration of subthreshold information has been recommended [8].

Krueger [7] argued for using a dimensional rather than a discrete/dichotomous approach and for including patients who met the criteria for multiple disorders when studying the structure of comorbidity because such patients were typical and more severely impaired. Consequently, Krueger argued that basing research designs on such samples would increase generalizability and the detection of correlates of more severe mental disorders. To this end, Krueger performed factor analysis on 10 mental disorders based on the Diagnostic and Statistical Manual of Mental Disorders (Third Edition, Revised; *DSM-III-R*) using the National Comorbidity Survey (NCS) sample of 8098 (collected between 1990 and 1992) and found 2 factors: an externalizing factor which included alcohol and drug dependency and antisocial personality disorder and an internalizing factor which was broken down into an anxious-misery factor, including depression, dysthymia, generalized anxiety disorder (GAD); and a fear factor, including social anxiety disorder (SAD), simple/specific phobia, agoraphobia, and panic disorder (PD). This model was criticized for the restricted range of 10 disorders, the reliance on lifetime diagnoses, and the exclusive reliance on threshold diagnoses without consideration of the subthreshold diagnostic information [8]. However, the structure of Krueger’s factors was later supported by several studies [2,6-9-12].

To review the literature on the comorbidity and the structure of comorbidity of all 21 disorders will require a great deal of space and is beyond the scope of this report. Therefore, we shall limit this summary review to disorders that have received the most attention and are the most prevalent: anxiety disorders, major depressive disorder (MDD), eating disorders, and alcohol and drug abuse and dependency disorders.

**Anxiety and Major Depressive Disorders**

Comorbidity of anxiety disorders and MDD is among the most prevalent comorbid psychiatric conditions [13,14]. Estimates of comorbid anxiety disorders and MDD range from 15.9% to 61.9% in children and adolescents [15] and from 14.5% [16] to 57% [17-20] in specific populations of adults. In addition, sleep problems such as insomnia and hypersomnia have been consistently found to be associated with anxiety and mood disorders [21-25]. These studies suggest the existence of an anxiety-depression-insomnia comorbidity factor.

The co-occurrence of MDD and anxiety disorders has many clinical implications. Several studies found outpatients with MDD and at least 1 co-occurring anxiety disorder were significantly more likely to suffer from insomnia [21], personality disorders [26], more severe and chronic depression [16,27], and engage in suicidal ideation [18] and suicidal behavior [28] than individuals with only a MDD diagnosis.

GAD is highly correlated with mood disorders and has slightly lower correlations with anxiety disorders [29]. The tendency for GAD to be highly comorbid with other anxiety and depressive disorders has led some researchers to question its discriminant validity among diagnostic categories [30]. Researchers have pointed out that some of the core features of GAD are usually present in varying degrees in all anxiety disorders as well as mood disorders, detracting from the overall discriminant validity and reliability of GAD as a principal diagnosis. Factor analysis has also revealed a closer link between GAD and depressive disorders such as major depression, dysthymia, and major depressive episode (MDE) (the internalizing anxious-misery dimension) than between GAD and anxiety disorders such as social phobia, simple/specific phobia, PD, agoraphobia, and obsessive-compulsive disorder (OCD)—the internalizing fear dimension [5,6]. Some researchers suggested that GAD would be better categorized with the mood disorders whereas others suggested a complete revision of the hierarchical structure of the *DSM-IV* in which all anxiety and mood disorders would be grouped together and...
then partitioned into 3 subclasses with MDD, GAD, dysthymic disorder, and posttraumatic stress disorder (PTSD) forming a subclass of distress disorders [31-33].

Conversely, a more recent longitudinal study supported the DSM-IV-TR classification of GAD as an anxiety disorder. In an effort to determine whether GAD would be better classified as a mood disorder rather than an anxiety disorder, Beesdo et al [34] examined the risk patterns, incidence, developmental features, and comorbidity of anxiety and depressive disorders in 3021 individuals in a prospective longitudinal study conducted over a period of more than 10 years. They concluded that GAD was linked more closely to anxiety disorders than mood disorders in terms of risk associations in familial, temperamental, personality, and environmental variables. Moreover, temporal comorbidity of GAD showed a strong association between GAD and other anxiety disorders.

One of the earliest reviews of the literature on comorbidity among anxiety disorders is the one conducted by Brown and Barlow [30]. They highlighted several points: diagnoses of PD with or without agoraphobia and GAD were associated with some of the highest comorbidity rates between psychiatric conditions, core features of PD with or without agoraphobia and GAD were shared to some extent with all anxiety disorders, and substance abuse followed by GAD were the most commonly comorbid lifetime and current disorders experienced by war veterans with or without PTSD. They also concluded that, as with GAD, the discriminant validity of PD with or without agoraphobia was questionable because some of the central features in PD with or without agoraphobia (eg, anxious apprehension) were present in varying degrees in all anxiety and mood disorders. Subsequent studies found essentially the same associations and comorbidities—PD frequently co-occurs with other anxiety disorders [35-37].

Depression, Anxiety, and Eating Disorders

Depressive and anxiety disorders are also frequently reported in those diagnosed with eating disorders. The lifetime prevalence of major depression ranges from 50% to 71% in anorexia nervosa and 50% to 65% in bulimia nervosa [38-41]. When the age was restricted to 12-18 years, 60% of adolescent girls with anorexia nervosa reported comorbid mood disorder [42]. On the other hand, when the age was broadened to include persons aged 11-68 years, 92% of the large female sample with anorexia nervosa had unipolar depression [43].

Although studies investigating the relationship between eating and anxiety disorders have produced somewhat mixed results [44-46], several researchers have found high rates of comorbidity between eating and anxiety disorders [43,47-50]. The few studies that employed control groups found significant comorbidity between anxiety disorders and anorexia nervosa and bulimia nervosa populations in comparison to non-eating disordered controls [46,51-54].

Moreover, Allen and Hollander [55] and Corcorve and Gleaves [56] pointed out the significant overlap between the features of eating disorders (particularly anorexia nervosa) and body dysmorphic disorder (BDD). In both cases, body image distortion, excessive concerns and unreasonable preoccupation about physical appearance, and stressful dissatisfaction with one’s body are common features. Moreover, similar to the behaviors of individuals with OCD, excessive concerns and preoccupation over one’s body lead to anxiety-provoking obsessive thoughts about one’s self-image which might force the individual to engage in ritualistic-like behaviors to reduce the generated anxiety [55,57,58]. Therefore, all these studies suggest the existence of an eating-anxiety comorbidity factor and/or a body image-eating disorder comorbidity factor.

Anxiety and Substance Abuse and Dependency Disorders

The relationship between psychological disorders and the use of drugs and alcohol has long been established [59-61]. McGovern et al [62] found substance use disorders were present in 42%, 27%, and 20% of patients diagnosed with mood disorders, anxiety disorders, and antisocial personality disorder, respectively. Krueger [7] found alcohol and drug dependence and antisocial personality disorder to make up the externalizing factor. Katz et al [63] performed confirmatory factor analysis on the same NCS sample used by Krueger [7], but this time with the inclusion of alcohol and drug abuse and dependence. They found alcohol and drug abuse to have strong negative loadings, whereas alcohol and drug dependency were found to have strong positive loadings on the externalizing factor. In addition, they found alcohol and drug abuse to have substantial loadings on the anxious-misery subfactor of the internalizing factor. They concluded that there appears to be a group of individuals with alcohol and drug abuse that is distinct in terms of comorbidity patterns and etiology from those with alcohol and drug dependency and from those with anxious-misery disorders (MDE, dysthymia, GAD). There appears to be some support, at least as far as alcohol is concerned, for the distinction between alcohol abusers and alcohol dependents in that, unlike abusers, alcohol dependency consists of a single latent dimension whereas alcohol abuse consists of many underlying latent dimensions [64]. These studies suggest the presence of a substance dependence comorbidity factor.

In summary, it appears that comorbidity of psychological disorders is a prevalent phenomenon with almost half of those receiving a diagnosis also receiving multiple diagnoses. Comorbidity is associated with more demands for services, poorer prognosis, higher rate of suicide, greater levels of severity, and poorer adjustment. Most studies on the structure of comorbidity focused on a few psychological disorders. Anxiety disorders, MDD, and eating disorders are the most widely researched. Results show that comorbidity of anxiety and MDDs are most prevalent. MDD was comorbid with GAD, OCD, PTSD, PD with or without agoraphobia, SAD, simple/specific phobia, insomnia, hypersomnia, and alcohol and drug abuse disorders. Anxiety disorders are particularly comorbid with GAD as well as with one another. In addition, significant comorbidity has been found between anxiety, depression, and eating disorders. Finally, although alcohol and drug abuse disorders appear to be comorbid with MDE and some anxiety disorders, alcohol and drug dependency disorders form a separate group with antisocial personality disorder.
The Mental Health Online (previously Anxiety Online) electronic psychological assessment screening system (e-PASS; an online psychological assessment screening system assessing for 21 DSM-IV-TR disorders) dataset (see [65,66] for further information), contains information on more than 13,000 individuals who have received 21 single and/or multiple psychological diagnoses based on dimensional measures referred to as clinical disorder severity scales. These elements of the e-PASS dataset provide a unique opportunity to examine the structure of comorbidity of 21 psychological disorders based on dimensional scales that reflect information that covers subthreshold to postthreshold diagnoses.

The purpose of this exploratory study was 2-fold. Firstly, we used the dimensional severity scales of the e-PASS data to explore the underlying structural dimensions of comorbidity (henceforth, comorbidity factors) of the 21 psychological disorders diagnosed by the e-PASS part of the Mental Health Online platform (Figure 1) [67]. Secondly, we validated the resulting comorbidity factors by determining their relative performance for predicting psychological distress as measured by Kessler-6 total score, suicidal ideation, quality of life, level of self-confidence, and adequate social support. We predicted that comorbidity factor scores would be positively related to suicidal ideation and Kessler-6 total score, but negatively related to quality of life, self-confidence, and adequate social support.

For those diagnosed with more than 1 disorder, it has been found that the number of diagnosed psychological disorders is positively related to the level of psychological distress [68] and to suicidal ideation [3,4], whereas negatively related to patients’ level of self-confidence, quality of life [69,70], and social support [71,72]. Therefore, any comorbidity factor scores should adequately predict these validation variables.

Figure 1. Screenshot of Anxiety Online home page (now Mental Health Online).

Methods

Procedure

The Mental Health Online platform consists of 4 centers: psychoeducational information, psychological screening and assessment, online treatment, and health care practitioner training. The psychoeducational center is a website that provides psychoeducational information. The assessment center contains the e-PASS. The treatment center provides and manages the 5 anxiety treatment programs and the more recent depression, bulimia nervosa, and insomnia treatment programs. The training center provides the eTherapist training programs and the health care practitioner portal. The online psychological assessment and referral program, e-PASS, includes a variety of demographic and personal questions, the Kessler-6 [73], and the Suicidal Warnings (ideation) measure, as well as the online diagnostic program. Individuals can access the Mental Health Online service from anywhere in the world provided they have an Internet connection. People can complete e-PASS if they are interested in the psychological assessment function and/or if they are interested in online treatment. Those who want to undertake the e-PASS are first required to register and consent to the Mental Health Online terms and conditions [67]. The procedures for collecting and reporting the Anxiety Online data were approved by the Swinburne University Human Research Ethics Committee.

Diagnostic Assessment

Based on an individual’s response to some of the e-PASS questions, a person may be given a primary diagnosis and/or multiple secondary diagnoses. Primary or secondary diagnosis is determined by the reported presence of DSM-IV-TR symptoms and the average score on severity scales, each of which assesses the level of distress and interference caused by the symptoms of a particular disorder. A total of 21 clinical disorders are assessed by the e-PASS (see [65,66] for more details).

The disorder-specific severity score is the average of the scores on 6 questions that assess how distressed and how many of the symptoms of a given disorder interfere in one’s life. For example, an individual who meets the diagnostic symptomatology of PD has to rate each of the following
questions on a scale from 0 indicating no distress or interference to 8 indicating extremely severe distress or interference as indicated subsequently:

Currently, how bothered or distressed are you by your panic attack(s) and or worries about having another panic attack, and or changes in your behavior/routine because of these panic attacks, in each of the following areas of your life:

1. Everyday living (eg, shopping, cleaning the house, preparing food)
2. Social (eg, meeting friends or family, forming/maintaining relationships)
3. Work or study (eg, attending work or classes, performing tasks)

Currently, how much interference do your panic attack(s), and or worries about having another panic attack, and or changes in your behavior/routine because of these panic attacks cause, in each of the following areas of your life:

1. Everyday living (eg, shopping, cleaning the house, preparing food)
2. Social (eg, meeting friends or family, forming/maintaining relationships)
3. Work or study (eg, attending work or classes, performing tasks)

A person who does not endorse the initial DSM-IV-TR symptom criteria questions for a particular disorder is not presented with the questions assessing their level of distress and interference of those symptoms and is assigned a severity score of zero. Those who do endorse the initial DSM-IV symptom criteria questions for a particular disorder are presented with the 6 distress and interference questions allowing the calculation of a mean severity score ranging from 0 to 8. A mean distress and interference severity score of 3.5 or greater is considered sufficient to warrant a clinical diagnosis. Those whose mean distress and interference severity scores are less than 3.5 are considered to warrant a subclinical (or subthreshold) diagnosis.

The e-PASS diagnostic system was modeled after and informed by the Anxiety Disorders Interview Schedule (ADIS) clinician rating scale (Likert scale: 0=no symptoms, 4=mild presence of the disorder, 8=very severe presence of the disorder). Most “total scores” would not be a whole number because the system used 6 rating scales and then averaged them. Consequently, the final scores were rounded up or down to the nearest whole number. Thus, a 4 is the typical score by a clinician using the ADIS that indicates the “presence” of a disorder. However, considering the decimal places resulting from the e-PASS averaging of the 6 rating scales, those scoring 3.5 or more were deemed clinical.

The psychometric properties of the e-PASS measures were shown to have high test-retest reliability and reasonable convergent validity with the structured clinical interviews (D Nguyen, unpublished PhD thesis, Swinburne University, 2013). However, the small sample size and some disagreement with the structured clinical interviews in terms of the severity levels required for a clinical diagnosis suggest that further validation studies with large sample sizes are needed.

For the purpose of this work, we did not use the DSM-IV-TR criteria for clinical diagnosis. Instead, we used the previously described severity score without consideration of the level of severity that would warrant clinical diagnosis. The average severity scores provide the opportunity to examine the structure of comorbidity of 21 psychological disorders based on a dimensional scale that reflects information that covers subthreshold to postthreshold diagnoses. This dimensional approach should solve the problems of generalizability and detection of the correlates of more severe mental disorders as suggested by Krueger [7]. Also, the inclusion of subthreshold symptomatology should avoid the risk of finding artifactual explanations as was suggested by Wittchen et al [8].

Participants
A total of 13,414 individuals completed the e-PASS phase between October 2009 and October 2012 and received at least 1 clinical diagnosis. The sample consisted of 3974 (29.63%) males whose age ranged between 18-85 years with a mean of 36.88 (SD 12.59) years, and 9440 (70.37%) females whose ages ranged between 18-86 years with a mean of 33.66 (SD 11.57) years. A total of 749 (5.58%) participants received a clinical diagnosis (severity score greater than 3.5) of only 1 disorder, leaving 12,665 (94.42%) participants who were classified as having a clinical or subclinical diagnosis for 2 or more of the 21 disorders assessed by e-PASS.

In this study, the score that each participant received before treatment on the following variables were used to validate the resulting comorbidity factors: Kessler-6 total score, suicidal ideation, adequate social support (“Do you feel you have adequate level of social support or engagement in social and/or community activities?”), self-confidence (“Please rate your overall level of self-confidence when it comes to managing your own mental health”), and quality of life (“Please rate your overall quality of life”). The suicidal ideation and adequate social support measures were based on binary yes/no answer responses. The level of self-confidence and the quality of life measures were based on a Likert scale from “very poor” to “very good.” For the purpose of this study, the last 2 measures were converted to binary scale, with all those who gave a rating of very poor and poor coded as zero and those who gave a rating for good and very good coded as “1”.

Analysis
A series of principal component analyses were conducted to develop new comorbidity factors from the severity scores described previously. The descriptive statistics are reported for the 21 severity scores and for the validation variables used to validate the new comorbidity factors.

The pervasive nature of depression and anxiety disorders meant that a typical factor analysis was not appropriate for the extraction of the comorbidity factors. In particular, it was not appropriate to search for a simple structure for the loadings of the severity scores on the final comorbidity factors. Instead, the goal was to derive the underlying dimensions that explained as much of the variation in the severity scores as possible while recognizing the importance of depression and anxiety in the majority of the comorbidity factors. The relative accuracy of
the severity score measures suggested that a principal component analysis (PCA) should be used to construct the comorbidity factors, rather than factor analysis with principal axis factoring or maximum likelihood extraction of factors. This choice was supported when comparative analyses performed with maximum likelihood and principal axis factoring extraction methods failed to produce results supported in the literature.

Monte Carlo simulation (parallel analysis) [74] was carried out to determine the optimum number of components at each step, based on the work of O’Connor [75]. Initially an oblimin rotation was applied to the factors, allowing correlation between the resulting comorbidity factors, but when these correlations were found to be very weak, the oblimin rotation was replaced by a varimax rotation ensuring that the resulting comorbidity factors were independent of each other. At each step of the analysis, disorders that loaded weakly on all factors were removed.

In the second part of the analysis, comorbidity factor scores were validated using linear and logistic multiple regression to test their relationships with psychological distress (as measured by the Kessler-6), suicidal ideation, adequate social support, self-confidence, and quality of life. All analyses were carried out using SPSS version 20 (IBM Corp, Armonk, NY, USA).

**Results**

**Principal Component Analysis**

The number of clinical diagnoses among those who received more than 1 diagnosis ranged from 1 to 16 with a mean of 5.07 (SD 2.41). The number of diagnoses was significantly and positively correlated with the psychological distress Kessler-6 total score ($r=.54, P<.001$), negatively with quality of life ($r=-.32, P<.001$), negatively with self-confidence ($r=-.29, P<.001$), and negatively with level of adequate social support ($r=-.24, P<.001$). The 21 disorders and all descriptive statistics are shown in Table 1. The validation variables and their descriptive statistics are shown in Table 2.

### Table 1. The frequency of severity of 21 psychological disorders.

<table>
<thead>
<tr>
<th>Psychological disorders, n (%)</th>
<th>Severity of disorder</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>e-PASS Assessment (N=13,414)</td>
<td>Clinical</td>
<td>Subclinical</td>
</tr>
<tr>
<td>Panic disorder (PD) with or without agoraphobia</td>
<td>2970 (22.14)</td>
<td>1809 (13.49)</td>
</tr>
<tr>
<td>Agoraphobia without a history of PD</td>
<td>1107 (8.25)</td>
<td>1447 (10.79)</td>
</tr>
<tr>
<td>Social anxiety disorder (SAD)</td>
<td>3504 (26.12)</td>
<td>4031 (30.05)</td>
</tr>
<tr>
<td>Specific phobia</td>
<td>1823 (13.59)</td>
<td>3055 (22.77)</td>
</tr>
<tr>
<td>Generalized anxiety disorder (GAD)</td>
<td>4464 (33.28)</td>
<td>4366 (32.55)</td>
</tr>
<tr>
<td>Obsessive-compulsive disorder (OCD)</td>
<td>1033 (7.70)</td>
<td>2730 (20.35)</td>
</tr>
<tr>
<td>Posttraumatic stress disorder (PTSD)</td>
<td>1461 (10.89)</td>
<td>2974 (22.17)</td>
</tr>
<tr>
<td>Major depressive episode (MDE)</td>
<td>5131 (38.25)</td>
<td>4188 (31.22)</td>
</tr>
<tr>
<td>Anorexia nervosa</td>
<td>41 (0.31)</td>
<td>64 (0.48)</td>
</tr>
<tr>
<td>Bulimia nervosa</td>
<td>804 (5.99)</td>
<td>931 (6.94)</td>
</tr>
<tr>
<td>Binge eating disorder</td>
<td>316 (2.36)</td>
<td>682 (5.08)</td>
</tr>
<tr>
<td><strong>Substance dependence</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cannabis</td>
<td>127 (0.95)</td>
<td>839 (6.25)</td>
</tr>
<tr>
<td>Stimulants</td>
<td>48 (0.36)</td>
<td>492 (3.67)</td>
</tr>
<tr>
<td>Opioids</td>
<td>29 (0.22)</td>
<td>313 (2.33)</td>
</tr>
<tr>
<td>Sedatives</td>
<td>104 (0.78)</td>
<td>1218 (9.08)</td>
</tr>
<tr>
<td>Alcohol dependence</td>
<td>321 (2.39)</td>
<td>2201 (16.41)</td>
</tr>
<tr>
<td>Somatization disorder</td>
<td>179 (1.33)</td>
<td>51 (0.38)</td>
</tr>
<tr>
<td>Body dysmorphic disorder</td>
<td>1503 (11.20)</td>
<td>649 (4.84)</td>
</tr>
<tr>
<td>Problem/pathological gambling</td>
<td>49 (0.37)</td>
<td>457 (3.41)</td>
</tr>
<tr>
<td>Insomnia</td>
<td>4049 (30.18)</td>
<td>4546 (33.89)</td>
</tr>
<tr>
<td>Hypersomnia</td>
<td>1060 (7.90)</td>
<td>827 (6.17)</td>
</tr>
</tbody>
</table>
Table 2. The frequency of and descriptive statistics of the validation variables.

<table>
<thead>
<tr>
<th>Validation variables</th>
<th>Frequency (N=13,414)</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Suicidal ideation (yes), n (%)</td>
<td>5079 (3.86)</td>
<td></td>
</tr>
<tr>
<td>Quality of life (high), n (%)</td>
<td>6877 (51.27)</td>
<td></td>
</tr>
<tr>
<td>Adequate social support (high), n (%)</td>
<td>6024 (44.91)</td>
<td></td>
</tr>
<tr>
<td>Self-confidence (high), n (%)</td>
<td>3888 (28.98)</td>
<td></td>
</tr>
<tr>
<td>Pre-Kessler-6 (total score)</td>
<td></td>
<td>17.49 (4.90)</td>
</tr>
</tbody>
</table>

All but 6 of 210 severity score correlations among disorder pairs were positive, and all but 11 of 210 correlations were statistically significant (P<.05). The Kaiser-Meyer-Olkin (KMO) of 0.80 confirmed that there was sufficient correlation in the data to warrant a PCA analysis of this nature.

To determine the optimum number of comorbidity factors, both methods of Monte Carlo simulation, random data and permutation, indicated the presence of 4 underlying dimensions, as suggested by the literature review. Disorders that loaded weakly (<.3) on all factors were removed which resulted in the removal of problem/pathological gambling, somatization disorder, and binge eating disorder because none of these disorders featured prominently in the comorbidity literature. The resulting PCA model accounted for 42.9% of the total variance in the remaining 18 severity scores when an oblimin rotation was used. However, the component correlation matrix showed all correlations to be less than .3 in absolute value, suggesting that a simpler solution with 4 distinct comorbidity factors was possible with a varimax rotation.

The penultimate 4-component model indicated that the fourth component consisted of a negative loading of PD with or without agoraphobia (−.59) and a positive loading of agoraphobia without a history of PD (.86). This was a reflection of the mutual exclusivity of these 2 classifications. That is, according to DSM-IV-TR, a person can only be diagnosed with 1 or the other but not both of these disorders at the same time. Also, although a KMO of 0.8 was indicative of the suitability of the dataset for factor analysis, examination of the anti-image of the correlation matrix revealed that the measures of sampling adequacy for each individual variable ranged from 0.69 to 0.91 except for the agoraphobia without a history of PD, which was rather poor at 0.4 suggesting that this variable should be removed. For these reasons, it was decided to remove agoraphobia without a history of PD from the analysis and develop a new model.

After removing agoraphobia without a history of PD, the KMO value increased to 0.85 and a new 4-component model emerged accounting for 43.9% of the variance in severity scores. As shown in Table 3, the final 4-component model based on a varimax rotation provided support for the 4 comorbidity factors suggested by the literature. The first component included anxiety disorders (specific phobia, PD with or without agoraphobia, GAD, SAD, PTSD, and OCD) with MDE and insomnia having the highest loading on this anxiety-depression factor. The second component showed moderate loadings for alcohol and other drug dependency–related disorders (stimulant dependence, cannabis dependence, opioid dependence, alcohol dependence, and sedative dependence) confirming the existence of a substance abuse comorbidity factor. The third component exhibited high to moderate positive loadings for bulimia nervosa, BDD, anorexia nervosa, and OCD, confirming the presence of a body image–eating factor. The fourth component showed high to moderate positive loadings for MDE, insomnia, and hypersomnia, confirming the existence of a depression-insomnia comorbidity factor.
Table 3. Component weights for principal component analysis with varimax rotation.

<table>
<thead>
<tr>
<th>Disorder severity</th>
<th>Component</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Anxiety-depression</td>
</tr>
<tr>
<td></td>
<td>Substance abuse</td>
</tr>
<tr>
<td></td>
<td>Body image–eating</td>
</tr>
<tr>
<td></td>
<td>Depression–sleep problems</td>
</tr>
<tr>
<td>Specific phobia</td>
<td>.715</td>
</tr>
<tr>
<td>PD with or without agoraphobia</td>
<td>.695</td>
</tr>
<tr>
<td>GAD</td>
<td>.654</td>
</tr>
<tr>
<td>SAD</td>
<td>.622</td>
</tr>
<tr>
<td>MDE</td>
<td>.541</td>
</tr>
<tr>
<td>PTSD</td>
<td>.537</td>
</tr>
<tr>
<td>Insomnia</td>
<td>.481</td>
</tr>
<tr>
<td>OCD</td>
<td>.424</td>
</tr>
<tr>
<td>Stimulant dependence</td>
<td>.638</td>
</tr>
<tr>
<td>Cannabis dependence</td>
<td>.596</td>
</tr>
<tr>
<td>Opioid dependence</td>
<td>.513</td>
</tr>
<tr>
<td>Sedative dependence</td>
<td>.499</td>
</tr>
<tr>
<td>Alcohol dependence</td>
<td>.493</td>
</tr>
<tr>
<td>Bulimia nervosa</td>
<td>.791</td>
</tr>
<tr>
<td>BDD</td>
<td>.705</td>
</tr>
<tr>
<td>Anorexia nervosa</td>
<td>.408</td>
</tr>
<tr>
<td>Hypersomnia</td>
<td>.745</td>
</tr>
</tbody>
</table>

Comorbidity Factor Scores

Principal component scores representing these 4 comorbidity factors were calculated for each participant. The first component represents the anxiety-depression comorbidity factor. The second component represents the substance abuse comorbidity factor. The third component represents the body image–eating comorbidity factor. The fourth component represents the depression–sleep problems comorbidity factor.

The 4 comorbidity factor scores were then tested for their relationships with the validation measures. These uncorrelated factor scores served as the independent variables for multiple regression analysis with the Kessler-6 total score serving as the dependent variable. The results are shown in Table 4. The regression coefficients for the 4 comorbidity scores were positive and statistically significant (P<.001), explaining 44% of the variation in the Kessler-6 total score.

Table 4. Results of regression analysis for the comorbidity factor scores and Kessler-6 total score

<table>
<thead>
<tr>
<th>Comorbidity factors</th>
<th>B</th>
<th>SE</th>
<th>t</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anxiety-depression</td>
<td>2.49</td>
<td>.03</td>
<td>78.4</td>
<td>.001</td>
</tr>
<tr>
<td>Substance abuse</td>
<td>.043</td>
<td>.03</td>
<td>13.6</td>
<td>.001</td>
</tr>
<tr>
<td>Body image–eating</td>
<td>.097</td>
<td>.03</td>
<td>30.5</td>
<td>.001</td>
</tr>
<tr>
<td>Depression–sleep problems</td>
<td>1.81</td>
<td>.03</td>
<td>57.1</td>
<td>.001</td>
</tr>
</tbody>
</table>

In addition, these comorbidity factor scores were related to 4 other variables: suicidal ideation, adequate social support, self-confidence, and quality of life using binary logistic regression as shown in Table 5. The final binary logistic regressions with forward selection resulted in significant odds ratios for all 4 comorbidity factor scores. On average, increased odds for experiencing suicidal ideation of 108%, 36%, 48%, and 91%; for inadequate social support of 71%, 10%, 16%, and 49%; for having low self-confidence of 30%, 13%, 52%, and 64%; and for poor quality of life of 31%, 22%, 33%, and 81% for each additional point scored on anxiety-depression, substance abuse, body image–eating, and depression–sleep problems factors, respectively.
Table 5. Binary logistic regression for suicidal ideation, inadequate social support, low self-confidence, and poor quality of life in relation to comorbidity factor scores.

<table>
<thead>
<tr>
<th>Comorbidity factors</th>
<th>Wald (df=1)</th>
<th>P</th>
<th>OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Suicidal ideation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety-depression</td>
<td>1139.11</td>
<td>.001</td>
<td>2.08 (1.99-2.17)</td>
</tr>
<tr>
<td>Substance abuse</td>
<td>177.48</td>
<td>.001</td>
<td>1.36 (1.30-1.42)</td>
</tr>
<tr>
<td>Body image–eating</td>
<td>338.30</td>
<td>.001</td>
<td>1.48 (1.42-1.54)</td>
</tr>
<tr>
<td>Depression–sleep problems</td>
<td>886.34</td>
<td>.001</td>
<td>1.91 (1.83-2.00)</td>
</tr>
<tr>
<td>Constant</td>
<td>688.91</td>
<td>.001</td>
<td>0.59</td>
</tr>
<tr>
<td><strong>Inadequate social support</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety-depression</td>
<td>650.90</td>
<td>.001</td>
<td>1.71 (1.64-1.78)</td>
</tr>
<tr>
<td>Substance abuse</td>
<td>21.65</td>
<td>.001</td>
<td>1.10 (1.06-1.14)</td>
</tr>
<tr>
<td>Body image–eating</td>
<td>55.50</td>
<td>.001</td>
<td>1.16 (1.11-1.20)</td>
</tr>
<tr>
<td>Depression–sleep problems</td>
<td>377.74</td>
<td>.001</td>
<td>1.49 (1.43-1.55)</td>
</tr>
<tr>
<td>Constant</td>
<td>183.94</td>
<td>.001</td>
<td>1.28</td>
</tr>
<tr>
<td><strong>Low self-confidence</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety-depression</td>
<td>805.52</td>
<td>.001</td>
<td>2.30 (2.17-2.44)</td>
</tr>
<tr>
<td>Substance abuse</td>
<td>23.41</td>
<td>.001</td>
<td>1.13 (1.08-1.19)</td>
</tr>
<tr>
<td>Body image–eating</td>
<td>198.49</td>
<td>.001</td>
<td>1.52 (1.43-1.61)</td>
</tr>
<tr>
<td>Depression–sleep problems</td>
<td>335.03</td>
<td>.001</td>
<td>1.64 (1.56-1.73)</td>
</tr>
<tr>
<td>Constant</td>
<td>2287.57</td>
<td>.001</td>
<td>3.07</td>
</tr>
<tr>
<td><strong>Poor quality of life</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety-depression</td>
<td>1267.24</td>
<td>.001</td>
<td>2.31 (2.20-2.42)</td>
</tr>
<tr>
<td>Substance abuse</td>
<td>77.36</td>
<td>.001</td>
<td>1.22 (1.17-1.27)</td>
</tr>
<tr>
<td>Body image–eating</td>
<td>174.99</td>
<td>.001</td>
<td>1.33 (1.27-1.38)</td>
</tr>
<tr>
<td>Depression–sleep problems</td>
<td>710.34</td>
<td>.001</td>
<td>1.81 (1.74-1.89)</td>
</tr>
<tr>
<td>Constant</td>
<td>0.66</td>
<td>.42</td>
<td>1.02</td>
</tr>
</tbody>
</table>

These results confirm that the 4 comorbidity factor scores are associated with the validation variables that are commonly associated with psychological distress, thereby providing some validation for these underlying dimensions of comorbidity.

Discussion

Initial Structure

Using the scores on dimensional scales measuring the severity of 21 psychological disorders, the underlying structure of comorbidity of these disorders was examined using the method of PCA. Somatization disorder, pathological gambling, and binge eating disorder were systematically removed from analysis because of weak loadings of less than 0.3 on all components. The penultimate model consisted of 4 components, the last of which consisted of only a negative loading for PD with or without agoraphobia and a positive loading for agoraphobia without a history of PD, reflecting the mutual exclusivity of these 2 diagnoses. According to DSM-IV-TR, a person can only be diagnosed with 1 or the other but not both disorders at the same time. This also suggests that there are differences between the 2 groups even though the 2 groups share common etiological factors. This finding is consistent with the finding of Katz et al [63], but is contrary to the new DSM-5 criterion that no longer allows agoraphobia without PD. However, Katz et al [63] found a negative relationship between PD with or without agoraphobia and agoraphobia without a history of PD, but Krueger [7] found a positive relationship between these 2 disorders. In view of these previous findings and the high component loadings for only these 2 disorders on our fourth component, we removed agoraphobia without a history of PD producing a new factor model containing 17 disorders loading on 4 reconfigured components.

Comorbidity Structure

The underlying dimensional structure of the 17 psychological disorders consisted of 4 factors that accounted for 43.9% of the total variance. The first comorbidity factor, labeled anxiety-depression, consisted of all anxiety disorders (specific phobia, PD with or without agoraphobia, GAD, SAD, PTSD, and OCD) with MDE and insomnia. The second comorbidity factor, labeled substance abuse, consisted of alcohol and substance dependency disorders (alcohol dependence, cannabis dependence, stimulant dependence, opioid dependence, and...
sedative dependence). The third comorbidity factor, labeled body image–eating, consisted of body image and eating problems (bulimia nervosa, BDD, anorexia nervosa, and OCD). The fourth comorbidity factor, labeled depression–sleep problems consisted of MDE, insomnia, and hypersonmia. It is important to note that these comorbidity factors are unlikely to be a reflection of the inability of these dimensional severity scales to adequately distinguish between the different disorders. It is the lack of correlation between these 4 factors that suggests that these clusters of disorders are distinct rather than the severity scales lacking the specificity to distinguish between these disorders.

We should also emphasize here that we are not aware of any work on comorbidity or the structure of comorbidity of psychological disorders in the context of online programs. Therefore, this work may be the first in addressing this area. Consequently, we are comparing the results of this study with results based on using in-clinic samples. Although there is no logical reason to expect the comorbidity of psychological disorders to be different for an online population from an in-clinic population, caution is warranted.

These results are generally supportive of Krueger’s model [7]. The substance abuse factor corresponds with Krueger’s externalizing factor minus the antisocial personality disorder (not included in our data). The fact that all alcohol and drug dependency classifications are highly loaded on 1 factor implies that they may be largely determined by a single latent dimension. This finding is consistent with the work of Katz et al [63] who suggested that alcohol and drug dependency have a common latent dimension and the work of Slade et al [64] who concluded that alcohol dependency consisted of 1 latent dimension.

The anxiety-depression factor corresponds with Krueger’s internalizing factor [7]. However, our results do not support the separation of the internalizing factor into anxious-misery (depression, dysthymia, GAD) and fear (SAD, specific phobia, agoraphobia, PD) subfactors [7]. This could be due to the differences between our dataset and Krueger’s dataset [7]. Our results are based on 17 disordered classifications that were assessed on dimensional scales that included subthreshold scores whereas Krueger’s data [7] were based on 10 disorders that were assessed on scales that relied exclusively on threshold diagnoses.

It has long been known that anxiety disorders tend to be comorbid with depression as well as each other. Our results are consistent with this notion that anxiety disorders and depression share many common symptoms. The inclusion of insomnia in this group of disorders is understandable because it is often the case that people who are suffering from insomnia are also suffering from 1 or more anxiety and/or mood disorders [21,22]. This assertion becomes even clearer when we consider the depression-sleep problem factor. Insomnia and hypersonmia are sometimes associated with increases in anxiety and depression [23-25]. Although insomnia or hypersonmia could be symptoms of anxiety or mood disorders, they could also lead to the experience of anxiety and/or depressive symptoms.

The body image-eating factor consists of disorders that are related to the perception of body image. People suffering from these disorders are not satisfied with the way they look, but each group deals with this dissatisfaction differently. The inclusion of OCD with these disorders is understandable and was predicted. Sufferers of eating disorders and body dysmorphic disorder share excessive concerns and preoccupation about physical appearance coupled with dissatisfaction with their bodies that commonly lead them to develop a distorted self-image. The anxiety-provoking obsessive thoughts about their appearance force them to engage in ritualistic behaviors to reduce their anxiety. This pattern of anxiety-provoking obsessive thoughts reduced by ritualistic-like behaviors is typical of OCD sufferers. Those with eating disorders obsess over their weight and engage in behaviors that reduce their weight, such as limiting food intake, vigorous exercises, and using laxatives and/or forced purging. Those with BDD obsess over their appearance and engage in behaviors that reassure them, such as frequently checking with others in mirrors, comparing themselves to others, camouflaging themselves, and seeking cosmetic surgeries. These results are consistent with findings of Allen and Holland [55] and Cororve and Gleaves [56], and with the finding of Rauch et al [57] who indicated that the same brain structures were implicated in BDD and OCD, and Phillips [58] who suggested that treatment for OCD is useful for BDD. However, it should be noted that, aside from OCD, our results do not support the existence of an eating-anxiety comorbidity factor.

Finally, now that the DSM-5 has been introduced, there will be a need to revise the e-PASS assessment tool based on the new criteria. This revision will likely be needed for all diagnostic measures and for other previous comorbidity research. However, for some disorders, such as MDE and PD with or without agoraphobia, this revision should be none to very minor considering that the criteria changed very little or not at all. For other disorders, such as PTSD for which the criteria have undergone more changes, this revision may be more substantial. Therefore, comorbidity and the clusters that make up the various comorbidity structures will require reinvestigation as well, but we would expect little change for disorders for which the criteria have not changed considerably.

Validation of Comorbidity Factors

The 4 comorbidity factor scores, anxiety-depression, substance abuse, body image-eating, and depression-sleep problems were related to several variables: suicidal ideation, adequate social support, quality of life, self-confidence, and the Kessler-6 total score. As expected, the regressions of all 6 dependent variables on the 4 comorbidity factors were statistically significant. The greater the comorbidity factor scores the greater the Kessler-6 total score (the greater the psychological distress). A search of various psychological databases revealed very little about the association between psychological distress and current comorbidity other than 1 study which found a positive association between them [68]. Another study that was more focused on adults with seizures also found a positive relationship between psychiatric and physical comorbidities and psychological distress [76]. It should be noted that most of the variation in the Kessler-6 total score was accounted for by the anxiety-depression factor, which is expected because of the
direct relationship between Kessler-6 measures and measures of depression and anxiety.

As expected, the odds for having inadequate social support increased in likelihood for each additional point an individual scored on anxiety-depression, substance abuse, body image-eating, and depression-sleep problems factors, respectively. This is indeed expected because social relationships (involving social network composition, social support, social interaction frequency and quality, and the experience of isolation and loneliness) have long been linked with longevity and mental and physical health. Social support helps people to cope more adaptively with acute and chronic stress, thus potentially enhancing allostasis and autonomic nervous system (ANS) reactivity and related emotional regulation. Poor ANS reactivity and emotional dysregulation are generally considered core factors associated with many mental health conditions. Mazzella et al [71] concluded that mortality progressively increased with low social support and greater comorbidity, and that low social support progressively increased with increasing comorbidity in the elderly. Rockhill et al [72] found lack of social support mediated the association between symptoms and lower grades for adolescents with depression alone and comorbid symptoms. We did not find many studies that examined the direct relationship between social support and current comorbidity.

As expected, the odds for having low self-confidence to deal with one’s mental health issues increased in likelihood for each additional point an individual scored on anxiety-depression, substance abuse, body image-eating, and depression-sleep problems factors, respectively. These results suggest that greater comorbidity factor scores reduce self-confidence in one’s ability to deal with mental health issues. We are not aware of any study that directly examined the relationship between comorbidity of psychological disorders and patients’ perceived confidence in dealing with their mental health issues.

As expected, the odds for having poor quality of life increased in likelihood for each additional point an individual scored on anxiety-depression, substance abuse, body image-eating, and depression-sleep problems factors, respectively. Several studies have shown a reduced health-related quality of life for patients with physical comorbidities [76-79]. Fewer studies have also found a negative relationship between comorbidity and quality of life in specific populations, such as obese or bipolar patients [69,70]. But we are not aware of any study that directly examined psychological comorbidity and general quality of life. It should not be surprising to find a negative relationship between comorbidity factor scores and the general rating of one’s quality of life. The same mechanisms that result in reduced quality of life for patients with physical comorbidities should also produce reduced quality of life for those with psychological comorbidity.

As expected, the odds for experiencing suicidal ideation increased in likelihood for each additional point an individual scored on anxiety-depression, substance abuse, body image-eating, and depression-sleep problems factors, respectively. These results are particularly important and useful because they suggest that comorbidity factor scores on all scales have the potential to be used for the purpose of identifying those with suicidal ideation, especially for those with high scores on the anxiety-depression factor. However, more work is needed to validate the potential use of these factor scores. These results are consistent with the findings of Albert et al [3] and Schoevers et al [4] who argued that comorbidity was consistently related to higher rate of suicide.

There are very few studies published on the relationships between current psychological comorbidity and measures such as general psychological distress, self-confidence in dealing with one’s mental health, adequate social support, and quality of life. Future studies should further explore the relationships between these measures. The fact that we used only 1 simple question to measure these variables is a limitation of this study that places a constraint on the generalization of findings. A second limitation is that the e-PASS depends exclusively on automated self-report to assess and determine the diagnoses of participants. Andersson and Titov [80] raised some concerns about the use of an online assessment tool for the purpose of diagnosing individuals. Thirdly, there is only 1 study that examined the psychometric properties of the e-PASS (D Nguyen, unpublished PhD thesis, Swinburne University, 2013). More studies with larger samples and more established measures for comparisons based on the newly released DSM-5 are needed before definitive conclusions can be made. A fourth limitation is that the 4 factors only managed to explain 44% of the total variance in the severity scores. This analysis needs to be repeated and a confirmatory factor analysis may be conducted on a new dataset collected since October 2012 to demonstrate the generalizability of this model.
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Abstract

Background: Twitter is home to many health professionals who send messages about a variety of health-related topics. Amid concerns about physicians posting inappropriate content online, more in-depth knowledge about these messages is needed to understand health professionals’ behavior on Twitter.

Objective: Our goal was to characterize the content of Twitter messages, specifically focusing on health professionals and their tweets relating to health.

Methods: We performed an in-depth content analysis of 700 tweets. Qualitative content analysis was conducted on tweets by health users on Twitter. The primary objective was to describe the general type of content (ie, health-related versus non-health related) on Twitter authored by health professionals and further to describe health-related tweets on the basis of the type of statement made. Specific attention was given to whether a tweet was personal (as opposed to professional) or made a claim that users would expect to be supported by some level of medical evidence (ie, a “testable” claim). A secondary objective was to compare content types among different users, including patients, physicians, nurses, health care organizations, and others.

Results: Health-related users are posting a wide range of content on Twitter. Among health-related tweets, 53.2% (184/346) contained a testable claim. Of health-related tweets by providers, 17.6% (61/346) were personal in nature; 61% (59/96) made testable statements. While organizations and businesses use Twitter to promote their services and products, patient advocates are using this tool to share their personal experiences with health.

Conclusions: Twitter users in health-related fields tweet about both testable claims and personal experiences. Future work should assess the relationship between testable tweets and the actual level of evidence supporting them, including how Twitter users—especially patients—interpret the content of tweets posted by health providers.

(J Med Internet Res 2014;16(10):e237) doi:10.2196/jmir.3765
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Introduction

Close to 90% of US adults use the Internet [1]; 72% of those visit social media websites [2]. In fact, 12% of Internet users access social media to research health issues [3]. In particular, the micro-blogging service Twitter, which enables users to send short messages no more than 140 characters in length (see Figure 1 for the breakdown of a tweet), has quickly grown in popularity,
Health providers, patients, and patient advocates comment on a diverse array of topics on Twitter [5-7]. Previous reports have examined discrete health topics that users are discussing on Twitter [8-10], as well as concerns related to medical professionalism [11,12]. Health researchers have also used Twitter as a tool to track disease outbreak [13,14] and recruit study subjects [15]. However, little in-depth knowledge is available about health-related content by health professionals on Twitter, in particular whether such content represents personal opinion, a claim that users would expect to be supported by rigorous evidence, or something else. In addition, despite recent controversy over whether physicians should separate their “personal” and “professional” identities online [16-18], little is known regarding health professionals’ actual behavior.

Filling these knowledge gaps requires investigating message content at a depth only possible through qualitative analysis of health professionals’ tweets. This paper reports the results of a content analysis of such tweets. The primary objective of the study was to describe the general types of content on Twitter authored by health professionals, focusing on health-related content. Key content types of interest included content that would be perceived as “personal” and content that users would expect to be supported by medical evidence (ie, “testable” claims about health). Secondary objectives included comparisons of content areas by user type (eg, providers, health advocates). Based on prior experience and existing professional guidelines, it was hypothesized that self-identified health professionals would not post personal content on Twitter and that testable claims would be rare.

Methods

Data Collection

Data collection occurred in three basic steps. First, health users of Twitter were identified. Lists of Twitter users created by Organized Wisdom [19], a company in the health information technology sector, were used to gather data. Organized Wisdom collates health-related Twitter users into lists that enable others to more efficiently find information online; for example, the “doctors verified” list consists of physicians who openly disclose their credentials online. Of these lists, 37 are Twitter accounts for doctors, nurses, hospitals, and other health organizations that cover seven user groups of interest: health advocates, businesses, health care organizations, government organizations, students, professionals, and other (eg, health care-related publications).

Second, from these health users, an equal number (n=200) of the most recent publicly available tweets for each user in each group, including retweets, was downloaded during the period July 31-August 3, 2012. In cases where users had fewer than 200 tweets, all available data were obtained.

Third, from this large collection of tweets from the seven user groups, a smaller collection was sampled. For each group, a user from the group was randomly selected, and a random tweet (without replacement) was selected for that user. This strategy was used to create a preliminary sample of tweets (15 random tweets from each user group, or 105 total) to develop a coding scheme and a final sample for in-depth qualitative analysis (100 random tweets from each user group, or 700 total).

Content Analysis

The research team first hypothesized content areas of interest from their own experience and the published literature to generate a draft coding scheme. Then, using the preliminary sample of 105 tweets, 4 coauthors (JL, ZB, MD, MC) conducted content analyses of each tweet using this draft scheme. The coding scheme was then revised for the final analysis. The categories of interest are presented in Table 1. Subsequent analysis was then conducted on an additional 700 tweets as described above. Areas of disagreement between reviewer pairs were resolved by consensus in a case-by-case fashion. Reviewers were blind to the identity of the Twitter users during content analysis.
Table 1. Categories of health-related tweets identified via content analysis (n=346; content frequency may be greater than 100% because content areas were not mutually exclusive).

<table>
<thead>
<tr>
<th>Tweet type</th>
<th>Definition</th>
<th>Example</th>
<th>Frequency among health tweets, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Testable</td>
<td>An evidence-based claim whose veracity could be assessed</td>
<td>RT @username: Did you know? You can become more sensitive to alcohol as you get older: http://[link] #aging</td>
<td>53</td>
</tr>
<tr>
<td>News</td>
<td>Report of information or events that happened recently, often refers to traditional news outlet</td>
<td>“@username: State charges man with #stealing $400,000 from church, #Alzheimer’s patient, choral group http://[link] #embezzle</td>
<td>41</td>
</tr>
<tr>
<td>Commercial</td>
<td>Refers to or advertises a service or product for sale</td>
<td>RT @username: Learn to capture/edit/produce quality videos at ASGE’s Video Editing Course for Physicians, June 8-10, Oak Brook, IL. ...</td>
<td>27</td>
</tr>
<tr>
<td>Wellness</td>
<td>Refers to food, diet, or exercise</td>
<td>RT @username:Ready for playoff football? Enjoy the wild card games &amp; stick to a healthy diet with these recipes: http://[link]</td>
<td>14</td>
</tr>
<tr>
<td>Personal</td>
<td>Refers to personal experiences relayed by users</td>
<td>I visited @username today for the first time. Cool space but where are the women? Let’s get the women who made the @username pledge going!</td>
<td>18</td>
</tr>
</tbody>
</table>

After unmasking the data, users and user groups were reviewed to verify the accuracy of categories provided by Organized Wisdom. None of the tweets reviewed were found to be authored by the research team. In several instances, the provided categories were inaccurate; for example, a self-identified hotel was miscategorized as a government agency. Therefore, two members of the research team (JL and ZB) re-categorized all users into seven new user groups based on consensus review of publicly available profiles (Table 2): users without available profiles, non-health users, health advocates, health businesses, non-provider health professionals, health providers, and health care organizations. This resulted in a different number of tweets for each of the seven groups.

Table 2. Types of users.

<table>
<thead>
<tr>
<th>User type definition</th>
<th>User examples</th>
<th>Users (n=255), % (n)</th>
<th>Health tweets (n=346), n</th>
<th>Tweet examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>No profile: Accounts deleted or suspended after data collection so profiles could not be assessed</td>
<td>Not available</td>
<td>7 (19)</td>
<td>19</td>
<td>Vision Therapy Improves Vision Related Learning Problems: LIVONIA, MICHIGAN -- When children are having trouble... http://[link]</td>
</tr>
<tr>
<td>Non-health related users: Users unaffiliated with a health profession, organization, or mission</td>
<td>Justin Bieber fan account; a hotel in Gloucestershire, England; expert in “online promotion”</td>
<td>25 (64)</td>
<td>58</td>
<td>RT @username: These Baked Honey-Mustard Chicken Bites r big on flavor - and small on POINTS® Value! http://[link]</td>
</tr>
<tr>
<td>Health advocates: Users educating and advocating health issues on behalf of patients</td>
<td>Patient advocate with diabetes; educator and promoter on disabilities issues</td>
<td>6 (16)</td>
<td>26</td>
<td>My Life as Mandy... with Epilepsy: Educational Information http://[link]</td>
</tr>
<tr>
<td>Non-provider health professionals: Users working in the health field who do not provide direct patient care</td>
<td>Health economist; registered dietician; medical student</td>
<td>11 (28)</td>
<td>43</td>
<td>Hey girl, I so hear ya! I'm on the same boat! RT @username: ABSOLUTELY NEEDS TO LOSE WEIGHT!! I CAN'T KEEP PROCRASTINATING! Get eht 2qethr.</td>
</tr>
<tr>
<td>Health providers: Direct-care providers, such as physicians and nurses</td>
<td>A registered ER nurse “and mother of 3”; a clinical cardiologist; “physician, keynote speaker, and media health expert”</td>
<td>22 (56)</td>
<td>59</td>
<td>Human factors: articulate video on patient safety inspired from personal loss http://[link]</td>
</tr>
<tr>
<td>Health businesses: Commercial businesses selling specific service or product</td>
<td>Herbal supplements company; health care marketing agency</td>
<td>22 (55)</td>
<td>99</td>
<td>@username Good luck with all that reading. Have you seen our Anatomy &amp; Physiology Online? Makes learning easier http://[link]</td>
</tr>
<tr>
<td>Organization: Hospitals, medical societies, clinics, and journals</td>
<td>The Cancer Letter; Albert Einstein College of Medicine; Kids in Need of Dental Services</td>
<td>7 (17)</td>
<td>42</td>
<td>RT @username: Public #malaria drug research #data now more discoverable http://[link] #open #science20</td>
</tr>
</tbody>
</table>
Statistical Analysis

Descriptive statistics were used to tabulate types of tweets for each group of users. Statistically significant differences between the proportion of tweets among user groups were assessed using the chi-square test. Stata 13 was used for the analysis.

This study was reviewed and declared exempt from further review by the Johns Hopkins Medicine Institutional Review Board.

Results

Tweets Overall

Of all tweets, 5.0% (35/700) non-English tweets were excluded. The remaining 95.0% (665/700) English-language tweets were analyzed in depth (Figure 2). A total of 255 unique users contributed to the 665 tweets. Of the tweets in the analytic sample, 52.0% (346/665) were categorized as health-related. For example, a tweet such as “RT @Username: Tai chi improves mood, quality of life for patients with systolic heart failure” was categorized as health-related. Each health-related tweet was thereafter sub-coded into at least one of six non-mutually exclusive categories, as defined by Table 1.

Nearly one-third (31.1%, 207/665) of all tweets in the sample were personal in nature. Among personal tweets, 70.5% (146/207) were non-health related, whereas 29.5% (61/207) were health-related. This finding was statistically significant ($P < .001$).

Content Analysis of Health-Related Tweets

The research team was most interested in health-related tweets. Just over half (53.2%, 184/346) of these tweets contained “testable” claims, defined as claims for which someone viewing the tweet might expect to be supported by medical evidence. An example of a testable tweet is shown in Table 1 (first row).

Within health-related tweets, news was the second most frequent content category; 41.0% (142/346) of these tweets contained news. Over a quarter (26.9%, 93/346) contained reference to a commercial product or service, 17.6% (61/346) relayed a personal viewpoint or experience, and 17.1% (59/346) discussed wellness.

Categories of Health-Related Tweets by User Type

Overview

The analysis also compared the types of health-related tweets made by each of the seven user groups. Many of the users generating non-English tweets (9/14) contributed English tweets as well. The characterization of the health-related tweets by each user group is as follows.

No Profile

For 7.5% (19/255) of users, contributing 5.1% (34/665) of tweets, the user profile could not be accessed. Of these tweets, 56% (19/34) had health-related content. Among health-related tweets, 68% (13/19) made testable claims. Because 32% (6/19) of tweets by this group were personal, some of these users may have been individuals.

Non–Health-Related User

During the analysis, it was noted by the research team that—although users in the health field were originally intentionally sampled using Organized Wisdom—about a quarter of the users in the analysis (62/255) were not affiliated with a health profession, organization, or mission. This was the largest user group in the sample and potentially represents a comparison group of non-health users. These users contributed 30.2% (201/665) of all tweets in the analysis and 16.8% (58/346) of health-related tweets. Non-health users tweeted more about wellness than health-related users: 33% vs health user average of 14%, $P < .001$; health users defined as all groups other than non–health-related users, including no profile, health providers, health-related businesses, non-provider health professionals, patient advocates, and organizations. More so than any other group, the majority...
of tweets by this group also included a link (86%, 50/58), and significantly fewer of those links were accessible by the research team (43%, vs health user average of 80%, \( P < .001 \)). Of all tweets by these users, 55% (32/58) had a testable claim and 47% (27/58) were news.

**Health Providers**

Direct-care providers, such as physicians and nurses, encompassed the next largest group of users, accounting for 23.1% (59/255) of the analytic sample. These users contributed 14.4% (96/665) of tweets analyzed; 61.5% (59/96) of tweets by these users were health-related in nature. They shared testable claims and news (61%, 36/59 and 56%, 33/59 respectively) more than other groups of individual users, although 14% (8/59) also mentioned a commercial product or service and 17% (10/59) were personal (eg, “That awkward moment when there is no awkward moment to tweet about”).

**Health-Related Businesses**

About one-fifth of the users (21.6%, 55/255) in the analysis were health-related businesses whose health-related tweets constituted 28.6% (99/346) of the analytic sample. Many tweets by health businesses (44%, 44/99) mentioned a product or service, the highest percentage among the categories of users. Aside from these commercially oriented tweets, businesses often shared information seemingly relevant to their market (eg, “When You Leave Someone with a Mental Illness” from an addiction center or “#Pharma cos. push for social-media rules #hcsm #hcmktg #web20” from a marketing agency). These users also had significantly more tweets that were personal in content (8% vs health user average of 19%, \( P < .003 \)) than other health users.

**Non-Provider Health Professionals**

Non-provider health professionals are those in health care professions who do not provide direct patient care. Non-provider professionals made up 11.0% (28/255) of users in the sample, including two medical students; 12.4% (43/346) of total health tweets came from this group. The two medical students contributed nearly half of the tweets in this group (47%, 20/43). Only 49% (43/87) of tweets by this group of users were health-related, which was the lowest percentage among health users. This group of users made the fewest testable claims and referenced the news the least in their health tweets as compared to all other user groups. Instead, nearly half of the content (44%, 19/43) was about the users’ personal experiences. Among the two medical students, 70% (14/20) of health tweets were personal in nature. At the same time, this group of users also tweeted less about commercial products or services compared to any other group.

**Patient Advocates**

Patient advocates made up 6.3% (16/255) of the users in our analysis, and together they contributed 6% (45/665) of tweets. More than half (58%, 26/45) of tweets by these users were health-related; 38% (10/26) of the users’ health-related tweets were personal in nature; the second-highest number of personal tweets among the groups. Only 8% (2/26) of health tweets by this group touched upon wellness, which was below the average of 14%. Many of the messages retweeted content from other users, and 85% (22/26) included a link.

**Organizations**

Health care organizations represented in this sample were hospitals, medical societies, health care clinics, and journals. These users represented 5% of our sample and contributed 7.7% (51/665) of tweets. More than half (82%, 42/51) of their tweets were health-related. Moreover, these health tweets were most likely to share “testable” claims than other users. The majority of organizations’ tweets contained testable claims (64%, 27/42) and news (52%, 22/42), and few were personal in nature (7%, 3/42). Yet organizations also had a high number of commercial tweets; a third of their health tweets (33%, 14/42) advertised a commercial product, or most often, their own services (eg, CPR courses, lab tests, and staff education curriculum).

Like tweets by patient advocates, tweets by health care organizations often passed on information through links. Most of their links (91%, 32/35) were accessible, compared to an overall average of 72% (\( P = .04 \)).

**Group Comparisons**

Table 3 summarizes the distribution of tweet content areas among user groups, where content by health providers serves as the baseline for comparison. Overall, there were no significant differences in the types of content between health providers and non-health users and those without available profiles.

Health advocates tweeted about personal health matters significantly more than providers. Provider tweets were most different from those of health care businesses. Businesses were statistically more likely to tweet about news and less likely to tweet about wellness, and non-provider health professionals were statistically more likely to tweet testable claims and news stories and less about personal content. The tweets of health care organizations and providers differed as well. Organizations’ tweets were statistically more likely to include commercial content and wellness but were less likely to include personal content.
**Table 3.** Percentage of health-related tweets in selected content areas by user group.

<table>
<thead>
<tr>
<th>User Group</th>
<th>Testable</th>
<th>News</th>
<th>Commercial</th>
<th>Wellness</th>
<th>Personal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Providers</td>
<td>61</td>
<td>56</td>
<td>14</td>
<td>25</td>
<td>17</td>
</tr>
<tr>
<td>No profile</td>
<td>68</td>
<td>32</td>
<td>16</td>
<td>10</td>
<td>32</td>
</tr>
<tr>
<td>Not health</td>
<td>55</td>
<td>47</td>
<td>22</td>
<td>33</td>
<td>9</td>
</tr>
<tr>
<td>Business</td>
<td>47</td>
<td>34a</td>
<td>44a</td>
<td>12a</td>
<td>8</td>
</tr>
<tr>
<td>Non-Providers</td>
<td>37a</td>
<td>26a</td>
<td>16</td>
<td>12</td>
<td>44a</td>
</tr>
<tr>
<td>Advocate</td>
<td>50</td>
<td>35</td>
<td>15</td>
<td>7</td>
<td>38a</td>
</tr>
<tr>
<td>Organization</td>
<td>64</td>
<td>52</td>
<td>33a</td>
<td>10a</td>
<td>7a</td>
</tr>
</tbody>
</table>

*Statistic[ically significant difference compared to the provider group at $P<.05$ using individual chi-square comparisons.*

**Discussion**

**Principal Results**

This analysis of self-identified health users and their health-related messages on Twitter identified several important findings. First, over half of the tweets in the sample included tweets with testable claims, defined for this study as content that a Twitter user might expect to be supported by medical evidence. The majority of health tweets were testable and comprised various topics. In a preliminary analysis, we found that about 40% of such testable tweets shared medical advice while 23% disseminated scientific news or research books and articles. Although the research team did not analyze this in detail, the sources behind these medical claims were more varied than scientific research (i.e., “evidence-based” medicine claims), ranging from common sense (e.g., advice to drink more water on a hot day) to WebMD to Dr. Oz to personal blogs. Whether the claims were actually scientifically valid was not examined and requires further study.

Second, in addition to traditional providers, a wide range of non-health providers are sending health-related tweets. Moreover, the content of tweets by health-related users on Twitter varied with user type. Health care organizations, for example, shared more health news and testable claims than individuals but also endorsed commercial services or products more than individuals. In the future, it could be important to examine whether organizations’ tweets are based more often in rigorous evidence as compared to those of individual health professionals. These findings confirm and expand upon the work of Sugawara et al [20] and Chretien et al [21], who both focused on a subset of health users. In examining the tweets of cancer patients in Japan, Sugawara found that patients tweeted about both personal (e.g., greetings, chats) and medical matters (e.g., information about treatments). Similarly, Chretien found that health providers (specifically, physicians) shared personal, commercial, as well as medical information over Twitter.

We found that 17% of users in this sample were non-provider individuals in the health field, together contributing 20% of health-related tweets. Their participation illustrates the wide range of non-providers engaging in information sharing and health messaging on Twitter. While this community of users represents a significant resource of health conversation and information on Twitter, these non-providers are not bound by professional guidelines on Twitter use. It is unclear how Twitter users might use or understand the tweets of this group compared, for example, to tweets by physicians and nurses. Given that trust is a significant feature of social networks (with young users potentially trusting their social network as much as physicians), this requires further examination [3,22].

Third, these findings demonstrate potential gaps between professional guidelines and online behavior [23,24]. Many medical societies, institutions, and medical schools disseminate such guidelines for clinicians and students. Often, these guidelines encourage the use of social media as a tool for endorsing medical information, discourage using the medium for medical consultations, and counsel against posting personal content. Despite this, 17% of health tweets from providers and 74% from medical students included personal content. This lack of adherence to professional guidelines identifies an area where additional education or potentially consensus building within the profession is needed. Similarly, the sizable minority (14%) of providers’ tweets that included commercial products or services confirms prior findings and concerns about potential conflicts of interest on Twitter (a medium where disclosure is difficult, if not impossible) [21,25].

As the use of Twitter has increased, so has the scholarship on the use of Twitter for health-related purposes. Some researchers have used Twitter as a surveillance [7,13,26] and prediction tool for disease outbreak [27] while others have characterized the relationship between segments of health-related users on Twitter, such as medical societies [28], internal medicine physicians [29], and cancer patients [20]. Though few papers examined health-related users as a whole, or the content of their tweets in detail, ours is not the first content analysis of Twitter. For example, Chew and Eysenbach analyzed individual tweets relating to the 2009 H1N1 pandemic, finding that information from a variety of credible sources, in addition to opinions and experiences, were disseminated on Twitter [26]. Our study, a qualitative analysis of tweets from health-related users, addressed different questions and thus made use of a different approach.

This study adds to the growing literature on using Twitter for health purposes by examining the content of tweets by health-related users. In doing so, this study had several important strengths. It represents an in-depth exploration of the types of...
health-related users and content on Twitter. The analysis is the first to examine in detail both health users and their health-related content on Twitter, orienting researchers and clinicians to the Twitter health landscape. While previous studies focused on Twitter use among certain populations or users [8,20,21,30,31] such as cancer patients in Japan, or certain topics such as childhood obesity [9], this study explored several types of users, achieving breadth and qualitative depth simultaneously. The analysis did not purposely evaluate “high impact” users (eg, Dr. Oz, Atul Gawande, Sanjay Gupta). We also did not independently verify user profiles, and users representing themselves as providers were not checked against other databases. Furthermore, while the analysis was double coded and disagreements were resolved by consensus, the subjective nature of coding limits the validity of these findings.

Future Considerations

This study presents several opportunities for further research. While a preliminary assessment evaluated the evidence base of each testable tweet, future analysis could examine this subset of tweets (health-related tweets that contain testable claims), for example, by comparing them to accepted strength of evidence standards [32]. Cross-referencing the identities of the users would be another next step in refining the characterization of users, while including Twitter users who are verifiable, self-identified patients or providers would further enrich the analysis of health messages.

Conclusions

In conclusion, health-related users and the content they share on Twitter are diverse. While providers’ tweets often include testable claims, they also make use of personal statements. Non-providers also contribute to ongoing health-related messaging on Twitter. Users in health-related fields who are actively engaging in health-related conversations on Twitter, as well as those who are merely reading these users’ tweets, should be oriented to the diversity of health-related Twitter content, and, if possible, to the validity of associated tweets.
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Abstract

Background: Twitter has shown some usefulness in predicting influenza cases on a weekly basis in multiple countries and on different geographic scales. Recently, Broniatowski and colleagues suggested Twitter’s relevance at the city-level for New York City. Here, we look to dive deeper into the case of New York City by analyzing daily Twitter data from temporal and spatiotemporal perspectives. Also, through manual coding of all tweets, we look to gain qualitative insights that can help direct future automated searches.

Objective: The intent of the study was first to validate the temporal predictive strength of daily Twitter data for influenza-like illness emergency department (ILI-ED) visits during the New York City 2012-2013 influenza season against other available and established datasets (Google search query, or GSQ), and second, to examine the spatial distribution and the spread of geocoded tweets as proxies for potential cases.

Methods: From the Twitter Streaming API, 2972 tweets were collected in the New York City region matching the keywords “flu”, “influenza”, “gripe”, and “high fever”. The tweets were categorized according to the scheme developed by Lamb et al. A new fourth category was added as an evaluator guess for the probability of the subject(s) being sick to account for strength of confidence in the validity of the statement. Temporal correlations were made for tweets against daily ILI-ED visits and daily GSQ volume. The best models were used for linear regression for forecasting ILI visits. A weighted, retrospective Poisson model with SaTScan software (n=1484), and vector map were used for spatiotemporal analysis.

Results: Infection-related tweets (R=0.763) correlated better than GSQ time series (R=0.683) for the same keywords and had a lower mean average percent error (8.4 vs 11.8) for ILI-ED visit prediction in January, the most volatile month of flu. SaTScan identified primary outbreak cluster of high-probability infection tweets with a 2.74 relative risk ratio compared to medium-probability infection tweets at \(P=0.001\) in Northern Brooklyn, in a radius that includes Barclay’s Center and the Atlantic Avenue Terminal.

Conclusions: While others have looked at weekly regional tweets, this study is the first to stress test Twitter for daily city-level data for New York City. Extraction of personal testimonies of infection-related tweets suggests Twitter’s strength both qualitatively...
and quantitatively for ILI-ED prediction compared to alternative daily datasets mixed with awareness-based data such as GSQ. Additionally, granular Twitter data provide important spatiotemporal insights. A tweet vector-map may be useful for visualization of city-level spread when local gold standard data are otherwise unavailable.

(J Med Internet Res 2014;16(10):e236) doi: 10.2196/jmir.3416
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Introduction

Seasonal influenza epidemics result in an estimated three to five million cases of severe illness and 250,000 to 500,000 deaths worldwide each year [1]. In order to better control seasonal influenza epidemics and the next pandemics, researchers have proposed several “infodemiological” approaches [2,3] to achieve near real-time surveillance with Internet data, such as Google search query (GSQ) [4-8] and textual Twitter data [9-15].

The idea of using GSQ data volume for detecting outbreaks was first introduced in 2006 by Eysenbach et al [4], then refined by Ginsburg et al with the Google Flu Trends project [5]. Until recently, Google Flu Trends has matched weekly influenza-like illness (ILI) incidence well, but the recent 2012-2013 flu season in the United States was overestimated by 200% [16]. Though providing impetus for increased vigilance during one of the worst flu seasons to date, this case demonstrates that Google Flu Trends alone has limitations for influenza prediction, and motivates search for improved models [17,18]. New models can look for refined algorithms but may also seek out independent datasets to improve predictive abilities. With personal, textual data from potentially sick tweeters, Twitter offers a rich alternative dataset. Twitter epidemic surveillance was first introduced by Ritterman et al (2009) [9], who showed that monitoring tweets can improve the accuracy of market forecasting models by providing early warnings of external events like the H1N1 outbreak. Chew and Eysenbach subsequently evaluated the content and sources of the Twitter response to the swine flu outbreak in 2009, seeing potential for public health insights [19]. Recent papers from Culotta [20,21], Signorini [22], Vadilejos [10], Kim [12], Santos [23], and Achrekar [15] et al have shown the usefulness of Twitter data to retrospectively predict national and regional influenza cases on a weekly basis. Broniatowski and colleagues have recently considered Twitter’s temporal predictive strength for cases at the municipal level in New York City, with a prospective approach [24].

The promise of Twitter as a mechanism for timely signal detection has spawned efforts to build tools for surveillance, including MappyHealth [25], germTracker [26], Observatorio da Dengue [27], Infovigil [28], and SickWeather [29]. But studies of Twitter’s temporal predictive capabilities have not adequately addressed how the information can be brought to a concrete, local scale. In this paper, we look to dive deeper into the case of New York City (NYC) by analyzing daily Twitter data from temporal and spatiotemporal models. We look for novel insights by being the first to consider daily data (Twitter and GSQ) for influenza case predictions and by using geolocated tweets to estimate the probability of flu transmission within the city.

Methods

Data Sources

Official influenza-like illness emergency department visit (ILI-ED) counts were obtained from the Weekly Influenza Surveillance Reports released by the municipal government of the city of New York [30]. These reports were compiled into a daily breakdown. The data for the ILI cases was extracted from the graphs using optical plot reading software (WebPlotDigitizer [31]) validated by pixel counting for each daily value. Data for total counts for NYC and counts for each borough were determined by this method. This method was employed because data were otherwise unavailable from the NYC Department of Health.

Google Trends Search Query Data

Google Trends provides a time series index of the volume of queries users enter into Google in a given geographic area. The query index is based on query share: the total query volume for the search term in question within a particular geographic region divided by the total number of queries in that region during the time period being examined. The maximum query is normalized to 100 and the query share at the initial date being examined is normalized to be zero [7]. This query share also varies with time. In our model, the search queries used were “flu”, “gripe”, “influenza”, and “high fever”. According to our survey, these queries gave the highest signal. More importantly, these exact keywords were also used for tweet collection as a basis for comparison. Google provides weekly data for state and (limited) city searches. Daily data had to be extracted by querying the search volume over overlapping time periods and proportionally adjusting the query index along the time series. The Trends data were all downloaded within a single day (May 11, 2013), as Google varies the signal display with time. It is important to note that these data are distinct from the weekly Google Flu Trends (GFT) data, which does not provide a daily breakdown and was not used in this study. That being said, GSQ could act as a potential proxy for GFT. When comparing the 7-day GSQ volume totals with GFT weekly volume hits, their correlation coefficient was .78 between September 23, 2012 and May 5, 2013.

Twitter Data

Using the Twitter Streaming API, geocoded tweets were collected from October 15, 2012 to May 10, 2013; unlike the method suggested by Broniatowski and colleagues, our approach
did not involve normalizing the flu-related tweets against the weekly or daily total Tweet count. This was not done because we saw variation in the baseline number of tweets per day and because the daily volume of tweets was low (ranging from 0 to 120 tweets at peak season).

These tweets were selected based on the geographical bounding box from (40.44, −74.93) to (41.12, −72.63). This window was chosen to account for people commuting into New York City from New Jersey and Long Island. The assumption was that the signal position of tweets would not change significantly by moving the bounding box further out from the city; however, the larger area would allow for greater tweet volume for analysis. To determine if the tweet was inside the frame of interest, the tweet latitude and longitude were first checked. If the tweet location was missing, the profile latitude and longitude was used. Users could also define a text-based location for their profile, but these tweets could not be reliably determined to be inside the bounding box, and were therefore excluded. Dredze et al have developed “Carmen”, a system to geolocate tweets by cross-referencing location keywords to a database, but there remains difficulty in comparing tweets with a GPS stamp to those which are geolocated to a broader region [32].

Keyword filters were then applied to our collection of tweets: “flu”, “gripe”, “influenza”, and “high fever” were case-insensitive, word-bounded inclusion strings. “Avian”, “stomach”, and “bird” were exclusion strings. Although the purpose of this study was not to optimize keyword selection, preliminary studies were conducted to see the effect on the signal to noise ratio when adding inclusion words for other ILI symptoms and medications. Ginsberg and colleagues methodically constructed a set of 45 significant keywords for Google Flu Trends using a linear regression model [5]. Similar methods have been used by Kim et al for Hangeul Twitter [12]. Optimal keywords, however, vary across time and geographical region, so our approach focused on obtaining a signal that was both strong and specific and was not concerned with the decreasing marginal value of the next best keyword. Our search was broad enough to cover the top 11 ILI-related search query topics that grouped the Google Flu Trends 45 keywords.

After collecting the filtered tweets, all 2972 tweets were manually curated. Duplicate tweets from the same user were first removed from the dataset. We then created categories for Twitter classification using the models established by Lamb et al [33]: Relevant (R) vs Irrelevant (Ir), Awareness (A) vs Infection (I), and Self (S) vs Other (O). Additionally, a fourth option (not included by Lamb et al) was added to mark High (H) vs Medium (M) vs Low (L)—a guess for the probability of the subject(s) mentioned being sick. This category could help differentiate a sarcastic tweet from a serious one, by assigning a rank to the veracity of the subject being sick. A user-based guess for the sickness of the subject has also been employed by germTracker and CrowdBreaks to leverage human-based classification of tweets [34].

All tweets were labeled after being dissociated with their dates to prevent bias of an anticipated regular flu season on categorization. The categories were grouped into 12 four-letter codes and an additional code for irrelevant tweets. In general, Relevant-Infection-Self-High/ Relevant-Infection-Self-Medium (RISH/RISM) and Relevant-Infection-Other-High/ Relevant-Infection-Other-Medium (RIOH/RIOM) constituted tweets for people who had the flu or flu-like symptoms; Relevant-Infection-Self-Low/ Relevant-Infection-Other-Low (RISL/RIOL) grouped tweets for people who were recovering from illness; Relevant-Awareness-Self-High/ Relevant-Awareness-Self-Medium (RASH/RASM) generally grouped tweets of people with negative reactions to flu shots; Relevant-Awareness-Self-Low (RASL) grouped tweets for flu shots and successful vaccinations; Relevant-Awareness-Other-High/ Relevant-Awareness-Other-Medium (RAOH/RAOM) referred to news media alerts of different severity; and Relevant-Awareness-Other-Low (RAOL) grouped tweets focused on public health awareness and therapies. Examples of this scheme can be seen in Multimedia Appendix 1.

Ethics

The tweets used in this study were publicly distributed. Consent for these tweets to be read comes from users signing the Twitter Terms and Agreement and agreeing to public privacy settings. This project was exempted from IRB approval since it did not meet the criteria for human subjects’ research. Nevertheless, for the purpose of this study, tweeters’ user IDs were not collected so each tweet entity remained anonymized. The subsequent analyses were dependent on the tweet content, tweet frequency (aggregate), and tweet location.

Predictive Models

Temporal

First, Pearson correlation values were constructed between each of the Twitter category time series and the GSQ time series to the ILI-ED time series for New York City. Next, to forecast the ILI data, AR (auto-regressive) models were used. ILI was the dependent variable, while GSQ and the strongest category Twitter data were the independent variables separately in different models. Each model was tested for 7 weeks between January 6, 2013 and February 23, 2013 to compare the predictive abilities in ILI visits during the volatile peak of the flu season.

Spatiotemporal (Retrospective)

Since the selected tweets are geocoded and include a date stamp, they are also fact space-time data. Using SatScan software [35], we were able to perform retrospective geographical surveillance of the 2012-2013 flu season to detect statistically significant space-time disease clusters. The space-time test statistic is defined by a cylindrical window with circular base. The circular base represents the spatial scan, with the base varying from zero to a size that captures 50% of the population risk for a given tweet. The set of circular bases scan the map for potential clusters. Similarly, the height of the cylinder represents the temporal progression of the map varying from 0 to 50% of the total time period. The cylinder is moved both laterally in space and vertically in time (aggregated in weekly steps) to identify possible clusters for the entire study region to generate the test statistic.
A total of 1484 total RISM and RISH tweets, restricted to New York City proper, were used for the spatiotemporal analysis between October 15, 2012 and May 10, 2013. RISH tweets were treated as the potential flu cases, while RISM tweets were treated as control cases. These tweets were also weighted based on their seasonal time-series correlation value to gold standard ILI visits (RISH=.689, RISM=.655) to better reflect their relative association with real flu cases. After assigning weights, a Poisson probability model was used to search for high clusters with an excess of RISH tweets (compared to control RISM tweets), for each cylinder in the scan window. Both primary and secondary clusters were identified based on a likelihood ratio test statistic using the methods described by Jung and Kulldroff [36].

**Spatiotemporal (Prospective)**

SaTScan provides prospective analysis functionality to predict regions with higher risk ratio. We looked at representing these results in an alternative fashion, in a manner accessible from a Web application. The approach was to construct a vector-map for the larger NYC region. The idea was to use an analogy of a weather map where winds move from areas of high to low pressure. Pressure was modeled by density of potentially sick tweeters and winds represented the direction of change locally in that density. Specifically, for each 0.1 x 0.1 decimal degree grid, the weekly change in percent of flu-related tweets was calculated. A vector was drawn to point in the direction of the neighboring cells with the highest positive percentage increase in flu-related tweets, away from cells with a percentage decrease. Red corresponds with higher percent increase. The underlying assumption of the model was that infection spreads locally between neighboring regions. While it may be argued that disease transmission is not spatially continuous, this model demonstrates one of many possible representations of flu dynamics at the city-level scale (hence the grid dimensions), and how a real-time public health tool may be displayed. Sadilek et al have suggested the importance of colocation with other sick tweeters (friends or otherwise) in their individual-based model of spatiotemporal prediction. Therefore, understanding changes in sick tweeter colocation is importantly indicated by our wind-map. The macro-level validation of our model will come only with the availability of more gold-standard, spatiotemporal data.

Further discussion of spatial models of temporal windows and their relation to spatial predictor covariates (age, ethnicity, population density, distance to school and subway, distance from home, distance from vaccination sites) can be found in Figures 8 and 9 in Multimedia Appendix 2.

**Results**

**Temporal**

The time series of tweet counts was calculated to first assess the quality of the data. We classified over 90% of the tweets collected as relevant. Most tweets were about the self (S), about being infected (I) or having ILI symptoms, and were ranked with high probability (H) for the subject being sick, as seen in Table 1. These Pearson correlation values correspond to tweets from October 15, 2012 to May 10, 2013.

Each time series, including the GSQ time series, was then compared to the ILI data and ranked (as seen in Table 1). Infection, RISH, and Relevant groups and subgroup had higher Pearson correlations with the gold-standard ILI data between October 15, 2012 and May 10, 2013. Figure 1 illustrates aforementioned relationships with the ILI data.

Figure 2 illustrates the comparison between GSQ and Twitter data, comparing both to ILI. Note the Pearson correlation between GSQ and Twitter “Awareness” time series is .934. Both have a characteristic spike on January 10, 2013, the day the city of Boston declared a public health emergency for influenza.
Table 1. Quality of the classified tweets and search query data.

<table>
<thead>
<tr>
<th>Tweet group(^a)</th>
<th>Percentage of tweets</th>
<th>Time series</th>
<th>Pearson correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relevant</td>
<td>0.907</td>
<td>Infection</td>
<td>.763</td>
</tr>
<tr>
<td>Self</td>
<td>0.689</td>
<td>RISH</td>
<td>.689</td>
</tr>
<tr>
<td>Infection</td>
<td>0.628</td>
<td>Relevant</td>
<td>.687</td>
</tr>
<tr>
<td>High</td>
<td>0.497</td>
<td>GSQ</td>
<td>.683</td>
</tr>
<tr>
<td>Awareness</td>
<td>0.279</td>
<td>Self</td>
<td>.677</td>
</tr>
<tr>
<td>Medium</td>
<td>0.223</td>
<td>Medium</td>
<td>.668</td>
</tr>
<tr>
<td>Other</td>
<td>0.219</td>
<td>Other</td>
<td>.666</td>
</tr>
<tr>
<td>Low</td>
<td>0.188</td>
<td>High</td>
<td>.665</td>
</tr>
<tr>
<td>Irrelevant</td>
<td>0.082</td>
<td>RISM</td>
<td>.655</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sub Group</th>
<th>Percentage of tweets</th>
<th>Time series</th>
<th>Pearson correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>RISH</td>
<td>0.399</td>
<td>Awareness</td>
<td>.549</td>
</tr>
<tr>
<td>RASL</td>
<td>0.107</td>
<td>RASM</td>
<td>.545</td>
</tr>
<tr>
<td>RISM</td>
<td>0.100</td>
<td>RISL</td>
<td>.542</td>
</tr>
<tr>
<td>RAOM</td>
<td>0.058</td>
<td>RIOM</td>
<td>.511</td>
</tr>
<tr>
<td>RIOH</td>
<td>0.054</td>
<td>Low</td>
<td>.451</td>
</tr>
<tr>
<td>RISL</td>
<td>0.041</td>
<td>RAOH</td>
<td>.411</td>
</tr>
<tr>
<td>RAOH</td>
<td>0.040</td>
<td>RASL</td>
<td>.351</td>
</tr>
<tr>
<td>RASM</td>
<td>0.037</td>
<td>RASH</td>
<td>.322</td>
</tr>
<tr>
<td>RAOL</td>
<td>0.032</td>
<td>RAOL</td>
<td>.277</td>
</tr>
<tr>
<td>RIOM</td>
<td>0.027</td>
<td>RIOL</td>
<td>.254</td>
</tr>
<tr>
<td>RIOL</td>
<td>0.007</td>
<td>Irrelevant</td>
<td>.213</td>
</tr>
<tr>
<td>RASH</td>
<td>0.005</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Relevant (R), Awareness (A), Infection (I), Self (S), Other (O), High (H), Medium (M), Low (L).
Figure 1. Time series comparisons between Tweet categories and ILI-ED visits.
### Linear Regression Models

In order to compare the Twitter, GSQ, and ILI time series datasets, we first used an Augmented Dickey-Fuller (ADF) test with EVIEWS-7 statistical package to confirm the presence of a unit root. Each dataset was then adjusted to meet the stationarity test. The datasets were not stationary at the 1% significance level until after first order differencing was performed (Tables 2 and 3).

An Englemen Granger co-integration test was then performed on the time-lagged datasets. Establishing co-integration and stationarity allowed for determination of consistent estimators in our regression model. One weakness was present in our approach: seasonality was not tested because the available data only comprised one season. A discussion of the weekday effect and why weekly cyclic terms were not included in the model can be found in Multimedia Appendix 2.

The first AR model incorporates infection time series data and 14-day time-lagged ILI data for the first week. The time lag reflects the real delay in publicly reporting updated ILI-ED visit counts. The model and results are shown in Table 4. Note mu and epsilon are terms for error and drift respectively in the subsequent models.

**Model 1:** ILI = m₁ILI(−14) + m₂infection(−1) + m₃μ(−1) + ε

The results from the model above show that the time-lagged ILI data were not significant for the prediction. This persuaded us to modify the model to incorporate only Infection tweets time series data. Across all 7 weeks, the best model for the Infection tweets time series had the following form:

**Model 2:** ILI = α₁infection(−2) + α₂μ(−1) + α₃μ(−2) + ε

We repeated the same process for GSQ data, constructing a model to incorporate both it and ILI time-lagged data for the first week. The results are listed in Table 5.

**Model 3:** ILI = β₁ILI(−14) + β₂gsq(−3) + β₃μ(−1) + β₄μ(−2) + ε

Again we found the time-lagged ILI data to be not significant and eliminated it from the subsequent GSQ models. For the Google search query data, the following models were constructed to optimize its predictive scores by adjusting the time series lag.

**Model 4:** ILI = γ₁gsq(−3) + γ₂μ(−1) + γ₃μ(−2) + ε (first and second weeks)

**Model 5:** ILI = γ₁gsq(−4) + γ₂μ(−1) + γ₃μ(−2) + ε (third to seventh weeks)

The two GSQ and the Twitter Infection models were then compared by their mean absolute percent error or MAPE (see Table 6). The data suggest lower MAPE scores for Twitter for the first 4 weeks in January (4.7, 6.9, 11.8, and 10.4) compared to GSQ data (5.5, 15.8, 12.4, and 11.3).

The average MAPE for temporal predictions using the Infection tweet time series was 8.4. Figure 3 demonstrates the ILI predictions using the Infection tweet time series (model 2) for the month of January.
Table 2. Augmented Dickey-Fuller (ADF) test of ILI\(^a\), Twitter, and Google search query data.

<table>
<thead>
<tr>
<th></th>
<th>ILI</th>
<th>Twitter infection</th>
<th>Google search query</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(t) statistic(^b)</td>
<td>probability</td>
<td>(t) statistic(^b)</td>
</tr>
<tr>
<td>ADF test</td>
<td>−1.902</td>
<td>0.331</td>
<td>−2.569</td>
</tr>
<tr>
<td><strong>Test critical values</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1% level</td>
<td>−3.462</td>
<td></td>
<td>−3.463</td>
</tr>
<tr>
<td>5% level</td>
<td>−2.876</td>
<td></td>
<td>−2.876</td>
</tr>
<tr>
<td>10% level</td>
<td>−2.574</td>
<td></td>
<td>−2.574</td>
</tr>
<tr>
<td>Non-stationary</td>
<td>Non-stationary</td>
<td>Non-stationary</td>
<td>Non-stationary</td>
</tr>
</tbody>
</table>

\(^a\)ILI: influenza-like illness  
\(^b\)Degrees of freedom=203

Table 3. Augmented Dickey-Fuller (ADF) test of ILI\(^b\), Twitter, and Google search query data with first order lag.

<table>
<thead>
<tr>
<th>(\Delta)ILI(^b)</th>
<th>(\Delta)Twitter infection(^b)</th>
<th>(\Delta)Google search query(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(t) statistic(^c)</td>
<td>probability</td>
<td>(t) statistic(^c)</td>
</tr>
<tr>
<td>ADF test</td>
<td>−12.544</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>Test critical values</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1% level</td>
<td>−3.463</td>
<td></td>
</tr>
<tr>
<td>5% level</td>
<td>−2.876</td>
<td></td>
</tr>
<tr>
<td>10% level</td>
<td>−2.574</td>
<td></td>
</tr>
<tr>
<td>Stationary</td>
<td>Stationary</td>
<td>Stationary</td>
</tr>
</tbody>
</table>

\(^b\)ILI: influenza-like illness  
\(^b\)\(\Delta\)=first order lag  
\(^c\)Degrees of freedom=202

Table 4. Results of model (1).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard error</th>
<th>(t) statistic(^c)</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infection((-1))</td>
<td>−2.174</td>
<td>1.016</td>
<td>−2.140</td>
<td>0.036</td>
</tr>
<tr>
<td>ILI((-14))</td>
<td>0.224</td>
<td>0.142</td>
<td>1.576</td>
<td>0.120</td>
</tr>
<tr>
<td>AR((1))</td>
<td>1.007</td>
<td>0.016</td>
<td>61.676</td>
<td>0.000</td>
</tr>
</tbody>
</table>

\(^a\)ILI: influenza-like illness  
\(^b\)AR: auto-regressive  
\(^c\)Degrees of freedom=188

Table 5. Results of model (3).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard error</th>
<th>(t) statistic(^d)</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSQ((-3))</td>
<td>0.069</td>
<td>0.031</td>
<td>2.218</td>
<td>0.030</td>
</tr>
<tr>
<td>ILI((-14))</td>
<td>0.212</td>
<td>0.147</td>
<td>1.444</td>
<td>0.154</td>
</tr>
<tr>
<td>AR((1))</td>
<td>0.690</td>
<td>0.125</td>
<td>5.515</td>
<td>0.000</td>
</tr>
<tr>
<td>AR((2))</td>
<td>0.315</td>
<td>0.127</td>
<td>2.476</td>
<td>0.016</td>
</tr>
</tbody>
</table>

\(^a\)GSQ: Google Trends search query  
\(^b\)ILI: influenza-like illness  
\(^c\)AR: auto-regressive  
\(^d\)Degrees of freedom=188
Table 6. MAPE\textsuperscript{a} scores for Infection tweet and GSQ\textsuperscript{b} models for ILI\textsuperscript{c} predictions.

<table>
<thead>
<tr>
<th>Date</th>
<th>Twitter model</th>
<th>GSQ models</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Durbin-Watson statistic</td>
<td>MAPE (static)</td>
</tr>
<tr>
<td>1/06-1/12</td>
<td>2.00</td>
<td>4.7</td>
</tr>
<tr>
<td>1/13-1/19</td>
<td>2.11</td>
<td>6.9</td>
</tr>
<tr>
<td>1/20-1/26</td>
<td>2.16</td>
<td>11.8</td>
</tr>
<tr>
<td>1/27-2/02</td>
<td>2.07</td>
<td>10.4</td>
</tr>
<tr>
<td>2/03-2/09</td>
<td>2.09</td>
<td>8.2</td>
</tr>
<tr>
<td>2/10-2/16</td>
<td>2.08</td>
<td>14.8</td>
</tr>
<tr>
<td>2/17-2/23</td>
<td>2.08</td>
<td>15.3</td>
</tr>
</tbody>
</table>

\textsuperscript{a}MAPE: mean absolute percent error
\textsuperscript{b}GSQ: Google Trends search query
\textsuperscript{c}ILI: influenza-like illness

Figure 3. Predicted ILI-ED visits in red using the Infection tweets model (Model 2).

Spatiotemporal Models
From the retrospective analysis [37], a primary space-time cluster for RISH tweets was found in North Brooklyn [38] with a relative risk of 2.74 (RISH to control RISM) between November 24, 2012 and March 11, 2013 at a significance of \(P<.001\). The prospective vector-map was constructed for the week following January 8-15, 2013 and can be seen in Figure 4.
Discussion

Principal Results

The principal aim of this study was to evaluate the strength of Twitter data in predicting flu cases on a daily local level in New York City. Our method for selecting this Twitter data with keyword filters and location filters returned a dataset with 90%+ relevant tweets. Daily Infection tweets showed the highest correlation with daily ILI visits ($R^{2}=.763$) for the 2012-2013 time period. While we believed that the RISH category most clearly identified personal accounts of sickness, the correlation with ILI was not as strong as using just the Infection tweets umbrella ($R^{2}=.689$). This may be due to the fact that Infection aggregates reports from both individuals and others to better reflect total cases of flu across various levels of certainty based on level of symptom progression. Low correlation values for the RISL group (.542) compared to the correlations for RISM and RIOH (.616 and .655), however, still are consistent with the evaluator guess in the classification scheme.

Twitter data (Infection and RISH) importantly outperformed daily GSQ data ($R^{2}=.683$) with respect to correlation to daily ILI visits between October 15, 2012 to May 10, 2013. Qualitatively these results are consistent with our expectations. Twitter allows infection-related testimonials to be extracted. These Infection tweets are better predictors of potential cases than Awareness tweets (Figure 1) and GSQ data, neither of which can distinguish people who search due to awareness or from infection. In fact, GSQ resembles Awareness tweets (Figure 2), with a correlation of .934. Both datasets had large increases (about 600%) in volume immediately after the nearby January 10 Boston public health emergency declarations (the New York state of emergency was announced 2 days later and also showed a spike). Similar spikes in public attention on Twitter after media releases have been noted by Gu and colleagues in their analysis of the 2013 H7N9 outbreak in China, with the most pronounced effect in the first 3 days [39]. From a public health standpoint, an awareness reaction to a media response provides information that is either exaggerated, already established, or both. Infection tweets are more relevant because they indicate current probable cases not necessarily accounted for by the hospital network. This is not to entirely discount Awareness tweets. In fact, Awareness-related tweets can still provide important insight on vaccination. The data from Relevant, Awareness, and Self categories suggests people tweeted about flu shots when it was probably too late (see Figure 2 in Multimedia Appendix 2). Although there was some signal from October to December, tweets about the flu shot peaked near peak flu season, at which point those tweeters would have already been exposed to the virus with weakened immunity. It is possible that delayed vaccinations contributed to the increased intensity of the peak season.

When considering temporal forecasting, Infection tweets performed better than the GSQ data. While the predictions were comparable for the off-peak flu season, the difference in MAPE was apparent between January 6 and February 23, 2013, which included the peak and highest volatility of the flu season. The Infection tweet model had an average MAPE of 8.4 compared to GSQ models that had a MAPE of 11.8. Importantly, available and officially released time-lagged ILI data were found to be not statistically significant in predicting real-time ILI cases.
This further underscores the need for alternative real-time data sources such as Twitter.

Spatiotemporal analysis also provided valuable insights. In particular, a primary cluster of a high ratio of high-probability sick tweetees to medium-probability infection tweetees was found in northern Brooklyn across a timeframe from November through March. This cluster includes Barclay’s Center and the Atlantic Avenue Terminal—both places of mass gathering and commute and therefore increased probability of infection and/or transmission of influenza. It is not definitive what factors led to an increased propensity to tweet high-confidence infection tweets or by extension what factors led to increased sickness in that cluster. The New York City Department of Health does have daily time series data for each borough (see Figure 3 in Multimedia Appendix 2). The Bronx, Manhattan, Brooklyn, and Queens all tend to follow similar trends in the overall ILI-ED visits as the whole of NYC; each of the four boroughs shares the peak flu visits for the period between January 8 and January 18, 2013. Staten Island has far fewer reports and no discernible peak. Aggregating the Department of Health time series data on the borough level may not immediately reveal knowledge of potential clusters, such as the one identified in Northern Brooklyn by SaTScan using geocoded tweets. Prospective models, like the one in this study (see Figure 4), have yet to be validated due to lack of geographical gold standard data for comparison. We believe that the representation however is useful in demonstrating one possible model of local diffusion.

Limitations
This study faced several limitations. Classifying the tweets underscored that textual interpretation is a difficult task that requires human interpreters with contextual knowledge of the language and region of interest. The ability to recognize slang, misspellings, Twitter lexicon, inside references, current events, intention, and mood of the tweet sets a high threshold for extracting meaning and sentiment for machine-learning algorithms, experienced researchers, and contracted data classifiers alike. For metropolitan areas that have higher tweet density, multiple languages can come into play. The word “gripe” for example can mean complaint in English but influenza in Portuguese and Spanish; it is also a misspelling of “gripe” in French. Moreover, the tweets were only queried in English and Spanish. With already low tweet volume, capturing other languages such as Italian, Portuguese, Malay, and Tagalog will be needed to refine models moving forward. When it comes to qualitative coding, checking for inter-rater reliability is key as the process is inherently subjective. We are attaching our dataset in Multimedia Appendix 3 to improve the feedback of the classification scheme.

The classification approach used here also was manual and the keyword choice was not optimized through iterative deletion from a large bank of keywords. That being said, the purpose was not to obtain the highest correlative value as optimal keywords vary in time frame and region. While the manual approach used here has advantages of eliminating false positives/negatives that may result from automatic classification (as has been commonly reported [40]), the tradeoff of this approach comes in speed of analysis. Automatic classifiers have been successful and can be trained to include additional search strategies for influenza from this study (see Table 1 in Multimedia Appendix 2) to increase speed and accuracy. These rule-based heuristics supplement a growing base of classifier findings by Paul et al [33] and Nagel et al [41], which show bag-of-words, URL Web addresses, retweet status, emoticons, and syntactical organization of a tweet as indicators of illness.

Finally, limitations were present in the modeling approaches. For temporal modeling, seasonality factors were not considered in the time series analysis. This was due to lack of retrospective ILI and Twitter data access. Since influenza is cyclical, seasonality concerns are of extreme relevance in predicting the weeks of the influenza peak. For spatial models, geocoded tweets are few in volume, presenting a clear limitation to the power of the analysis. While many tweeters in New York City may also be tweeting they are sick (without a geocode), at the moment, it is not possible to verify that they are indeed tweeting from within New York City with the available data. Geocoded tweets are, however, expected to grow in the coming years and with this increase comes the potential for higher statistical power [42]. Moreover, Carmen and other text-mining approaches are being considered to increase the fidelity of non-GPS, location-based data [32,43]. From our survey, New York City had the highest volume of geocoded tweets (from 2-3% of total tweets) [42], so it is not clear if the models used here will hold for other cities where data are less prevalent. It is encouraging that in this case study the number of tweets found statistically significant spatiotemporal clusters and temporal autocorrelations at the $P=.002$ and $P=.01$ levels respectively based on the sample. But even with increased geolocation of tweets, when it comes to tracking disease within cities, two obstacles remain: how to verify tweet content, and how to account for tweeter mobility to treat Infection tweets as footprints rather than static incidents. Interactions with the disease could result from interactions within familiar networks of people or from commuting across vast environments.

Comparison to Prior Work
This is not the first study to demonstrate the relevance of Twitter in predicting influenza cases. Broniatowski and colleagues’ recent examination of Twitter in New York City can be used as a basis of comparison for the temporal analysis [24]. Their algorithm for Infection tweets found a stronger correlation to ILI visits than the approach here ($R=.88$ vs $R=.763$). Broniatowski et al’s simpler keyword filter algorithm, however, has a lower correlation value with ILI visits ($R=.72$). These comparisons, however, are not ceteris paribus. In this study, daily, not weekly data are correlated to see for the first time if daily data have sufficient signal at the municipal level. It is also not clear which keywords are being employed in their algorithms and how to compare the forecasting models used without MAPE scores for a given week’s predicted ILI counts.

From a spatiotemporal basis, it is important to consider how this work relates to the framework proposed by Sadilek et al [44]. The approach here attempts to simply map geographical risk based on density of tweets in a given region. Our models would suggest that colocation with high density RISH tweets
would suggest higher risk of contracting the disease. Sadilek and colleagues have included colocation with people in social networks as a facet of their model. Our retrospective and prospective models lacked a covariate to measure this network interaction, and thus leave room for improvement. At the same time, the limited number of publicly available geocoded tweets may suggest that such a framework is difficult to implement at the municipal level for a short time period.

Finally, we see an avenue for improving the classification scheme established by Lamb et al by including an evaluator guess. This factor can account for sarcasm, tone of voice, and confidence of the statement made by the tweeter. This factor was also crucial in establishing a basis for case versus control “sick” tweets for spatiotemporal analysis.

Conclusions
This study presents several major takeaways. It is the first study to consider daily city-level Twitter data as a means of forecasting real-time ILI emergency department visits in New York City. It also suggests useful models for leveraging the geocoded Twitter data to understand potential hotspots of disease (such as the Barclay’s Center and Atlantic Avenue Terminal) as they move throughout the flu season. This information will be relevant in considering availability and access to vaccination sites and monitoring ongoing vaccination rates. Twitter can also inform public health officials of the local, upcoming burden of disease. Public health officials already use SaTScan with electronic medical record (EMR) data to track anomalous outbreaks of disease in space and time. Now, Twitter can provide weighted potential cases from personal reports to improve these models. When hyperlocal, confirmed data on flu cases is otherwise unavailable, Twitter provides a real-time information data source. This information can be filtered to select for infection-specific testimonials and as a dataset, outperforms awareness-mixed, daily data from Google Trends search query. This data can also be leveraged in unique prospective models to forecast ILI trends in space and time (see Figure 5 in Multimedia Appendix 2).

Moving forward, it will be critical to define the threshold of localization for which Twitter can be a useful predictive dataset. For Twitter data to be validated, gold standard public health data must be made more available. Testing the correlative value for the flu cases at the NYC borough level begins to show the limits of Twitter’s capabilities in local ILI-ED prediction (see Figure 7 in Multimedia Appendix 2). With an expected increase in mobile devices and social media activity in the coming years, we look forward to the new challenges, insights, and applications gained from Twitter in the growing field of data-driven epidemiology.
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Abstract

Background: Inequalities in Internet use and health information seeking are well documented, but less is known about information for family life activities.

Objective: We investigated the social determinants of online family life information seeking behaviors and its associations with family well-being among Chinese adults in Hong Kong.

Methods: A probability-based telephone survey was conducted in 2012 to record family life information seeking behaviors, including frequency of seeking and paying attention to family life information, levels of trust, and perceived usefulness of family life information. Family well-being was assessed using 3 single items on perceived family harmony, happiness, and health, with higher scores indicating greater well-being. Adjusted odds ratios for family life information seeking behaviors by socioeconomic characteristics and lifestyle behaviors, and adjusted beta coefficients for family well-being by family life information seeking behaviors were calculated.

Results: Of 1537 respondents, 57.57% (855/1537) had ever and 26.45% (407/1537) sought monthly family life information through the Internet. Lower educational attainment and household income, smoking, and physical inactivity were associated with less frequent seeking and paying attention (all P<.05). Greater perceived family health was associated with more frequent attention (adjusted β=.32, 95% CI 1.11-.52), greater levels of trust (adjusted β=.28, 95% CI .07-.48), and perceived usefulness (adjusted β=.23, 95% CI .01-.45) of family life information. Frequent attention and higher level of trust were also associated with greater family harmony (adjusted β=.22, 95% CI .002-.41) and happiness (adjusted β=.23, 95% CI .003-.42), respectively.

Conclusions: This is the first study investigating family life information seeking behaviors and suggested inequalities of online family life information seeking behaviors. The association between family life information seeking behavior and family well-being needs to be confirmed in prospective studies.

(J Med Internet Res 2014;16(10):e227)  doi:10.2196/jmir.3386
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**Introduction**

Communication inequalities, defined as differences in accessing, processing, and acting on information, may be the link between social determinants and health [1]. Diffusion of advanced information and communication technologies (ICTs) in Hong Kong has led to a high rate of Internet penetration (77.9%), but a digital divide (defined as differential access to Internet among different groups of people) [2] between socioeconomic classes [3]. Prevalence of Internet connection among people living in public housing estates (69.3%) and having low monthly household income (<HK$10,000, 38.9%) was much lower than private housing (82.1%) and income >HK$50,000 (98.2%) [3]. A similar phenomenon was observed for computer use and educational gradients (primary or less: 28.4%; secondary: 82.3%; and postsecondary or greater: 96.8%) [3].

Such inequalities on Internet use suggest a widening gap between information haves and have-nots as the Internet is increasingly used as a source for information seeking, although offline searching (eg, television and newspaper) remains an important channel for obtaining information. Bridging communication inequalities is pivotal to reduce social inequality [4]. Most studies have focused on digital health communication inequalities and adverse effects across the continuum of health [5-8]. Inequalities in health information communication only represent a part of the digital divide because the Internet is also used for everyday life information seeking (ELIS), which includes information for solving problems encountered in everyday situations [9,10]. ELIS is studied mostly in the field of information science and rarely in behavioral or social science. Therefore, we aimed to extend current research on digital divide to include information on family life activities.

Family life information is considered an important part of family life, and refers to information to strengthen family functioning through improving communication skills, knowledge about developmental tasks, decision-making skills, self-esteem, and interpersonal relationships [11]. Only a few studies have investigated the family information needs for specific topics, such as parenting, childcare, and information needs for sick children [12-14]. Recognizing the importance of providing family life information, particularly for parents with young children, the UK government has set up family information services in all parts of the country to provide comprehensive family-related information particularly for lower socioeconomic groups [15].

The concept of family life information has not been clearly defined. We adopted a broad, simple, and practical definition of family life information seeking behaviors as information related to family communication; relationships with children, partners, and other family members; work-life balance; and emotion and stress management. These components are commonly reported in many Western studies as main factors affecting family well-being [16,17]. Similarly, our qualitative studies exploring the concepts of family well-being in the general public and community leaders in Hong Kong found that health, happiness, and harmony (3Hs) are the 3 major themes of family well-being [18,19]. The concept of the family 3Hs are coherent with the traditional Chinese value on collectivism, but are different from Western individualist culture, which puts more emphasis on personal happiness and independence than family 3Hs [20].

Specifically, this study aimed to investigate socioeconomic and sociodemographic correlates of frequency of seeking, frequency of attention, levels of trust, and perceived usefulness toward online family life information focusing on socioeconomic inequalities. In addition, the associations between family life information seeking behaviors and the family 3Hs were also investigated.

**Methods**

**Sampling**

Details of research design have been reported elsewhere [6,21]. In brief, as a part of the FAMILY project, the Hong Kong Family and Health Information Trends Survey (FHInTS) was conducted in 2012 using a random telephone-based survey of the general public to monitor opinions and behaviors related to family health and communication [6]. All interviews were conducted by trained interviewers of the Public Opinion Programme from the University of Hong Kong. A 2-stage random sampling method was used. Telephone numbers were retrieved from residential telephone directories that cover approximately 76% of Hong Kong residents [22]. A computer program was used to generate a list of the telephone numbers in random order for interviews. Invalid household numbers, nonresponses, and ineligible households (people aged <18 years or not able to speak Cantonese) were excluded (n=8748). In the second stage, after interviewers introduced the study purpose, adult respondents were asked how many eligible persons were living in the household. All eligible persons were listed and the person with the next birthday closest to the interview day was selected for interview. Each interview took approximately 25 minutes to complete. Among 2080 people with confirmed eligibility, 1537 adults were successfully interviewed yielding a response rate of 73.9% [23]. Ethical approval was granted by the Institutional Review Board (IRB) of the University of Hong Kong/Hospital Authority Hong Kong West Cluster. Verbal informed consent was obtained and recoded verbatim, and the procedure was approved by the IRB.

**Measurement**

Definitions of families (family members are those who have relationships through biological, marital, cohabital, or emotional bonding) and family life information seeking (definition as mentioned previously) were presented to the respondents prior to the questions about family life information seeking. Frequency of family life information seeking was assessed by the question: “In the past 12 months, how often have you searched for family life information on the Internet?” with responses of ≥1 time/week, 1-3 times/month, 1 time in several months, rarely, and never/do have not Internet access. Attention to family information was assessed by the question “How often did you pay attention to family life information?” with responses of frequently, sometimes, rarely, and never. Trust in family life information was assessed by the question: “What do you think about the online family information sought last time?” with
responses of very trustful, partly trustful, neutral, not trustful, and completely not trustful. Perceived usefulness of online family life information was assessed by the question: “Do you think online family life information is useful?” with responses of very useful, partly useful, little useful, and not useful. Perceived family harmony, happiness, and health was assessed using 3 separate questions asking respondents to give a score from 0-10 with a higher score indicating better family well-being. Internal consistency of these 3 items was supported by a satisfactory Cronbach alpha (.84).

As in other similar studies on information seeking [5,24], socioeconomic status (SES) was measured using educational attainment, household monthly income, and employment. Several studies have documented the influence of these SES variables on a variety of health outcomes [25-27]. The responses for SES were based on our previous studies and the Hong Kong census with slight modifications. Education attainment was categorized as primary or less (combining no formal education and primary education), secondary, and tertiary or greater. Monthly household income (in Hong Kong dollars; US $1 = HK$7.8) was categorized as <HK$10,000 (combining <HK$4000 and HK$4000-HK$9999), HK$10,000-HK$19,999, HK$20,000-HK$29,999, HK$30,000-HK$39,999, and ≥HK$40,000. Employment status was categorized as full-time, part-time, self-employed, and unemployed. Health behaviors were correlated with information seeking as found in our previous studies [6]. We assessed the associations of smoking (never, ex-, and current), alcohol drinking (never, ex-, occasional, and monthly), and physical activity (none, 1-3 days/week, ≥4 days/week) with family life information seeking.

Statistical Analysis
All data were weighted by sex and age from the census data. Inequalities in family life information seeking by sex, age, marital status, and SES indicators were assessed by logistic regression, which yielded adjusted odds ratios (aOR) for family life information seeking. The association between family life information seeking and family well-being was estimated using linear regression (beta coefficients) adjusted for sociodemographic characteristics and health status. All analyses were performed using STATA 10 (StataCorp LP, College Station, TX, USA). A P value of <.05 was considered statistically significant.

Results
Of all respondents (N=1537), 45.71% (703/1537) were male, 73.78% (1123/1522) aged 25-64 years, 61.13% (937/1533) were married, 86.59% (1325/1530) had secondary school educational attainment, and 61.81% (801/1296) had monthly household income ≥HK$ 20,000. Details of socioeconomic status are reported elsewhere [28]. Sample representativeness was supported by small difference in distribution of sex, age, educational attainment, and household income between our sample and the general population (Cohen’s effect size <0.3) [28].

Table 1 shows that one-quarter of respondents (25.8%, 396/1537) sought family life information for recreational purposes followed by information for improving family relationships (17.7%, 272/1537) and communication (15.3%, 235/1537), managing emotional problems and stress (14.0%, 215/1537), and improving work and ability (10.8%, 165/1537). More than half of the respondents (57.57%, 885/1537) had ever sought family life information with 26.45% (407/1537) on a monthly basis. In addition to active seeking, more than two-thirds (69.12%, 1059/1532) of the respondents had ever paid attention to family life information. Only 3.2% (39/1198) reported online family life information as trustful and 10.5% (137/1309) of respondents reported it as very useful.
Table 1. Online family life information seeking content, frequency, attention, and trust (N=1537).

<table>
<thead>
<tr>
<th>Content</th>
<th>Unweighted, n (%)</th>
<th>Weighted, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entertainment information</td>
<td>334 (21.73)</td>
<td>396 (25.75)</td>
</tr>
<tr>
<td>Family relationship</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Children</td>
<td>177 (11.52)</td>
<td>208 (13.53)</td>
</tr>
<tr>
<td>Couples</td>
<td>104 (6.77)</td>
<td>135 (8.77)</td>
</tr>
<tr>
<td>Relatives</td>
<td>28 (1.82)</td>
<td>37 (2.42)</td>
</tr>
<tr>
<td>Family communication</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emotion and stress management</td>
<td>178 (11.58)</td>
<td>215 (14.02)</td>
</tr>
<tr>
<td>Improvement of self/work-ability</td>
<td>134 (8.72)</td>
<td>165 (10.72)</td>
</tr>
<tr>
<td>Work-life balance</td>
<td>66 (4.29)</td>
<td>87 (5.67)</td>
</tr>
<tr>
<td>Ability of self-independent</td>
<td>59 (3.84)</td>
<td>77 (5.02)</td>
</tr>
<tr>
<td>Others</td>
<td>42 (2.73)</td>
<td>45 (2.93)</td>
</tr>
<tr>
<td>Frequency of seeking</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥1 time(s)/week</td>
<td>98 (6.38)</td>
<td>120 (7.78)</td>
</tr>
<tr>
<td>1-3 times/month</td>
<td>242 (15.76)</td>
<td>287 (18.67)</td>
</tr>
<tr>
<td>&lt;1 time/month</td>
<td>423 (27.54)</td>
<td>478 (31.12)</td>
</tr>
<tr>
<td>Never</td>
<td>773 (50.33)</td>
<td>652 (42.43)</td>
</tr>
<tr>
<td>Attention</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Always</td>
<td>189 (12.37)</td>
<td>228 (14.87)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>438 (28.66)</td>
<td>491 (32.06)</td>
</tr>
<tr>
<td>Seldom</td>
<td>316 (20.68)</td>
<td>340 (22.19)</td>
</tr>
<tr>
<td>Never</td>
<td>585 (38.29)</td>
<td>473 (30.88)</td>
</tr>
<tr>
<td>Trust</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trust</td>
<td>38 (3.50)</td>
<td>39 (3.24)</td>
</tr>
<tr>
<td>Some trust</td>
<td>587 (54.00)</td>
<td>657 (54.88)</td>
</tr>
<tr>
<td>Neutral</td>
<td>291 (26.77)</td>
<td>328 (27.38)</td>
</tr>
<tr>
<td>Not trust</td>
<td>150 (13.80)</td>
<td>152 (12.66)</td>
</tr>
<tr>
<td>Absolutely not trust</td>
<td>21 (1.93)</td>
<td>22 (1.83)</td>
</tr>
<tr>
<td>Perceived information usefulness</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very useful</td>
<td>122 (9.78)</td>
<td>137 (10.48)</td>
</tr>
<tr>
<td>Partly useful</td>
<td>625 (50.08)</td>
<td>714 (54.56)</td>
</tr>
<tr>
<td>Little useful</td>
<td>182 (14.58)</td>
<td>186 (14.20)</td>
</tr>
<tr>
<td>Not useful</td>
<td>319 (25.56)</td>
<td>272 (20.77)</td>
</tr>
</tbody>
</table>

Table 2 shows that age was inversely associated with monthly seeking, frequent attention, and perceived usefulness toward family life information (P for trend <.001) although no association was observed for trust. Educational attainment was strongly associated with seeking, attention, trust, and perceived usefulness of family life information (all P for trend <.008-.001). Similarly, compared with family income <HK$10,000, higher household income was generally associated with greater odds of seeking, attention, and perceived usefulness toward family life information although nonsignificant associations for the highest income category of ≥HK$30,000 with attention and perceived usefulness were found. Marital and employment statuses were not associated with family life information seeking behaviors. In addition, family income was significantly associated with perceived levels of family health (β=.37, P=.04) and harmony (β=.90, P=.005).
Table 2. Socioeconomic status and online family life information seeking behaviors (N=1537).

<table>
<thead>
<tr>
<th>Factors</th>
<th>Monthly seeking</th>
<th>Frequent attention</th>
<th>Trust</th>
<th>Perceived usefulness</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td>aOR (95% CI) a</td>
<td>n (%)</td>
<td>aOR (95% CI) b</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>198 (282)</td>
<td>1.00 (1.00-1.00)</td>
<td>342 (48.9)</td>
<td>1.00 (1.00-1.00)</td>
</tr>
<tr>
<td>Female</td>
<td>208 (250)</td>
<td>0.90 (0.69-1.19)</td>
<td>376 (45.3)</td>
<td>0.92 (0.71-1.20)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>68 (43.8)</td>
<td>1.00 (1.00-1.00)</td>
<td>102 (65.4)</td>
<td>1.00 (1.00-1.00)</td>
</tr>
<tr>
<td>25-44</td>
<td>212 (378)</td>
<td>0.69 (0.43-1.12)</td>
<td>361 (64.4)</td>
<td>0.77 (0.46-1.27)</td>
</tr>
<tr>
<td>45-64</td>
<td>113 (202)</td>
<td>0.38 (0.22-0.65) ^d</td>
<td>225 (40.4)</td>
<td>0.42 (0.24-0.72) ^c</td>
</tr>
<tr>
<td>≥65</td>
<td>10 (4.3)</td>
<td>0.09 (0.04-0.25) ^d</td>
<td>26 (10.9)</td>
<td>0.12 (0.06-0.25) ^d</td>
</tr>
<tr>
<td><strong>P for trend</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>&lt;0.0001</td>
<td></td>
<td>&lt;0.0001</td>
<td>0.89</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>185 (380)</td>
<td>1.00 (1.00-1.00)</td>
<td>1.00 (1.00-1.00)</td>
<td>1.00 (1.00-1.00)</td>
</tr>
<tr>
<td>Married/cohabitated</td>
<td>214 (22.7)</td>
<td>1.02 (0.73-1.43)</td>
<td>308 (63.2)</td>
<td>1.03 (0.74-1.45)</td>
</tr>
<tr>
<td>Other</td>
<td>7 (7.4)</td>
<td>0.75 (0.28-1.99)</td>
<td>394 (41.9)</td>
<td>0.67 (0.31-1.46)</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td>252 (352)</td>
<td>1.00 (1.00-1.00)</td>
<td>1.00 (1.00-1.00)</td>
<td>1.00 (1.00-1.00)</td>
</tr>
<tr>
<td>Part-time</td>
<td>32 (27.7)</td>
<td>1.18 (0.71-1.97)</td>
<td>425 (59.4)</td>
<td>0.73 (0.45-1.19)</td>
</tr>
<tr>
<td>Self-employed</td>
<td>16 (22.1)</td>
<td>0.70 (0.38-1.29)</td>
<td>50 (43.6)</td>
<td>0.79 (0.46-1.37)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>107 (168)</td>
<td>0.93 (0.65-1.33)</td>
<td>34 (46.3)</td>
<td>0.88 (0.63-1.23)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤Primary</td>
<td>3 (1.6)</td>
<td>1.00 (1.00-1.00)</td>
<td>1.00 (1.00-1.00)</td>
<td>1.00 (1.00-1.00)</td>
</tr>
<tr>
<td>Secondary</td>
<td>170 (23.7)</td>
<td>7.42 (2.38-23.12) ^d</td>
<td>12 (6.0)</td>
<td>5.44 (2.81-10.52) ^d</td>
</tr>
<tr>
<td>≥Tertiary</td>
<td>232 (382)</td>
<td>11.04 (3.47-35.12) ^d</td>
<td>305 (42.8)</td>
<td>10.69 (5.34-21.43) ^d</td>
</tr>
<tr>
<td><strong>P for trend</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>&lt;0.0001</td>
<td></td>
<td>&lt;0.0001</td>
<td>0.008</td>
</tr>
<tr>
<td><strong>Household income</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(HK$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤9999</td>
<td>16 (7.5)</td>
<td>1.00 (1.00-1.00)</td>
<td>1.00 (1.00-1.00)</td>
<td>1.00 (1.00-1.00)</td>
</tr>
<tr>
<td>10,000-19,999</td>
<td>78 (282)</td>
<td>2.02 (1.09-3.76) ^b</td>
<td>39 (17.8)</td>
<td>1.84 (1.13-2.99) ^b</td>
</tr>
</tbody>
</table>
Compared with never smoking, current smoking was associated with lower aORs of 0.35 (95% CI 0.19-0.64) and 0.58 (95% CI 0.35-0.96) for monthly seeking and perceived usefulness of family life information, respectively (Table 3). Greater level of moderate physical activity (≥4 days per week) was associated with family life information seeking behaviors particularly for monthly seeking (aOR 1.66, 95% CI 1.19-2.32), frequent attention (aOR 1.69, 95% CI 1.64-2.31), and trust (aOR 1.43, 95% CI 1.04-1.96) of family life information. Greater level of perceived family health was significantly associated with frequent attention (adjusted β=.32, 95% CI .11-.52), trust (adjusted β=.28, 95% CI .07-.48), and perceived usefulness (adjusted β=.23, 95% CI .01-.45) of family life information, and marginally associated with monthly seeking of family life information (adjusted β=.15, 95% CI −.06 to .36) (Table 4). In contrast, only frequent attention was associated with family harmony (adjusted β=.22, 95% CI .02-.41) and trust of the information was associated with family happiness (adjusted β=.23, 95% CI .03-.42).
Table 3. Behavioral correlates and family life information seeking behaviors (N=1537).

<table>
<thead>
<tr>
<th>Health behaviors</th>
<th>Monthly seeking</th>
<th>Frequent attention</th>
<th>Trust</th>
<th>Perceived usefulness</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td>aOR (95% CI)(^a)</td>
<td>n (%)</td>
<td>aOR (95% CI)(^a)</td>
</tr>
<tr>
<td>Smoking</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>367 (28.7)</td>
<td>1</td>
<td>612 (48.0)</td>
<td>604 (59.6)</td>
</tr>
<tr>
<td></td>
<td>Ex-smoker</td>
<td>20 (17.8)</td>
<td>39 (34.7)</td>
<td>42 (59.2)</td>
</tr>
<tr>
<td></td>
<td>0.78 (0.43-1.42)</td>
<td>0.97 (0.57-1.64)</td>
<td></td>
<td>0.95 (0.55-1.66)</td>
</tr>
<tr>
<td></td>
<td>42 (59.2)</td>
<td>42 (51.3)</td>
<td></td>
<td>0.58 (0.33-1.02)</td>
</tr>
<tr>
<td></td>
<td>Current smoker</td>
<td>17 (11.9)</td>
<td>66 (47.5)</td>
<td>49 (44.7)</td>
</tr>
<tr>
<td></td>
<td>0.35 (0.19-0.64)(^d)</td>
<td>1.40 (0.87-2.24)</td>
<td></td>
<td>0.72 (0.44-1.17)</td>
</tr>
<tr>
<td></td>
<td>Drinking</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>175 (23.4)</td>
<td>1</td>
<td>305 (41.0)</td>
<td>310 (57.9)</td>
</tr>
<tr>
<td></td>
<td>Ex-drinker</td>
<td>6 (18.4)</td>
<td>8 (27.7)</td>
<td>10 (57.8)</td>
</tr>
<tr>
<td></td>
<td>2.30 (0.73-7.21)</td>
<td>1.17 (0.41-3.37)</td>
<td></td>
<td>0.98 (0.33-2.88)</td>
</tr>
<tr>
<td></td>
<td>Occasional drinker</td>
<td>64 (26.8)</td>
<td>112 (46.7)</td>
<td>115 (58.0)</td>
</tr>
<tr>
<td></td>
<td>1.04 (0.71-1.54)</td>
<td>0.88 (0.61-1.27)</td>
<td></td>
<td>0.93 (0.64-1.35)</td>
</tr>
<tr>
<td></td>
<td>Monthly drinker</td>
<td>162 (31.3)</td>
<td>293 (56.7)</td>
<td>260 (58.5)</td>
</tr>
<tr>
<td></td>
<td>1.08 (0.79-1.46)</td>
<td>1.06 (0.79-1.42)</td>
<td></td>
<td>0.98 (0.73-1.31)</td>
</tr>
<tr>
<td></td>
<td>Moderate physical activity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>158 (23.5)</td>
<td>1</td>
<td>281 (42.0)</td>
<td>272 (53.1)</td>
</tr>
<tr>
<td></td>
<td>217 (56.6)</td>
<td>1.47 (1.08-2.01)(^b)</td>
<td>208 (64.6)</td>
<td>1.53 (1.12-2.11)(^c)</td>
</tr>
<tr>
<td></td>
<td>219 (46.1)</td>
<td>1.69 (1.64-2.31)(^d)</td>
<td>214 (59.5)</td>
<td>1.43 (1.04-1.96)(^b)</td>
</tr>
<tr>
<td>1-3 days/week</td>
<td>116 (30.3)</td>
<td>1.30 (0.94-1.80)</td>
<td>217 (56.6)</td>
<td>208 (64.6)</td>
</tr>
<tr>
<td></td>
<td>≥4 days/week</td>
<td>130 (27.3)</td>
<td>1.66 (1.19-2.32)(^c)</td>
<td>214 (59.5)</td>
</tr>
</tbody>
</table>

\(^a\) aOR: adjusted odds ratio; adjusted for sex, age, marital status, employment, education, household income, and diseases.
\(^b\) P<.05.
\(^c\) P<.01.
\(^d\) P<.001.
Table 4. Online family life information seeking behaviors and family well-being (N=1537).

<table>
<thead>
<tr>
<th>Family information seeking</th>
<th>Family harmony</th>
<th>Family happiness</th>
<th>Family health</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monthly seeking</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>7.6 (1.6)</td>
<td>7.4 (1.6)</td>
<td>7.2 (1.7)</td>
</tr>
<tr>
<td>Yes</td>
<td>7.6 (1.6)</td>
<td>7.4 (1.5)</td>
<td>7.3 (1.6)</td>
</tr>
<tr>
<td>Frequent attention</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>7.6 (1.6)</td>
<td>7.3 (1.6)</td>
<td>7.1 (1.7)</td>
</tr>
<tr>
<td>Yes</td>
<td>7.7 (1.7)</td>
<td>7.4 (1.6)</td>
<td>7.4 (1.6)</td>
</tr>
<tr>
<td>Trust</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>7.4 (1.6)</td>
<td>7.2 (1.6)</td>
<td>7.0 (1.7)</td>
</tr>
<tr>
<td>Yes</td>
<td>7.6 (1.7)</td>
<td>7.5 (1.5)</td>
<td>7.3 (1.6)</td>
</tr>
<tr>
<td>Perceived usefulness</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>7.6 (1.7)</td>
<td>7.4 (1.7)</td>
<td>7.1 (1.8)</td>
</tr>
<tr>
<td>Yes</td>
<td>7.6 (1.6)</td>
<td>7.4 (1.5)</td>
<td>7.3 (1.6)</td>
</tr>
</tbody>
</table>

a Adjusted for sex, age, marital status, employment, education, household income, and diseases.
b P<.05.
c P<.01.

Discussion

This is probably the first study investigating online family life information seeking behaviors including frequency of seeking and attention, level of trust, and perceived usefulness. In our study, prevalence of online family life information seeking (57.6%) was higher than online health information seeking (44.0%) in Hong Kong [29], but was comparable to health information seeking (72%) in the United States [30], suggesting studying family life information seeking behavior is important. Our study has extended the findings of previous studies on parenting and childcare information [13,14], and revealed that a wide range of family life topics were sought through the Internet, including family recreation, communication, and work-life balance. As a part of family life education in Hong Kong [31], basic online family life information is provided by the Social Welfare Department, Education Bureau, and some nongovernmental organizations (NGOs). On the other hand, the private sector generated numerous online platforms for sharing comprehensive and vibrant family life information in an interactive way. However, the quality and accuracy of the information from these websites is unknown.

Although many respondents paid attention to online family life information (69.1%), very few (3.2%) trusted the information, and only some (10.5%) perceived the information as very useful. The quality of online information is always a concern and similar to patterns seen with health information [32]. This suggests that online platforms providing evidence-based and comprehensive family life information are needed in Hong Kong and elsewhere. Online family life information can be provided by large government sectors or reputable NGOs. Similar websites have been established by the UK National Association of Family Information Services as a mandatory service for providing family life information [15]. Western studies have shown that websites providing family life education were well received by various groups of people [33]. Incorporating family life information into social media and mobile Internet devices will substantially increase the penetration and adoption of such information. Providing the information will not only benefit Hong Kong Chinese, but also millions of families in mainland China and beyond.

We found that online family life information seeking behavior was socially patterned with lower levels of educational attainment and income associated with less frequent family life information seeking and attention. The results were consistent with the digital divide of health information seeking in local and international studies [5,6,24]. Lack of Internet access, lower social support, and poor information literacy and skills among disadvantaged groups are documented barriers for seeking online information [34]. Compared with household income, educational attainment was an even stronger factor associating with information seeking, level of trust, and perceived usefulness. This suggests that cognitive skills are more influential on family life information seeking behaviors than physical access to the Internet. Unlike health information, the concept of family life information is more vague and less developed; thus, high cognitive functions are needed to refine searching, understand sophisticated content, and translate information into behaviors. Online family life information seeking was also patterned by age and lifestyle behaviors. Increasing age, current smoking status, and physically inactivity were risk factors for infrequent family life information seeking and lower level of perceived usefulness. Our findings can help campaign planners of family life information seeking to focus resources on these groups.

More importantly, we found that family life information seeking was associated with greater family well-being, particularly...
perceived family health and harmony, which were also patterned by socioeconomic status. Although our results need to be confirmed in prospective studies, the findings were in-line with benefits of family life education in preventing family problems and improving family functions [35]. Maintaining family well-being is a challenge particularly for families with long working hours, which is typical in Hong Kong (average weekly working 45 hours) [36] comparable to South Korea (44.6 hours) having the longest working hours in countries of Organisation for Economic Co-operation and Development (OECD). Seeking online family life information is convenient and would help these busy families to better prepare for family activities, effectively solve family problems, and demonstrate care of other family members. Future qualitative and quantitative studies are warranted to investigate the underlying mechanisms between family life information seeking and family well-being.

This study has several limitations. First, a cross-sectional design was used and temporality of the associations cannot be confirmed. It is unlikely that family life information seeking would lead to higher educational attainment and income. Nevertheless, greater levels of family well-being may facilitate seeking of family life information. Prospective studies are needed to confirm the associations and test the mediation effects of family life information seeking on the association between socioeconomic status and the family 3Hs. Second, to the best of our knowledge this is the first study to describe the family life information seeking behaviors. Although a simple description of family life information seeking has been provided, we are uncertain about the variation of family life information seeking definitions perceived by the respondents and how this would affect the results. Future studies are needed to better define family life information seeking probably using a qualitative research design and purposive sampling surveys among respondents who may take a more active role in certain activities in the family to understand the detail of family life information seeking behaviors. The family 3Hs was used a proxy of family well-being as supported by our previous qualitative studies [18,19]. Data from another survey also in the FAMILY project [37] showed family 3Hs items were moderately correlated (Pearson r ranges .34-.47) with family functioning (APGAR) [38], and resilience (Family Resilience Assessment Scale). However, given the distinct difference of perceptions on family functions between cultures, we are not certain about the generalizability of the association between family life information seeking and the family 3Hs to other countries. Third, although our sample was representative of the general population, the effects of nonresponse bias and problems of decreasing landline telephone coverage on the observed associations were uncertain.

This study is the first to investigate family life information seeking behaviors. The results showed that people with lower SES were less likely to seek and pay attention to online family life information or perceive family life information as useful. The associations of family life information seeking with perceived family health and harmony need to be confirmed by prospective studies.
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Abstract

Background: Snowballing involves recursively pursuing relevant references cited in the retrieved literature and adding them to the search results. Snowballing is an alternative approach to discover additional evidence that was not retrieved through conventional search. Snowballing’s effectiveness makes it best practice in systematic reviews despite being time-consuming and tedious.

Objective: Our goal was to evaluate an automatic method for citation snowballing’s capacity to identify and retrieve the full text and/or abstracts of cited articles.

Methods: Using 20 review articles that contained 949 citations to journal or conference articles, we manually searched Microsoft Academic Search (MAS) and identified 78.0% (740/949) of the cited articles that were present in the database. We compared the performance of the automatic citation snowballing method against the results of this manual search, measuring precision, recall, and F1 score.

Results: The automatic method was able to correctly identify 633 (as proportion of included citations: recall=66.7%, F1 score=79.3%; as proportion of citations in MAS: recall=85.5%, F1 score=91.2%) of citations with high precision (97.7%), and retrieved the full text or abstract for 490 (recall=82.9%, precision=92.1%, F1 score=87.3%) of the 633 correctly retrieved citations.

Conclusions: The proposed method for automatic citation snowballing is accurate and is capable of obtaining the full texts or abstracts for a substantial proportion of the scholarly citations in review articles. By automating the process of citation snowballing, it may be possible to reduce the time and effort of common evidence surveillance tasks such as keeping trial registries up to date and conducting systematic reviews.

(J Med Internet Res 2014;16(10):e223) doi:10.2196/jmir.3369
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Introduction

Evidence retrieval tasks such as literature reviews and decision support, where recall of all relevant evidence is required, cannot rely on search technology alone due to limitations of keyword searching [1]. This has led to the development of secondary search methods such as citation tracking, called snowballing [2], and citation pearl growing [3,4].

Snowballing involves recursively pursuing relevant references cited in already-retrieved literature and adding them to the search results. Thus, snowballing is not limited to citation information found in bibliographical databases. The technical challenges of snowballing include obtaining the full text of retrieved citations, recognizing citation strings in the text, and retrieving new citations from citation strings. These make snowballing both tedious and time consuming.
Unlike keyword searching, snowballing does not require specific search terms [5], which are variable and inconsistent. Rather, it can be thought of as relying on the accumulation of multiple searches from different publishing authors [6]. Snowballing is a complementary approach to search for discovering additional evidence. Demonstrably, snowballing improves retrieval—for example, case studies using search and forward citation tracking on depression and coronary heart disease have been shown to identify more eligible articles than search alone [6]. A review on checking reference lists to find additional studies for systematic reviews found that citation tracking increased the yield of search results by 2.5-43% [7]. Snowballing is considered best practice and is frequently recommended when conducting systematic reviews [2]. With the rapid increase in the rate of publication, automation of snowballing would significantly reduce the time dedicated to literature search.

We tested an approach to automatic snowballing that uses citation extraction algorithms and scientific search engines to follow the steps of snowballing: (1) extract citation strings from documents, (2) find the citations, (3) fetch the full text of citations, and (4) repeat the process to recursively retrieve more citations. The goal of this study is to test the feasibility of automating each of the subtasks of snowballing.

### Methods

#### Algorithm

With an initial set of at least one paper, portable document format (PDF) and hypertext markup language (HTML) documents are converted to plain text. A modified version of ParsCit [8] (a free and open source reference strings segmentation package) identifies reference sections and segments individual reference strings. We modified the heuristics in ParsCit and changed the restriction by allowing the reference label to be found from the middle (50%) to the end of the text. Each reference is converted to a search engine query by removing short words, numbers, and punctuation. The query results returned from the search engine contain citation information (eg, authors, titles, journal, year, digital object identifiers [DOI]) and often one or more links (uniform resource locator [URL]) to full text. We extracted and followed links to the full text. The source code is available in Multimedia Appendix 1 and [9].

#### Data

In the evaluation, we used citations from a set of published English language reviews about neuraminidase inhibitors. The dataset consisted of 152 systematic and non-systematic review articles. We randomly selected a subset of 20 review articles that contained 1057 citations. We excluded references to websites, books, book chapters, newspaper articles, and grey literature, leaving 949 included citations. The properties of the 20 review articles are provided in Multimedia Appendix 2.

#### Study Design

We evaluated our algorithm using the proportion of extracted references, the proportion of citations retrieved, and the proportion of abstracts and full texts downloaded. We checked extracted citations manually against the references in the paper. We considered a reference to be correctly extracted only if it contained the entire reference without loss of information. We did allow for minimal extra information, such as white space and citation number but not information that should have been part of another citation string, page footer or manuscript text. The accuracy of the retrieved citations and abstract/full text with the references from the systematic reviews were verified manually. Correctly retrieved articles were counted as true positives. Retrieved articles that are not the ones cited were counted as false positives.

We used Microsoft Academic Search (MAS) [10] (Figure 1) in the evaluation. MAS is a generalized scientific literature search engine that covers more than 48 million publications with weekly updates. A free application programming interface (API) is provided for non-commercial purposes after registration. Citations include bibliographic data as well as links to citing papers and links to multiple versions of the paper if more than one version exists, including, often, to full text. We used the MAS API to perform searches for each of the references extracted from the full text of the original paper. Other search engines (eg, Google Scholar [11]) can also be used in this step, subject to restrictions they impose. We chose MAS due to its size, “cited by” functionality, links to full text, and because it does not enforce active blocking to prevent automated access.

We manually searched for missed references to ascertain whether they were indeed indexed in MAS. Articles that were not retrieved but were found by manual search of MAS were counted as false negatives. We calculated precision, recall, and $F_1$ score using the standard formulae:

\[
\text{Precision} = \frac{\text{True positives}}{\text{True positives} + \text{False positives}}
\]

\[
\text{Recall} = \frac{\text{True positives}}{\text{True positives} + \text{False negatives}}
\]

\[
F_1 \text{ score} = 2 \times \text{Precision} \times \text{Recall} / (\text{Precision} + \text{Recall})
\]

The precision, recall, and $F_1$ scores were computed for retrieval of citations, abstract (only abstracts or abstracts with full texts), and full text against all citations (1057 references), included citations (949 references), and included citations indexed in MAS (740 references).

All experiments were conducted on computers with Internet protocols (IP) allocated to the University of New South Wales. Journals that automatically recognize subscription by IP address and to which the University of New South Wales library is subscribed were thus granted access. No other subscription activation or authentication methods were used. However, since most abstracts are freely accessible, download of abstracts will not normally be affected by journal subscription.

http://www.jmir.org/2014/10/e223/
Figure 1. Microsoft Academic Search (MAS).

Results

The summary of the evaluation is shown in Figure 2. We successfully extracted 97.2% (922/949) of the included citations (96.5%, 1020/1057 citations) from the 20 reviews randomly selected. The precision, recall and $F_1$ scores for retrieval of citations, abstract (only abstracts or abstracts with full texts), and full text fetching of citations from the 20 randomly selected review articles are shown in Table 1. The scores are computed using three categories: (1) all citations, (2) included citations, and (3) included citations indexed in MAS. The first category shows the probability to retrieve a given reference from a review paper. The second category gives the same probability but excludes works not likely to be retrievable such as books and grey literature. The third category excludes citations not currently indexed in MAS.

For the reference strings indexed in MAS, 66.2% (490/740) of abstracts were correctly downloaded either on their own or as part of the full text. These represent 51.6% of 949 included citations and 46.4% of all 1057 references included in the study. Out of the 633 correctly identified citations, we retrieved the full text or abstract for 490 (recall=82.9%, precision=92.1%, $F_1$ score=87.3%). We examined the specific reasons why 143 (22.6%) of the articles were not downloaded automatically. MAS had incorrect links for 39 articles (6.2%), and no link to full text for 6 articles (0.9%); 36 links (8.8%) led to a page that uses JavaScript to dynamically create a link to the full text. For citations where only abstracts were downloaded (15 abstracts), full text documents were not downloaded due to journal subscription access.
Table 1. Results of citations, abstract, and full text retrieval (precision, recall, and F₁ score of database results fetch, and full text and abstract retrieval, comparing all reference strings, only included citations, and only included citations indexed in MAS).

<table>
<thead>
<tr>
<th></th>
<th>As proportion of all citations (n=1057)</th>
<th>As proportion of included citations (n=949)</th>
<th>As proportion of citations in MAS (n=740)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Citations retrieved</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precision</td>
<td>0.977</td>
<td>0.977</td>
<td>0.977</td>
</tr>
<tr>
<td>Recall</td>
<td>0.600</td>
<td>0.667</td>
<td>0.855</td>
</tr>
<tr>
<td>F₁ score</td>
<td>0.743</td>
<td>0.793</td>
<td>0.912</td>
</tr>
<tr>
<td><strong>Abstracts fetched</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precision</td>
<td>0.921</td>
<td>0.921</td>
<td>0.921</td>
</tr>
<tr>
<td>Recall</td>
<td>0.483</td>
<td>0.540</td>
<td>0.702</td>
</tr>
<tr>
<td>F₁ score</td>
<td>0.634</td>
<td>0.681</td>
<td>0.797</td>
</tr>
<tr>
<td><strong>Full text fetched</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precision</td>
<td>0.919</td>
<td>0.919</td>
<td>0.919</td>
</tr>
<tr>
<td>Recall</td>
<td>0.475</td>
<td>0.533</td>
<td>0.696</td>
</tr>
<tr>
<td>F₁ score</td>
<td>0.626</td>
<td>0.674</td>
<td>0.792</td>
</tr>
</tbody>
</table>

Figure 2. Summary of the evaluation results (from 20 reviews with 949 scholarly citations, MAS included 740 citations, 633 citations were found, and 490 full texts and abstracts were downloaded automatically).
Discussion

Principal Findings
Snowballing is tedious and resource demanding but has shown to improve retrieval. This evaluation shows that it is feasible to automatically perform snowballing using our method by extracting and downloading the citations. Systems designed to perform many of the systematic review tasks are already in use, in development, or in research [12,13]. This study represents a first effort to automate the snowballing tasks in a systematic review process. When integrated with a reliable automatic screening tool, automatic snowballing can have a compound effect and increase recall [12].

Automatic citation extraction is a difficult task [14], which causes the citation retrieval to be an even harder task. However, if unique identifier of citations (eg, DOI or PubMed identifier) is provided for each citation, this would greatly improve the reliability of citation extraction and retrieval.

Limitations
A limitation of this study is that full text fetching is tested on journal subscription by IP address and to which the University of New South Wales library is subscribed. While this means that results may vary in other institutions, they also represent an exemplar that may guide expectations of results. With the growth of open source and other means of obtaining full text [15], the performance of our algorithm may improve.

In this evaluation, the algorithm was limited to MAS. This is a constraint of the testing system, not of the method. From the limited testing we have conducted, the algorithm performs equivalently on Google Scholar but computer-access restrictions prevented a robust comparison.

Some existing databases, such as Scopus [16] and Web of Science [17] (subscription fees apply for both), provide citation analysis and allow one to search both forward (references cited in an investigated text) and backward (papers citing an investigated text) and can thus aid manual snowballing. However, those citations are limited to papers indexed in the respective database. Our method automatically extracts citations directly from documents and can thus cross database boundaries.

Conclusions
Snowballing is automatable and can reduce the time and effort of evidence retrieval. It is possible to reliably extracts reference lists from the text of scientific papers, find these citations in scientific search engines, and fetch the full text and/or abstract.
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Multimedia Appendix 1
Source code http://www2.chi.unsw.edu.au/~miewkeen/ESuRFr.html.

Multimedia Appendix 2
Properties of the 20 review articles included in the study.
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