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Abstract

Background: Early detection of melanoma improves survival. Since many melanoma patients and their spouses seek the care of a physician after discovering their melanoma, an ongoing study will determine the efficacy of teaching at-risk melanoma patients and their skin check partner how to conduct skin self-examinations (SSEs). Internet-based health behavior interventions have proven efficacious in creating behavior change in patients to better prevent, detect, or cope with their health issues. The efficacy of electronic interactive SSE educational intervention provided on a tablet device has not previously been determined.

Objective: The electronic interactive educational intervention was created to develop a scalable, effective intervention to enhance performance and accuracy of SSE among those at-risk to develop melanoma. The intervention in the office was conducted using one of the following three methods: (1) in-person through a facilitator, (2) with a paper workbook, or (3) with a tablet device used in the clinical office. Differences related to method of delivery were elucidated by having the melanoma patient and their skin check partner provide a self-report of their confidence in performing SSE and take a knowledge-based test immediately after receiving the intervention.

Methods: The three interventions used 9 of the 26 behavioral change techniques defined by Abraham and Michie to promote planning of monthly SSE, encourage performing SSE, and reinforce self-efficacy by praising correct responses to knowledge-based decision making and offering helpful suggestions to improve performance. In creating the electronic interactive SSE educational intervention, the educational content was taken directly from both the scripted in-person presentation delivered with Microsoft PowerPoint by a trained facilitator and the paper workbook training arms of the study. Enrollment totaled 500 pairs (melanoma patient and their SSE partner) with randomization of 165 pairs to the in-person, 165 pairs to the workbook, and 70 pairs to electronic interactive SSE educational intervention.
Results: The demographic survey data showed no significant mean differences between groups in age, education, or income. The tablet usability survey given to the first 30 tablet pairs found that, overall, participants found the electronic interactive intervention easy to use and that the video of the doctor-patient-partner dialogue accompanying the dermatologist’s examination was particularly helpful in understanding what they were asked to do for the study. The interactive group proved to be just as good as the workbook group in self-confidence of scoring moles, and just as good as both the workbook and the in-person intervention groups in self-confidence of monitoring their moles. While the in-person intervention performed significantly better on a skill-based quiz, the electronic interactive group performed significantly better than the workbook group. The electronic interactive and in-person interventions were more efficient (30 minutes), while the workbook took longer (45 minutes).

Conclusions: This study suggests that an electronic interactive intervention can deliver skills training comparable to other training methods, and the experience can be accommodated during the customary outpatient office visit with the physician. Further testing of the electronic interactive intervention’s role in the anxiety of the pair and pair-discovered melanomas upon self-screening will elucidate the impact of these tools on outcomes in at-risk patient populations.
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Introduction

Background

Early detection of melanoma improves survival. In those diagnosed with Stage IA melanoma, the survival rate 10 years after diagnosis was estimated at higher than 95%, which declined to less than 60% when diagnosis is delayed (Stage IIB, C). Previous research has found that melanoma patients and their spouses often discover the melanoma and then seek the care of a physician [1,2]. Any enhanced surveillance for melanoma patients has great potential to detect future melanomas in their earliest stages when treatment prognosis is optimal. Robinson et al found that melanoma patients and their skin check partners can learn the skin self-examination (SSE) skills and that these skills can be improved by routine practice [3,4]. The most appropriate delivery method for the educational and skills training intervention remains unclear; thus, we present an interim analysis of an ongoing clinical trial following subjects at 4-month intervals for 2 years to determine the efficacy of teaching at-risk melanoma patients and their skin check partners how to conduct deliberate skin self-examinations.

The purpose of this study is to develop and evaluate an electronic interactive educational program that provides SSE skills training for at-risk melanoma patients and their partners in an effort to help them enhance their participation and performance of SSE. Internet interventions designed to educate patients about health promotion and personal health care are becoming widely available. A meta-analysis of 85 different Internet intervention programs that promoted health behavior change found that those grounded in the theory of planned behavior were among the most efficacious programs [5]. Interventions modeled after the theory of planned behavior often include content related to modeling skills, prevention planning, goal setting, action planning, and feedback on performance [6]. When this theory is applied to the health care education of patients at risk for developing a second melanoma, the education and skills training in performing SSE may prove extremely beneficial in improving the survival of the patient [7].

This study compares different methods of educating both patients with a history of melanoma and their skin check partners about the need and proper techniques to conduct skin examinations and identify clinically suspicious moles. This study used three educational interventions with identical education components delivered in different formats: (1) in-person PowerPoint presentation delivery by a trained facilitator, (2) a self-guided paper workbook [8], and (3) an electronic interactive intervention delivered on a tablet personal computer (PC). We compared the pairs’ confidence in performing SSE and knowledge-based performance immediately after receiving the interventions delivered in-person through a facilitator, with a paper workbook, or a tablet device used in the clinical office in order to elucidate differences related to the method of delivery of the intervention.

Objective

An electronic interactive educational program was created to develop a scalable, effective intervention to enhance performance and accuracy of SSE among those at risk to develop melanoma.

Methods

Design

Educational content delivered in each intervention included five elements: modeling of skills, prevention planning, goal setting, action planning, and feedback on performance, which are crucial in creating behavior and attitude change [5]. The three interventions used the following 9 of the 26 behavioral change techniques defined by Abraham and Michie to enhance patient performance and confidence outcomes [9]: (1) information given about melanoma, ability to find early if the person is trained and actively looking, (2) information about the spread of cancer to other organs, surgery required, mortality statistics, (3)
encourage pair to act within 2 weeks of the skills training session, (4) praise selection of correct scores for border, color, and diameter and encourage to keep trying, (5) trained research assistants or physician demonstrated how to correctly perform the behavior, (6) set a goal of checking five moles together each month for the first 4 months, (7) pair uses a body map and scorecard to record their findings, (8) show partners how to check for moles in places patients cannot see themselves, and (9) 4-month follow-up appointments to encourage continued SSE (behavior change). Five moles were selected as the goal to examine each month because in our previous work the majority of melanoma patients had five moles that the physician determined needed to be followed for change [3,8].

The inclusion criteria were having a history of Stage 0 to IIB melanoma and being at least 6 weeks after surgical treatment of melanoma, able to see to read a newspaper, fluent in English, age 21-80, and having significant other person (spouse, partner, close relative) who was willing to participate in the research. Exclusion criteria were a history of Stage III or greater melanoma; ocular, genital, and oral melanoma; being overburdened with comorbid disease; unable to see to read a newspaper; not fluent in English; unable to participate in conversation at a sixth grade language level due to cognitive impairment; and did not have a significant other person (spouse, partner, close relative) who was willing to participate in the research. The Institutional Review Board of Northwestern University approved the study.

Content across all three interventions was controlled for and remained as similar as possible under the restraints of different delivery systems. With respect to delivery, the electronic interactive educational program was delivered on two tablets—one to each member of the pair simultaneously with earphones. The tablet was a Samsung CE 0168 (US $249.00) touch screen device held in the person’s hand or set upright on the table for viewing. The tablet PC was used to deliver the intervention in the ambulatory care setting but was not given to the pair to take home. In order to control for dosage effects when comparing with the in-person education, the electronic interactive education was also withheld from the intervention group so it could not be viewed at home. Due of the mode of delivery, the electronic interactive program contained more uniformity in the interactive components than the in-person intervention. While content itself remained similar, the electronic interactive program had more multidimensional learning tools, such as a narrated video presentation and animated graphics to enhance the educational experience. In all three interventions, when learning about scoring the border, color, and diameter of moles, patients and their partners were quizzed on the material and received feedback as to whether they answered correctly (see Figure 1). Finally, pairs also learned about two benign lesions commonly found on skin, seborrheic keratoses and cherry angiomas, and how to differentiate them from moles that may be suspicious (see Figure 2).

One of the modules in the intervention asked pairs to begin their SSE by picking five moles on the patient’s body to score and watch for change over the initial 4 months. This action planning was further encouraged by the use of a “skin diary of a body map and a scorecard” to record their observations of their chosen moles, with the goal of having the pair make a commitment to conduct the skin examination each month. In the electronic interactive intervention, use of the skin diary was modeled. Pairs participating in all three interventions were also told that they would review the moles they chose to observe with the doctor at the 4-month visit. In the electronic interactive intervention, the doctor-patient-partner interaction that occurred at the 4-month follow-up visit was demonstrated in a video as a learning experience (see Figure 3). This representation of the demonstration of scoring the border, color, and diameter of the mole with the doctor during the appointment allowed the pair to see what was expected of them at the visit, as well as what they could expect to learn from the doctor during the visit.
Figure 1. Interactive education on borders of moles.
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Figure 2. Teaching about normal growths.

What is normal?

Seborrheic keratosis

• No redness
• Feels like sandpaper
Measures

Participants completed a pre-intervention survey that included demographic questions as well as questions pertaining to their use of Internet and mobile phone technology (see Table 1). After the survey, the pairs were randomized to one of the four arms (three interventions and customary education provided in clinical practice, which was the control condition). Pairs randomized to the control condition did not receive the measures reported in this interim analysis; therefore, there is no presentation of data for the control group. Each individual in the pair completed an evaluation of the intervention consisting of 22 items with a 5-point Likert scale assessing the following domains: clarity of explanation of the ABCDE rule, scoring the three features (border, color, and diameter) and using body maps to locate the mole, confidence in performing SSE, and ease of understanding the content (see Table 2). After participating in the education, the participating pairs were given a skills quiz consisting of life-size photographs of five pigmented lesions printed in color with questions. The pair was asked to discuss and come to agreement on their response (Figure 4). The first 30 pairs in the electronic interactive intervention group also completed a further Tablet Usability survey giving their opinions on the intervention. The Tablet Usability survey was administered to six groups of five pairs, and analysis was performed after each set of five pairs to identify changes that needed to be made to the tablet presentation design, but not content.
<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Workbook (n=165), n (%)</th>
<th>Electronic interactive (n=70), n (%)</th>
<th>In-person (n=165), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No high school</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>Some high school</td>
<td>2 (1.2)</td>
<td>0 (0)</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>High school graduate</td>
<td>4 (2.4)</td>
<td>3 (4.3)</td>
<td>9 (5.4)</td>
</tr>
<tr>
<td>Some post-high school edu-</td>
<td>19 (11.5)</td>
<td>5 (7.2)</td>
<td>27 (15.4)</td>
</tr>
<tr>
<td>cation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>College graduate</td>
<td>76 (46.1)</td>
<td>19 (27.1)</td>
<td>63 (38.2)</td>
</tr>
<tr>
<td>Graduate degree</td>
<td>57 (34.5)</td>
<td>26 (37.1)</td>
<td>64 (38.8)</td>
</tr>
<tr>
<td>Unanswered</td>
<td>2 (1.2)</td>
<td>0 (0)</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td><strong>Income (USD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;$10,000</td>
<td>1 (0.6)</td>
<td>1 (1.4)</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>$10,000-$19,999</td>
<td>1 (0.6)</td>
<td>1 (1.4)</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>$20,000-$34,999</td>
<td>8 (4.8)</td>
<td>1 (1.4)</td>
<td>8 (4.8)</td>
</tr>
<tr>
<td>$35,000-$50,999</td>
<td>8 (4.8)</td>
<td>2 (2.8)</td>
<td>12 (7.3)</td>
</tr>
<tr>
<td>$51,000-$100,000</td>
<td>45 (27.3)</td>
<td>26 (37.1)</td>
<td>43 (26.1)</td>
</tr>
<tr>
<td>&gt;$100,000</td>
<td>94 (57.0)</td>
<td>22 (31.4)</td>
<td>97 (58.8)</td>
</tr>
<tr>
<td>Unanswered</td>
<td>3 (1.8)</td>
<td>0 (0)</td>
<td>4 (2.4)</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>55.19 (14.12)</td>
<td>55.19 (14.12)</td>
<td>54.70 (14.84)</td>
</tr>
</tbody>
</table>

*No significant mean differences between groups in age, education, or income.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Workbook (n=165)</th>
<th>Electronic interactive (n=70)</th>
<th>In-person (n=165)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Skills performance</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>3.02 (0.82)(^b)</td>
<td>3.25 (0.68)</td>
<td>3.47 (0.69)(^c)</td>
</tr>
</tbody>
</table>

*1-way analysis of variance showed a significant difference in means (P<.001); F\(_{10.31}\)=14.98.
\(^b\)Significantly different from In-person group.
\(^c\)Significantly different from Workbook group.
Recruitment

Pairs were recruited through the Northwestern Memorial Faculty Foundation Department of Dermatology at Northwestern University Feinberg School of Medicine in Chicago, IL. Enrollment totaled 500 pairs with randomization of 165 pairs to the in-person, 165 pairs to the workbook, and 70 pairs to the electronic interactive pilot intervention arms, with 100 pairs to the control arm or education as usually performed (see Figure 5). While accruing the initial 150 pairs, we noticed that the pairs reported reading the workbook was a burden; therefore, it was decided to explore the use of an electronic interactive intervention delivered with a tablet during an office visit as another easily disseminated form of the intervention. The sample randomized to the fourth arm (electronic interactive intervention) is smaller than the other two interventions because it was not intended to be subjected to factor analysis, for example, influence of dyadic relationship. Rather, the fourth arm (electronic interactive intervention) will be compared with the others solely on the basis of performance of SSE and accuracy of SSE in comparison with the dermatologist’s skin examination over the 2 years.
Results

The demographic survey data showed no significant mean differences between groups in age, education, or income. In all groups, the majority of individuals had a college degree or higher and had an income of US $51,000 or higher (see Table 1). While over half of study participants randomized to the electronic interactive intervention (39/70, 55%) owned a tablet, 72% (50/70) of study participants had never used their tablet for interactive educational materials. The most common use of the tablet was to read books and email. This research experience with the electronic interactive intervention was a new use of the tablet for most participants.

The Tablet Usability survey given to the first 30 electronic interactive intervention pairs found that, overall, participants found the electronic interactive intervention easy to use and that the video of the doctor-patient-partner dialogue accompanying the dermatologist’s examination was particularly helpful in understanding what they would be doing. The initial 15 pairs experienced technical issues in using the tablet, for example, delay in loading images and failure to load chapters without rebooting the device. These technical concerns were resolved before continuing with the rest of the participating pairs.

The duration of the pairs’ exposure to the intervention was about 30 minutes for both the in-person and the electronic interactive interventions. Those receiving the workbook intervention spent about 45 minutes reading it. Knowledge of SSE, using the scoring system, and body map diaries were similar across all three interventions. Clarity of the explanation of evolution and scoring in the in-person group were significantly different from the workbook and electronic interactive groups (see Table 3). While the in-person group reported a slightly higher score in the ease of understanding, it was not significantly different from the electronic interactive group, and both the in-person and electronic interactive groups reported a significantly greater ease in understanding than the workbook group. There was a significant difference in the self-efficacy of the pairs receiving the three interventions. The in-person group had significantly higher reports of confidence to monitor and score their moles compared to the workbook group, whereas the electronic interactive group did not significantly differ from either the workbook groups on scoring the moles.
than an in-person intervention. Overall, this study suggests that an electronic interactive intervention can be more effective than reading information and just as effective as an in-person intervention. The advantages of the electronic interactive intervention were the consistent delivery and the video photography provided a more personal experience for the patient compared to the workbook.

The skills quiz assesses the pairs’ use of the ABCDE scoring rules to make correct decisions about five pigmented lesion examples. Two types of questions were used. There were five questions of the first type with each having one correct answer (n=5) and two questions of the second type with one question having two correct responses and one having one correct response (n=3). A higher score indicated better decisions (range 0-5) (see Figure 4). The results of the skills quiz across the three intervention groups showed that the pairs in the in-person group scored significantly higher than the pairs in the workbook group. However, the electronic interactive intervention group scored significantly higher than their counterparts in the workbook group (1-way analysis of variance showed a significant difference in means, P=.01) (see Table 2).

**Discussion**

**Principal Findings**

In this study, the immediate post-intervention performance skills of participants in the electronic interactive group were no different than those in the in-person education group, but higher than the workbook group. This skills test performance suggested an electronic interactive intervention can be more effective than passively reading information and just as effective as an in-person intervention. The advantages of the electronic interactive intervention were the consistent delivery and the reported understanding of the SSE task, especially evolution. It is possible that the virtual placement of the physician in the videography provided a more personal experience for the patient by modeling the expected interaction between the doctor and the pair. Thus, the electronic interactive intervention may motivate the pair to practice SSE in order to form opinions and questions to discuss with the doctor in a way that cannot be achieved via workbook or in-person intervention. The electronic interactive intervention and the in-person intervention require less time from the participant (30 minutes) than reading the workbook (45 minutes). In addition to the workbook being a burden to the participant, the electronic interactive intervention will be a more efficient use of personnel and space in the office than an in-person intervention. Overall, this study suggests that an electronic interactive intervention can deliver skills training comparable to other training methods and the experience can be accommodated during the customary outpatient office visit with the physician.

The electronic interactive intervention was effective in teaching skills to patients and their skin check partners. Even pairs who had no prior experience with receiving educational information from a tablet PC or no prior experience with a tablet PC readily began using the device. Thus, it was not essential that the user be familiar with using the technology platform to benefit from education materials on these platforms. This allowed the electronic interactive intervention to be effective across a range of socioeconomic classes or among elderly patients with less experience with technology. However, because the intervention required a secure Internet connection, the feasibility of using this tablet intervention to supplement the usual patient education depended on whether the doctor’s office was able to provide Internet access. To help overcome this obstacle, our technology team determined a method to load the program into the tablet’s cache, where it was stored and accessible without an Internet connection. An obstacle to this method is that it requires significant coordination with respect to the technology team, the tablet, and the office using the device, as each update to the tablet and other random events can break down the consistent experience observed in the Internet-based format. While this cache-loaded format was not used in the study, the experience is exactly the same as the Internet-based format.

The electronic interactive intervention may prove to be a more consistent method of teaching patients and their skin-check partner how to conduct monthly SSEs than having a conversation with a health care provider (HCP) and could be provided at less cost than delivery by an HCP. Further, the electronic interactive intervention may be made available via the Internet to a wider audience than may be seen by an HCP. In the future, a technologically more sophisticated and interactive Internet-based intervention may approach that of a face-to-face intervention in promoting self-efficacy and clarity of explanation of content. A caveat is that much of the cost associated with the Internet intervention is incurred at the design stage.

**Table 3.** Significant differences among interventions \(^{a,b}\) (1-way analysis of variance showed a significant difference in means; questions were evaluated using a 5-point Likert scale coded between −2 [strongly disagree] and +2 [strongly agree]).

<table>
<thead>
<tr>
<th>Item</th>
<th>Workbook (n=165), mean (SD)</th>
<th>Electronic interactive (n=70), mean (SD)</th>
<th>In-person (n=165), mean (SD)</th>
<th>F (df)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evolution was explained clearly with useful examples</td>
<td>1.80 (0.40)(^c)</td>
<td>1.81 (0.40)(^c)</td>
<td>1.96 (0.23)(^a,b)</td>
<td>10.23 (2.63)</td>
</tr>
<tr>
<td>Scoring was explained clearly with useful examples</td>
<td>1.60 (0.40)(^c)</td>
<td>1.68 (0.55)(^c)</td>
<td>1.94 (0.26)(^a,b)</td>
<td>19.27 (6.91)</td>
</tr>
<tr>
<td>I feel that I am now better able to monitor my moles over time</td>
<td>1.53 (0.58)(^c)</td>
<td>1.60 (0.49)</td>
<td>1.78 (0.45)(^a)</td>
<td>10.09 (4.72)</td>
</tr>
<tr>
<td>I feel that I am now better able to score moles accurately</td>
<td>1.41 (0.66)(^c)</td>
<td>1.47 (0.58)(^c)</td>
<td>1.70 (0.51)(^a,b)</td>
<td>10.45 (5.14)</td>
</tr>
<tr>
<td>Overall, the information was easy to understand</td>
<td>1.62 (0.57)(^c)</td>
<td>1.72 (0.50)</td>
<td>1.79 (0.46)(^a)</td>
<td>4.43 (1.26)</td>
</tr>
</tbody>
</table>

\(^a\)Significantly different from Workbook group. 
\(^b\)Significantly different from Internet group. 
\(^c\)Significantly different from In-person group.
and development stage rather than in delivering the intervention to the individual patient. Further, the cost per patient or per life saved decreases significantly when such a program is scaled to a population, as can be accomplished via the Internet.

**Limitations**

Since the fiscal commitment to developing the electronic interactive intervention was small, the electronic interactive intervention had limited interactivity and personalization. The sample size was limited to one institution and the population was of a slightly higher socioeconomic status (income of US $51,000 and higher) than the national income average (US $42,979), which may limit generalizability of our findings, especially in regards to prior experience with the tablet technology [10]. In the future, this pilot electronic interactive intervention will be redesigned to be more interactive, which is expected to improve the pairs’ self-efficacy such that the intervention will be comparable with the in-person education.

As the study has not finished the 2-year period of follow-up with the participating pairs, conclusions cannot be made about the accuracy of SSE as performed by the pairs in comparison with the diagnosis of the pigmented lesion by a dermatologist.

**Conclusions**

This study suggested that an electronic interactive intervention can deliver skills training comparable to other training methods and the experience can be accommodated during the customary outpatient office visit with the physician. Reducing the burden on the HCP’s time to educate patients in person may make it possible to reach large numbers of people at risk for melanoma. As such, this method can be used as the primary intervention, or as an easily accessible Internet-based approach to reinforce education provided in the office. The potential for dissemination of this information to people who are at risk of developing melanoma could greatly improve the rate of early detection of the skin cancer, as well as reduce patient anxiety about recoccurrence as the patient feels more confident and competent at performing SSE.
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Abstract

Background: Web-based brief alcohol interventions are effective in reducing alcohol use among students when measured at limited follow-up time points. To date, no studies have tested Web-based brief alcohol intervention effectiveness over time by using a large number of measurements.

Objective: Testing whether the What Do You Drink (WDYD) Web-based brief alcohol intervention can sustain a reduction in alcohol use among heavy-drinking students aged 18-24 years at 1-, 3-, and 6-month follow-up intervals.

Methods: A purely Web-based, 2-arm, parallel-group randomized controlled trial applying an ecological momentary assessment approach with 30 weekly measurements was conducted in the Netherlands (2010-2011). Participants were recruited offline and online. A total of 907 participants were randomized into the experimental condition (n=456) including the single-session and fully automated WDYD intervention, or into the control condition (n=451) including assessment only. Weekly alcohol consumption and frequency of binge drinking were the self-assessed outcome measures.

Results: Attrition rates of the 907 participants were 110 (12.1%), 130 (14.3%), and 162 (17.9%) at 1-, 3-, and 6-month follow-up intervals, respectively. Latent growth curve analyses according to the intention-to-treat principle revealed that participants in the experimental condition had significantly lower weekly alcohol consumption compared to participants in the control condition that was sustained at 3-month follow-up (intercept=–2.60, P<.001; slope=0.16, P=.08). Additional linear regression analyses indicated that this intercept difference resulted from significantly higher levels of alcohol units per week for participants in the control condition compared to those in the experimental condition at 1-month (beta=–2.56, SE 0.74, Cohen’s d=0.20, P=.001), 3-month (beta=–1.76, SE 0.60, Cohen’s d=0.13, P=.003), and 6-month (beta=–1.21, SE 0.58, Cohen’s d=0.09, P=.04) follow-up intervals. Latent growth curve analyses further indicated that participants in the experimental condition had a significantly lower frequency of binge drinking compared to participants in the control condition that was sustained at 6-month follow-up (intercept=–0.14, P=.01; slope=0.004, P=.19). This intercept difference resulted from higher levels in this outcome for participants in the control condition relative to participants in the experimental condition at 1-month (beta=–1.15, SE 0.06, Cohen’s d=0.16, P=.01), 3-month (beta=–0.12, SE 0.05, Cohen’s d=0.09, P=.01), and 6-month (beta=–0.09, SE 0.05, Cohen’s d=0.03, P=.045) follow-up intervals.

Conclusions: The WDYD intervention was shown to be effective in preventing an increase in weekly alcohol consumption and frequency of binge drinking directly after the intervention. This effect was sustained 3 and 6 months after the intervention.
Introduction

Given the high prevalence and social and economic costs attributable to heavy drinking among young adults, there is an urgent need for adequate interventions [1-3]. The widespread growth and availability of computer technology and the Internet has provided the opportunity to deliver interventions via the Web [4], which is advantageous for young adults because it allows them to access information at a self-selected time and place while remaining anonymous [5]. Web-based brief alcohol interventions have been found to be effective in reducing the quantity and frequency of alcohol use among heavy-drinking young adults and students [6-9]. However, despite the demonstrated effectiveness of these types of interventions, findings have to be interpreted with caution because of the way alcohol use and intervention effectiveness are assessed. First, alcohol use is typically assessed over relatively long recall periods (eg, 30 days) and participants are often asked to report the average number of alcohol units they consumed in a usual week. This can result in measurement errors because precise recall of alcohol use decreases after 2 or 3 days due to memory deficits [10]. Second, the fluctuating nature of alcohol use among students because of calendar-specific events [11,12] is often overlooked because intervention effectiveness is measured at limited follow-up time points (ie, 1 short and several longer follow-ups of approximately 1-12 months after the intervention). The use of limited follow-up time points not only disregards important drinking events, but also increases the danger of drawing inaccurate conclusions about intervention effectiveness.

In a previous study, we recognized the disadvantage of using only 2 follow-up time points (ie, 1 and 6 months) when testing the effectiveness of the What Do You Drink (WDYD) Web-based brief alcohol intervention. Our baseline assessment was completed during a usual drinking period without any remarkable events, whereas our first 1-month follow-up assessment coincided with carnival, a 4-day event associated with excessive drinking. The observed increase in alcohol use was likely the consequence of the selection of this particular week to test intervention effectiveness rather than the WDYD intervention, which aims to detect and reduce heavy drinking in young adults [12]. The single-session and fully automated WDYD intervention was developed in collaboration with the Trimbos Institute (Netherlands Institute of Mental Health and Addiction) by using the intervention mapping protocol [13]. Content is based on motivational interviewing principles [14] and parts of the I-Change model [15] in which knowledge, social norms, and self-efficacy are embedded as the most changeable determinants of behavior change [12]. Despite the sound theoretical background of the WDYD intervention, no significant main effects on alcohol use were found when using 2 follow-up time points with short recall periods of 7 days [5]. Third, individual changes in alcohol use and intervention effectiveness over time remain unnoticed when using limited follow-up time points. Information on these changes can be extremely valuable for determining the time at which the intervention effects have stopped and the time at which booster sessions may be needed to strengthen and/or extend intervention effects.

In evaluating intervention effectiveness, it appears to be important to use short recall periods to reduce measurement errors and to include a large number of measurements to consider the fluctuating nature of alcohol use over time and capture important drinking events. Higher precision in establishing intervention effectiveness can be achieved by means of ecological momentary assessment (EMA) and latent growth curve (LGC) modeling techniques. The ecological aspect of EMA is that data are collected in real-life settings at strategically selected moments in time [16]. The momentary aspect of EMA implies that the assessment of alcohol use focuses on participants’ current or recent state. In addition, EMA is characterized by repeated and a large number of measurements over time and often used equivalent to experience sampling methods (ESM), a systematic way for participants to report on their ongoing alcohol use behavior [17,18]. LGC modeling techniques allow for estimation of average growth trajectories (ie, mean intercepts and slopes) of alcohol use over time as well as individual differences in these trajectories (ie, intercept and slope variances) [19,20]. The estimation of variances in growth trajectories increases the reliability of outcome measures. This is not possible with traditional statistical techniques that are often used to test intervention effectiveness, such as repeated-measures ANOVA [21], because they only provide mean growth patterns and treat variances as error [22]. Although the advantages of employing EMA and LGC modeling techniques are evident, most trials on Web-based brief alcohol interventions used long recall periods with limited follow-up time points and traditional techniques [21] to test intervention effectiveness [4]. To our knowledge, this is the first study to test whether a Web-based brief alcohol intervention can sustain a reduction in alcohol use among heavy-drinking students at 1-, 3-, and 6-month follow-up intervals. To test the effectiveness of the WDYD intervention over time, we conducted 30 weekly EMA measurements for 6 months through online surveys and LGC analyses to model individual change in weekly alcohol consumption and frequency of binge drinking at 1-, 3-, and 6-month follow-up intervals by condition. The rationale of reporting over 3 time periods was to gain insight into how long the intervention effects sustained and to limit the chance of reporting outlier trajectories. We hypothesized that participants in the experimental condition would reduce their alcohol use (intercept) compared to participants in the control condition directly after exposure to the WDYD intervention. Based on
Web-based brief alcohol interventions that have produced long-term effects [8,9], it was hypothesized that the reduction would be sustained (slope) at the 6-month follow-up interval.

Methods

Study Design

A 2-arm, parallel-group randomized controlled trial applying an EMA approach with 30 weekly EMA measurements was conducted online in the Netherlands (2010-2011) to test whether the WDYD intervention could sustain a reduction in alcohol use among heavy-drinking students at 1-, 3-, and 6-month follow-up intervals. This trial was purely Web-based because there were no face-to-face components in the intervention and for assessing the outcome measures.

Procedure and Participants

A convenience sampling strategy was used to recruit heavy-drinking students offline by distributing flyers at universities and higher professional education institutions (ie, universities of applied sciences) online by sending emails with information about the study from September to December 2010. The cover story was that students had to evaluate newly developed health education materials addressing alcohol use and that they had to judge these materials to reduce the risk of social desirability bias. Students were blinded to the aim of the study until the end of the EMA study. Interested students were referred to an email address and were sent a detailed description of the study by email. To be included in the study, students had to (1) be between ages 18 and 24 years, (2) report heavy drinking in the past 6 months, (3) be ready to change their alcohol use, (4) have daily access to the Internet (and be literate), and (5) sign an online informed consent form. Heavy drinking was defined as consuming more than 14 (females) or 21 (males) glasses of standard alcohol units per week and/or consuming 5 or more glasses of standard alcohol units per occasion at least 1 day per week [23]. Students reporting a score of 20 or higher on the Alcohol Use Disorders Identification Test (AUDIT) [24], and/or receiving treatment for alcohol-related problems were excluded from the study and advised to seek treatment because the WDYD intervention was developed to reduce heavy drinking rather than problem drinking.

A sample size of 908 participants was necessary to detect an increase in the percentage of participants showing low-risk drinking guidelines after 1 month of 42% in the experimental group. In total, 30 weekly EMA measurements were conducted online from January to August 2011, to assess outcome measures with 4 pretests and 26 posttests. After the 4 pretests in January, participants in the experimental condition were exposed to the WDYD intervention, whereas those in the control condition received assessment only. Directly after intervention exposure in the first week of February, participants in both conditions received the first posttest. One week after the intervention, all participants received weekly EMA posttest measurements for 6 months from February to August. EMA measurements were assessed on Monday mornings. All participants received an email with the instructions on the use of the survey, and they were asked to respond to the survey before midnight. Each survey took approximately 10 minutes to complete and contained identical questions about participants’ weekly alcohol consumption, frequency of binge drinking, and drinking refusal self-efficacy. In addition, extended surveys were administered at baseline assessment, immediately after the intervention, and at 1 and 6 months after the intervention. These extended surveys included additional questions concerning alcohol-related cognitions, cost-effectiveness, and problem drinking. Completion time of the extended surveys was approximately 20 minutes. Paper-and-pencil surveys with identical content were provided to participants in case they were unable to access the Internet. Participants who failed to complete the survey on Mondays received a short text message on their mobile phones on Tuesdays to remind them. Those who still did not complete the survey on Tuesdays were reminded by a telephone call on Wednesdays. On average, 11% (range 7%-17%) of the surveys were completed on Tuesdays and Wednesdays instead of Mondays. When participants completed at least 28 of 30 surveys, they received €100 as an incentive, as stated in the informed consent. Ethical approval was provided by the Ethical Committee of the Faculty of Social Sciences at Radboud University Nijmegen (ECG30062011). This trial is registered at the Netherlands Trial Register (NTR2665) as mentioned in the trial protocol [23].

Interventions

Participants assigned to the experimental condition used the WDYD intervention. The first part of the WDYD intervention focuses on increasing the users’ awareness of the potential problems, consequences, and risks associated with their drinking behavior. It contains a home page and a screening test with personalized feedback delivered in a nonjudgmental, nonconfrontational, and nonaversive way (see Figure 1). The screening test included participants’ self-reported name, sex, age, education level, weight, alcohol use, readiness to change alcohol use, average expenses for consumed alcohol beverages, and descriptive social norms. Personalized feedback consisted of advice about drinking according to low-risk drinking guidelines [26], personal drinking profile (quantity-frequency consumed in past year), estimates of calorie intake, increases in weight, money expenses because of drinking, and a comparison of personal use rates with the national norms of same-sex peers to correct misperceptions of descriptive social norms (see Figure 2). The personalized feedback was based on the individuals’ personal situation, implying that the WDYD intervention was tailored. The second part of WDYD focused
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on setting and maintaining drinking goals (see Figure 3) and strengthening users’ drinking refusal self-efficacy to succeed and maintain drinking goals by providing tips to resist alcohol in different drinking situations (see Figure 4). Participants were able to track their progress through the WDYD intervention, which took approximately 20 minutes to complete. A full description of the WDYD intervention is given elsewhere [12]. Participants assigned to the control condition received assessment only.

Figure 1. Screenshot and English translation of the What Do You Drink home page.
Figure 2. Screenshot and English translation of personalized feedback on the What Do You Drink website.
Figure 3. Screenshot and English translation of drinking goals on the What Do You Drink website.
Outcome Measures

Weekly alcohol consumption and frequency of binge drinking were the self-assessed primary outcome measures through online surveys. Weekly EMA measurements were used to assess the primary outcome measures over time at 1-, 3-, and 6-month follow-up intervals.

Weekly alcohol consumption, defined as the mean number of glasses of standard alcohol units consumed in the previous 7 days, was assessed using the Dutch version of the Alcohol Weekly Recall [27]. Participants were asked to indicate retrospectively the exact number, size, and type of alcohol beverage they consumed on each day of the previous 7 days. An overview of standard units for various beverages was provided to guarantee standardized responses. In total, 1.47% of the participants scored above 3 standard deviations of the sample mean of weekly alcohol consumption, but they were given a score exactly at 3 standard deviations above the sample mean of weekly alcohol consumption to retain outliers in the analyses (resulting range 0-109) [28] and to handle outliers in accordance with our previous studies [5,29]. Binge drinking frequency, defined as the number of days in the previous week on which participants drank 5 or more glasses of standard alcohol units per occasion [5], was assessed on an 8-point Likert scale ranging from 0=never to 7=every day.

Analyses

Data were analyzed according the intent-to-treat (ITT) principle. Missing data were handled by using multiple imputations using the predictive mean matching method [5,30]. Twenty imputed datasets were evaluated with $P<.05$ as the criterion for statistical significance by averaging the results (ie, pooling). First, descriptive analyses involving $t$ tests and chi-square tests were conducted to explore whether the randomization resulted in a balanced distribution of participants’ demographic characteristics and alcohol use (ie, weekly alcohol consumption and frequency of binge drinking) across conditions at baseline assessment. Loss to follow-up was also examined with attrition analyses using 1-, 3-, and 6-month follow-up intervals as outcome measures and demographic characteristics, alcohol use, and condition status (intervention vs control) as predictors. Second, LGC analyses were conducted to model individual change in alcohol use over time by condition at 1-, 3-, and 6-month follow-up intervals. LGC analyses were conducted over 3 time periods to limit the chance of reporting outlier trajectories. The models without condition status and baseline levels of alcohol use were tested first. Subsequently, the growth curves were regressed on condition status for weekly alcohol consumption and frequency of binge drinking separately while adjusting for baseline levels of alcohol use. A random-effect parameter for educational institutions was not included in the models since variation in participants between institutions was expected to be limited because all participants needed to meet the inclusion criteria of the study.

Unstandardized intercepts, representing alcohol use directly after the intervention, and unstandardized slopes, representing the change of alcohol use over time, were reported. Global fit indexes were used to assess model fit for each construct: chi-square statistic, Comparative Fit Index (CFI), Tucker-Lewis Index (TLI) with a cut-off value of $\geq0.90$ and $\geq0.95$ for acceptable fit, and Root Mean Square Error of Approximation (RMSEA) with a cut-off value of $\leq0.06$ for acceptable fit [31]. In parallel with the LGC analyses, linear regression analyses were conducted for weekly alcohol consumption and frequency of binge drinking at 1-, 3-, and 6-month follow-up intervals and presented as unadjusted and adjusted for baseline levels of alcohol use to provide additional specific tests of a difference between the conditions. For the linear regression analyses, unstandardized coefficients (betas), standard errors (SE), and Cohen’s $d$ [32] effect sizes were provided. All analyses were performed using Mplus version 6.0 [20].

In total, 30 weekly EMA measurements were conducted with 4 pretests and 26 posttests. For the LGC and linear regression analyses, the 4 pretests were aggregated into a baseline score. The first posttest immediately after the intervention was
excluded from both analyses because participants reported on outcome measures over the previous week, thereby making it impossible to observe direct intervention effects. Thus, for all analyses, 4 pretests and 25 posttests were used. Only for the additional linear regression analyses, aggregated scores were computed for the 1-month follow-up interval (posttests 1-4), the 3-month follow-up interval (posttests 1-12), and the 6-month follow-up interval (posttests 1-25).

**Results**

**Participant Flow**

Figure 5 illustrates the participant flow through the study following the Consolidated Standards of Reporting Trials (CONSORT) guidelines [33] and the data collection with 30 weekly EMA measurements. Originally, 913 students were included in the study. However, 6 students did not fill in the baseline assessment and were excluded from the study. Finally, 907 participants were enrolled in the EMA study, randomized into the experimental condition (n=456, 50.3%) or control condition (n=451, 49.7%), and eligible for the ITT analyses. In total, 82.1% (745/907) completed the baseline assessment and all 25 EMA follow-ups.

**Descriptive Statistics**

Of the 907 participants, 547 (60.3%) were male, 667 (73.5%) attended university, and 194 (21.4%) were ready to reduce alcohol use in the near future at baseline assessment. The screening survey was administered between September and December 2010, whereas the baseline assessment was administered in January 2011, which might explain the lower rates of participant’s readiness to change alcohol use at baseline assessment. On average, participants were age 20.8 years (SD 1.7). At baseline assessment, participants reported to consume a mean 21.9 (SD 13.5) alcohol units per week and reported to have 1.8 (SD 1.0) occasions in which they drank 5 or more glasses of alcohol units per week (see Table 1). No significant differences emerged between conditions in demographic characteristics and outcome measures at baseline assessment (analyses not shown here).
Loss to Follow-Up

Because of lack of interest and time, the attrition rate at the 1-month follow-up interval was 12.1% (110/907; intervention: 62/456, 13.6%; control: 48/451, 10.6%), 14.3% at the 3-month follow-up interval (130/907; intervention: 72/456, 15.8%; control: 58/451, 12.9%), and 17.9% at 6-month follow-up interval (162/907; intervention: 87/451, 19.1%; control: 75/451, 16.6%). Attrition was not related to conditions at 1-, 3-, and 6-month follow-up intervals (χ² = 1.9, P = .17; χ² = 1.6, P = .21; and χ² = 0.9, P = .34). Completers (those who completed the baseline assessment and all 25 EMA follow-ups, n=745) did not differ from noncompleters (n=162) with respect to demographic characteristics (ie, sex: χ² = 0.3, P = .56; age: t(902) = –0.25, P = .80; education: χ² = 1.9, P = .17; and readiness to change alcohol use: χ² = 0.1, P = .73), and alcohol use (ie, weekly alcohol consumption: t(903) = 0.32, P = .75; frequency of binge drinking: t(903) = 0.57, P = .57) at baseline assessment. The distribution of the missing values indicated that 87 of 907 participants (9.6%) did not complete the EMA study and that 75 of 907 participants (8.3%) nearly completed the survey (missing 1 or 2 of 30 EMA measurements).

Model Findings

The models for weekly alcohol consumption and frequency of binge drinking without condition status and baseline levels of alcohol use were tested first. The intercept and slope of weekly alcohol consumption were significant (intercept=23.7, P = .003; χ² = 644.7, P < .001, CFI=0.91, TLI=0.91, RMSEA=0.08 at the 1-month follow-up interval, and χ² = 1451.2, P < .001, CFI=0.91, TLI=0.91, RMSEA=0.06 at the 6-month follow-up interval. The frequency of binge drinking model provided an acceptable fit to the data at follow-up assessments, except for the RMSEA at the 1-month follow-up interval. Fit indexes for weekly alcohol consumption were χ² = 107.3, P < .001, CFI=0.95, TLI=0.92, and RMSEA=0.11 at the 1-month follow-up interval, χ² = 644.7, P < .001, CFI=0.91, TLI=0.91, and RMSEA=0.08 at the 3-month follow-up interval, and χ² = 1451.2, P < .001, CFI=0.91, TLI=0.91, and RMSEA=0.06 at the 6-month follow-up interval. The LGC analyses revealed that participants in the experimental condition had a significantly lower weekly alcohol consumption compared to participants in the control condition directly after the intervention. The intercept difference in alcohol units between conditions sustained at the 3-month follow-up interval (intercept=–2.60, P < .001; slope=0.16, P = .08), but faded out over time resulting in a significant slope of the LCG at the 6-month follow-up interval (intercept=–2.18, P = .001; slope=0.08, P = .02) (see Table 2 and Figure 6). Linear regression analyses indicated that the intercept difference resulted from significantly higher levels of alcohol units per week for participants in the control condition compared to those in the experimental condition at 1-month (beta=–2.56; SE 0.74; Cohen’s d=0.20; P =.001), 3-month (beta=–1.76; SE 0.60; Cohen’s d=0.13; P =.003), and 6-month (beta=–1.21; SE 0.58; Cohen’s d=0.09; P =.04) follow-up intervals (see Table 3).

The frequency of binge drinking model provided an acceptable fit at all 3 follow-up intervals. Fit indexes for frequency of binge drinking were χ² = 42.3, P < .001, CFI=0.97, TLI=0.95, and RMSEA=0.06 at the 1-month follow-up interval, χ² = 341.3, P < .001, CFI=0.93, TLI=0.93, and RMSEA=0.05 at the 3-month follow-up interval, and χ² = 956.9, P < .001, CFI=0.92, TLI=0.93, and RMSEA=0.04 at the 6-month follow-up interval. According to the LGC analyses, the frequency of binge drinking of participants in the experimental condition was significantly lower compared to participants in the control condition. The intercept difference in frequency of binge drinking was sustained at the 6-month follow-up interval (intercept=–0.14, P =.01; slope=0.004, P =.19) (see Table 2) and resulted from higher levels in this outcome for participants in the control condition relative to participants in the experimental condition at 1-month, (beta=–1.15; SE 0.06; Cohen’s d=0.16; P =.01), 3-month

Table 1. Demographic characteristics and outcome measures at baseline assessment.

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Intervention (n=456)</th>
<th>Control (n=451)</th>
<th>Total sample (N=907)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male, n (%)</td>
<td>275 (60.3)</td>
<td>272 (60.3)</td>
<td>547 (60.3)</td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>20.9 (1.7)</td>
<td>20.8 (1.7)</td>
<td>20.8 (1.7)</td>
</tr>
<tr>
<td>Higher professional education, n (%)</td>
<td>122 (26.8)</td>
<td>118 (26.2)</td>
<td>240 (26.5)</td>
</tr>
<tr>
<td>University education, n (%)</td>
<td>334 (73.2)</td>
<td>333 (73.8)</td>
<td>667 (73.5)</td>
</tr>
<tr>
<td>Contemplation stage, n (%)</td>
<td>93 (20.4)</td>
<td>101 (22.4)</td>
<td>194 (21.4)</td>
</tr>
<tr>
<td>Weekly alcohol consumption, mean (SD)</td>
<td>22.2 (12.9)</td>
<td>22.1 (13.8)</td>
<td>21.9 (13.5)</td>
</tr>
<tr>
<td>Frequency of binge drinking, mean (SD)</td>
<td>1.8 (1.0)</td>
<td>1.7 (1.1)</td>
<td>1.8 (1.0)</td>
</tr>
</tbody>
</table>

*a Readiness to change alcohol use was assessed through a question asking the participants which statement applied best to them. Participants selecting “I want to reduce drinking alcohol within the upcoming 6 months” or “I want to reduce drinking alcohol within the upcoming month” were considered to be in the contemplation stage of change, meaning that they were willing to reduce their alcohol use in the near future.
(beta = −0.12; SE 0.05; Cohen’s $d = 0.09$; $P = .01$), and 6-month follow-up intervals (see Table 3 and Figure 6).

Table 2. Latent growth curve models presenting alcohol use intercepts and alcohol use slopes of intervention effects on alcohol use at 1-, 3-, and 6-month follow-up intervals (N=907).

<table>
<thead>
<tr>
<th>Alcohol use intercepts and slopes at follow-up intervals</th>
<th>Weekly alcohol consumption</th>
<th>Binge drinking</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unstandardized estimate (SE)</td>
<td>$P$</td>
</tr>
<tr>
<td>1 month (posttests 1-4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline alcohol use on alcohol use intercept</td>
<td>0.86 (0.03)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Baseline alcohol use on alcohol use slope</td>
<td>0.01 (0.02)</td>
<td>.60</td>
</tr>
<tr>
<td>Intervention condition on alcohol use intercept</td>
<td>−2.70 (0.89)</td>
<td>.002</td>
</tr>
<tr>
<td>Intervention condition on alcohol use slope</td>
<td>0.16 (0.44)</td>
<td>.73</td>
</tr>
<tr>
<td>3 months (posttests 1-12)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline alcohol use on alcohol use intercept</td>
<td>0.87 (0.03)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Baseline alcohol use on alcohol use slope</td>
<td>−0.01 (0.003)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Intervention condition on alcohol use intercept</td>
<td>−2.60 (0.73)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Intervention condition on alcohol use slope</td>
<td>0.16 (0.09)</td>
<td>.08</td>
</tr>
<tr>
<td>6 months (posttests 1-25)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline alcohol use on alcohol use intercept</td>
<td>0.85 (0.03)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Baseline alcohol use on alcohol use slope</td>
<td>−0.01 (0.001)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Intervention condition on alcohol use intercept</td>
<td>−2.18 (0.65)</td>
<td>.001</td>
</tr>
<tr>
<td>Intervention condition on alcohol use slope</td>
<td>0.08 (0.04)</td>
<td>.02</td>
</tr>
</tbody>
</table>
Figure 6. Left: latent growth trajectory for weekly alcohol consumption by condition after 6 months follow-up. Right: latent growth trajectory for frequency of binge drinking by condition after 6 months follow-up.
### Table 3. Intervention effects of alcohol use at 1-, 3-, and 6-month follow-ups by condition (intervention vs control): linear regression analyses unadjusted and adjusted for the outcome measures at baseline assessment (N=907).

<table>
<thead>
<tr>
<th>Intervention effects at follow-up intervals</th>
<th>Group, mean (SD)</th>
<th>Beta (SE) Group, mean (SD)</th>
<th>Cohen’s d</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Weekly alcohol consumption: unadjusted</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline (4 pretests)</td>
<td>Intervention (n=456) 22.2 (12.9)</td>
<td>Control (n=451) 22.1 (13.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 month (posttests 1-4)</td>
<td>24.0 (15.0)</td>
<td>26.5 (17.4)</td>
<td>−2.44 (1.09)</td>
<td>0.20</td>
</tr>
<tr>
<td>3 months (posttests 1-12)</td>
<td>23.1 (13.2)</td>
<td>24.9 (14.7)</td>
<td>−1.66 (0.94)</td>
<td>0.13</td>
</tr>
<tr>
<td>6 months (posttests 1-25)</td>
<td>22.9 (13.0)</td>
<td>24.0 (13.7)</td>
<td>−1.11 (0.89)</td>
<td>0.09</td>
</tr>
<tr>
<td><strong>Weekly alcohol consumption: adjusted</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline (4 pretests)</td>
<td>Intervention (n=456) 22.2 (12.9)</td>
<td>Control (n=451) 22.1 (13.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 month (posttests 1-4)</td>
<td>24.0 (15.0)</td>
<td>26.5 (17.4)</td>
<td>−2.56 (0.74)</td>
<td>0.20</td>
</tr>
<tr>
<td>3 months (posttests 1-12)</td>
<td>23.1 (13.2)</td>
<td>24.9 (14.7)</td>
<td>−1.76 (0.60)</td>
<td>0.13</td>
</tr>
<tr>
<td>6 months (posttests 1-25)</td>
<td>22.9 (13.0)</td>
<td>24.0 (13.7)</td>
<td>−1.21 (0.58)</td>
<td>0.09</td>
</tr>
<tr>
<td><strong>Binge drinking: unadjusted</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline (4 pretests)</td>
<td>Intervention (n=456) 1.8 (1.0)</td>
<td>Control (n=451) 1.7 (1.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 month (posttests 1-4)</td>
<td>1.9 (1.1)</td>
<td>2.0 (1.1)</td>
<td>−0.13 (0.08)</td>
<td>0.16</td>
</tr>
<tr>
<td>3 months (posttests 1-12)</td>
<td>1.8 (0.9)</td>
<td>1.9 (1.0)</td>
<td>−0.10 (0.06)</td>
<td>0.09</td>
</tr>
<tr>
<td>6 months (posttests 1-25)</td>
<td>1.8 (0.9)</td>
<td>1.8 (0.9)</td>
<td>−0.07 (0.25)</td>
<td>0.03</td>
</tr>
<tr>
<td><strong>Binge drinking: adjusted</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline (4 pretests)</td>
<td>Intervention (n=456) 1.8 (1.0)</td>
<td>Control (n=451) 1.7 (1.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 month (posttests 1-4)</td>
<td>1.9 (1.1)</td>
<td>2.0 (1.1)</td>
<td>−0.15 (0.06)</td>
<td>0.16</td>
</tr>
<tr>
<td>3 months (posttests 1-12)</td>
<td>1.8 (0.9)</td>
<td>1.9 (1.0)</td>
<td>−0.12 (0.05)</td>
<td>0.09</td>
</tr>
<tr>
<td>6 months (posttests 1-25)</td>
<td>1.8 (0.9)</td>
<td>1.8 (0.9)</td>
<td>−0.09 (0.05)</td>
<td>0.03</td>
</tr>
</tbody>
</table>

### Discussion

**Principal Results**

This study is the first to test whether a Web-based brief alcohol intervention can sustain a reduction in alcohol use among heavy-drinking students at 1-, 3-, and 6-month follow-up intervals by means of an EMA approach with 25 posttests. The WDYD intervention did not reduce weekly alcohol consumption and frequency of binge drinking of participants in the experimental condition compared to participants in the control condition. Instead, the WDYD intervention was shown to be effective in preventing an increase in weekly alcohol consumption and frequency of binge drinking directly after the intervention that was sustained at 3 and 6 months postintervention. Ideally, participants in the experimental condition should reduce their alcohol use and participants in the control condition should stabilize after intervention exposure. However, these results revealed that participants in the experimental condition stabilized, whereas participants in the control condition deteriorated by increasing their alcohol use. Calendar-specific events might explain the increase in alcohol use that occurred among participants in the control condition from the beginning of February. Participants in the experimental condition could benefit from the tips of the WDYD intervention to resist alcohol use in different drinking situations. Exposure to the WDYD intervention might have led to an increase in drinking refusal self-efficacy, thereby making participants in the experimental condition less susceptible compared to participants in the control condition for calendar-specific events associated with elevated risk of excessive drinking [11]. In addition, binge drinking primarily occurs when students are with friends inside their homes, and outside their homes in bars, at parties, on dates, or during socializing activities [35]. It is reasonable to assume that students perceived the tips to resist alcohol as more relevant when they actually found themselves in drinking situations in which binge drinking occurs. This might explain the short-term preventive effect of the WDYD intervention for weekly alcohol consumption at 3 months postintervention and the long-term preventive effect of binge drinking frequency at 6 months postintervention.

In our previous study, we did not find significant main effects when we tested the effectiveness of the WDYD intervention at 1 and 6 months postintervention [5]. However, by using EMA and LGC modeling techniques, overall significant intervention effects were generated for weekly alcohol consumption and frequency of binge drinking that were sustained 3 and 6 months postintervention.
postintervention. This finding stresses the importance of using a large number of measurements in combination with appropriate statistical techniques to obtain higher precision in intervention effectiveness and minimize the danger of inaccurate conclusions about intervention effectiveness when using limited follow-up time points. Moreover, the use of EMA enables one to examine whether intervention effectiveness on the treatment outcome varied over time and helps determine the time at which the intervention effects stopped and the time at which booster sessions are needed to strengthen and/or extend intervention effects.

Limitations and Strengths

Limitations of this study include the use of a large number of measurements by means of EMA, which might have affected the observed changes in the outcome measures by the act of assessing [36-38], yet participants in both conditions received weekly posttest measurements. If there was assessment reactivity, it could lead to underestimates of the true intervention effect [39]. Also, EMA could impose participant burden and reduce compliance because of the length of the survey entry, the frequency of responses, and the length of the study period [16]. Nonetheless, noncompliance and attrition were low in the current study. It seemed to be important to provide a briefing about the study procedure before the study onset, use short and well-conducted surveys, and offer a monetary incentive after study completion. In addition, the use of EMA might even alleviate sample size requirements because it provides more refined outcome measures that are more sensitive to change, thereby making studies less difficult and less expensive to conduct [16]. Additionally, the effect sizes of the WDYD intervention were small but comparable to those reported in other Web-based brief alcohol interventions [40,41]. Despite the small absolute differences in alcohol use between the conditions, the advantage lies in the inclusion of all the effects of the WDYD intervention over time across a far larger group of heavy drinkers with less serious alcohol-related problems resulting in a greater societal gain than reducing problem drinking among a smaller number of dependent drinkers, known as the prevention paradox, that is used to justify a population strategy of prevention [42]. Further, the representativeness of the study sample might have been affected because of the convenience sampling strategy, although the majority of trials on Web-based brief alcohol interventions have used this type of sampling strategy (eg, [43]) in which participants are selected based on availability. Moreover, contamination between conditions might have occurred if participants in the experimental condition shared the link of the WDYD intervention with participants in the control condition. Nonetheless, WDYD is not yet available online; thereby, it reduces the likelihood of contamination between conditions. Additionally, the EMA measurements relied on self-reported measures with 7-day recall, which still remains subject to measurement errors because data were not collected in the event and precise recall of alcohol use decreases after 2 or 3 days due to memory deficits [10]. True in-the-event measures would be very difficult over long time periods. However, this is the first study using 30 weekly EMA measurements to assess outcome measures, thereby generating outcome measures that are much closer to the actual drinking behavior of individuals than any other trial on Web-based brief alcohol interventions in the current alcohol prevention literature. Another limitation is that the outcome measures of weekly alcohol consumption and frequency of binge drinking have not been validated for online use. However, these outcome measures have been validated in paper-based surveys [27,44]. In addition, research has shown that online survey data can be equal or superior to that of equivalent paper-based survey data [45]. Furthermore, participants were not blinded to the assigned interventions, which is a common limitation in Web-based trials [46]. Participants who are aware that they have been assigned to the experimental condition might have favorable expectations or increased apprehension and participants assigned to the control condition might feel deprived or relieved, which can affect their responses on the outcome measures. Finally, one should be careful in generalizing our findings to students who are not ready to change their alcohol use, individuals younger than 18 years, and those who do not attend or have not attended a college or university. Strengths of this study included the online weekly EMA methodology for assessing alcohol use and intervention effectiveness over time while maintaining a high retention rate. First, the use of a large number of measurements over time by means of EMA enabled us to assess changes in alcohol use and intervention effectiveness over time while taking into account the fluctuating nature of alcohol use among students. Second, the coverage strategy of EMA minimized recall bias because of a relative short reference period (ie, 1 week), thereby generating more ecologically valid outcome measures of self-reported drinking behaviors [16]. Third, the use of online surveys had the advantage over paper-and-pencil surveys because it reduced the likelihood of entry errors while improving cost-effectiveness [47]. Fourth, the use of EMA in combination with LGC modeling techniques allowed diminishing statistical errors by generating overall intervention effects resulting in more reliable outcome measures and a higher precision in intervention effectiveness. In addition, the WDYD intervention is based upon the intervention mapping protocol, which is a sound framework for theoretical- and evidence-based development, implementation, and evaluation of effective behavior change interventions [13]. Moreover, the WDYD intervention incorporated components (eg, personalized normative feedback) that are successful in reducing heavy drinking among student populations [48].

Future Directions

The findings of the current study suggest that the WDYD intervention can prevent an increase in weekly alcohol consumption and frequency of binge drinking among heavy-drinking students that is sustained at 3 to 6 months postintervention. The collaboration with the Trimbos Institute can ensure an adequate large-scale implementation of the WDYD intervention by incorporating it in their materials and programs [12]. In addition, the findings indicate the relevance of including a large number of measurements by means of EMA for assessing the outcome measures and evaluating the intervention effectiveness to obtain higher precision in future alcohol prevention trials. If a large number of measurements...
with extremely short reference periods (ie, 2 hours) are used to assess outcome measures, smartphones might be more beneficial than online surveys because they can capture data regardless of time and location of the participant [49]. Moreover, future research should identify whether alcohol-related cognitions (eg, self-efficacy) account for the observed outcomes to help explain why Web-based brief alcohol interventions are effective in reducing or, in our case, preventing an increase in alcohol use among heavy-drinking students, especially considering that most Web-based brief alcohol interventions are designed to affect alcohol-related cognitions that determine heavy drinking in young adults [50,51].

Conclusions

The WDYD Web-based brief alcohol intervention was shown to be effective in preventing an increase in weekly alcohol consumption and frequency of binge drinking directly after the intervention among heavy-drinking students that was sustained at 3 and 6 months postintervention. Moreover, the findings emphasize the strengths of using EMA and statistical techniques, such as LGC, in testing the intervention effectiveness that would otherwise remain undetected.
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Abstract

Background: Injuries at home are a major cause of death, disability, and loss of quality of life among young children. Despite current safety education, required safety behavior of parents is often lacking. To prevent various childhood disorders, the application of Web-based tools has increased the effectiveness of health promotion efforts. Therefore, an intervention with Web-based, tailored, safety advice combined with personal counseling (E-Health4Uth home safety) was developed and applied.

Objective: To evaluate the effect of E-Health4Uth home safety on parents’ safety behaviors with regard to the prevention of falls, poisoning, drowning, and burns.

Methods: A randomized controlled trial was conducted (2009-2011) among parents visiting well-baby clinics in the Netherlands. Parents were randomly assigned to the intervention group (E-Health4Uth home safety intervention) or to the control condition consisting of usual care. Parents in the intervention condition completed a Web-based safety behavior assessment questionnaire; the resulting tailored safety advice was discussed with their child health care professional at a well-baby visit (age approximately 11 months). Parents in the control condition received counseling using generic safety information leaflets at this well-baby visit. Parents’ child safety behaviors were derived from self-report questionnaires at baseline (age 7 months) and at follow-up (age 17 months). Each specific safety behavior was classified as safe/unsafe and a total risk score was calculated. Logistic and linear regression analyses were used to reveal differences in safety behavior between the intervention and the control condition at follow-up.

Results: A total of 1292 parents (response rate 44.79%) were analyzed. At follow-up, parents in the intervention condition (n=643) showed significantly less unsafe behavior compared to parents in the control condition (n=649): top of staircase (23.91% vs 32.19%; OR 0.65, 95% CI 0.50-0.85); bottom of staircase (63.53% vs 71.94%; OR 0.69, 95% CI 0.53-0.88); top and bottom of staircase (68.94% vs 78.28%; OR 0.62, 95% CI 0.48-0.81); storage of cleaning products (30.33% vs 39.91%; OR 0.67, 95% CI 0.53-0.85); bathing of the child (23.46% vs 32.25%; OR 0.65, 95% CI 0.51-0.84); drinking hot fluids (34.84% vs 41.73%; OR 0.76, 95% CI 0.61-0.96); using rear hotplates (79.34% vs 85.27%; OR 0.67, 95% CI 0.50-0.90); and the total risk score in which a higher score indicates more unsafe behavior (mean 13.63, SD 6.12 vs mean 15.34, SD 6.07; beta –1.59, 95% CI –2.26 to –0.93). There were no significant differences for other specific behaviors between the two study conditions.

Conclusions: Compared to generic written materials, the E-Health4Uth home safety intervention seems more effective in promoting parents’ safety behavior for safe staircases, storage of cleaning products, bathing, drinking hot fluids, and cooking. This study supports the application of Web-based, tailored, safety advice for the prevention of unintentional injuries in the youth health care setting.

(J Med Internet Res 2014;16(1):e17) doi:10.2196/jmir.2521
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Introduction

Background

Unintentional injuries are a major cause of death, and a major source of morbidity and loss of quality of life among children aged 0-4 years [1-4]. In children aged 5 years or younger, more than 90% of unintentional injuries occur in and around the home [1]. Although the type and cause of injury varies by age, the most common injuries of children aged 0 to 4 years are falls, poisoning, drowning, and burns [1,5]. Each year in the Netherlands, 18 children aged between 0 and 4 years old die because of injuries in and/or around the home [6]. Moreover, an additional 46,000 children aged between 0 and 4 years are medically treated because of home injuries [6]. To reduce the number of injuries, the Dutch Consumer Safety Institute introduced the use of safety information leaflets at preventive youth health care centers to provide safety education to parents of children aged between 0 and 4 years [7]. These leaflets are successfully employed in preventive youth health care and appear to have a modest effect on parental behavior [8,9]. Many countries have installed preventive youth health care, which refers to various activities to improve and protect the health, growth, and development of young people, and to prevent illness and disability in early life. These activities include a system of maternal and child health care, which serves children from birth to age 18 years [10,11]. The preventive youth health care also plays a significant role in injury prevention [12].

In the Netherlands, all parents are invited to regularly attend (free of charge) scheduled well-child visits at their well-baby clinic. During these visits, the growth and development of the child is monitored and relevant health information and vaccinations are provided. In the Netherlands, approximately 93% of parents attend 1 or more well-baby visits when their child is aged 4 years and younger; the attendance rates range from approximately 50% to 93% between the specific age-related scheduled visits [13]. Parents receive health information on various topics, including nutrition, growth, and child home safety [14]. Currently, this safety information is provided to parents by using generic information leaflets that they receive at their regular visits to the well-baby clinic. Nevertheless, the required safety behavior of parents is often lacking, causing unnecessary risk of injury to young children [15-17].

To prevent other childhood disorders, the application of Web-based tailored tools (eHealth) has increased the effectiveness of health promotion effects [18-20]. The field of eHealth, health services and information delivered or enhanced through the Internet and related technologies [21], is broad and emerging at the intersection of medical informatics, public health, and business. It involves the use of information and communications (especially the Internet) to improve or enable health and health care [22]. It could also be used to provide information to parents on several health topics, including home safety. Because tailored information combined with counseling, which can be provided by using eHealth, is personalized, parents could find the information more useful than general information materials [23]. Furthermore, parents may be more inclined to change their behavior when the information they receive is perceived as personally relevant [24,25].

A home safety intervention with Web-based, tailored, safety information was developed and applied (E-health4Uth). It uses Web-based, tailored, safety information in combination with personal counseling at well-baby clinics for safety behaviors required with a child at home. A pilot study showed that most parents found this new safety information to be useful and applicable, and that child health care professionals were enthusiastic about the eHealth intervention [26]. However, no information is available about the effects of the new Internet-based, tailored, safety information on parents’ child safety behaviors compared to the older method of safety education. Tailored information is thought to promote behavior change by providing personally relevant feedback. Tailoring is defined as “any combination of information or change strategies intended to reach one specific person, based on characteristics that are unique to that person, related to the outcome of interest, and have been derived from an individual assessment” [27]. Although (online) computer-tailored interventions seem to have a positive effect on adult behaviors compared to generic information or to no information [17,28], there is no evidence for the efficacy of a tailored intervention on parents’ specific child safety behaviors for the prevention of unintentional injuries.

Objective of the Study

This study evaluates the effect of Web-based, tailored, safety information combined with personal counseling on parents’ child safety behaviors for the prevention of falls, poisoning, drowning, and burns. The hypothesis is that parents in the E-Health4Uth home safety intervention condition will show less unsafe behavior and will have a lower total risk score 6 months postintervention compared to parents in the control condition with usual care. In addition, the use and application of the E-Health4Uth home safety module and the well-baby visit, including the use of the tailored safety advice, will be evaluated.

Methods

Study Design

The E-Health4Uth home safety study (BeSAFE study) is a randomized controlled trial (NTR1836) with a baseline measure...
point before the intervention and a follow-up measure point 6 months after the intervention; the study is described in detail elsewhere [29]. The Medical Ethics Committee of the Erasmus Medical Center gave a declaration of no objection for this study (MEC-2008-370).

**Participants and Procedures**

**Overview**

A flow diagram of the enrollment and follow-up of study participants is schematically described in Figure 1.

Managers of an opportunity sample of 26 youth health care organizations in the Netherlands were informed about the study and invited to participate. A total of 5 youth health care organizations in the mixed urban-rural provinces of Zuid-Holland, Noord-Brabant, and Zeeland volunteered to participate, with a total of 30 well-baby clinics.

All parents with a child aged between 5 and 8 months (1 parent per family) who were eligible for a routine well-baby visit at their well-baby clinic from June 2009 until December 2010 received written information about the study and were invited to provide informed consent to participate (n=3147). Parents who provided informed consent were invited to complete the baseline questionnaire.

Subsequently, parents were randomly assigned to one of two conditions: (1) Web-based, tailored, safety advice module combined with discussion of the tailored safety advice at the well-baby visit (E-Health4Uth home safety intervention condition), or (2) care as usual (ie, received a generic written safety information leaflet at the well-baby visit; control condition). Randomization was done using a computerized random allocation generator.

Parents in the intervention condition were invited to complete the E-Health4Uth home safety module when their child was approximately 10 months old (ie, 1 month before their routine well-baby visit at the well-baby clinic). The intervention is described in detail in the following section. Parents in the control condition also visited their well-baby clinic when their child was approximately 11 months of age (see control condition described subsequently). All parents received a follow-up questionnaire when their child was approximately 17 months (6 months postintervention). The baseline and follow-up data were collected from June 2009 until July 2011.

Parents received a maximum of 2 regular mail reminders for completing the questionnaires. Parents who did not respond to the invitations to complete the follow-up questionnaire received a telephone call to motivate them to complete the intervention or the questionnaire. Parents in the intervention condition received a maximum of 2 reminders to complete the E-Health4Uth home safety module. If they did not respond, they received a telephone call to motivate them to complete the E-Health4Uth home safety module.

Parents in both conditions who completed the baseline questionnaire received a gift voucher of €15. Parents who also completed the follow-up questionnaire received a second gift voucher of €10.
The E-Health4Uth Home Safety Intervention Condition

The E-Health4Uth home safety intervention aims at 4 major topics with regard to safety in/around the home of children aged between 12 and 24 months: prevention of falls, poisoning, drowning, and burns [7,8,17,30-34]. The components of the 4 safety topics of the intervention are shown in Multimedia Appendix 1.

Parents allocated to the E-Health4Uth home safety intervention condition received a personal log-in name and password by email when their child was approximately 10 months. Parents
were asked to complete the E-Health4Uth home safety module before their next routine well-baby visit at approximately 11 months of age. Parents could complete the E-Health4Uth home safety module wherever they wished (eg, at home, at work) as long as Internet was available. As a first step, parents completed a safety assessment questionnaire. The answers to this assessment questionnaire were used to generate tailored safety advice, which parents could read immediately online. The tailored safety advice was personalized with the child’s name and consisted of messages tailored to the parent’s current situation and safety behavior (Multimedia Appendices 2-4). This included sections with general information on the importance and relevance of the injury area. A total of 114 messages were developed for this tailored safety advice, which could be combined in various ways based on the parent’s answers to the assessment questionnaire.

When parents had completed reading their personal safety advice, they were invited to formulate an implementation-intention plan. In this implementation-intention plan, parents planned specific actions (ie, what, when, and where) to improve their safety behavior and implement these in their home situation at a specified time) [35,36].

The tailored safety advice and implementation-intention plan of each parent was sent by email to both the parent and the child health care professional to prepare for the routine well-baby visit at age 11 months. At the well-baby visit, the child health care professional discussed the tailored safety advice and the implementation-intention plan with the parent using motivational interviewing techniques [35-37]. Preceding the start of the study, health care professionals received training from the researchers. In this training, the study was explained and examples of the tailored safety advice were used to give instructions on how the intervention should be delivered to ensure integrity of delivery of the tailored safety advice.

Parents in the intervention condition received the E-Health4Uth home safety intervention, but could also receive the generic safety information leaflet as a part of usual care. Approximately 4 weeks after the well-baby visit, parents received a reminder about their tailored safety advice and the implementation-intention plan by email to strengthen the message.

The content and development of the E-Health4Uth home safety module was not changed during the study. The intervention software (TailorBuilder) was developed by OverNite Software Europe (OSE, Sittard, the Netherlands).

**Control Condition**

Parents in the control condition received care as usual; that is, parents received a generic safety information leaflet (for children aged 12-24 months) published by the Dutch Consumer Safety Institute [7,9,10,34] during their routine well-baby visit at approximately 11 months of age. During this well-baby visit, the child health care professional discussed the safety in and around the home with the parents using the generic safety information leaflet and motivated parents to adopt safety measures in their home.

The safety information leaflet contained relevant information on the prevention of toddler injuries in and/or around the home, such as information on safety and advice about the prevention of falls (ie, window protection, stair gates, practice walking down the stairs), poisoning (ie, safe storage of cleaning products and medicines), drowning (ie, ponds), and burns (ie, hot fluids, hot pans) [7].

**Outcomes/Measures**

**Overview**

Data on demographic factors and parents’ child safety behaviors were collected at enrollment at approximately age 7 months (baseline) and at 6 months postintervention at approximately age 17 months (follow-up) by self-report questionnaires.

**Parents’ Child Safety Behaviors**

In the two study conditions, specific parents’ child safety behaviors for the prevention of falls, poisoning, drowning, and burns were assessed. Some behaviors were assessed only when they were applicable to the situation of the parent. Each specific safety behavior was first classified as being safe or unsafe. Both the E-Health4Uth home safety intervention and the generic safety information leaflet covered the same topics with regard to the prevention of falls, burns, drowning, and poisoning.

Prevention of falls was assessed by the safety of staircases (only if a staircase was present) and window safety (only if there was a window a child could reach present). Safety of staircases was assessed with 4 items: presence of a stair gate at the top of the stairs (yes/no); closing a stair gate at the top of the stairs (always/often/sometimes/rarely/never); presence of a stair gate at the bottom of the stairs (yes/no); and closing a stair gate at the bottom of the stairs (always/often/sometimes/rarely/never). Safe behavior for the top of the staircase was defined as having a stair gate at the top of the staircase and always closing the stair gate. Safe behavior for the bottom of the staircase was defined as having a stair gate at the bottom of the staircase and always closing the stair gate. Additionally, safe behavior regarding the top/bottom of the staircase was defined as having a stair gate at the top/bottom of the staircase and always closing the stair gates. Safety of windows was assessed with 1 item: having window guards on windows a child can reach (yes/no). Safe behavior was defined as having a window guard on windows a child can reach.

Prevention of poisonings was assessed by the storage of cleaning products and medicines. Storage of cleaning products was assessed with 12 items: presence of cleaning products at different storage locations (yes/no). Safe storage of cleaning products was defined as storing them on a shelf or in a drawer or cabinet without a lock higher than 1.50 m or storing them in a drawer or cabinet with a lock. Storage of medicines was assessed with 13 items: presence of medicines at different storage locations (yes/no). Safe storage of medicines was defined as storing them on a shelf or in a drawer or cabinet without a lock higher than 1.50 m or storing them in a drawer or cabinet with a lock.

Prevention of drowning was assessed with regard to bathing (only if the child was bathed), safety around ponds (only if a
pond was present), safety around private swimming pools (only if a swimming pool was present), and swimming (only if the child swam). Safety of bathing was assessed with 1 item: how often the child is left unsupervised in the bathtub, even for a short period (very often/often/sometimes/rarely/never). Safe bathing was defined as never leaving the child unsupervised in the bathtub. Safety of a pond was assessed with 1 item: presence of a fence around the pond (yes, fence higher than 1.20 m/yes, fence lower than 1.20 m/no). A safe pond was defined as having a fence higher than 1.20 m around the pond. Safety of a private swimming pool was assessed with 1 item: presence of a fence around the swimming pool (yes, fence higher than 1.20 m/yes, fence lower than 1.20 m/no). A safe private swimming pool was defined as having a fence higher than 1.20 m around the swimming pool. Swimming was assessed with 2 items: whether the child wears a flotation device (always/often/sometimes/rarely/never) and how often the child is left alone in the swimming pool (very often/often/sometimes/rarely/never). Safe swimming was defined as the child always wears a flotation device in the swimming pool and is never left alone in the swimming pool (either a private swimming pool or a small inflatable swimming pool).

Prevention of burns was assessed from hot water safety in the bath and shower (depending on what is present in the home), drinking hot fluids with child on parent’s lap, and safety during cooking. Presence of thermostatic-controlled taps was assessed with 2 items: does the hot water tap in the bath have a thermostatic-controlled tap (yes/no) and does the hot water tap in the shower have a thermostatic-controlled tap (yes/no). Safe hot water taps in bath/shower was defined as having a thermostatic-controlled tap present. Drinking hot fluids was assessed with 1 item: how often the parent drinks hot fluids with the child on their lap (always/often/sometimes/rarely/never). Safe drinking of hot fluids was defined as never drinking hot fluid with their child on their lap. Safe cooking was assessed with 4 items: presence of a stove guard (yes/no); child present in the kitchen during cooking (always/often/sometimes/rarely/never); use of rear burners during cooking (always/often/sometimes/rarely/never); and turning pan handles away during cooking (always/often/sometimes/rarely/never). Safe cooking was defined as a stove guard present, the child never in the kitchen during cooking, always using rear burners during cooking, and always turning pan handles away during cooking.

Subsequently, a total risk score was calculated for each parent by summing each specific parent’s safety behavior for the 4 topics assessed (according to allocated scores shown in Multimedia Appendix 5). A higher score indicated more unsafe behavior. When a situation was not applicable, a score of zero was assigned. A maximum score of 53 points could be obtained. The individual scores of the total risk score were based on previous literature [17] and expert consultation (Consumer Safety Institute, the Netherlands).

**Demographic Factors**

Parents’ gender, age, educational level, employment status, and ethnicity were assessed in the baseline questionnaire. Educational level was categorized as high, intermediate, or low. High level was defined as higher professional education or academic higher education; intermediate level as senior secondary vocational education, senior general secondary education, or university preparatory education; and low educational level as preparatory secondary vocational education or lower [38]. Employment status was defined as unemployed if they did not have a part-time or a full-time job. Parents’ ethnicity was determined based on their own parents’ country of birth (grandparents of the infant). A parent was of Dutch ethnicity if both grandparents were born in the Netherlands. If one of the grandparents was born in another Western country, a parent was of other Western ethnicity. If both grandparents were born in another Western or non-Western country, ethnicity was determined by the grandmother’s country of birth [38].

Family situation, number of children, child’s gender, age, and ability to crawl or walk were reported. Family situation was defined as single parent, or living with child or children and other parent or caregiver. Number of children in the family was dichotomized as first child in the family or second child or more children in the family. Crawling of the child was assessed and defined as an infant’s ability to crawl on hands and knees and/or crawl on their tummy and/or shuffle on their bottom (yes/no).

**Parent Evaluation of the E-Health4Uth Home Safety Module**

Parents in the E-Health4Uth home safety intervention were asked to evaluate the E-Health4Uth home safety intervention module immediately after completing the module. Unless stated otherwise, all evaluation items were assessed on a 5-point Likert scale ranging from totally disagree (=1) to totally agree (=5).

An objective measure of parents’ exposure to the intervention was obtained from the log-in data from the intervention registration, which stored information on parents’ use of the intervention, including receipt of the tailored safety advice and completion of an implementation-intention plan.

Parents’ evaluation of the E-Health4Uth home safety intervention was assessed immediately after receiving the tailored safety advice and formulating an implementation-intention plan, by using a Web-based evaluation form. Parents reported the following items on the evaluation forms: the reading of the Web-based tailored safety advice (read completely, read partly, or did not read their advice); whether they found the advice to be reliable, understandable, relevant, useful, and motivating to take action; their intention to change their behavior with regard to falls, poisoning, drowning, and burns (yes/no); whether it was easy or difficult to complete an implementation-intention plan (from very difficult to very easy); time needed to answer the questions and read the safety advice (in minutes); whether they perceived this time to be long or short (from very long to very short); the ease of use of the E-Health4Uth home safety intervention (from very difficult to very easy); and whether they perceived it as being a pleasant source of information (from very unpleasant to very pleasant). Furthermore, they rated the E-Health4Uth home safety intervention on a scale from 1 (most negative) to 10 (most positive).
Parent and Health Care Professional Evaluation of the Well-Baby Visit

Parents and child health care professionals in the E-Health4Uth home safety intervention were asked to evaluate the well-baby visit, including the discussion of the tailored safety advice, immediately after the well-baby visit at approximately age 11 months.

Parents reported their satisfaction with the information they discussed at the well-baby visit, whether discussing the tailored safety advice was a valuable supplement to receiving tailored safety advice, the overall satisfaction with the well-baby visit, and they rated the well-baby visit on a scale from 1 (most negative) to 10 (most positive).

Child health care professionals reported the time they needed for the well-baby visit (in minutes); the time needed to discuss the safety at home (in minutes); whether they gave a safety information leaflet to the parent (yes/no); whether the tailored safety advice was present in the child’s dossier (yes/no); whether the tailored safety advice was brought to the well-baby visit by the parent (yes/no); and whether the tailored safety advice was discussed with the parent during the well-baby visit (yes/no). Furthermore, the evaluation assessed whether the tailored safety advice was useful to discuss safety at home during the well-baby visit, the satisfaction with the information given, and the overall satisfaction with the well-baby visit. Child health care professionals rated the well-baby visit on a scale from 1 (most negative) to 10 (most positive).

Statistical Analyses

Intention-To-Treat Analysis

An intention-to-treat analysis was applied [39]. Parents who were randomly assigned to either the intervention condition or the control condition were analyzed as such, regardless of whether they received the intervention or not. Cases with complete data on outcomes at follow-up were analyzed on the effectiveness of the intervention compared to the control condition.

Descriptive statistics were used to describe the characteristics of parents, children, and housing in the two study conditions. Differences between the intervention and control condition, as measured at baseline, were tested with an independent-samples $t$ test or the Mann-Whitney $U$ test (continuous variables) and chi-square test (categorical variables).

Effect Evaluation

The effectiveness of the E-Health4Uth home safety intervention was studied by means of logistic regression analyses (for all specific safety behaviors) and linear regression analyses (for total risk score). Regression analyses were performed with unsafe behavior of total risk score as dependent variable and condition (E-Health4Uth home safety intervention condition vs control condition) as independent variables. All regression analyses were adjusted for demographic factors that showed a significant difference between the two study conditions at baseline ($P<.05$).

Subsequently, it was determined whether the number of children, parents’ educational level, and parents’ ethnicity moderated the effects of the E-Health4Uth home safety intervention on unsafe behavior. This was done by adding an interaction term (group $\times$ demographic factor) to the regression analysis. If these interaction terms were significant at $P<.05$, stratified analyses were conducted. Results with a $P$ value $<.05$ were considered to be statistically significant. All analyses were performed using SPSS 20.0 (IBM Corp, Armonk, NY, USA).

Results

Participants

A total of 1409 parents of the 3147 initially invited provided informed consent and completed the baseline questionnaire with a response rate of 44.79% (Figure 1). A total of 26 parents were excluded because they completed the questionnaire twice for the same family (1 questionnaire was removed from the database at random), or they did not meet the inclusion criteria of child’s age ≤12 months. After completing the baseline questionnaire, 696 parents were allocated to the E-Health4Uth home safety condition and 687 parents to the control condition. A total of 1292 parents completed the follow-up questionnaire (dropout rate 6.60%). Dropout was higher among mothers with a low educational level, unemployed mothers, and parents of non-Western ethnicity ($P<.05$). No other differences were observed between parents who completed the follow-up questionnaire and parents who were lost to follow-up. A study population of 1292 parents and their child were used in the analyses. Table 1 shows the family, child, and housing characteristics of the participants in the two study conditions. Most participants were mothers (93.58%), mean age 32.06 (SD 4.63) years, 15.19% had a low educational level, 83.44% were employed, and 88.46% were of Dutch ethnicity. Father’s mean age was 34.51 (SD 5.17) years; 22.40% had a low educational level, 95.67% were employed, and 87.94% were of Dutch ethnicity. In the present study, 2.26% of families included a single parent and 48.14% had 1 child. Of all children, 51.32% were boys, mean age 7.21 (SD 1.07) months, and 33.98% could crawl and 0.47% could walk. A main staircase was present in 87.52% of the homes, 36.41% had a window a child could reach, and 0.47% could walk. A main staircase was present in 87.52% of the homes, 36.41% had a window a child could reach, and 0.47% could walk. A main staircase was present in 87.52% of the homes, 36.41% had a window a child could reach, and 0.47% could walk.
Table 1. Descriptive characteristics of the study sample at baseline (N=1292).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total N=1292</th>
<th>Intervention n=643</th>
<th>Control n=649</th>
<th>P value&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Family characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mother is respondent, n (%)</td>
<td>1209 (93.58)</td>
<td>597 (92.85)</td>
<td>612 (94.30)</td>
<td>.16</td>
</tr>
<tr>
<td><strong>Parent age</strong>&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mother’s age (years), mean (SD)</td>
<td>32.06 (4.63)</td>
<td>32.08 (4.60)</td>
<td>32.04 (4.67)</td>
<td>.92</td>
</tr>
<tr>
<td>Mother’s age (years), range</td>
<td>19.00-48.00</td>
<td>20.00-48.00</td>
<td>19.00-47.00</td>
<td></td>
</tr>
<tr>
<td>Father’s age (years), mean (SD)</td>
<td>34.51 (5.17)</td>
<td>34.50 (5.14)</td>
<td>34.52 (5.21)</td>
<td>.96</td>
</tr>
<tr>
<td>Father’s age (years), range</td>
<td>21.00-56.00</td>
<td>22.00-56.00</td>
<td>21.00-55.00</td>
<td></td>
</tr>
<tr>
<td><strong>Mother’s educational level, n (%)</strong>&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>524 (40.62)</td>
<td>254 (39.56)</td>
<td>270 (41.67)</td>
<td>.26</td>
</tr>
<tr>
<td>Intermediate</td>
<td>570 (44.19)</td>
<td>280 (43.61)</td>
<td>290 (44.75)</td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>196 (15.19)</td>
<td>108 (16.82)</td>
<td>88 (13.58)</td>
<td></td>
</tr>
<tr>
<td><strong>Father’s educational level, n (%)</strong>&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>470 (36.69)</td>
<td>217 (34.17)</td>
<td>253 (39.16)</td>
<td>.17</td>
</tr>
<tr>
<td>Intermediate</td>
<td>524 (40.91)</td>
<td>268 (42.20)</td>
<td>256 (39.63)</td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>287 (22.40)</td>
<td>150 (23.62)</td>
<td>137 (21.21)</td>
<td></td>
</tr>
<tr>
<td><strong>Parent employment, n (%)</strong>&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mother is employed</td>
<td>1068 (83.44)</td>
<td>512 (80.25)</td>
<td>556 (86.60)</td>
<td>.002</td>
</tr>
<tr>
<td>Father is employed</td>
<td>1214 (95.67)</td>
<td>599 (94.93)</td>
<td>615 (96.39)</td>
<td>.20</td>
</tr>
<tr>
<td><strong>Mother’s ethnicity, n (%)</strong>&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dutch</td>
<td>1142 (88.46)</td>
<td>570 (88.65)</td>
<td>572 (87.27)</td>
<td>.67</td>
</tr>
<tr>
<td>Other Western</td>
<td>60 (4.65)</td>
<td>32 (4.98)</td>
<td>28 (4.32)</td>
<td></td>
</tr>
<tr>
<td>Non-Western</td>
<td>89 (6.89)</td>
<td>41 (6.38)</td>
<td>48 (7.41)</td>
<td></td>
</tr>
<tr>
<td><strong>Father’s ethnicity, n (%)</strong>&lt;sup&gt;h&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dutch</td>
<td>1130 (87.94)</td>
<td>566 (88.58)</td>
<td>564 (87.31)</td>
<td>.43</td>
</tr>
<tr>
<td>Other Western</td>
<td>65 (5.06)</td>
<td>34 (5.32)</td>
<td>31 (4.80)</td>
<td></td>
</tr>
<tr>
<td>Non-Western</td>
<td>90 (7.00)</td>
<td>39 (6.10)</td>
<td>51 (7.89)</td>
<td></td>
</tr>
<tr>
<td>Single parent, n (%)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>29 (2.26)</td>
<td>13 (2.03)</td>
<td>16 (2.49)</td>
<td>.58</td>
</tr>
<tr>
<td>First child in family, n (%)</td>
<td>622 (48.14)</td>
<td>317 (49.30)</td>
<td>302 (47.00)</td>
<td>.41</td>
</tr>
<tr>
<td><strong>Child characteristics</strong>&lt;sup&gt;i&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender (boys), n (%)</td>
<td>663 (51.32)</td>
<td>317 (49.30)</td>
<td>346 (53.31)</td>
<td>.15</td>
</tr>
<tr>
<td>Age (months), mean (SD)</td>
<td>7.21 (1.07)</td>
<td>7.26 (1.08)</td>
<td>7.17 (1.07)</td>
<td>.17</td>
</tr>
<tr>
<td>Age (months), range</td>
<td>4.73-11.56</td>
<td>4.73-11.56</td>
<td>4.76-11.47</td>
<td></td>
</tr>
<tr>
<td>Child can crawl, n (%)</td>
<td>438 (33.98)</td>
<td>231 (35.93)</td>
<td>207 (32.04)</td>
<td>.14</td>
</tr>
<tr>
<td>Child can walk, n (%)</td>
<td>6 (0.47)</td>
<td>3 (0.47)</td>
<td>3 (0.47)</td>
<td>.99</td>
</tr>
<tr>
<td><strong>Housing characteristics</strong>&lt;sup&gt;j&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Main staircase present, n (%)</td>
<td>1129 (87.52)</td>
<td>564 (87.71)</td>
<td>565 (87.33)</td>
<td>.83</td>
</tr>
<tr>
<td>Windows a child can reach, n (%)</td>
<td>470 (36.41)</td>
<td>241 (37.48)</td>
<td>229 (35.34)</td>
<td>.42</td>
</tr>
<tr>
<td>Pond present, n (%)</td>
<td>127 (11.07)</td>
<td>65 (11.40)</td>
<td>62 (10.75)</td>
<td>.72</td>
</tr>
<tr>
<td>Private swimming pool present, n (%)</td>
<td>41 (3.18)</td>
<td>23 (3.58)</td>
<td>18 (2.79)</td>
<td>.42</td>
</tr>
</tbody>
</table>
Participants with complete data available at baseline and follow-up.

Differences between intervention condition and control condition, as measured at baseline, tested with independent-samples t test (continuous variables) and chi-square test (categorical variables).

Missing data: n=20

Missing data: n=2

Missing data: n=11

Missing data (mother): n=12; missing data (father): n=23

Missing data: n=1

Missing data: n=7

Missing data (crawl): n=3; missing data (walk): n=2

Missing data (staircase): n=2; missing data (window): n=1; missing data (pond): n=5; missing data (pool): n=4

E-Health4Uth Home Safety Intervention Effects

Because the proportion of employed mothers (86.60%) was significantly higher in the control condition compared to those in the intervention condition (80.25%, \( P = .002 \)), regression analyses were adjusted for mother’s employment status.

Concerning the prevention of falls, parents in the intervention condition showed significantly less unsafe behavior at follow-up for the top of the staircase (23.91% vs 32.19%; OR 0.65, 95% CI 0.50-0.85), the bottom of the staircase (63.53% vs 71.94%; OR 0.69, 95% CI 0.53-0.88), and the top and bottom of the staircase (68.94% vs 78.28%; OR 0.62, 95% CI 0.48-0.81) compared to parents in the control condition (Tables 2 and 3).

For the prevention of poisoning, parents in the intervention condition showed significantly less unsafe behavior with regard to the storage of cleaning products (30.33% vs 39.91%; OR 0.67, 95% CI 0.53-0.85) compared to parents in the control condition. For the prevention of drowning, parents in the intervention condition showed significantly less unsafe behavior with regard to bathing of the child (23.46% vs 32.25%; OR 0.65, 95% CI 0.51-0.84) compared to parents in the control condition.

For the prevention of burns, parents in the intervention condition showed significantly less unsafe behavior with regard to drinking hot fluids (34.84% vs 41.73%; OR 0.76, 95% CI 0.61-0.96) and using rear hotplates on the stove (79.34% vs 85.27%; OR 0.67, 95% CI 0.50-0.90) compared to parents in the control condition. There were no significant differences with regard to other specific behaviors between the two study conditions.

From baseline to follow-up, the prevalence of unsafe behavior in bathing of the child increased in both the intervention (5.74%-23.46%) and the control condition (6.29%-32.25%). Furthermore, from baseline to follow-up, the prevalence of unsafe behavior for children present in the kitchen increased in both the intervention (64.27%-91.24%) and the control condition (64.81%-93.18%). All other unsafe behaviors showed a decrease between baseline and follow-up.

At follow-up, parents in the intervention condition had a significantly lower total risk score (mean 13.63, SD 6.12; range 1.00-33.00) compared to parents in the control condition (mean 15.34, SD 6.07; range 0.00-37.00; beta coefficient=-1.59, 95% CI -2.26 to -0.93).

Explorative interaction analyses showed no significant interactions between number of children, parents’ educational level, and parents’ ethnicity with the intervention and control condition on unsafe behavior; therefore, stratified analyses were not conducted.
Table 2. Descriptive statistics of parents’ child safety behavior as measured at baseline and at follow-up for intervention and control condition (N=1292).

<table>
<thead>
<tr>
<th>Behavior</th>
<th>Baseline, %</th>
<th>Follow-up, %</th>
<th>P valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intervention condition n=643</td>
<td>Control condition n=649</td>
<td>Intervention condition n=643</td>
</tr>
<tr>
<td>Falls</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unsafe top of staircasec</td>
<td>407 (72.29)</td>
<td>404 (72.14)</td>
<td>.96</td>
</tr>
<tr>
<td>Unsafe bottom of staircasec</td>
<td>497 (88.12)</td>
<td>504 (89.52)</td>
<td>.46</td>
</tr>
<tr>
<td>Unsafe top and bottom of staircasec</td>
<td>510 (90.43)</td>
<td>516 (91.65)</td>
<td>.47</td>
</tr>
<tr>
<td>Unsafe windows a child can reachd</td>
<td>139 (57.68)</td>
<td>125 (54.59)</td>
<td>.50</td>
</tr>
<tr>
<td>Poisoning</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unsafe storage of cleaning products</td>
<td>387 (60.19)</td>
<td>401 (61.98)</td>
<td>.30</td>
</tr>
<tr>
<td>Drowning</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unsafe bathing of the childd</td>
<td>36 (5.74)</td>
<td>40 (6.29)</td>
<td>.68</td>
</tr>
<tr>
<td>Unsafe pondf</td>
<td>54 (88.52)</td>
<td>49 (81.67)</td>
<td>.29</td>
</tr>
<tr>
<td>Unsafe swimming poolf</td>
<td>19 (82.61)</td>
<td>15 (83.33)</td>
<td>.95</td>
</tr>
<tr>
<td>Unsafe swimmingh</td>
<td>253 (64.38)</td>
<td>256 (65.14)</td>
<td>.82</td>
</tr>
<tr>
<td>Burns</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unsafe hot water taps in bath/shower</td>
<td>188 (30.18)</td>
<td>176 (27.76)</td>
<td>.35</td>
</tr>
<tr>
<td>Unsafe drinking hot fluids</td>
<td>351 (54.67)</td>
<td>328 (50.85)</td>
<td>.17</td>
</tr>
<tr>
<td>Unsafe cooking (not using a stove guard)</td>
<td>628 (97.82)</td>
<td>619 (96.12)</td>
<td>.08</td>
</tr>
<tr>
<td>Unsafe cooking (child in kitchen)</td>
<td>412 (64.27)</td>
<td>418 (64.81)</td>
<td>.84</td>
</tr>
<tr>
<td>Unsafe cooking (not using rear burners on stove)</td>
<td>589 (91.89)</td>
<td>576 (89.86)</td>
<td>.21</td>
</tr>
<tr>
<td>Unsafe cooking (not turning pan handles away)</td>
<td>334 (52.11)</td>
<td>321 (50.00)</td>
<td>.45</td>
</tr>
</tbody>
</table>

aMann-Whitney U test for continuous outcome, chi-square test for binominal outcomes.

bOnly when applicable, such as a staircase is present (n=1154), a window a child can reach is present (n=404), the child is bathed (n=1220), a pond is present (n=106), a private swimming pool is present (n=26), or the child swims (n=1134).

cBaseline intervention: n=564, baseline control: n=565; follow-up intervention: n=573, follow-up control: n=581.

dBaseline intervention: n=241, baseline control: n=229; follow-up intervention: n=207, follow-up control: n=197.

eBaseline intervention: n=629, baseline control: n=637; follow-up intervention: n=601, follow-up control: n=619.

fBaseline intervention: n=65, baseline control: n=62; follow-up intervention: n=53, follow-up control: n=53.

gBaseline intervention: n=23, baseline control: n=18; follow-up intervention: n=12, follow-up control: n=14.

hBaseline intervention: n=402, baseline control: n=395; follow-up intervention: n=564, follow-up control: n=570.
Table 3. Outcomes of logistic regression analyses and linear regression analysis of the effect of E-Health4Uth home safety intervention on unsafe behavior at follow-up, with control condition as reference (N=1292).

<table>
<thead>
<tr>
<th>Behavior</th>
<th>OR (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Falls</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Top of staircase</td>
<td>0.65 (0.50, 0.85)</td>
<td>.001</td>
</tr>
<tr>
<td>Bottom of staircase</td>
<td>0.69 (0.53, 0.88)</td>
<td>.003</td>
</tr>
<tr>
<td>Top and bottom of staircase</td>
<td>0.62 (0.48, 0.81)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Windows a child can reach</td>
<td>0.86 (0.58, 1.27)</td>
<td>.44</td>
</tr>
<tr>
<td><strong>Poisoning</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Storage of cleaning products</td>
<td>0.67 (0.53, 0.85)</td>
<td>.001</td>
</tr>
<tr>
<td>Storage of medicines</td>
<td>0.88 (0.69, 1.12)</td>
<td>.30</td>
</tr>
<tr>
<td><strong>Drowning</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bathing of the child</td>
<td>0.65 (0.51, 0.84)</td>
<td>.001</td>
</tr>
<tr>
<td>Pond</td>
<td>1.12 (0.44, 2.83)</td>
<td>.82</td>
</tr>
<tr>
<td>Private swimming pool</td>
<td>0.27 (0.05, 1.51)</td>
<td>.14</td>
</tr>
<tr>
<td>Swimming</td>
<td>0.98 (0.77, 1.24)</td>
<td>.87</td>
</tr>
<tr>
<td><strong>Burns</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hot water taps in bath/shower</td>
<td>1.05 (0.82, 1.35)</td>
<td>.73</td>
</tr>
<tr>
<td>Drinking hot fluids</td>
<td>0.76 (0.61, 0.96)</td>
<td>.02</td>
</tr>
<tr>
<td>Cooking (using a stove guard)</td>
<td>0.76 (0.48, 1.20)</td>
<td>.23</td>
</tr>
<tr>
<td>Cooking (child in kitchen)</td>
<td>0.81 (0.54, 1.23)</td>
<td>.33</td>
</tr>
<tr>
<td>Cooking (using rear burners)</td>
<td>0.67 (0.50, 0.90)</td>
<td>.008</td>
</tr>
<tr>
<td>Cooking (turning pan handles away)</td>
<td>0.94 (0.74, 1.20)</td>
<td>.63</td>
</tr>
</tbody>
</table>

aLogistic regression analyses with unsafe behavior as dependent variable and group (intervention condition vs control condition) as independent variable, adjusted for mother’s employment status.

bOnly when applicable, such as a staircase is present (n=1154), a window a child can reach is present (n=404), the child is bathed (n=1220), a pond is present (n=106), a private swimming pool is present (n=26), or the child swims (n=1134).

cLinear regression analyses with unsafe behavior as dependent variable and group (intervention condition vs control condition) as independent variable, adjusted for mother’s employment status.

Parent Evaluation of the E-Health4Uth Home Safety Module

Of all parents in the intervention condition (n=643), 587 completed the E-Health4Uth home safety module (91.29%). The Web-based evaluation form of the E-Health4Uth home safety module was completed by 541 of 643 parents (84.14%) immediately after completing the E-Health4Uth home safety module (Table 4).

The Web-based evaluation forms showed that 72.07% (369/541) of parents had read the tailored safety advice completely, 24.41% (125/541) had read it partly, and 3.52% (18/541) had not read their advice. Parents evaluated the received tailored safety advice as being reliable (mean 4.19, SD 0.75), understandable (mean 4.36, SD 0.60), relevant (mean 3.53, SD 0.92), useful (mean 3.90, SD 0.77), and motivating to take action with regard to safety at home (mean 3.60, SD 0.90).

An implementation-intention plan was completed by 68.80% (322/541) of parents; a second implementation-intention plan was completed by 31.20% (146/541) of parents. Parents positively evaluated the ease of completing an implementation-intention plan for their own situation (mean 4.08, SD 0.79). Parents spent a mean time of 14.44 (SD 7.08) minutes to answer the questions and read the safety advice; they evaluated this as being a short time (mean 3.20, SD 0.56).

Parents positively evaluated the use of the E-Health4Uth home safety intervention (mean 4.05, SD 0.62) and found the intervention to be a pleasant source of information (mean 3.67, SD 0.78). Parents rated the E-Health4Uth home safety intervention with a mean score of 7.28 (SD 1.14).
Table 4. Evaluation of the E-Health4Uth home safety module by parents in the intervention condition immediately after completing the module (n=541).

<table>
<thead>
<tr>
<th>Subject</th>
<th>n (%)/mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Reading of the Web-based, tailored safety advice, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Have read their advice completely</td>
<td>369 (72.07)</td>
</tr>
<tr>
<td>Have read their advice partly</td>
<td>125 (24.41)</td>
</tr>
<tr>
<td>Have not read their advice</td>
<td>18 (3.52)</td>
</tr>
<tr>
<td><strong>Tailored safety advice, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>The safety advice was reliable(^a)</td>
<td>4.19 (0.75)</td>
</tr>
<tr>
<td>The safety advice was understandable(^a)</td>
<td>4.36 (0.60)</td>
</tr>
<tr>
<td>The safety advice was relevant(^a)</td>
<td>3.53 (0.92)</td>
</tr>
<tr>
<td>The safety advice was useful(^a)</td>
<td>3.90 (0.77)</td>
</tr>
<tr>
<td>The safety advice motivated to take action(^a)</td>
<td>3.60 (0.90)</td>
</tr>
<tr>
<td><strong>Implementation-intention plan</strong></td>
<td></td>
</tr>
<tr>
<td>Completed an implementation-intention plan, n (%)</td>
<td>322 (68.80)</td>
</tr>
<tr>
<td>Completed a second implementation-intention plan, n (%)</td>
<td>146 (31.20)</td>
</tr>
<tr>
<td>Was it easy to complete an implementation-intention plan?, mean (SD)(^a)</td>
<td>4.08 (0.79)</td>
</tr>
<tr>
<td><strong>E-Health4Uth home safety intervention, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Minutes spent to answer the questions and read the safety advice(^a)</td>
<td>14.44 (7.08)</td>
</tr>
<tr>
<td>Did you think that the time spent to answer the questions and read the safety advice was (very) long or (very) short?(^a)</td>
<td>3.20 (0.56)</td>
</tr>
<tr>
<td>Was the intervention easy to use?(^a)</td>
<td>4.05 (0.62)</td>
</tr>
<tr>
<td>Was the intervention a pleasant source of information?(^a)</td>
<td>3.67 (0.78)</td>
</tr>
<tr>
<td>Rating for the Web-based, tailored safety advice intervention(^b)</td>
<td>7.28 (1.14)</td>
</tr>
</tbody>
</table>

\(^a\)Scores on a 5-point Likert scale ranging from 1 (most negative) to 5 (most positive).

\(^b\)Scores from 1 (most negative) to 10 (most positive).

**Parent and Health Care Professional Evaluation of the Well-Baby Visit**

During the well-baby visit, the tailored safety advice was discussed with 48.9% of the parents, was not discussed with 18.9%, and for 32.2% of the parents it was unclear whether the advice was discussed because no evaluation form was available and child health care professionals could not recall whether or not they had discussed this advice with the parent.

Parents (n=196) and child health care professionals (n=238) completed written evaluation forms immediately after the well-baby visit at which the tailored safety advice was discussed with the parent (Table 5).

Parents had a positive evaluation of the information discussed during the well-baby visit (mean 4.38, SD 0.62), rated discussing the tailored safety advice as a valuable supplement (mean 3.82, SD 0.87), and were satisfied overall with the well-baby visit (mean 4.38, SD 0.62). Parents rated the well-baby visit, including discussing the tailored safety advice, with a mean score of 8.20 (SD 0.87).

Child health care professionals reported that the mean total time spent in the well-baby visit was 20.40 (SD 4.51) minutes, with a mean of 5.70 (SD 2.27) minutes used for discussing safety at home. In addition to receiving tailored safety advice, the generic safety information leaflet was given to 72.03% (170/238) of the parents. The tailored safety advice was present in 87.82% (209/238) of the child dossiers and it was brought to the well-baby visit by 21.61% (51/238) of parents. Child health care professionals positively evaluated the tailored safety advice with regard to its usefulness to discuss safety at home during the well-baby visit (mean 3.77, SD 0.77), were satisfied with the information given to parents (mean 3.98, SD 0.64), and had an overall satisfaction with the well-baby visit (mean 4.01, SD 0.62). They rated the well-baby visit, including discussing the tailored safety advice, with a mean score of 7.30 (SD 0.79).
Table 5. Evaluation of the well-baby visit including discussing the tailored safety advice by parents in the intervention condition (n=196) and health care professionals (n=238) immediately after the well-baby visit.

<table>
<thead>
<tr>
<th>Subject</th>
<th>n (%)/mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parents, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Satisfaction with information discusseda</td>
<td>4.38 (0.62)</td>
</tr>
<tr>
<td>Discussing the tailored safety advice was a valuable supplement to the tailored safety advice?a</td>
<td>3.82 (0.87)</td>
</tr>
<tr>
<td>Overall satisfaction with the well-baby visita</td>
<td>4.38 (0.62)</td>
</tr>
<tr>
<td>Rating for the well-baby visitb</td>
<td>8.20 (0.87)</td>
</tr>
<tr>
<td><strong>Child health care professionals</strong></td>
<td></td>
</tr>
<tr>
<td>Total time for well-baby visit (min), mean (SD)</td>
<td>20.40 (4.51)</td>
</tr>
<tr>
<td>Time for safety during well-baby visit (min), mean (SD)</td>
<td>5.70 (2.27)</td>
</tr>
<tr>
<td>Safety information leaflet given to the parent, n (%)</td>
<td>170 (72.03)</td>
</tr>
<tr>
<td>Tailored safety advice present in dossier, n (%)</td>
<td>209 (87.82)</td>
</tr>
<tr>
<td>Tailored safety advice brought by parent, n (%)</td>
<td>51 (21.61)</td>
</tr>
<tr>
<td>Was the tailored safety advice useful to discuss safety at home during the well-baby visit?, mean (SD)a</td>
<td>3.77 (0.77)</td>
</tr>
<tr>
<td>Satisfaction with information given, mean (SD)a</td>
<td>3.98 (0.64)</td>
</tr>
<tr>
<td>Overall satisfaction with the well-baby visit, mean (SD)a</td>
<td>4.01 (0.62)</td>
</tr>
<tr>
<td>Rating for the well-baby visit, mean (SD)b</td>
<td>7.30 (0.79)</td>
</tr>
</tbody>
</table>

aScores on a 5-point Likert scale ranging from 1 (most negative) to 5 (most positive).
bScores from 1 (most negative) to 10 (most positive).

**Discussion**

**Principal Findings**

This study evaluated the effect of Web-based, tailored, safety advice combined with personal counseling on parents’ child safety behaviors. Compared to counseling with generic written materials, the E-Health4Uth home safety intervention appeared to be effective in promoting several relevant parents’ child safety behaviors. As hypothesized, parents in the intervention condition showed significantly less unsafe behavior with regard to safe staircases, storage of cleaning products, bathing, drinking hot fluids, and cooking compared to parents who received counseling with generic written safety information. There were no significant differences for other specific behaviors between the two study conditions. At follow-up, parents in the intervention condition also showed a significantly lower total risk score compared to parents in the control condition.

Parents in the intervention group were positive about the E-Health4Uth home safety module and its use in well-baby visits was positively evaluated by both parents and child health care professionals.

This study confirms the results of previous studies that showed the effectiveness of computer-tailored safety education in a primary care setting is effective in adopting safety behaviors of parents when compared to receiving generic safety advice [17,40]. The present study focused on total risk scores and also investigated the effects of the E-Health4Uth home safety intervention on specific safety behaviors. This approach allowed for clarification of which specific safety behaviors the intervention is or is not effective for. These insights may guide the development and evaluation of additional approaches to improve parental safety behavior. To our knowledge, this is the first experimental study on the effectiveness of computer-tailored education to change parents’ safety behaviors.

These results support the use of Web-based tailored methods to help increase the effectiveness of parental safety advice. For the prevention of poisoning, the E-Health4Uth home safety intervention was effective on the storage of cleaning products. Although we anticipated that the intervention would have a similar effect on the storage of medicines, no difference was found in the unsafe storage of medicines between the intervention and control condition. At baseline, the prevalence of unsafe storage of medicines was, in fact, lower than the prevalence of unsafe storage of cleaning products. It is possible that the content of the intervention did not sufficiently increase parents’ motivation to store their medicines in a more safe way.

The E-Health4Uth home safety intervention was not effective on behaviors for window safety, storage of medicines, ponds, swimming pools and swimming, hot water taps of bath/showers, and some items of burns prevention. It is possible that the intervention did not sufficiently address these specific determinants of safe behavior. An explanation why the E-Health4Uth home safety intervention showed no effect on the behavior for window safety, ponds, and swimming pools could be the low numbers of households that had a pond or swimming pool. This affects statistical power so the results for these behaviors should be interpreted with care.
Despite a lower prevalence in the E-Health4Uth intervention condition, some behaviors appeared to be more unsafe at follow-up compared to baseline (eg, bathing of the child and cooking with the child present in the kitchen). This result was found in both the intervention and the control condition, and might be because of the change in both age and development of the child between baseline and follow-up (Multimedia Appendix 6). For example, with increasing age parents might assume they can leave the child alone in the bathtub, or it may be more difficult for the parent to keep the child out of the kitchen. However, such behavior is not recommended and current safety advice (either generic or individually tailored) still seems suboptimal. Moreover, despite the decrease of unsafe behavior in the two study conditions between baseline and follow-up, the prevalence of many unsafe behaviors remained high. The prevalence of unsafe behavior for the top/bottom of staircases, ponds, swimming pools, and some items of burns prevention was still over 70%. This indicates that the content of the tailored safety advice for these behaviors needs to be improved.

When parents reported at follow-up (child age approximately 17 months) that their child swam, they reported leaving their child unsupervised in the swimming pool sometimes (0.81%), rarely (4.19%), and never (95.00%; data not shown). Despite the fact that most parents never left their child unsupervised in the swimming pool, 5% still left their child unsupervised, although these were very young children. These children are at risk of drowning and should never be left unsupervised because they do not have swimming skills yet.

This study used a tailored home safety intervention delivered in a primary care setting. Next to primary care settings, computer-tailored home safety information can be applied to other health care settings, such as emergency departments [41]. This study also shows that computer-tailored home safety information is effective in improving parents’ child safety behavior.

Parents and youth health care professionals are positive about the tailored safety advice and the use of the tailored safety advice in well-baby visits. On the other hand, the intervention effect may have been diluted by suboptimal uptake of the novel method by parents and/or health care workers.

The E-Health4Uth home safety intervention consists of a home safety assessment questionnaire, Web-based tailored safety advice, an implementation-intention plan, and discussing the tailored safety advice with the child health care professional. However, the evaluations of the child health care professionals showed that the tailored safety advice was discussed with only 48.9% of the parents.

Unfortunately, we only received evaluation forms from approximately one-third of the health care professionals, so it is unknown whether the health care professionals discussed the tailored safety advice with the other parents. According to the evaluation forms we did receive from the health care professionals, there was a considerable chance of not having discussed the tailored safety advice. Examining this issue as a possible confounder in the logistic regression models showed similar results of the effect of the intervention on parents’ child safety behaviors compared to our findings without adjustment for the discussion of the tailored advice (data not shown). The main reasons for not discussing the safety advice with the parents were that (1) the well-baby visit was made by another child health care professional from another well-baby clinic who was not familiar with the study, (2) parents indicated that discussing the tailored safety advice was not necessary, and (3) the tailored safety advice was not present in the child’s dossier. However, although the tailored safety advice was not discussed with approximately 50% of the parents and uptake among parents needs improvement, a positive effect on parents’ child safety behavior was shown.

In daily practice, all parents (in both the intervention or control condition) received care as usual: the generic safety information leaflet. Parents in the intervention condition received the E-Health4Uth home safety intervention, but could also receive the generic safety information leaflet as a part of usual care.

**Strengths and Limitations**

Our focus on the effect of a tailored intervention on both specific parents’ child safety behaviors and on an overall safety risk score is a major strength of this study. Other strengths include the randomized controlled design, the large number of participants (N=1292) and the small number lost to follow-up: only 6.6% of the participants failed to complete the follow-up questionnaire. However, dropout was higher among mothers with a low educational level, unemployed mothers, and parents of non-Western ethnicity, which could affect the generalizability of the results. In addition, the participation rate was 45%.

We may have recruited parents who were more receptive to this way of providing safety education; in this case, this could have led to an overestimation of the intervention effect. On the other hand, the study population was a reasonable reflection of the general population in the Netherlands [42].

Because we had low numbers of missing data and participants lost to follow-up (6.60%), missing data was not imputed. Given these low numbers, it is not likely that missing data lead to loss of power of the study [43].

The intervention was developed for use on computers with connection to the Internet. The intervention was not tested for functionality on mobile phones and tablets. Perhaps in the near future when implementing the intervention, it could be made accessible on all mobile devices that have access to the Internet.

Receiving gift vouchers may cause recall bias because parents could expect to receive further incentives in the future. This may have positively biased total effectiveness for both the experimental and control condition although the magnitude of any effects would be small. Despite this possible recall bias, the E-Health4Uth intervention is effective in specific parents’ child safety behaviors compared to receiving the control condition.

A high percentage of youth health care organizations declined to participate in the study. Of the 26 youth health care organizations that were initially invited to participate in the study, 5 volunteered to take part in the study. The main reason for the decrease of unsafe behavior in the two study conditions between baseline and follow-up, the prevalence of many unsafe behaviors remained high. The prevalence of unsafe behavior for the top/bottom of staircases, ponds, swimming pools, and some items of burns prevention was still over 70%. This indicates that the content of the tailored safety advice for these behaviors needs to be improved.
why health care providers did not wish to participate was that they were already involved in 1 or more other studies.

Finally, the high prevalence of unsafe parental behaviors might even be an underestimation of the real child safety situation. Because the present study relied on self-report of safety behavior by parents, misclassification might have occurred if parents gave socially desirable answers in order to look good (ie, overstating their safe behavior) [44-46]. Furthermore, self-report can be subject to recall bias or inaccurate responses. We tried to minimize the occurrence of socially desirable answers by ensuring confidentiality of the questionnaires. Earlier validation studies showed that there is an acceptable agreement between parents reported safety behavior and observations in homes of the parent [46]. Future studies with smaller samples assessing specific behaviors could include the use of home observations.

Implications and Future Research
Findings from this study support the use of a tailored education approach involving the provision of tailored safety information. The tailored safety information was found to be more effective than generic safety information in promoting preventive behavior. Providing tailored safety information before a visit to the well-baby clinic might be more efficient because parents and child health care professionals can better prepare for this visit in which safety at home is discussed [47-50]. Moreover, the parents receive information that is more specific because it is tailored to the personal situation of the parent [23]. However, because the prevalence of unsafe behavior remains relatively high, additional approaches to improve parental safety behavior need to be developed.

To improve parents’ child safety behaviors, various cognitions (eg, perceived self-efficacy, perceived response efficacy, perceived vulnerability, and perceived severity) could be addressed [51-53]. Changing these cognitions about injury prevention behavior could possibly lead to more safe behavior. More insight is needed into why the Web-based, tailored, safety advice intervention is effective for some parents and not for others. Perhaps different determinants are correlated with different safety behaviors.

It is possible that parents have different motivations for change for different injury mechanisms. This is supported by the finding that the intervention is not equally effective for all parents’ child safety behaviors. Therefore, this issue needs to be further explored.

Future studies should also investigate the effect of discussing the tailored safety advice during the well-baby clinic visit in a larger sample, as well as other approaches to increase the effectiveness of the E-Health4Uth intervention. Also, more insight is needed on the effect of the intervention among various subgroups (eg, based on ethnicity or educational level).

Conclusions
Compared to counseling with generic written materials, the E-Health4Uth home safety advice combined with counseling is effective in promoting parents’ child safety behavior for safe staircases, storage of cleaning products, bathing, drinking hot fluids, and cooking. There were no significant differences for other specific behaviors between the two study conditions. Parents were positive about the E-Health4Uth home safety module and its use in well-baby visits was positively evaluated by both parents and child health care professionals. The results of this study support the application of Web-based, tailored, safety advice for the prevention of unintentional injuries in the youth health care setting.
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Abstract

Background: Web-based computer-tailored interventions for multiple health behaviors can have a significant public health impact. Yet, few randomized controlled trials have tested this assumption.

Objective: The objective of this paper was to test the effects of a sequential and simultaneous Web-based tailored intervention on multiple lifestyle behaviors.

Methods: A randomized controlled trial was conducted with 3 tailoring conditions (ie, sequential, simultaneous, and control conditions) in the Netherlands in 2009-2012. Follow-up measurements took place after 12 and 24 months. The intervention content was based on the I-Change model. In a health risk appraisal, all respondents (N=5055) received feedback on their lifestyle behaviors that indicated whether they complied with the Dutch guidelines for physical activity, vegetable consumption, fruit consumption, alcohol intake, and smoking. Participants in the sequential (n=1736) and simultaneous (n=1638) conditions received tailored motivational feedback to change unhealthy behaviors one at a time (sequential) or all at the same time (simultaneous). Mixed model analyses were performed as primary analyses; regression analyses were done as sensitivity analyses. An overall risk score was used as outcome measure, then effects on the 5 individual lifestyle behaviors were assessed and a process evaluation was performed regarding exposure to and appreciation of the intervention.

Results: Both tailoring strategies were associated with small self-reported behavioral changes. The sequential condition had the most significant effects compared to the control condition after 12 months (T1, effect size=0.28). After 24 months (T2), the simultaneous condition was most effective (effect size=0.18). All 5 individual lifestyle behaviors changed over time, but few effects differed significantly between the conditions. At both follow-ups, the sequential condition had significant changes in smoking abstinence compared to the simultaneous condition (T1 effect size=0.31; T2 effect size=0.41). The sequential condition was more effective in decreasing alcohol consumption than the control condition at 24 months (effect size=0.27). Change was predicted by the amount of exposure to the intervention (total visiting time: beta=–.06; \( P=.01 \); total number of visits: beta=–.11; \( P<.001 \)). Both interventions were appreciated well by respondents without significant differences between conditions.

Conclusions: Although evidence was found for the effectiveness of both programs, no simple conclusive finding could be drawn about which intervention mode was more effective. The best kind of intervention may depend on the behavior that is targeted or on personal preferences and motivation. Further research is needed to identify moderators of intervention effectiveness. The
results need to be interpreted in view of the high and selective dropout rates, multiple comparisons, and modest effect sizes. However, a large number of people were reached at low cost and behavioral change was achieved after 2 years.

**Trial Registration:** Nederlands Trial Register: NTR 2168; http://www.trialregister.nl/trialreg/admin/rctview.asp?TC=2168 (Archived by WebCite at http://www.webcitation.org/6MbUqttYB).
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**Introduction**

Since the development of the Internet, several types of Web-based interventions have been offered to the population to modify unhealthy lifestyle behaviors. An unhealthy lifestyle can be described as one that is not compliant with the guidelines for different prominent health risk behaviors, such as being insufficiently active, eating insufficient fruit and vegetables, drinking too much alcohol, and using tobacco [1,2]. Unhealthy lifestyle habits are among the main causes of mortality and morbidity [3]. Noncommunicable chronic diseases, such as heart diseases, cancer, diabetes, and chronic respiratory diseases [1], are associated with a limited number of common modifiable health behaviors [4].

Given the high prevalence of unhealthy lifestyle habits [5-8], it is reasonable to offer interventions that can be disseminated among large numbers of people at low cost [9]. Because individuals with multiple unhealthy lifestyle behaviors are at the greatest risk of developing chronic diseases leading to increased health care costs [10], Web-based interventions with a focus on different lifestyle behaviors and integrated within one intervention seem to be an appropriate choice. To increase changes in health behavior, tailored interventions using a computerized expert system to select the best-fitting messages to generate personal relevant feedback messages have been developed [11]. Although inconsistent findings are reported [12,13], many Web-based computer-tailored interventions have proven to be an effective tool for improving health-related behaviors (eg, [14-16]). Different interventions based on the I-Change model have shown positive results [17-19]. As shown by Webb et al [20], the use of theory results in larger effect sizes. Moreover, Web-based computer-tailored interventions that contain relevant and attractive information adapted to the respondents' individual characteristics and needs have proven to be cost-effective (eg, [21,22]) and have been evaluated more positively than general information [8].

It has been suggested that interventions that focus on multiple behaviors have a greater impact on public health than single-behavior interventions [8,23]. However, such interventions are more extensive and, thus, require more engagement, time, and effort from the respondent. There is limited and inconsistent evidence about how best to accomplish multiple behavior change when using Web-based computer-tailored interventions. One strategy is to intervene in a single behavior at a time (sequential approach); another approach is to intervene in all health risk behaviors at the same time (simultaneous approach) [8,24-30]. In earlier studies, no consistent findings were reported regarding the most effective strategy. For example, King et al [25] and Hyman et al [24] reported that their simultaneous intervention mode was superior to their sequential intervention mode. The first aimed at changes in diet and physical activity; the latter aimed at smoking cessation and improvements in diet and physical activity. A study by Vandelanotte et al [30] aimed at lowering fat intake and increasing physical activity found no differences between the sequential and the simultaneous condition.

Focusing on different behaviors sequentially at different points in time is associated with less cognitive effort during the individual visits; however, respondents may experience lower levels of autonomy because of the limited choices during the individual visits [31,32], and repeated participation is necessary to receive information about multiple behaviors. Intervening in all behaviors simultaneously has the advantage that respondents receive all relevant information during the first visit; however, such a program may lead to ego depletion by overwhelming respondents with too much information [33,34] which may lead to a more negative feeling regarding the intervention and immediate dropout. In previous research, dose-response relationships have been found between exposure to an intervention (number and duration of exposures) and behavior change outcomes [35,36]. This may imply that repeated participation and thus repeated exposure to the Web-based program can be beneficial for realizing substantial behavioral change [37]. Appreciation of the intervention may lead to increased use, which, in turn, may improve intervention effectiveness [18,38,39]. Thus, both delivery modes have potential advantages and disadvantages that may influence their effectiveness, use, and the appreciation of the different types of interventions. Current evidence regarding the effectiveness of sequential and simultaneous delivery modes is inconsistent and none of these studies to date have tested the 2 delivery modes within an intervention targeting 5 different health behaviors.

In summary, randomized controlled trials assessing the effects, especially the long-term effectiveness (after more than 1 year) [40], of computer-tailored multiple-lifestyle interventions using different strategies (sequential vs simultaneous) among adults are scarce. Therefore, the main aim of the current study was to assess whether a multisenession, Web-based, tailored lifestyle intervention was effective in enhancing multiple lifestyle behaviors (ie, physical activity, vegetable consumption, fruit consumption, alcohol intake, and smoking) in the long term. First, potential differences in effects of lifestyle change in general were assessed between the sequential and simultaneous
delivery mode and a control condition at 12-month and 24-month follow-up. Second, we evaluated whether there were differences between the 3 groups with regard to effects on adherence to individual guidelines for each of the 5 behaviors being assessed. As a tertiary objective, a process evaluation was executed by studying the influence of intervention exposure on effectiveness and by summarizing the appreciation of the intervention.

Methods

Overview
A detailed description of the study protocol has been published elsewhere [27]; therefore, a summary of study methodology and procedures is provided subsequently.

Participants, Procedure, and Study Design
We conducted a randomized controlled trial (Dutch Trial Register NTR2168), involving 2 experimental conditions and a control condition. The Web-based intervention, focusing on unhealthy lifestyle behaviors in the general population, was conducted in the Netherlands from November 2009 to July 2012. Follow-up measurements took place 12 (T1) and 24 months (T2) after the first intervention visit. In the first instance, adult participants were recruited via 4 Dutch Regional Health Authorities that had conducted the quadrennial Adult Health Monitor 2009 of inhabitants of the provinces of North-Brabant and Zeeland (N=96,388). This monitoring tool is used to assess general health (eg, physical and mental health) and cover health-related topics (eg, social and physical environment) among representative samples of the Dutch population [41]. Of the 41,155 (42.70%) respondents who completed the Monitor, 24,215 (58.84%) filled out the written version and 16,940 (41.16%) filled out the online version (see also [42]). Our intervention was partly integrated into the online version of the Monitor. At the end of this Web-based questionnaire, participants were invited to take part in our intervention study. They had to give informed consent and provide their email address for participation and the handling of their data. Three weeks later, the study sample received an email containing an invitation and a link to the intervention website. After 1 month, a reminder email was sent to the individuals in the sample who had not responded to the first invitation. The website was also open to the general public, so it was also possible to register directly on the website without having to complete the Monitor. Randomization to 1 of the 3 study groups took place by means of cross computer randomization system. No block or cluster randomization was applied; the randomization was done at the individual level. The following inclusion criteria were established for this study: being between ages 18 and 65 years, having a computer with Internet access, having basic Internet literacy, and having a valid email address. The study was approved by the Medical Ethics Committee of Maastricht University and the University Hospital Maastricht (MEC 09-3-016/NL27235.068.09).

Intervention Program

Overview
The intervention program, called myHealthyBehavior (Dutch: mijnGezondGedrag), was a Web-based computer-tailored program targeting adults. The main aim of the intervention was to motivate participants to enhance 5 health behaviors. The theoretical framework for the development of the intervention was the I-Change model [43].

The Health Risk Appraisal
In the first part of the intervention, all groups received a health risk appraisal (HRA) in which the 5 behaviors were placed in the context of the following Dutch public health guidelines for each of the different behaviors: being moderately physically active for 30 minutes on at least 5 days a week [44], eating 200 g of vegetables per day [45], eating 2 pieces of fruit per day [45], not drinking more than 1 (women) or 2 (men) glasses of alcohol a day [45], and not smoking [46]. Figures with pictures of traffic lights were presented for every behavior to indicate whether respondents met (green), almost met (orange), or did not meet (red) the guidelines.

Sequential and Simultaneous Delivery Modes
The second part of the intervention was only available for the 2 experimental conditions: (1) the sequential condition and (2) the simultaneous condition. In this part, self-assessed questionnaires were used to measure the psychosocial concepts of the I-Change model [43]. The feedback messages were based on these questionnaires and were revealed on the respondents’ computer screens immediately after the completion of the surveys. Respondents who did not comply with at least 1 guideline were invited to change the behavior which they had not complied with. They were invited to complete additional questions regarding motivational constructs related to a chosen behavior (sequential condition) or all relevant behaviors (simultaneous condition) within 1 or more modules of the intervention, respectively. Motivational feedback was given that was related to the relevant behaviors. Feedback on each person’s perception of the pros and cons of the health behavior (attitudinal feedback) was given as the first step of the program, followed by feedback on perceived social influences as the second step. For example, information was given on how the social environment could help the respondent to live healthily. In the third step, the concept of preparatory planning was addressed. Feedback was provided on how to prepare for behavior change, for example, by planning to be physically active at fixed times, adding the plans to an agenda, trying new/different kinds of sports, having enough vegetables in stock at home, eating fruit or vegetables as a snack, and (for smokers) planning a quit date. In the final step, the focus was placed on how to cope with difficult situations to also increase self-efficacy. Several tailoring strategies were used in the feedback messages; for example, respondents were addressed by their name, normative and ipsative feedback were given (ie, during revisits current scores were compared to scores of previous visits; see Figure 1), graphs and bar charts were included, and a personal tone and empathy was applied.
It was a multisession program, in which respondents were encouraged to revisit the website on an unlimited basis. After 1 year, respondents in the sequential condition had the opportunity to choose a second module and to receive feedback on another lifestyle behavior. Respondents in the simultaneous condition received feedback on all behaviors for which they did not meet the guideline simultaneously at baseline and after 12 months. When visiting the website in the meantime, the sequential group received feedback on the chosen behavior at baseline or at 12-month follow-up, respectively; the simultaneous group received feedback on all unhealthy behaviors they reported at that moment. After 24 months, an invitation to complete the last follow-up questionnaire was sent to all respondents, followed by 2 reminders to increase the response rate.

Figure 1. Screenshot of the intervention website showing the vegetable part of the health risk appraisal. The traffic lights show that the respondent did not comply with the vegetable guideline at her first visit (orange traffic light), but that she complied with the guideline at her second visit (green traffic light). The graph shows the scores (amount of vegetables) at all visits.

Questionnaires

Demographic Information

We assessed 8 demographic variables: age, gender (male=1; female=2), educational level (low=1, no education or primary education; medium=2, secondary education; high=3, tertiary education), net household income (euros per month), employment situation, marital status, number of persons in household, and native country (The Netherlands=1; other country=2).

Health Status

We assessed different kinds of diseases, such as cardiovascular diseases, diabetes, cancer, and high blood pressure. The 12-item short form (SF-12) Health Survey [47,48] was used to assess quality of life. The Kessler Psychological Distress Scale (K10) [49] was included to assess symptoms of depression and anxiety.

The items regarding height and weight were used to estimate the body mass index (BMI).

Lifestyle Behavior

Physical activity was measured by the short questionnaire to assess health-enhancing physical activity (SQUASH) [41,50], and guideline adherence was assessed using comparable procedures developed by Ainsworth et al [51]. Fruit consumption was measured using a 4-item food frequency questionnaire (FFQ) assessing weekly fruit and fruit juice intake [41]. Vegetable consumption was measured using a 4-item FFQ assessing the weekly consumption of boiled or baked vegetables, as well as salads or raw vegetables [41]. Alcohol intake was measured by the 5-item Dutch Quantity-Frequency-Variability (QFV) questionnaire [52].

Current smoking behavior was assessed by asking participants if they smoked, what they smoked (cigarettes, cigars, or pipe tobacco), and how much they smoked per day (cigarettes) or...
per week (cigars or pipe tobacco) [41]. The answers were converted into an overall score for tobacco consumption (expressed in number of cigarettes): 1 cigar=4 cigarettes and 1 package of pipe tobacco (50 g)=50 cigarettes [53].

Social Cognitive Variables

Based on earlier studies [8,15], the following social cognitive variables were assessed regarding 1 or more of the 5 different lifestyle behaviors (dependent on the study condition). These variables were used to compose the personalized advice.

Intention was assessed by 1 item per behavior using an extended version of the stage of change concept [54,55]. For example, for the question “Do you intend to be physically active for 30 minutes on at least 5 days a week?” answers included no, I don’t intend to do so (1); I never thought about it (2); I thought about it, but I don’t know yet (3); yes, but not within the next 5 years (4); yes, within 1 to 5 years (5); yes, within 6 to 12 months (6); yes, within 3 to 6 months (7); yes, within 1 to 3 months (8); yes, within a month (9); yes, and I’m already doing so (10).

Attitude was assessed by 3 pros per behavior, such as “regular physical activity is good for my health” with responses ranging from totally disagree (1) to totally agree (5); and by 3 cons, such as “regular physical activity costs a lot of time” from totally disagree (1) to totally agree (5).

Social influence was assessed by social norms (1 item), social modeling (1 item), and social support (1 item), such as “According to the people in my direct environment...” with answers ranging from I certainly should smoke (1) to I certainly should not smoke (5); “How many people in your direct environment smoke?” with answers ranging from nobody (1) to everybody (5); and “People from my direct environment support me not to smoke” with answers ranging from yes, they support me a lot (1) to no, they do not support me at all (5).

Preparatory plans were assessed by 3 items per behavior, such as “I intend to allow time for physical activity” with answers ranging from definitely not (1) to yes, definitely (5).

Self-efficacy was assessed by 6 items per behavior regarding difcult social, emotional, and routine situations, such as “I am able to meet the alcohol guideline...when I am at a party...when I feel stressed or nervous...during a meal,” or “I am able to eat sufficient vegetables when I have other delicious food at home” with answers ranging from no, definitely not (1) to yes, definitely (5).

Coping plans were assessed by 6 items per behavior, such as “I have made a plan to drink no more than 2 glasses of alcohol when I feel stressed or nervous” with answers ranging from totally disagree (1) to totally agree (5).

Process Evaluation

To report user statistics, we recorded the number of log-ins to the tailored intervention per respondent and the time respondents spent on the tailored intervention during each visit. At baseline, after 12 months, and after 24 months, respondents evaluated the HRA on a scale from very bad (1) to excellent (10). At 24-month follow-up, all respondents were invited to complete 4 more questions measuring appreciation of the program by assessing the user-friendliness of the website and satisfaction with the layout, the HRA in general, and the use of traffic lights in particular. Additionally, a subsample completed a separate questionnaire, including items evaluating the website (6 items), the HRA (13 items), and the personalized advice (15 items).

Power Analyses

Linear mixed model analysis (lifestyle factor is the outcome variable) was the main analysis and power analysis suggested that a total sample of 1182 respondents was needed (correcting for possible attrition) based on P=.05, a power of 80%, a 2-sided test, and an effect size (ES) of 0.20. For the logistic analyses, a sample of 882 respondents was needed.

Statistical Analyses

The data were analyzed using SPSS software version 20 (IBM Corp, Armonk, NY, USA). To examine whether the randomization had been successful, the 3 groups were compared in terms of demographics, health status, and lifestyle behavior; ANOVAs were executed for continuous variables and chi-square tests for discrete variables. In the case of significant differences, variables were included as covariates (ie, potential confounders) in subsequent analyses.

Descriptive statistics were used to describe the characteristics of the study sample and the dropout rate within the groups. Dropout analyses, including a comparison between respondents lost to follow-up and T0-T1 completers (ie, respondents who completed the baseline and the 12-month follow-up measurement) and T0-T2 completers (ie, respondents who completed the baseline and the 24-month follow-up measurement), respectively, and fully complete cases were done using ANOVAs and chi-square tests.

We calculated a risk factor score by summing up all risky/unhealthy behaviors defined by the guideline status; the value for the risk factor score could range from zero (adhering to all guidelines) to 5 (adhering to no guideline). The 3 study groups were compared in terms of their lifestyle behavior at the follow-up measurements. First, ES were calculated (Cohen’s d). Those ES below 0.30 were considered small, whereas those between 0.30 and 0.80 were considered medium, and those larger than 0.80 were regarded as large [56]. Second, repeated measures analyses using the top-down procedure were conducted to study changes during the study period (time) and differences in changes between the study groups (time × condition). Linear mixed model analyses were used for the analyses with the risk factor score as outcome measure. Logistic mixed model analyses were used with the guidelines status for the 5 lifestyle behaviors as outcome measures. These kinds of analyses allow for inclusion of all cases (despite missing values of the outcome variable), and are valid in case the missing values satisfy the missingness at random assumption [57].

For the sensitivity analyses, differences in effect between the groups were explored by means of linear and logistic regression analyses with the top-down procedure. The dependent variables were the risk factor score and complying with the physical activity guideline (yes=1; no=0), complying with the vegetable guideline (yes=1; no=0), complying with the fruit...
guideline (yes=1; no=0), complying with the alcohol guideline (yes=1; no=0), and complying with the smoking guideline (yes=1; no=0). All analyses were done for both the 12-month and 24-month follow-up measurement. To increase power and external validity, these regression analyses were first performed for T0-T1 completers and T0-T2 completers, respectively. Next, these analyses were also performed based on fully complete cases (ie, respondents who completed both follow-up measurements). The results of the sensitivity analyses are outlined in Multimedia Appendices 1-2.

Among the experimental conditions, linear regression analyses were performed to study the predictive value of the total visiting time of the intervention and the total number of visits during the study period on the risk factor score after 24 months. Descriptive statistics were used to describe the evaluation/appreciation of the intervention at different time points.

Tests were performed at alpha=.05 for the intervention factor and alpha=.10 for covariates [58].

Results

Participation and Sample Characteristics

Figure 2 shows the flow of the respondents from enrollment in the study to allocation to the 3 different conditions, and revisits after 12 and 24 months. In total, 5055 respondents were included in the analyses of this study, of which 4833 (95.61%) were participants of the Adult Health Monitor. A description of the study sample is shown in Table 1. We found some baseline differences between the 3 study groups. The age of respondents in the control condition was significantly higher when compared to the age in the sequential condition ($P=.03$). More respondents in the experimental conditions suffered from heart attacks ($P=.01$), but fewer people reported high blood pressure ($P=.002$). Compliance rates regarding vegetable intake were higher in the simultaneous group than in the control condition ($P=.07$) although this did not reach statistical significance; and respondents in the sequential condition reported smoking more cigarettes than respondents in the control condition ($P=.04$).
Figure 2. Flowchart of study participants. Completed: respondents who adhered to all study protocols; temporary loss to follow-up: respondents who did not complete the follow-up at 12 months, but did at 24 months; started: respondents who logged into intervention, but did not complete assessment.
Table 1. Demographics, health status, and lifestyle behavior of the study sample at baseline.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total</th>
<th>Sequential</th>
<th>Simultaneous</th>
<th>Control</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N=5055</td>
<td>n=1736</td>
<td>n=1638</td>
<td>n=1736</td>
<td></td>
</tr>
<tr>
<td><strong>Demographics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (range 19-65 years), mean (SD)</td>
<td>44.15 (12.67)</td>
<td>43.70 (12.62)</td>
<td>43.94 (12.57)</td>
<td>44.82 (12.81)</td>
<td>.03&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>2661 (52.64)</td>
<td>893 (51.44)</td>
<td>878 (53.60)</td>
<td>890 (52.94)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>2394 (47.36)</td>
<td>843 (48.56)</td>
<td>760 (46.40)</td>
<td>791 (47.06)</td>
<td></td>
</tr>
<tr>
<td><strong>Education (n=4961), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>515 (10.38)</td>
<td>167 (9.88)</td>
<td>174 (10.84)</td>
<td>174 (10.45)</td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td>2334 (47.05)</td>
<td>809 (47.84)</td>
<td>731 (45.55)</td>
<td>794 (47.69)</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>2112 (42.57)</td>
<td>715 (42.28)</td>
<td>700 (43.61)</td>
<td>697 (41.86)</td>
<td></td>
</tr>
<tr>
<td><strong>Income (€/month; n=4970), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1750</td>
<td>1165 (23.44)</td>
<td>399 (23.51)</td>
<td>373 (23.23)</td>
<td>393 (23.58)</td>
<td></td>
</tr>
<tr>
<td>1751-3050</td>
<td>1688 (33.96)</td>
<td>573 (33.77)</td>
<td>543 (33.81)</td>
<td>572 (34.31)</td>
<td></td>
</tr>
<tr>
<td>&gt;3051</td>
<td>1397 (28.11)</td>
<td>465 (27.40)</td>
<td>466 (29.02)</td>
<td>466 (27.95)</td>
<td></td>
</tr>
<tr>
<td>Not reported</td>
<td>720 (14.49)</td>
<td>260 (15.32)</td>
<td>224 (13.95)</td>
<td>236 (14.16)</td>
<td></td>
</tr>
<tr>
<td><strong>Employment situation (n=4970), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Job (paid employment)</td>
<td>3788 (76.22)</td>
<td>1290 (75.97)</td>
<td>1240 (77.26)</td>
<td>1258 (75.46)</td>
<td></td>
</tr>
<tr>
<td>No job</td>
<td>1182 (23.78)</td>
<td>408 (24.03)</td>
<td>365 (22.74)</td>
<td>409 (24.54)</td>
<td></td>
</tr>
<tr>
<td><strong>Marital status (n=4957), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relationship</td>
<td>3775 (76.15)</td>
<td>1292 (76.27)</td>
<td>1215 (75.94)</td>
<td>1268 (76.25)</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>1182 (23.85)</td>
<td>402 (23.73)</td>
<td>385 (24.06)</td>
<td>395 (23.75)</td>
<td></td>
</tr>
<tr>
<td>Persons in household (n=4980), mean (SD)</td>
<td>2.9 (1.42)</td>
<td>2.93 (1.47)</td>
<td>2.89 (1.37)</td>
<td>2.88 (1.42)</td>
<td></td>
</tr>
<tr>
<td><strong>Native country (n=4973), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The Netherlands</td>
<td>4727 (95.05)</td>
<td>1613 (94.99)</td>
<td>1531 (95.27)</td>
<td>1583 (94.90)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>246 (4.95)</td>
<td>85 (5.01)</td>
<td>76 (4.73)</td>
<td>85 (5.10)</td>
<td></td>
</tr>
<tr>
<td><strong>Health status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI (range 13.82-58.11; n=5012), mean (SD)</td>
<td>25.20 (4.03)</td>
<td>25.26 (4.01)</td>
<td>25.15 (3.99)</td>
<td>25.17 (4.09)</td>
<td></td>
</tr>
<tr>
<td>Quality of life (range 15-48; n=4925), mean (SD)</td>
<td>40.08 (5.24)</td>
<td>40.02 (5.28)</td>
<td>40.19 (5.09)</td>
<td>40.03 (5.34)</td>
<td></td>
</tr>
<tr>
<td>Psychological distress (range 12-50; n=4944), mean (SD)</td>
<td>44.77 (5.74)</td>
<td>44.69 (5.83)</td>
<td>44.86 (5.62)</td>
<td>44.76 (5.76)</td>
<td></td>
</tr>
<tr>
<td><strong>Disease (n=4950), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>144 (2.91)</td>
<td>48 (2.84)</td>
<td>44 (2.74)</td>
<td>52 (3.14)</td>
<td></td>
</tr>
<tr>
<td>Brain hemorrhage, TIA</td>
<td>19 (0.38)</td>
<td>4 (0.24)</td>
<td>8 (0.50)</td>
<td>7 (0.42)</td>
<td></td>
</tr>
<tr>
<td>Heart attack</td>
<td>39 (0.79)</td>
<td>22 (1.30)</td>
<td>11 (0.68)</td>
<td>6 (0.36)</td>
<td>.08&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Other serious heart disease</td>
<td>61 (1.23)</td>
<td>21 (1.24)</td>
<td>21 (1.31)</td>
<td>19 (1.15)</td>
<td></td>
</tr>
<tr>
<td>Cancer</td>
<td>67 (1.35)</td>
<td>24 (1.42)</td>
<td>19 (1.18)</td>
<td>24 (1.45)</td>
<td></td>
</tr>
<tr>
<td>High blood pressure</td>
<td>618 (12.4)</td>
<td>200 (11.79)</td>
<td>174 (10.83)</td>
<td>244 (14.69)</td>
<td>.01&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Asthma, COPD</td>
<td>333 (6.73)</td>
<td>109 (6.45)</td>
<td>110 (6.84)</td>
<td>114 (6.88)</td>
<td>.001&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
</tbody>
</table>
Control
n=1681
Simultaneous
n=1638
Sequential
n=1736
Total
N=5055

Variable  Total (N=5055)  Sequential (n=1736)  Simultaneous (n=1638)  Control (n=1681)  P

One or more diseases  1048 (21.17)  348 (20.58)  324 (20.16)  376 (22.76)

Lifestyle behavior

Number of risk factors (n=4965), n (%)

<table>
<thead>
<tr>
<th>Risk Factors</th>
<th>Total</th>
<th>Sequential</th>
<th>Simultaneous</th>
<th>Control</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>547 (11.02)</td>
<td>196 (11.48)</td>
<td>178 (11.05)</td>
<td>173 (10.51)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1413 (28.46)</td>
<td>476 (27.87)</td>
<td>458 (28.43)</td>
<td>479 (29.10)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1779 (35.83)</td>
<td>589 (34.48)</td>
<td>576 (35.75)</td>
<td>614 (37.30)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>935 (18.83)</td>
<td>334 (19.56)</td>
<td>298 (18.50)</td>
<td>303 (18.41)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>262 (5.28)</td>
<td>102 (5.97)</td>
<td>90 (5.59)</td>
<td>70 (4.25)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>29 (0.58)</td>
<td>11 (0.64)</td>
<td>11 (0.68)</td>
<td>7 (0.43)</td>
<td></td>
</tr>
</tbody>
</table>

Number of risk factors, mean (SD)

<table>
<thead>
<tr>
<th>Risk Factor</th>
<th>Total</th>
<th>Sequential</th>
<th>Simultaneous</th>
<th>Control</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical activity (n=5053)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minutes per day, mean (SD)</td>
<td>159.32 (160.84)</td>
<td>158.78 (160.12)</td>
<td>155.57 (159.05)</td>
<td>163.53 (163.30)</td>
<td></td>
</tr>
<tr>
<td>Noncompliance, n (%)</td>
<td>651 (12.88)</td>
<td>235 (13.54)</td>
<td>220 (13.44)</td>
<td>196 (11.67)</td>
<td></td>
</tr>
</tbody>
</table>

Vegetable consumption (n=5018)

<table>
<thead>
<tr>
<th>Risk Factor</th>
<th>Total</th>
<th>Sequential</th>
<th>Simultaneous</th>
<th>Control</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of grams, mean (SD)</td>
<td>172.49 (85.07)</td>
<td>171.19 (83.61)</td>
<td>173.97 (82.94)</td>
<td>172.40 (88.58)</td>
<td></td>
</tr>
<tr>
<td>Noncompliance, n (%)</td>
<td>3419 (68.13)</td>
<td>1166 (67.63)</td>
<td>1085 (66.56)</td>
<td>1168 (70.19)</td>
<td>.03b</td>
</tr>
</tbody>
</table>

Fruit consumption (n=5019)

<table>
<thead>
<tr>
<th>Risk Factor</th>
<th>Total</th>
<th>Sequential</th>
<th>Simultaneous</th>
<th>Control</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pieces of fruit, mean (SD)</td>
<td>1.94 (1.29)</td>
<td>1.94 (1.27)</td>
<td>1.93 (1.33)</td>
<td>1.96 (1.28)</td>
<td></td>
</tr>
<tr>
<td>Noncompliance, n (%)</td>
<td>2710 (53.99)</td>
<td>946 (54.90)</td>
<td>892 (54.86)</td>
<td>872 (52.22)</td>
<td></td>
</tr>
</tbody>
</table>

Alcohol intake (n=5034)

<table>
<thead>
<tr>
<th>Risk Factor</th>
<th>Total</th>
<th>Sequential</th>
<th>Simultaneous</th>
<th>Control</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of drinks, mean (SD)</td>
<td>1.26 (1.57)</td>
<td>1.22 (1.46)</td>
<td>1.31 (1.64)</td>
<td>1.25 (1.61)</td>
<td></td>
</tr>
<tr>
<td>Noncompliance, n (%)</td>
<td>1405 (27.91)</td>
<td>488 (28.19)</td>
<td>453 (27.77)</td>
<td>464 (27.75)</td>
<td></td>
</tr>
</tbody>
</table>

Smoking (n=5055)

<table>
<thead>
<tr>
<th>Risk Factor</th>
<th>Total</th>
<th>Sequential</th>
<th>Simultaneous</th>
<th>Control</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of cigarettes, mean (SD)</td>
<td>2.25 (6.47)</td>
<td>2.48 (7.34)</td>
<td>2.33 (6.05)</td>
<td>1.94 (5.86)</td>
<td>.09a</td>
</tr>
<tr>
<td>Noncompliance, n (%)</td>
<td>897 (17.74)</td>
<td>321 (18.49)</td>
<td>302 (18.44)</td>
<td>274 (16.30)</td>
<td></td>
</tr>
</tbody>
</table>

aSequential vs control.
bSimultaneous vs control.
cSequential vs simultaneous.

Dropout Analyses

Respondents followed up and respondents lost to follow-up differed on a number of variables. Dropout was associated with some demographic factors (eg, a younger age), a better health status as indicated by fewer diseases and lower BMI, but an unhealthier lifestyle. More detailed information can be found in Multimedia Appendix 3.

Intervention Effects

We assessed the effects of the intervention on the overall lifestyle risk factor. The higher the score on the risk factor, the more a respondent did not comply with the Dutch guidelines concerning the lifestyle behaviors. The results of the linear mixed model analyses show that the risk factor score changed favorably and significantly over time (Figure 3) and that there is a statistically significant difference between the experimental conditions and the control condition (Table 2). After 12 months, the sequential condition was significantly more effective in reducing the risk factor score compared to the control condition. A similar but not statistically significant effect ($P=.08$) was found for the simultaneous condition compared to the control condition. After 24 months, only the simultaneous condition showed a statistically significant effect compared to the control condition, revealing a significantly lowered risk score for participants in the simultaneous condition. On both follow-up measurements, there were no statistically significant differences regarding the risk factor score between the sequential and the simultaneous condition.

The sensitivity analyses showed similar results (see Multimedia Appendices 1 and 2), except for 2 differences: (1) among the T0-T1 completers, both simultaneous and sequential interventions were effective in reducing the risk factor score after 12 months compared to the control condition, and (2) among fully complete cases, both simultaneous and sequential interventions revealed significant effects in reducing the risk...
factor score in comparison to the control condition after 24 months.

Table 2. Results of linear mixed model analyses (top-down procedure)\(^a\) with the risk factor score after 12 and 24 months as outcome measure.

<table>
<thead>
<tr>
<th>Condition and time</th>
<th>(P)</th>
<th>Effect size</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type III tests</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Condition (\times) time</td>
<td>.04</td>
<td>—</td>
</tr>
<tr>
<td>Time</td>
<td>&lt;.001</td>
<td>—</td>
</tr>
<tr>
<td><strong>After 12 months (T1)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sequential vs control</td>
<td>.008</td>
<td>0.28</td>
</tr>
<tr>
<td>Simultaneous vs control</td>
<td>.08</td>
<td>0.19</td>
</tr>
<tr>
<td>Sequential vs simultaneous</td>
<td>.39</td>
<td>0.10</td>
</tr>
<tr>
<td><strong>After 24 months (T2)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sequential vs control</td>
<td>.13</td>
<td>0.14</td>
</tr>
<tr>
<td>Simultaneous vs control</td>
<td>.048</td>
<td>0.18</td>
</tr>
<tr>
<td>Sequential vs simultaneous</td>
<td>.68</td>
<td>0.04</td>
</tr>
</tbody>
</table>

\(^a\)All variables regarding demographics, health status, and lifestyle behavior were included in the most extensive model.

Figure 3. Mean number of risk factors among the different conditions at baseline (T0) and at 12-month (T1) and 24-month (T2) follow-ups.

Differences in Lifestyle Behaviors
We conducted in-depth analysis to assess the effects of the interventions for each lifestyle behavior separately. Table 3 summarizes the changes in the 5 different health risk behaviors according to the guideline status. The logistic mixed model analyses showed that all 5 lifestyle behaviors changed over time, but only a few effects differed significantly between the conditions. At both follow-up measurements, the sequential condition was found to result in significant changes in smoking abstinence in comparison to the simultaneous condition. After 24 months, the sequential condition had greater effect than the control condition, although this did not meet statistical significance (\(P=.06\)). After 24 months, the sequential condition was more effective in decreasing alcohol consumption than the control condition. The differences between both conditions, although not statistically significant (\(P<.10\)), indicates that the simultaneous condition might have been more effective in increasing the amount of physical activity compared to the sequential condition after 12 months, and in increasing fruit intake (after 12 and 24 months) compared to the control condition.
However, when performing the sensitivity analyses, no consistent pattern could be found. Differences in statistical significance were found, especially in comparisons between groups with regard to fruit and vegetable intake, alcohol consumption, and smoking. More information can be found in Multimedia Appendices 1 and 2.

### Table 3. Results of the logistic mixed model analyses (top-down procedure) with the specific lifestyle behavior (guideline status) after 12 and 24 months as outcome measure.

<table>
<thead>
<tr>
<th>Condition and time</th>
<th>Outcome measure</th>
<th>Physical activity</th>
<th>Vegetable</th>
<th>Fruit</th>
<th>Alcohol</th>
<th>Smoking</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>P</td>
<td>ES</td>
<td>P</td>
<td>ES</td>
<td>P</td>
</tr>
<tr>
<td>Fixed effects</td>
<td></td>
<td>.30</td>
<td>—</td>
<td>.65</td>
<td>—</td>
<td>.21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>.04</td>
<td>—</td>
<td>.046</td>
<td>—</td>
<td>.13</td>
</tr>
</tbody>
</table>

**After 12 months (T1)**

- Sequential vs control: .23 (SD 0.28; n=368), P<.001; simultaneous vs control: .52 (SD 0.17; n=368), P<.001; sequential vs simultaneous: .07 (SD 0.45; n=368), ES=.27.

**After 24 months (T2)**

- Sequential vs control: .43 (SD 0.18; n=368), P=.16; simultaneous vs control: .48 (SD 0.16; n=368), P=.16; sequential vs simultaneous: .94 (SD 0.02; n=368), ES=.41.

*All variables regarding demographics, health status, and lifestyle behavior were included in the most extensive model.*

### Process Evaluation

#### Exposure to the Intervention

When comparing the total visiting time and the total number of visits in the intervention during the 24 months, statistically significant differences between the 3 groups were found. On average, respondents in the sequential condition visited the intervention for 31 (SD 40) minutes, respondents of the simultaneous condition stayed on the website for 28 (SD 36) minutes, and respondents in the control condition visited the website for 16 (SD 21) minutes (F<sub>2,1124</sub>=23.78; sequential vs control: P<.001; simultaneous vs control: P<.001; sequential vs simultaneous: P=.31). The mean number of visits in the sequential condition was 2.04 (SD 1.35), in the simultaneous condition this was 2.01 (SD 1.45), and in the control condition this was 1.85 (SD 0.93; F<sub>2,1124</sub>=2.84; sequential vs control: P=.75; simultaneous vs control: P=.16; sequential vs simultaneous: P=.91). The regression analyses conducted among respondents in the sequential and the simultaneous conditions only showed that the risk factor after 24 months was predicted by the total visiting time (beta=-.06; P=.01) and the total number of visits during the study period (beta=-.11; P<.001). Longer visits and a greater number of visits predicted more favorable risk factor changes.

#### Appreciation of the Intervention

The HRA was evaluated at all 3 measurement points. At baseline, the HRA score was evaluated as mean 7.2 (SD 1.3; n=2441), after 12 months the HRA was evaluated as mean 7.3 (SD 1.1; n=368), and after 24 months it was evaluated as mean 7.6 (SD 1.0; n=1176). No differences existed between the experimental conditions; however, at baseline, the HRA was more positively evaluated by the sequential condition (mean 7.4, SD 1.1; n=574) and the simultaneous condition (mean 7.3, SD 1.4; n=408) than the control condition respondents (mean 7.1, SD 1.3; n=1459; F<sub>2,2438</sub>=16.48; P<.001). Of those respondents who completed the last follow-up measurement, 84.43% (998/1182) stated that the HRA gave a good overview of their lifestyle, 77.58% (917/1182) liked the use of traffic lights in the HRA, 72.33% (852/1178) liked the layout, and 76.74% (904/1178) experienced website use as user friendly.

Additional evaluations of the intervention, filled out by 305 respondents, revealed no statistically significant differences between the conditions with regard to the website and the HRA. The evaluation of the tailored advice among respondents of the sequential and simultaneous condition revealed that the respondents evaluated the personalized advice as relevant (75.4%, 86/114), credible (76.5%, 88/115), informative (70.4%, 81/115), well arranged (84.3%, 97/115), clear (85.1%, 97/114), interesting (71.3%, 82/115), and with an attractive layout (70.0%, 77/115). The personalized advice was evaluated as mean 6.9 (SD 1.3), with no statistically significant differences between conditions. Almost 80% (79.8%, 91/114) reported having read all parts of the advice, 40.9% (47/115) reported that they wanted to live a healthier life because of the received advice, and 16.5% (19/115) found the advice too long. One statistically significant difference was found: respondents in the sequential condition indicated more often that they missed the advice, and 16.5% (19/115) found the advice too long. One suggestion was given for improving the intervention; for example, attention should be paid to personal circumstances by asking more specific questions about reasons for not eating sufficient vegetables or...
for being insufficiently physically active, and the advice could be made more personal by giving more concrete examples.

Discussion

Effectiveness of the Intervention

The primary aim of this study was to evaluate the effectiveness of 2 computer-tailored Web-based interventions compared to a control condition with regard to lifestyle improvement. Overall, the computer-tailored intervention for multiple health behaviors resulted in favorable lifestyle changes. Compared to the control condition, the sequential delivery mode was found to be most effective after 12 months, whereas the simultaneous delivery mode was most effective after 24 months. The sensitivity analyses yielded comparable results and suggested slightly stronger effects for both delivery modes, which may be because those who were motivated to fill out more postmeasurements were also those who were more motivated to change. The effect sizes were small which is common for computer-tailored interventions, but they can still result in a large public health impact when widely implemented [14,59]. For instance, for smoking cessation a small ES is considered clinically significant [60], which may also be relevant for other behaviors addressed in our study. Moreover, our control condition received a minimal intervention (ie, the tailored HRA). Personalized information regarding one’s lifestyle behavior may be sufficient to facilitate change and improve lifestyle behaviors [61]. Further studies are needed that compare a sequential and simultaneous condition for a group that receives general information or no information at all.

Regarding the overall lifestyle behavior changes, no differences were found between the sequential and the simultaneous condition. This is in-line with the findings Vandelanotte et al [30] reported in their study aimed at lowering fat intake and increasing physical activity. We assume that only those respondents with the highest motivational level to change remained in our study at follow-up. Therefore, it might be that no differential effects were found between the sequential and simultaneous condition.

When analyzing the separate behaviors, the largest changes were found for smoking cessation, followed by lower alcohol intake and increased fruit consumption. However, these findings were only partly replicated in the sensitivity analyses. The results of the sensitivity analyses supposed that the effect on the overall risk factor change can primarily be ascribed to changes in fruit consumption, vegetable consumption, alcohol intake, and probably in tobacco use. Hence, no firm conclusion can be drawn with regard to the differential effects on separate lifestyle behaviors. Further research is needed to investigate whether the optimum tailoring strategy (ie, a sequential, simultaneous, or even single-behavior approach) may depend on the behavior(s) being targeted.

Dropout Rates

An important limitation of our study is the high dropout rates. Mixed model analyses were performed to increase internal and external validity; however, it is not unlikely that informative dropout occurred (ie, the dropout process depends on the unobserved measurements) [57,62]. This would be a violation of the missing at randomness assumption underlying the mixed model analyses. The results of the sensitivity analyses, using regression techniques, might not be generalizable to the general population, but only to those people who remain participating in such a study over a longer period of time. As shown in our attrition analyses study [63], younger people and those with an unhealthier lifestyle were more likely to drop out.

We made use of a low-intensity implementation in the current study (recruitment via Regional Health Authorities, sending emails without face-to-face or telephone contact for the entire study). This implementation strategy may have led to relatively high attrition [64,65]. Yet, our dropout levels are comparable with those of other website-delivered studies with similar protocols [66-68] and some participants indicated (via email) that they did not revisit the intervention because they had complied with all 5 guidelines and found that they did not need more information. Furthermore, factors of the intervention itself may have caused dropout, such as technical issues or problems of navigating through the intervention website. As hypothesized in the Model of Internet Interventions, website characteristics, such as appearance, behavioral prescriptions, burdens, content, delivery, message, participation, and assessment, may influence website use and effectiveness [69].

Exposure Rates

There is growing evidence that the level of engagement in eHealth plays an important role in explaining the use and effectiveness of Web-based interventions. It is challenging to develop eHealth interventions focused on multiple health behaviors that engage participants sufficiently to revisit the website on more than 1 occasion. As our results suggest, higher usage is related to higher effects, which has also been observed in other studies [70,71]. With regard to the time respondents spent on the website, it is striking that many really short visits (<20 seconds) were recorded. This is in-line with the findings of Brouwer et al [72] who reported that more than half of their visitors left the website within 30 seconds. Internet interventions have the disadvantage that clicking off the website is easy. Respondents may have opened the link without knowing what they were opening (in our case, not reading the email invitations to visit our intervention) resulting in loss of interest after opening the website. On the other hand, some quite long visits were recorded. The visiting time as recorded by the system may be not fully reliable because it might be that respondents opened the website, but did not use it while it remained open. Moreover, visiting time also depends on the bit rate of the individual respondent’s Internet.

In our intervention, exposure to the program was similar for both the sequential and the simultaneous group, although respondents in the simultaneous condition had the possibility of receiving more parts of the program than respondents in the sequential condition did. It may be that respondents in the simultaneous condition scanned the advice and did not read it carefully, resulting in comparable visiting times for the 2 intervention modes. In our sequential intervention, the modules were delivered sequentially over time so respondents could only choose 1 lifestyle module in the first year [27]. Exposure to
multiple behaviors directly at the beginning of an intervention could have advantages for those people who drop out early [25]. Those participating in this way will already have received more information during their first visit than those taking part in a single-behavior intervention in which the people who drop out after their first visit can only receive information about a single behavior. Thus, it may be better to give respondents the choice of immediately initiating more than 1 module. A study by Brouwer et al [72] showed that more than half of their respondents selected 2 of 3 modules and approximately one-third initiated all 3 modules. A preference-based tailoring strategy [73,74]—a combination of our sequential and simultaneous condition—could be used in which respondents can select the modules they want to complete without any limitations on the number of behavior modules. The finding that revisits are uncommon in interventions [37,75]—our respondents visited the intervention on average only twice—is a further argument against delivering the modules, or even sections of particular modules, sequentially over time.

**Strengths and Limitations**

To our knowledge, this study is unique in comparing the effectiveness of sequential and simultaneous interventions in addressing the 5 lifestyle behaviors of physical activity, fruit consumption, vegetable consumption, alcohol intake, and smoking. The intervention was effective with a small ES and was appreciated well. Our intervention met a number of criteria related to higher effectiveness of health behavior change interventions offered via the Internet, such as extensive use of theory and behavior change techniques [20]. However, several limitations should be kept in mind: dropout rates were high resulting in a small sample size; the findings were based on self-reports which may have resulted in recall bias (eg, the high proportion of respondents who reported being sufficiently physically active at baseline [87%] may represent an overestimation of their actual level of physical activity; however, another reason for this high proportion might be that the intensity of the different kinds of physical activities was not measured in the short version of the SQUASH that we used [41]); we cannot guarantee that a representative sample of the Dutch population was reached by our recruitment strategies; and a selective group filled out the follow-up questionnaires. Thus, the results may not be generalizable and may be biased. An additional limitation of our study is that respondents in the sequential condition had the possibility of choosing a maximum of 2 behavioral modules, whereas respondents in the simultaneous condition could receive personal feedback on more than 2 behaviors. Thus, the possible number of behavior modules that could be completed differed between the sequential and the simultaneous group, which implies that the sequential condition might have been more effective if respondents had the opportunity to choose more than 2 modules. Finally, the control condition received a minimal intervention, which might have led to improved lifestyle behaviors in this condition too.

**Implications for Future Interventions and Research**

The high prevalence of people engaging in multiple health risk behaviors calls for the development of multiple behavior change interventions. Future studies should examine the number of behaviors that can be addressed in a multiple behavior change intervention without overloading the respondents [76]. Research is needed to identify strategies to stimulate exposure and participation, in particular for Internet interventions with multiple sessions, such as those involving email/phone contact with visitors and updates of the intervention website [39,42,77]. In addition to the necessity of research regarding the optimal delivery mode of these kinds of interventions, future research should focus on attracting, engaging, and retaining participants. In future interventions, other features could be added, such as short message service (SMS) text messaging, which can increase intervention effectiveness [20], or real-time sensors, such as accelerometer apps so that real-time motivational feedback can be provided [78]. Online community features, as a kind of self-help option, could be integrated in Web-based lifestyle programs to reduce attrition [79]. Moreover, interventions should be accessible on all different kinds of channels, such as desktop computers, laptops, smartphones, and tablets. Research is needed to assess the additional effects of these elements.

**Conclusions**

Both sequential and simultaneous strategies were effective in improving lifestyle in a Web-based computer-tailored intervention. Because no crucial differences have been found with regard to dropout rates and appreciation of the interventions, providers can use the strategy that suits their particular circumstances best. However, the best kind of intervention may be dependent on the behavior that is targeted or other personal factors (eg, motivational level to change).
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Abstract

Background: The increasing prevalence of diabetes and the associated cost of managing this complicated disease have a significant impact on public health outcomes and health expenditures, especially among resource-poor Latino patients. Mobile health (mHealth) may be the solution to reaching this group and improving their health.

Objective: In this qualitative study, we examined nuances of motivation, intention, and triggers to action effected by TExT-MED (Trial to Examine Text Messaging for Emergency Department patient with Diabetes), an mHealth intervention tailored to low-income, urban Latinos with diabetes. TExT-MED is a fully-automated, text message-based program designed to increase knowledge, self-efficacy, and subsequent disease management and glycemic control.

Methods: We conducted 5 focus group interviews with 24 people who participated in TExT-MED. We employed a modified grounded theory analytic approach—an iterative process of coding and immersion in the data used to recognize the patterns and links between concepts voiced by the participants. We coded data to identify themes of participant experiences, motivations, and responses to the program. We organized themes into a theory of TExT-MED’s action.

Results: Participants enjoyed their experience with TExT-MED and believed it improved their diabetes management. Through analysis of the transcripts, we identified that the strengths of the program were messages that cued specific behaviors such as medication reminders and challenge messages. Our analysis also revealed that increasing personalization of message delivery and content could augment these cues.

Conclusions: This in-depth qualitative analysis of TExT-MED shows that low-income Latino patients will accept text messages as a behavioral intervention. This mHealth intervention acts as a behavioral trigger rather than an education platform. Personalization is an opportunity to enhance these cues to action and further research should be conducted on the ideal forms of personalization.
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Introduction

The increasing prevalence of diabetes and the associated cost of managing this complicated disease have a significant impact on public health outcomes and health expenditures [1]. This is especially true among Latino patients, who have a higher rate of diabetes and diabetic complications than non-Hispanic White patients [2]. Additionally, the need for improved diabetes management is especially pronounced among resource-poor, low-income populations, as they fare worse than other patients [3]. Innovative and cost-effective solutions must be explored to improve health behaviors and health outcomes for these high-risk, low-income populations.

Mobile health (mHealth) may be the solution to reaching this group and improving their health. mHealth is the use of mobile devices to provide public health interventions and medical care. mHealth can consist of text messages, smartphone applications (apps), or Web-based interfaces and continues to evolve on other platforms. While mHealth has been shown to be effective in improving diabetes outcomes [4-6], it has not been widely tested in low-income, resource-poor populations, and is largely untested in Spanish-speaking populations. TExT-MED (Trial to Examine Text Messaging for Emergency Department patient with Diabetes) is the first program designed specifically for low-income Latinos. It involves a six-month, fully-automated, text message-based program designed to increase knowledge, self-efficacy, and subsequent disease management and glycemic control [7]. The twice-daily text messages consisted of (1) educational/motivational messages, (2) medication reminders, (3) trivia questions, and (4) healthy living challenges. A randomized controlled trial of TExT-MED improved medication adherence compared to controls and was highly accepted by patients. Additionally, Spanish-speaking patients significantly improved their glycosylated hemoglobin (a measure of long-term blood glucose control) [7].

To better understand the findings of TExT-MED and to be able to develop and improve future interventions, we need to examine more than empirical data on outcomes. We must examine nuances of motivation, intention, and triggers to action. These are difficult to measure in novel interventions such as mHealth and among disadvantaged patients with poor health care access. Scales developed for patients from the mainstream culture may not correspond to the same concepts when delivered to low-income, low health-literacy, and non-English speaking populations [8]. Qualitative analytic techniques allow for a deeper understanding of the patient experience with mHealth, allowing us to maximize the benefits of this and future mHealth interventions. Qualitative analysis allows us to recognize the patterns and links between the concepts voiced by the participants. Two project team members independently completed line-by-line open coding of two of the transcripts in order to maintain the detail of the data. An audit trail including memoing [11] was maintained to document all analytic decisions to increase trustworthiness (the qualitative analogue of validity). Through an iterative process of coding transcripts and discussing the coding schema, we developed a set of codes from the recurring ideas presented in the data, using the Health Belief Model as a sensitizing theoretical lens (Figure 1) [12]. After the development of the preliminary set of codes, we conducted multiple rounds of co-coding until consensus on code definitions was achieved. A test of coders’ agreement on application of these codes resulted in a Cohen’s pooled Kappa coefficient of greater than .7, showing good inter-coder reliability [13]. We then coded all transcripts through focused coding with the final codebook, while also checking to see if new codes needed to be created to capture new emerging themes. In order to better understand the relationships between codes, we then used a technique known as axial coding, comparing the situations where codes overlapped and the cases where these connections did not occur. This resulted in a grounded description of TExT-MED’s effect on participants. Saturation of codes was achieved by the fourth focus group. Our final codebook contained 27 codes and 24 sub-codes. We produced 327 pages of transcripts, which were read by three members of the research team (EB, MR, and KK.). In total, 759 individual excerpts were coded with between 1 and 11 codes each.

Methods

In this qualitative study, we conducted a series of focus group interviews with people with diabetes who participated in TExT-MED. All 47 patients who had completed the earlier TExT-MED intervention and 6-month assessment were invited to participate in the focus groups through a series of phone calls and text messages. All 24 patients who agreed to participate were compensated for their time and travel. Focus groups were stratified by language and by gender to improve the comfort level of participants [9]. At the start of each focus group, an anchor survey was administered (Multimedia Appendix 1) and dinner provided to ease the start of the focus group [9]. Each session lasted 90 minutes to 2 hours, and a semi-structured question guide was used to prompt conversation (Multimedia Appendix 2). Experienced, bilingual team members facilitated the focus groups that were audio recorded. Focus groups were professionally transcribed verbatim and translated in the case of the Spanish language groups. These transcripts were uploaded to Dedoose, a Web-based qualitative analysis program [10]. This study was approved by the Institutional Review Board.

We used a modified grounded theory analysis approach [11], an iterative process of coding and immersion in the data to recognize the patterns and links between the concepts voiced by the participants. Two project team members independently completed line-by-line open coding of two of the transcripts in order to maintain the detail of the data. An audit trail including memoing [11] was maintained to document all analytic decisions to increase trustworthiness (the qualitative analogue of validity). Through an iterative process of coding transcripts and discussing the coding schema, we developed a set of codes from the recurring ideas presented in the data, using the Health Belief Model as a sensitizing theoretical lens (Figure 1) [12]. After the development of the preliminary set of codes, we conducted multiple rounds of co-coding until consensus on code definitions was achieved. A test of coders’ agreement on application of these codes resulted in a Cohen’s pooled Kappa coefficient of greater than .7, showing good inter-coder reliability [13]. We then coded all transcripts through focused coding with the final codebook, while also checking to see if new codes needed to be created to capture new emerging themes. In order to better understand the relationships between codes, we then used a technique known as axial coding, comparing the situations where codes overlapped and the cases where these connections did not occur. This resulted in a grounded description of TExT-MED’s effect on participants. Saturation of codes was achieved by the fourth focus group. Our final codebook contained 27 codes and 24 sub-codes. We produced 327 pages of transcripts, which were read by three members of the research team (EB, MR, and KK.). In total, 759 individual excerpts were coded with between 1 and 11 codes each.
Results

Participant Summary

A total of 24 participants were successfully recruited and participated in a total of 5 focus groups (2 in English and 3 in Spanish; 2 for men and 3 for women). Study participants were between the ages of 26 and 76 years. They were 67% (16/24) female and 75% (18/24) Latino. A majority (58%, 14/24) spoke primarily Spanish. Almost all study participants (92%, 22/24) were uninsured. They had known of their diabetes diagnosis for between 1 to 45 years (Table 1). These characteristics did not differ significantly between the focus group participants and those patients that did participate in the focus groups (see Table 2).

Overall, the participants enjoyed the experience with TExT-MED and believed it had helped them improve their diabetes management and their “way of living”. Participants wanted the program and text-messages to continue and no one said TExT-MED had gone on too long. Many wanted the program to be expanded to more people and extended in length in future versions. Although not required, participants could add friends or family members to the program to receive messages. Many did, and the participants reported their friends and family found the program effective and enjoyable. Exemplary quotes included:

*I am living well with this program. It has helped me enormously, enormously… I come because it’s worked*
for me. It has worked for me. A lot. [translated from Spanish]

It has been a very good program for all the people with diabetes, and with this program we are better controlling our lives, our way of living. [translated from Spanish]

I feel that it has helped me, it has helped me. And also the people that I signed up—I signed up five or six—it also helped them and they say, “When there is another program, invite us. It has worked.” [translated from Spanish]

In general, participants were excited about this mHealth intervention as a novel way to learn about and manage their diabetes. In sum, the participants reported that TExT-MED helped them to take control of their diabetes and to make the behavior choices they believed would benefit their diabetes. Through the analysis, two specific strengths of the program and two opportunities for development emerged.

Table 1. Focus group participant characteristics (n=24).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Years or n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>26-76 years (IQR 49-60 years)</td>
</tr>
<tr>
<td>Gender</td>
<td>16 (67%) Female</td>
</tr>
<tr>
<td>Ethnicity</td>
<td>18 (75%) Latino</td>
</tr>
<tr>
<td></td>
<td>6 (25%) Non-Latino</td>
</tr>
<tr>
<td>Primary language</td>
<td>14 (58%) Spanish</td>
</tr>
<tr>
<td></td>
<td>10 (42%) English</td>
</tr>
<tr>
<td>Insurance status</td>
<td>22 (92%) Uninsured</td>
</tr>
<tr>
<td></td>
<td>2 (8%) Insured</td>
</tr>
<tr>
<td>Number of years participants have known about diagnosis</td>
<td>1-45 years (IQR 6-15 years)</td>
</tr>
</tbody>
</table>

aIQR: interquartile range

Table 2. Focus group participant and non-participant characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Participants (n=24)</th>
<th>Non-participants (n=68)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD)</td>
<td>52.88 (10.25)</td>
<td>50.74 (10.42)</td>
<td>.387</td>
</tr>
<tr>
<td>Spanish language preference, n (%)</td>
<td>14 (58%)</td>
<td>50 (73%)</td>
<td>.171</td>
</tr>
<tr>
<td>Latino ethnicity, n (%)</td>
<td>18 (75%)</td>
<td>58 (85%)</td>
<td>.787</td>
</tr>
<tr>
<td>Female gender, n (%)</td>
<td>16 (62%)</td>
<td>46 (67%)</td>
<td>.667</td>
</tr>
<tr>
<td>Number of years participants have known about diagnosis, mean (SD)</td>
<td>11.6 (11.36)</td>
<td>9.8 (7.33)</td>
<td>.466</td>
</tr>
</tbody>
</table>

Specific Strengths of Program: Medication Reminders

In every group, medication reminder messages were the most prominent and salient benefit mentioned. TExT-MED included various kinds of automated messages: educational/motivational messages, medication reminders, and healthy living challenges. Medication reminders consisted of specific prompts to take medication, as well as cues to have medications refilled or to take medications with them if they left the house. When discussing which messages most impacted their behavior, a participant stated:

Before you go to bed, it [the TExT-MED message] told me, like, “Don’t forget your medications and don’t eat nothing heavy before you go to bed”. And that was good.

And in this conversation between respondents:

That is what I like about the program, about the messages because they’re reminding me always to get our medicines. [Respondent 1]

So that we won’t run out of medicines. [Respondent 2]

Exactly. It helps us a lot because in reality, they’re good because they’re reminding us— [Respondent 1]

They remind us not to forget to take the medicine and talk to the Doctor. Be on time with your medicines, do not wait to the last minute until we run out. We see all of this in those…in the messages. [Respondent 3; translated from Spanish]
Participants found the specific behavior cued by the medication reminder messages easy to follow and to remember. They found both the direct cues to take medications, as well as the other tips to improve medication adherence, helpful and positive. While the participants generally were positive about the program, this specific component was the most frequently and emphatically mentioned as having the most influence on their diabetes management.

**Specific Strengths of Program: Healthy Living Challenges**

Another major category of messages participants found impactful was the healthy living challenge. Participants received a message with a specific healthy behavior to perform (diet choice, physical activity, and mental health/relaxation) twice a week. There was no repeat reminder message to the challenge and participants did not have to respond that they performed the challenge. Participants mentioned these as particularly motivating. In regards to challenge messages, participants stated:

> The challenges are good. The challenges you send us. One imagines that I see the message, and when I read the challenge, those are my challenges for the day. The challenges. It’s not every day but when they send challenges, they helped me a lot. I don’t answer them but I read them and I say, “I have to do this”. I motivate myself, like if I’m going to go walk. Or if I’m going to go eat a salad. [translated from Spanish]

> It’s like the little thing you put, you have in your head all the time, just thinking about it. It makes you think actually about what you’re doing to yourself actually. You know, if you’re not doing the proper thing. You know it’s like a head, a head reminder all the time. You wanna live longer, you know. It’s not just a little message, it’s what they, it’s what stays in your head about ‘em. And that’s the way I see it. More like a challenge. [translated from Spanish]

Participants noted that these concrete behavior challenges were able to effect diet and exercise behavior and did not note this impact on medication adherence. The participants perceived a need and health behaviors.

**Specific Development Opportunities: Increase Personalization of Message Content**

Participants also noted that they would make it more impactful to their daily lives and health behaviors.

> Can we ask for something more personal? Like “Hi, [states her own name],”...Computers can do so much now, nowadays; if you just said, “oh [own name]...just texting about your diabetes”...You see that it’s a text from you guys and say, “Hi, [own name], how are you doing today?” [translated from Spanish]

> I think that as technology advances, it will improve more-- in my case when I would receive messages about my pills, well I already have...I think that as technology improves, we can also see on the Internet, putting the hours at which we have to take our pills so that it can tell us exactly at what hours we need to do that. Because right now it is just a general announcement...But I think as time goes by and it becomes more personalized, it will help much, much more. [translated from Spanish]

In summary, when asked about problems with the program, a lack of personalization was the most recurrent and prominent theme. Participants made the aforementioned suggestions about how their user experience could be improved. Additionally, they believed that this would make the program more effective.

**Specific Development Opportunities: Increase Personalization of Message Delivery**

In the design of TExT-MED, we opted to have all participants receive the same messages and to have automated message delivery. The messages did not include the patient name and the delivery schedule was not specified to anyone’s schedule. We did this to maximize the scalability of the program. However, participants specifically requested personalization of message delivery, including using their names and timing. Participants said they would have felt more cared for if the messages were more personalized. They also noted that medication reminders would come too early or too late to be most effective. They elaborated:

> Well, this is very personal, but the thing is we have to differentiate the levels of diabetes...For example in my case, when they took my, they cut my foot off. So then I had to look for, on my own, what types of exercises I have to do to help me to manage my diabetes and also learn how to live without my foot. So little things like that, like I say, everything is in general terms, because it’s a pilot program. But as it becomes more personalized, well maybe, we know that certain things affect this man and we can send him specific information for him. [translated from Spanish]

The participants detailed several other areas that might vary between individuals, including knowledge of food, exercise preferences, family, social support, and mental health needs. Tailoring an mHealth program to the specific needs of individuals would make it more impactful to their daily lives and health behaviors.
Discussion

Principal Findings

mHealth holds great promise for reaching resource-poor populations, especially low-income, urban Latinos. Text-messaging is a low-cost and feasible way to reach this high-risk group. More than three-quarters of Latinos in the United States own a cellular phone and, of these cell phone owners, 72% already use them to send or receive text messages [14]. Additionally, the potential for scalability of mHealth offers an opportunity to reach these patients cost-effectively. mHealth interventions have previously been shown effective as a tool in chronic diabetes management [4-6,15,16]. Currently studied mHealth programs for diabetes range from the highly intensive two-way and personalized messages [3,15-18] to one-way broadcast messages with no personalization at all [7,19,20]. While these reports are encouraging, neither the mechanism of mHealth action nor the optimal design of mHealth interventions is fully understood. A recent Cochrane review was conducted of text-messaging to improve self-care in patients with chronic disease [21]. This in-depth qualitative analysis of a low-cost, scalable mHealth program shows that patients will accept and enjoy uni-directional and broadcast messages. The nuances of motivation and behavior change that we uncovered using qualitative techniques gives us a greater understanding of how and why this mHealth intervention functioned. We identified specific cues to action as the most impactful messages and ways to make these cues more meaningful to patients. This allows us to create new programs that are more persuasive and effective.

Participants identified the most impactful and motivational messages to be the medication reminders and challenge messages—the two types of messages that cued concrete behavioral responses. According to the Health Belief Model applied to diabetes [12], individual patient factors affect the perceived threat of diabetes, the perceived benefits to acting to manage diabetes, and the barriers to taking these actions. Interventions can increase the perceived threat through cues to action, increase the perceived benefits of healthy behaviors, or decrease the perceived barriers to diabetes self-management. As behavior triggers were noted to be the most persuasive messages, this mHealth intervention appears to be most effective as a novel cue to action rather than educating patients to increase perceived benefits or decrease perceived barriers. Prior mHealth studies have shown success in affecting concrete behavior changes, suggesting mHealth takes on a different role than the traditional public health interventions that focus on educating patients to improve healthy behaviors [7,22,23]. Patients do not only need to be told why they should perform health behaviors, they need to be reminded, urged, and persuaded to undertake them. This is consistent with the model of persuasive design proposed by Fogg [24], that the likelihood of a behavior is a function of a person’s motivation and ability to perform that behavior, as well as the trigger to behavior provided by an intervention. The Fogg Behavior Model, while not specific to health interventions, helps to explain our findings. In this mHealth intervention, the behavior triggers were the most effective component.

Our analysis also uncovered ways to make these cues to action more meaningful; we found that patients desire some personalization of messages. This personalization may improve acceptability of an mHealth program for patients with diabetes when deployed in a larger population. Some of the personalization options identified by participants are feasible in an automated system, especially as the platforms for delivery of mHealth messages continue to advance. Using patient names and timing messages to the personal schedule of each patient would require a negligible increase in time in the initial set-up of messages for each patient, and could continue to run on an automated system. Tailoring messages to specific complications or years with diabetes may not be as easy to implement, but may make messages more persuasive and useful. However, this possible increase in effectiveness must be weighed against the cost of developing individualized programs for smaller and smaller subsets of patients. Further research should be conducted into how modules increasing a sense of personalization could be developed on a cost-effective basis and what types of personalization will result in more persuasive cues.

Limitations

This qualitative analysis has several limitations. Participants were selected for their experience in the TExT-MED program and the groups were completed when all available participants had participated in a focus group rather than the common qualitative technique of terminating data collection when saturation of codes and concepts has been reached [11]. However, after the fourth group, no new codes were developed so we do not believe that we lost data through our sampling process. The structure of data collection (focus groups rather than individual interviews) may have limited the participants’ ability to express individual opinions. However, focus groups were selected over individual interviews due to the disadvantaged background of most of the participants, as Magill [25] asserts that focus groups allow the disenfranchised to voice disagreement with authority, which was critical to discovering areas of the program that required improvement. The perceptions and experiences of the respondents in this study came from a group of low-income, Latino adults who were largely uninsured. The nature of qualitative work limits the generalizability of findings to patients in different settings. Future researchers should consider focusing on younger populations as well as suburban and rural communities. Last, the use of a sensitizing concept in our modified grounded theory technique may have blinded us to other important themes. However, the use of the Health Belief Model as a theoretical lens was critical to discovering the relationship between patient factors and the behavioral cues of TExT-MED. Data was carefully coded by multiple coders and memoing was employed to be certain that the themes developed came from the data and not from the sensitizing concepts.

Conclusions

In spite of these limitations, this qualitative analysis has uncovered important information for further development of mHealth interventions for patients with chronic diseases, including diabetes. This analysis shows that a fully automated mHealth intervention tailored for low-income Latinos with
diabetes is acceptable and persuasive for the target audience. This low-cost, scalable mHealth intervention acts as a behavioral trigger rather than a patient education platform. Increased personalization is an opportunity to enhance the strength of these cues to action. mHealth developers should focus on creating messages that are concrete behavioral triggers and personalizing the experience of users rather than in developing extensive educational messages. Future researchers should investigate whether increased personalization, especially in behavioral cues, results in improved health outcomes.
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Abstract

Background: The traditional vertical system of sharing information from sources of scientific authority passed down to the public through local health authorities and clinicians risks being made obsolete by emerging technologies that facilitate rapid horizontal information sharing. The rise of Public Health 2.0 requires professional acknowledgment that a new and substantive forum of public discourse about public health exists on social media, such as forums, blogs, Facebook, and Twitter.

Objective: Some public health professionals have used social media in innovative ways: to surveil populations, gauge public opinion, disseminate health information, and promote mutually beneficial interactions between public health professionals and the lay public. Although innovation is on the rise, most in the public health establishment remain skeptical of this rapidly evolving landscape or are unclear about how it could be used. We sought to evaluate the extent to which public health professionals are engaged in these spaces.

Methods: We conducted a survey of professorial- and scientist-track faculty at the Johns Hopkins Bloomberg School of Public Health in Baltimore, Maryland, USA. We asked all available faculty via email to complete a 30-question survey about respondent characteristics, beliefs about social media, and usage of specific technologies, including blogs, Facebook, Twitter, and YouTube.

Results: A total of 181 (19.8%) of 912 professor- and scientist-track faculty provided usable responses. The majority of respondents rarely used major social media platforms. Of these 181 respondents, 97 (53.6%) had used YouTube, 84 (46.4%) had used Facebook, 55 (30.4%) had read blogs, and 12 (6.6%) had used Twitter in the prior month. More recent degree completion was the best predictor of higher usage of social media. In all, 122 (67.4%) agreed that social media is important for disseminating information, whereas only 55 (30.4%) agreed that social media is useful for their research. In all, 43 (23.8%) said social media was helpful for professional career advancement, whereas 72 (39.8%) said it was not. Only 43 (23.8%) faculty said they would employ a full- or part-time social media consultant, and 30 (16.6%) currently employed one.

Conclusions: Despite near-universal appreciation of the potential for social media to serve as a component of public health strategy, a small minority are actually engaged in this space professionally, whereas most are either disinterested or actively opposed to professional engagement. Social media is seen by most as more useful for spreading information than obtaining it. As public discourse on a number of critical health topics continues to be influenced and sometimes shaped by discussions online from Twitter to Facebook, it would seem that greater discourse is needed about when and how public health professionals should engage in these media, and also how personal, institutional, and professional barriers to greater use of social media may be overcome.
Introduction

Background

Over the past 2 decades, the Internet has become an important source of public information. Recently, with the growth and global penetration of social networks, a wide range of online platforms have become important forums for public dialog about health and health care. Across the globe, we posit that a sea change is occurring, characterized not by seekers of static reference information from Internet sources, but by those looking to engage in interactive, bidirectional communication with global communities of like individuals sharing common health aspirations or challenges. As proposed by Evgeny Morozov [1] in his recent book To Save Everything, Click Here, we find ourselves rapidly ascending to dizzying heights of “technologic solutonism,” characterized by the devolution of trust in traditional sources of public health information and a growing reliance on the “wisdom of crowds and the marketplace of ideas.” Social media has taken on a new and important role in public discourse and debate, ranging from the mundane to issues of public health significance. Social media platforms, Web- or mobile-based, facilitate interaction by letting users create, share, and view user-generated content. Users can be transformed from passive consumers into content producers [2].

Even before the rise in popularity of social media, patients were increasingly accustomed to seeking medical information online. In a survey of patients from a primary care internal medicine private practice, 53.5% of respondents said they used the Internet to find medical information [3]. A further 60% of those who used the Internet to find medical information believed the quality of information that they found online was the same as or better than what their doctors provided [3]. A 2013 online survey confirmed that health professionals and patients use social media for different purposes, with patients seeking knowledge, garnering social support, and exchanging advice, whereas health professionals communicate with colleagues and market their services [4].

In the past decade, however, many reviews of the quality of medical information available on the Internet based on reviews by clinical experts have rated information as poor and often potentially dangerous [5]. A 2007 systematic review of online information about inflammatory bowel disease identified many sources, but these were characterized by highly variable quality [6]. Eysenbach [7], in his 1998 BMJ review, proposed that although the Internet’s inherent “anarchic nature” was essential for uncensored debate, this same attribute can allow poor quality and even dangerous misinformation to proliferate.

When the interactive element of social media is added to the ease of finding information (and potential misinformation) online, the speed and reach of public health debate is often unprecedented, especially in areas that are fraught with controversy. The tools required to create sophisticated online content are widely accessible and information that seems to be authoritative or scientifically valid can be generated at low cost. The result may be that distinguishing science from opinion is much more challenging today for the lay public than it may have been a decade ago. Civil society organizations ranging from patient and special interest groups to so-called “citizen advocacy” groups are increasingly driving public discussion around the introduction of new vaccines [8]. Social media is being explored as a means to deliver some interventions, although the full potential of these strategies remain to be demonstrated [9,10]. The capacity of social networking and social media technologies to effect sea changes in society were made evident by the events of the 2011 “Arab Spring,” demonstrating how ideas and information could spread virally across population [11].

Still, a strong health professional view persists that the user-generated content of social media sites are little more than backchannels, which serve mainly to spread “misinformation and rumor” [3]. This divide is further illustrated by recent findings that patients are more likely than physicians to use social media sites to access or discuss health information [12]. A review of social media usage by local health departments found that communication has been mostly one-way, from departments to the public, but that dialog and engagement are increasing [13].

We argue that social media can be seen as a new landscape for dialog and public health insight, where researchers can gather health information, disseminate research findings, and provide guidance. Opportunities for research abound because social media users are surprisingly open in discussing their own health [14]. Patient-centered online communities, such as PatientsLikeMe.com, have been used to gain insight into rare disease conditions, patient-reported drug-related side effects, and even to validate new instruments [15-17]. Researchers have used sophisticated natural language processing and big data tools to analyze conversations on Twitter, and have been able to predict annual influenza and other epidemic diseases with remarkable accuracy [14]. Scanfield and colleagues [18] used Twitter in 2010 as a means of exploring antibiotic misuse and sharing. As early as 2008, Collier and colleagues [19] had developed Web-based text mining systems to identify and map “public health rumors” into a system they coined BioCaster. These examples illustrate how social media sites, ranging from Twitter to Facebook and even the media-sharing site YouTube, offer novel platforms for health information exchange. Despite initial skepticism about the reach or impact of these platforms, it has become clear that these networks continue to grow, and younger populations are likely to increase their reliance on these sources for public health and medical guidance [20].

Objective

Although social media sites seem to be increasingly important tools for personal health information exchange, relatively few
empirical studies have examined characteristics of those who use social media or the potential health effects of accessing user-generated content [21]. There is even less published information about how and why public health researchers and practitioners use social media professionally. As the public discourse continues to mature within these virtual spaces, it will be critical to identify opportunities to engage health professionals in the dialog. Although it may be overly ambitious to seek to balance this conversation, further study may identify ways to improve the dissemination of valid information and influence positive behavior change [18].

We sought to illustrate this potential by evaluating the extent to which public health researchers are engaged in these spaces. To that end, we conducted a survey of professorial- and scientist-track faculty at the Johns Hopkins Bloomberg School of Public Health, the oldest and largest school of public health in the United States, to begin filling in this gap in public health knowledge. We investigated Johns Hopkins faculty beliefs about social media and their use of various social media tools. A follow-up survey is planned in 2014 to track changes in opinions and activities over time.

Methods

In April 2011, we conducted an online survey of social media beliefs and practices among faculty at the Johns Hopkins School of Public Health, Baltimore, MD, USA, a leading public health institution in the United States with a large faculty with diverse research interests. To our knowledge, this is the first survey of its kind.

The Johns Hopkins Bloomberg School of Public Health regularly updates a public listing of its 1564 full- and part-time faculty and researchers. There are 2 primary tracks for faculty—professor or scientist—in addition to positions of varying permanence. We restricted our survey to the 912 faculty in professorial- and scientist-track positions.

We requested all members of an updated faculty email list to complete an anonymous online survey with questions about respondent characteristics, beliefs about social media, and usage of specific technologies, including blogs, Facebook, Twitter, and YouTube. The 30-question survey was administered using a commercial survey website, SurveyMonkey. Three email invitations were sent during a 6-week period in March-April 2011.

We constructed a Social Media Usage Index (SMUI) score with a possible range of 0-16, weighting each social media service equally. For each of the 4 social media services mentioned in the survey (blogs, Facebook, Twitter, and YouTube), respondents were assigned zero points for never having heard of a service, 1 point for having heard of but never using the service, 2 points for using the service but not in the past month, 3 points for using the service once or twice in the past month, and 4 points for using the service 3 or more times in the past month.

Responses were analyzed with Stata statistical software version IC 11.2 (StataCorp LP, College Station, TX, USA). The Johns Hopkins School of Public Health Institutional Review Board reviewed the study and declared it exempt.

Results

We received 181 usable responses by professor- and scientist-track faculty out of a total of 912 potential respondents in those positions, for a response rate of 19.8%. Unusable responses included incomplete responses and responses by individuals on the faculty email list but not part of the professor- or scientist-track faculty. Respondent characteristics are described in Table 1.

Most respondents rarely used major social media platforms. Respondents were more likely to have used YouTube (94/181, 51.9%) and Facebook (81/181, 44.8%) than to have read blogs (53/181, 29.3%) or used Twitter (12/181, 6.6%) in the prior month. Awareness of these services was nearly universal: only 1 respondent had not heard of Twitter and YouTube, and all respondents had heard of Facebook and blogs. Respondents were much more likely to use all 4 services for personal reasons, but the proportion of use that was predominantly personal for YouTube (163/181, 90.0%) and Facebook (164/181, 90.6%) was greater than for Twitter (146/181, 80.7%) and blogs (149/181, 82.3%). When restricted to respondents who used the services regularly (≥3 times/week) the proportion of mostly personal use was similar for YouTube (160/181, 88.4%), Facebook (165/181, 91.2%), and blogs (122/181, 67.4%); only 6/181 (3.3%) respondents used Twitter this frequently.

Faculty responses seemed to distribute along a continuum of enthusiasm. One respondent, asked about whether faculty should be engaged in social media discussions, replied, “I very rarely look at YouTube, only if someone sends me something. I write 30,000 emails per year. There is no time for additional media of any kind. I am skeptical of researchers who use social media to increase interest in their work.” In contrast, others expressed supportive opinions of engagement, with a caveat of limiting such interaction, “I think it is helpful to be engaged in some social media in the current age; however, maintaining a formal presence takes time most of us don’t have. It is beneficial that my center organizes it for us, and we work with students to do blogging. Unfortunately, credibility as an academic may be affected when blogging too much.”

Finally, a smaller number of faculty recognized that social media is useful to public health professionals “to get information out when trying to build awareness or change policy. The short, informal nature of social media is critical to reaching certain audiences who don’t have the time to weed through long reports or read journal articles.” Another respondent echoed the sentiment, “I think it is very important for raising awareness of a public health issue, for advocacy purposes, and for dissemination of study results.”
Table 1. Social Media Usage Index (SMUI) score by respondent characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Respondents n (%)</th>
<th>SMUI mean (95% CI)²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>181 (100)</td>
<td></td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>83 (45.9)</td>
<td>8.33 (2.58-14.08)</td>
</tr>
<tr>
<td>Female</td>
<td>97 (53.6)</td>
<td>8.42 (2.94-13.90)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤40</td>
<td>49 (27.1)</td>
<td>9.12 (4.07-14.18)</td>
</tr>
<tr>
<td>41-50</td>
<td>47 (26.0)</td>
<td>8.45 (2.91-13.99)</td>
</tr>
<tr>
<td>51-60</td>
<td>43 (23.8)</td>
<td>8.70 (2.83-14.57)</td>
</tr>
<tr>
<td>≥61</td>
<td>42 (23.2)</td>
<td>7.07 (1.83-12.31)</td>
</tr>
<tr>
<td><strong>Years as John Hopkins faculty</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-10</td>
<td>92 (50.8)</td>
<td>8.89 (3.10-14.68)</td>
</tr>
<tr>
<td>11-20</td>
<td>37 (20.4)</td>
<td>8.19 (2.99-13.39)</td>
</tr>
<tr>
<td>≥21</td>
<td>52 (28.7)</td>
<td>7.57 (2.41-12.75)</td>
</tr>
<tr>
<td><strong>Position</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Assistant scientist</td>
<td>29 (16.0)</td>
<td>8.66 (3.68-13.63)</td>
</tr>
<tr>
<td>Associate scientist</td>
<td>9 (5.0)</td>
<td>8.78 (2.75-14.80)</td>
</tr>
<tr>
<td>Senior scientist</td>
<td>4 (2.2)</td>
<td>7.50 (2.32-12.68)</td>
</tr>
<tr>
<td>Assistant professor</td>
<td>35 (19.3)</td>
<td>9.03 (3.43-14.62)</td>
</tr>
<tr>
<td>Associate professor</td>
<td>34 (18.8)</td>
<td>7.71 (2.28-13.13)</td>
</tr>
<tr>
<td>Professor</td>
<td>70 (38.7)</td>
<td>8.24 (2.38-14.09)</td>
</tr>
</tbody>
</table>

²From bivariate analysis.

Social media was seen, in this sample, as more useful for spreading research results than conducting research: 122 (67.4%) agreed that social media is important for disseminating information, whereas only 55 (30.4%) agreed that social media is useful for their research. Respondents were skeptical when asked whether social media engagement was helpful for career advancement; 43 (23.8%) said social media usage was useful, whereas 72 (39.8%) said it was not. A minority were very involved with social media: 43 (23.8%) faculty said they would employ a full- or part-time social media consultant, and 30 (16.6%) currently employed one. Open responses questions indicated considerable enthusiasm for social media from respondents engaged in the field. Figure 1 is a visual diagram (Wordle) that arranges the top 150 most common words in survey respondents’ open response answers, scaling the size of words to match their usage frequency.

We fitted bivariate and multivariate linear regression models with the SMUI score as the dependent variable to identify factors associated with higher social media usage scores (Table 2). Mean SMUI did not differ by gender or age category, but was higher for associate professors. For each additional year since degree completion, the mean SMUI score decreased slightly.
Table 2. Correlates of Social Media Usage Index (SMUI) scores in multivariate analysis.

<table>
<thead>
<tr>
<th>Correlates in model</th>
<th>Difference in mean SMUI score, (95% CI)</th>
<th>$P$ value$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>[Reference]</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>0.52 (–0.34, 1.38)</td>
<td>.23</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤40</td>
<td>[Reference]</td>
<td></td>
</tr>
<tr>
<td>41-50</td>
<td>–0.59 (–1.83, 0.64)</td>
<td>.35</td>
</tr>
<tr>
<td>51-60</td>
<td>0.19 (–1.34, 1.73)</td>
<td>.81</td>
</tr>
<tr>
<td>≥61</td>
<td>–0.84 (–2.80, 1.11)</td>
<td>.40</td>
</tr>
<tr>
<td>Position</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Assistant scientist</td>
<td>[Reference]</td>
<td></td>
</tr>
<tr>
<td>Associate scientist</td>
<td>0.67 (–2.29, 3.62)</td>
<td>.66</td>
</tr>
<tr>
<td>Senior scientist</td>
<td>0.47 (–0.89, 1.84)</td>
<td>.50</td>
</tr>
<tr>
<td>Assistant professor</td>
<td>0.25 (–1.22, 1.73)</td>
<td>.74</td>
</tr>
<tr>
<td>Associate professor</td>
<td>2.40 (0.68, 4.12)</td>
<td>.006</td>
</tr>
<tr>
<td>Professor</td>
<td>1.73 (–0.43, 3.90)</td>
<td>.12</td>
</tr>
<tr>
<td>Years since degree completion</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 years</td>
<td>[Reference]</td>
<td></td>
</tr>
<tr>
<td>Per year increase</td>
<td>–0.12 (–0.18, –0.05)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

$^a$P values calculated with t tests.

Figure 1. A “Wordle” diagram of survey responses on current and desired uses of social media in public health research and practice.

Discussion

Our results suggest that despite a substantial appreciation for the potential of social media to serve as a component of public health strategy, only a small minority of public health faculty are actually engaged in this space professionally. The majority of respondents were either disinterested or actively opposed to professional engagement in the social media space. Although the generalizability of these results is limited somewhat by only soliciting responses at a single institution, the Johns Hopkins Bloomberg School of Public Health is the largest of its type and represents a substantial portion of public health faculty in the United States.
As public discourse on a number of critical health topics continues to be influenced and sometimes shaped by discussions online from Twitter to Facebook, public health faculty should seriously consider when and how public health professionals should engage in these media, but also how personal, institutional, and professional barriers to greater use of social media may be overcome. Strategies for overcoming these barriers may start with greater awareness of specific applications of social media for public health practice and research. Textbox 1 lists social media resources from the Centers for Disease Control and Prevention (CDC), the National Information Center on Health Services Research and Health Care Technology, and the Johns Hopkins School of Public Health. Recognition of engagement in social media also needs to be incorporated into the way faculty are recognized for their professional practice. This, however, will require the need for robust metrics to quantify the reach and impact specific faculty or institutions are having in these spaces. Services like Klout, Tweetlevel, Bloglevel, and Export.ly provide analytics with some interpretive filters which attempt to quantify the influence specific individuals or organizations have on others.

In the age of social media, information is no longer constrained to vertical channels of authority; ideas are shared freely between citizens who can inform or misinform the public. As Chou et al [20] pointed out in their 2009 characterization of users of social media for health information, age, socioeconomic status, and ethnicity may be important confounders of access to or use of these channels. It will be important to further explore the degree to which social media information sources play a role in individual decision making, such as whether to vaccinate one’s children or to choose formula over breast-milk. Public health professionals—from physicians to government officials to academic researchers—should strategically adopt new technologies and styles of communication or risk being excluded from this conversation entirely.

To encourage the use of new approaches to information sharing through social media and engagement in public discourse within this space, we call for increased professional discussion of the benefits and risks of more active engagement in social media by public health professionals, both as a means of gathering new information and to influence ongoing discussions of public health importance.
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Abstract

Background: Suicide is a serious and increasing problem worldwide. The emergence of the digital world has had a tremendous impact on people’s lives, both negative and positive, including an impact on suicidal behaviors.

Objective: Our aim was to perform a review of the published literature on Web-based suicide prevention strategies, focusing on their efficacy, benefits, and challenges.

Methods: The EBSCOhost (Medline, PsycINFO, CINAHL), OvidSP, the Cochrane Library, and ScienceDirect databases were searched for literature regarding Web-based suicide prevention strategies from 1997 to 2013 according to the modified PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) statement. The selected articles were subjected to quality rating and data extraction.

Results: Good quality literature was surprisingly sparse, with only 15 fulfilling criteria for inclusion in the review, and most were rated as being medium to low quality. Internet-based cognitive behavior therapy (iCBT) reduced suicidal ideation in the general population in two randomized controlled trial (effect sizes, $d=0.04-0.45$) and in a clinical audit of depressed primary care patients. Descriptive studies reported improved accessibility and reduced barriers to treatment with Internet among students. Besides automated iCBT, preventive strategies were mainly interactive (email communication, online individual or supervised group support) or information-based (website postings). The benefits and potential challenges of accessibility, anonymity, and text-based communication as key components for Web-based suicide prevention strategies were emphasized.

Conclusions: There is preliminary evidence that suggests the probable benefit of Web-based strategies in suicide prevention. Future larger systematic research is needed to confirm the effectiveness and risk benefit ratio of such strategies.

(J Med Internet Res 2014;16(1):e30) doi:10.2196/jmir.2973
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Introduction

Suicide is a common and serious problem worldwide. The World Health Organization reported in 2009 that nearly one million people commit suicide yearly, with 3000 deaths a day or 1 suicide every 40 seconds. Suicide is also the second largest cause of mortality in the 10-24 year age group [1].

The emergence and rapid growth of the digital world and its technology tools has had a tremendous influence on people’s lives. World Internet usage has increased 566.4% from 2000 to
2012 [2]. In particular, there has been an obvious and growing interest both in the negative contribution of the Internet to suicidal behaviors, as well as on its potential usefulness as a tool for prevention [3-9].

There are several lines of evidence suggesting that the Internet may negatively influence suicidal behaviors in certain vulnerable groups. First, there have been clusters of suicides after sensational reporting of suicide cases in the media, referred to as the “Werther effect” or copycat suicides [10-14]. The effect of the Internet in reporting and glorifying suicide may be regarded as comparable to that of other conventional media [5]. Sporadic cases of copycat suicide via the Internet have been reported [4,15,16]. Second, pro-suicide websites and chat rooms often facilitate suicide pacts [17,18] and provide detailed models of lethal methods [15,19]. They also frequently discourage constructive help-seeking behaviors and often exert peer pressure on vulnerable Internet users who are ambivalent about committing suicide [16,20].

The Internet can be viewed as a double-edged tool [5]. While it is accepted that the Internet may be used to trigger and encourage suicidal behavior, its potential as a tool for suicide prevention has been equally recognized [8,9,21,22]. There is good evidence that populations vulnerable to suicide often access Web-based resources. For example, it has been shown that half of the service users of some online suicide prevention programs were clearly suicidal [23]. Similarly, a Web-based study among people with common mental disorders showed that 53.4 % (268/502 participants) reported some degree of suicidal ideation [24] and that suicide threats were more frequent among users of an online support group than among telephone hotline users [25]. Gould et al (2002) studied help-seeking resources for emotional distress in a community sample of adolescents and found that 18.2% (94/519 participants) used the Internet as their help-seeking tool and approximately one in ten of those logged in the Internet was seeking help for their suicidal thoughts [26]. According to Mohd Daud (2005), about a third of high school students from Malaysian schools with high rates of disciplinary problems used the Internet as a help-seeking tool for their emotional problems, out of which 6.4% (7/110 students) cited suicidal thoughts as being the reason for seeking help [27]. Interestingly, it has been noted that a majority of the hits generated by the search engine Google on the word “suicide” in 2005, 2009, and 2012 had a clear suicide-preventive message [28].

Durkee et al (2011) reviewed different pathways by which suicidal risks and prevention efforts are facilitated through the Internet, particularly in young people [8]. Daine et al (2013) performed a systematic review and concluded that Internet use may exert both positive and negative effects on young people at risk of self-harm or suicide [29]. To the best of our knowledge, there is currently no published systematic review focusing specifically on existing Web-based suicide prevention strategies. Therefore, this paper aims to review the available Web-based suicide prevention strategies and evaluate the evidence for their efficacy, benefits, and challenges.

Methods

The modified PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) statement [30] was used as the methodological approach for this review. The search engines were EBSCOhost (Medline, PsycInfo, CINAHL), OvidSP, the Cochrane Library, and ScienceDirect from 1997-2013. The keywords were suicide prevention, suicide support group, suicide help and Internet or suicide help and Web-based or suicide help online, either in the title, abstracts, or keywords of the publications. Only English language papers were included. One criterion for inclusion in this review was that the publication should have a clear discussion of efficacy or benefits or challenge of a specific suicide prevention strategy. Letters to the editor and sample descriptions of study protocols alone were excluded, as well as articles that focused solely on the process of training and education on suicide prevention. The quality of primary research papers (not applicable in the case of review papers) was assessed according to the “Standard Quality Assessment Criteria for Evaluating Primary Research Papers from a Variety of Fields” by the Alberta Heritage Foundation for Medical Research [31]. The number of articles that were selected following the PRISMA statement with modification is shown in Figure 1. The initial screening process was done by 1 author (MHL). The selection of 15 articles was based on the independent assessment of the full-text articles by 2 authors (MHL and LFC), and consensus was reached through a final discussion among 3 authors (MHL, LFC, and MT).
Results

The published literature on good-quality Web-based suicide prevention programs was sparse, with 15 articles (from 2007-2013) fulfilling our criteria as assessed independently by 2 authors. Two articles were narrative type review papers [32,33]. For primary research papers, there were two randomized controlled trials (RCTs) [34,35], but one of the RCTs produced two papers [34,36] that evaluated the efficacy and cost-effectiveness of unguided online cognitive behavioral therapy (CBT)-based self-help to reduce suicidal thoughts. Other primary research papers were one pre- and posttreatment case series [37], two cohort studies [38,39], two cross-sectional studies [40,41], one qualitative study [42], and four descriptive reports [23,43-45]. Based on the quality assessment and ratings of the 13 primary research papers, five papers were rated as high quality, five rated as medium quality, and three rated as low quality (Multimedia Appendix 1).

For the evaluation of the efficacy of the reviewed Web-based suicide prevention strategies, two review papers did not find clear evidence to confirm the efficacy of those strategies. Nevertheless, those strategies seemed promising and had the potential for greater opportunities for suicide prevention [32,33]. Three studies on the effectiveness of interventions based on Internet CBT (iCBT) showed some benefit in reducing suicidal ideation [34,35,37]. Spijker’s (2012) RCT of 6 weeks in a general population sample aimed to test the efficacy and cost-effectiveness of an iCBT-based self-help intervention that
consisted of 6 modules. The control group received access to a website with information on suicidality and common treatment options with links to mental health care institutions. The intervention arm showed a significant improvement in suicidal thoughts via a cost-effective way [36], albeit with a small effect size (d=0.28) [34]. Christensen et al’s (2013) RCT showed that a 6-week course of iCBT among telephone helpline callers significantly reduced suicidal ideation. However, iCBT with or without telephone call back was not more effective compared to telephone call back alone (participants were contacted for 10 minutes systematically once a week for 6 weeks) or treatment-as-usual control condition (participants could call the crisis line at any time). Effect sizes of iCBT intervention were relatively small ranging from 0.04-0.45 over a 12-month period [35]. Watts et al’s (2012) effectiveness study within a non-controlled clinical audit showed a significant reduction in suicidal ideation regardless of sex and age in a sample of primary health care patients who were given a six-lesson course of iCBT for depression [37].

The other papers mainly described and evaluated the existing real-life Web-based suicide prevention strategies without directly studying their efficacy with objective measurable outcomes. Among them, seven publications anecdotally reported some degree of positive benefit for users. These included cohort and descriptive studies among university students with suicidal behavior who seemed to have improved access to face-to-face mental health services after using the Internet as a means of communication on institution-supported Web programs [38,39,45]. The other two papers reported the formation of support groups; one was qualitative research on understanding the help-seeking experience through an online message board with the theme of “suicide” [42] and the other was a descriptive paper on the model of an online support group [44]. Two other papers reported positive feedback from users who were in crisis [23,40].

One study evaluated the quality of information regarding youth suicide in community accessed websites for youth and found that less than half of such websites contained evidence-based statements [41]. Lester (2008) described the benefits and feasibility of counseling of suicidal individuals via email [43]. The majority of the programs utilized were developed and implemented by four non-governmental organizations (NGOs) [23,42-44], and three others were university-based suicide prevention programs [38,39,45]. Most of the Web-based programs provided information on contributing factors, guidance on seeking help, and information on available resources. In addition, interventional components that included elements of support, counseling, or cognitive therapy were integrated into most of the Web-based programs (Multimedia Appendix 1).

The literature suggests that three factors—ease of accessibility, degree of anonymity, and the nature of text-based communication—are key components for Web-based suicide prevention strategies. Each of these components provides certain benefits but also poses some challenges (Table 1).
Table 1. Benefits and challenges of the main characteristics of Web-based suicide prevention programs.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Benefits</th>
<th>Challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accessibility</td>
<td>Convenient access to information [23]</td>
<td>Unauthorized access may affect the data accuracy; may lead to breaches of confidentiality [43]</td>
</tr>
<tr>
<td></td>
<td>Providing international services across geographical [42,43], cultural, and physical boundaries [43,44]</td>
<td>Limits access for those without resources [43]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>May create inappropriate counseling interventions due to cultural differences [33]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Logistical difficulties of intercountry referral process [33]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Lack of formal environment may reduce efficacy of therapy [43]</td>
</tr>
<tr>
<td>Anonymity</td>
<td>Alternative to conventional services that may reduce barriers to help-seeking, especially in vulnerable populations seeking anonymity [23,33,39,43]</td>
<td>Risk of non-genuine message postings (estimated &lt;5% of all communications with SAHAR) and accelerating burnout among helpers [23]</td>
</tr>
<tr>
<td></td>
<td>Decreasing inhibitions with regard to self-disclosure and prompting of ventilation [23]</td>
<td>Risk of “flaming effect” with insults and hostile comments affecting at-risk individuals [33]</td>
</tr>
<tr>
<td></td>
<td>Higher assurance of confidentiality in the context of sharing sensitive personal issues, including suicidal thoughts in a supportive online community [42]</td>
<td>Difficulties in sustaining therapeutic alliance with multiple “therapists” online [43]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ethical issues of identifying and monitoring quality of therapists [33,43]</td>
</tr>
<tr>
<td>Text-based</td>
<td>Writing has therapeutic effect [33]</td>
<td>Safety concern, ie, delayed response to an acute crisis [33,38]</td>
</tr>
<tr>
<td></td>
<td>Flexibility of time in terms of immediate ventilation during crisis [33] and control in timing of sending message [42]</td>
<td>Risk of Internet addiction in clients who write excessively [43]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Benefits limited to literate clients [43]</td>
</tr>
<tr>
<td></td>
<td>Saved text of counselor’s response can be studied by client [33] and also used to monitor and mentor the therapists and data for research [33,43]</td>
<td>Technical problems that interrupt communication [23]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Lack of physical cues [33] and non-immediate feedback [43] may impair communication</td>
</tr>
<tr>
<td></td>
<td>Potentially an ideal communication tool for those with hearing or speech impairment and volunteers with physical impairment [43]</td>
<td>Therapists need to undergo training to be familiar with text-based communication [38]</td>
</tr>
<tr>
<td></td>
<td>Resource-saving in terms of ability of experienced therapists in conversing with a few clients simultaneously [23]</td>
<td>The nature of communication that is saved may increase therapist anxiety [43]</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

This review confirms the paucity of strong evidence-based literature on the effectiveness of Web-based suicide prevention strategies. After the quality assessment of the primary research papers, a majority (8/13) of them were rated as medium to low quality. The interpretation of published data was difficult due to methodological constraints such as the heterogeneous nature of the strategies, target population, and the lack of systematic outcome evaluations. Greater attention was paid to papers of higher quality.

To date, two published RCTs examined the effectiveness of iCBT-based interventions in reducing suicidal thoughts in a general population [34,35]. Both demonstrated positive benefits of iCBT with some suggestion of changes in hopelessness [34] and depressive symptoms [35] as possible mediating mechanisms, as well as some evidence of cost-effectiveness [36]. However, effect sizes were small and Christensen’s (2013) study failed to show superiority of iCBT with or without telephone call back compared to telephone call back alone or treatment-as-usual controls [35]. iCBT may be effective in reducing suicidal ideation in a clinically depressed population, although the level of evidence is less robust in view of the lack of controlled studies [37]. Whether such positive benefits on suicidal ideation can be sustained over time warrants longer-term studies. Well-controlled studies examining outcome after intervention for severe suicidal behavior, such as attempted or completed suicide, do not exist, which highlights the need for such studies in the future.

Nevertheless, there is some preliminary evidence from descriptive reports that the Internet may serve as a good step for individuals with suicidal thoughts to gain better access to face-to-face mental health care services [38,39,45]. The anonymous nature of Internet communication is likely to help reduce barriers in accessing mental health services due to stigma, particularly among adolescents, celebrities [23], and medical personnel [39].

The online suicide prevention approaches reviewed were automated (such as in iCBT), informative, or interactive in...
nature and mostly comprised a combination of the above. The quality of information, as well as the evidence base for their benefit, appear to vary between programs. For example, evaluated the quality of information on such resource sites and found that less than half of the information on the Canadian suicide prevention websites was truly evidence-based [41]. The target groups for most of the suicide prevention programs were also not often specified. A notable exception was the program outlined by Feigelman et al. (2008). It described the demographic and loss-related characteristics of parents in an Internet suicide survivor support group [40].

Interactive approaches of Web-based suicide prevention often target an individual or alternatively lead to the formation of a support group. The means to reach an individual can be via email [23,38,39,43,44], chat software [23,44], or advertisements on websites and in newspapers [23]. Creation of an online support group is often achieved through online forums [23], chat rooms [44], social networking [45], or bulletin boards [42]. User feedback in the published studies indicate that, in safe and successful programs, the support group is created through supervised chat rooms or through a forum involving trained volunteers [42]. In the absence of such supervision, chat rooms or forums are thought to be potentially harmful [33].

The appealing characteristics of Web-based suicide prevention strategies (ie, ease of accessibility, greater degree of anonymity, and component of text-based communication) give rise to the benefits of promoting help-seeking behavior and potentially accessing hard-to-reach at-risk groups [23,33,39,43]. However, those characteristics also pose some potential challenges such as the risk of breach of confidentiality [43], inappropriate counseling derived from cultural differences [33], hostile comments that affect at-risk individuals [33], fake messages that accelerate burnout among volunteers in online groups [23], and safety concerns in an acute crisis [33,38]. Therefore, Miller (2009) suggested that the development of consumer guidelines regarding the safer use of the Internet is paramount [33]. However, systematic research confirming these challenges is still lacking (Table 1).

There is also general agreement [21,32] that the evaluation of Web-based suicide prevention strategies has many challenges. The anonymity of the participants makes valid sampling and measurement outcome more difficult. Therefore, more robust design in fully utilizing the benefits and managing the challenges of the characteristics of the Internet as a communication tool is needed for future study. Further large-scale systematic research is needed to confirm the evidence base for the effectiveness as well as the risk-benefit ratio of these Web-based strategies. According to Boyce (2010), future research also should aim “to understand the path that people with suicidal thoughts travel online, and to work out when and how to intervene” (p. 1890). He further recommended “a mixture of both quantitative and qualitative methods, examining both overall online trends and individual views” (p. 1890) [22]. Efficacy and cost effectiveness of Web-based intervention to reduce suicidality, including comparison between Web-based, telephone hotlines, and face-to-face interventions are other areas for future research.

**Limitations**

This review has several limitations. The number of publications available and included was small and mostly non-RCT in nature. Furthermore, the pooled information was difficult to evaluate due to the heterogeneous nature of the population, differences in design, and measurement methods. A more detailed search strategy that included studies identifying interventions for depression with suicidal outcomes that were not explicitly mentioned in the title or abstract would have been more comprehensive. In addition, non-English publications were not included in the review. Other publication biases included the following search omissions: grey literature, and contact with experts in the field to find additional unpublished studies. As mentioned, most of the studies were uncontrolled and unblinded, therefore subject to the risk of observer bias in the reported outcomes. In the case of RCTs, binding of participants was not possible due to the nature of the active intervention delivered, that is, iCBT. Hence, there might be a tendency towards more positive outcomes based on the self-report of participants receiving iCBT due to favorable expectations towards receiving active intervention versus treatment-as-usual control conditions.

**Conclusions**

In conclusion, there appears to be preliminary evidence that suggests the probable benefit of Internet-based suicide prevention strategies as novel and cost-effective interventions. In particular, iCBT may serve as a means to reduce suicidal ideation. Web-based approaches seem to be advantageous in terms of potentially reaching out to populations at-risk for suicidal behavior for whom conventional methods have limited accessibility due to stigma, physical or psychological limitations, or geographical location. Future research is needed to elucidate the impact of and strategies to overcome the potential challenges such as issues of confidentiality, safety concerns in acute crisis, and feasibility of resources, among others. Findings from such studies would further clarify the risk-benefit ratio in terms of implementation of Web-based suicide prevention strategies as potential adjuncts or alternatives to mainstream interventions in the future.
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Abstract

Background: Outbreaks of human infection with a new avian influenza A H7N9 virus occurred in China in the spring of 2013. Control and prevention of a new human infectious disease outbreak can be strongly affected by public reaction and social impact through the Internet and social media.

Objective: This study aimed to investigate the potential roles of Internet surveillance in control and prevention of the human H7N9 outbreaks.

Methods: Official data for the human H7N9 outbreaks were collected via the China National Health and Family Planning Committee website from March 31 to April 24, 2013. We obtained daily posted and forwarded number of blogs for the keyword “H7N9” from Sina microblog website and a daily Baidu Attention Index (BAI) from Baidu website, which reflected public attention to the outbreak. Rumors identified and confirmed by the authorities were collected from Baidu search engine.

Results: Both daily posted and forwarded number and BAI for keyword H7N9 increased quickly during the first 3 days of the outbreaks and remained at a high level for 5 days. The total daily posted and forwarded number for H7N9 on Sina microblog peaked at 850,000 on April 3, from zero blogs before March 31, increasing to 97,726 on April 1 and to 370,607 on April 2, and remaining above 500,000 from April 5-8 before declining to 208,524 on April 12. The total daily BAI showed a similar pattern of change to the total daily posted and forwarded number over time from March 31 to April 12. When the outbreak locations spread, especially into other areas of the same province/city and the capital, Beijing, daily posted and forwarded number and BAI increased again to a peak at 368,500 and 116,911, respectively. The median daily BAI during the studied 25 days was significantly higher among the 7 provinces/cities with reported human H7N9 cases than the 2 provinces without any cases (P<.001). So were the median daily posted and forwarded number and daily BAI in each province/city except Anhui province. We retrieved a total of 32 confirmed rumors spread across 19 provinces/cities in China. In all, 84% (27/32) of rumors were disseminated and transmitted by social media.

Conclusions: The first 3 days of an epidemic is a critical period for the authorities to take appropriate action through Internet surveillance to prevent and control the epidemic, including preparation of personnel, technology, and other resources; information release; collection of public opinion and reaction; and clarification, prevention, and control of rumors. Internet surveillance can be used as an efficient and economical tool to prevent and control public health emergencies, such as H7N9 outbreaks.

(J Med Internet Res 2014;16(1):e20) doi:10.2196/jmir.2911
Introduction

Human infections with new avian influenza A (H7N9) virus have been reported in Shanghai, Anhui, Zhejiang, and Jiangsu provinces in China beginning March 31, 2013 [1]. A total of 108 cases confirmed with DNA sequencing and 23 deaths of H7N9 infections have been reported until April 24, 2013. This is the first time that human infections with H7N9 virus have been found and reported in the world [1]. Cases were mainly distributed in provinces in the southeast of China. Almost 64% cases had exposure to animals or visited a live poultry market [2]. Clinical symptoms and signs were of sudden onset, including respiratory symptoms in the early stage, high fever (≥38°C) and cough, dyspnea after 5 to 7 days onset, and then severe progressive pneumonia. Some cases could rapidly develop acute respiratory distress syndrome and die [2,3]. This outbreak has received great public attention from all over the world. Its progress has been continuously reported by various media in China.

The Internet has been developed and popularized quickly in China in the past decade. According to the China Internet Development Statistical Report, there were 538 million Internet users (39.9% of the whole population) and 388 million cell phone Internet users by June 30, 2012 [4]. Internet users in China spend, on average, nearly 20 hours per week online [4]. They now have access to news and information through more channels including microblogs and social networking websites. In addition, they can expand news coverage by sharing and forwarding information online. Now there are millions of social media users and the number is increasing [4]. Sina microblog has the largest number of users in China, approximately 368 million users at the end of 2012. Web search engines are an important tool for Internet users to acquire information. In China, there are approximately 429 million users using search engine websites, among which Baidu website has the largest group of users [4]. In 2011, 77.2% Internet users preferred Baidu website as their first search engine [5]. The power of Internet users in China is becoming stronger, especially in public opinion leadership with increases in participation for big events. Reactions from Internet users can roughly represent public reactions to an event. Developed Internet and social media provide an excellent chance to understand public reactions to and clearly communicate about public health emergencies, including preparation, prevention, and control of emergent infectious disease outbreaks [6-8].

In recent years, China has experienced increasing outbreaks of emerging infectious diseases. The severe acute respiratory syndrome (SARS) outbreaks, epidemics, and pandemics in 2003 and influenza A H1N1 outbreaks in 2009 have led to strong repercussions among the public and media. The public and media reactions during an outbreak period are a double-edged sword. Moderate reaction may arouse individuals’ awareness of disease control and prevention, whereas overreaction could play a negative role in the population. During the period of SARS pandemics, there were network media information chaos, rumors, and public panic, including overbuying of medical-related products and the soaring prices of these products, which destabilized the society and caused many problems against disease control and prevention [9]. Control and prevention of emerging infectious disease outbreaks require public participation. How Internet users react to an emergent disease outbreak and how we can lead them to a proper response are extremely important for control and prevention of the disease in the population. During the H7N9 outbreak, we designed a study to investigate the potential roles of Internet surveillance on reactions of Internet users to the H7N9 outbreaks and provide evidence for government, health authorities, and the public to efficiently control and prevent public health emergency problems, such as H7N9, in the future.

Methods

Study Design and Population

Overview

We designed and conducted an exploratory digital epidemiologic study of public reaction to the outbreaks of human infection with H7N9 virus from March 31 to April 24, 2013. Our study population was Internet users in China during the study period of Avian Influenza A H7N9 outbreaks.

Case Sources

The first human case with H7N9 virus infection was reported by the China National Health and Family Planning Committee (CNHFPC) on March 31, 2013. We collected and analyzed data from the first 25 days of the outbreak (March 31 to April 24, 2013) as our study period because the government stopped daily case reports after April 24, 2013. All the reported cases and deaths were obtained from the website of the CNHFPC [10]. All cases were confirmed by DNA sequencing.

Internet Surveillance of Public Reactions

Since the H7N9 outbreak, we initiated Internet surveillance of Internet users’ reactions to it. Crowdsourcing [11] was used as an approach to collect data from millions of Internet users in Sina microblog and the Baidu website. Using the keyword “H7N9,” we collected the daily tally of relevant blogs posted and forwarded (daily posted and forwarded number) in Sina microblog from March 31 to April 24, 2013. We also obtained the daily posted and forwarded number for H7N9 in 9 provinces/cities, of which 7 provinces/cities (Shanghai, Anhui, Jiangsu, Zhejiang, Beijing, Henan, and Shandong) had reported H7N9 cases and 2 provinces (Hubei and Shaanxi) had no cases. The daily posted and forwarded number can be used as an estimate for the degree of attention to an event from the public. The daily posted and forwarded numbers in the 2 provinces without cases were used as a base/reference. These numbers were officially released by Sina microblog website [12].

The daily Baidu Attention Index (BAI) was used as another data source. The daily BAI computes the weighted sum of searching frequency for a keyword based on its daily search
volume on the Baidu website [13]. The daily BAI for the keyword H7N9 was collected from the BAI webpage from March 31 to April 24, 2013 [13]. Meanwhile, the daily BAI for the keyword H7N9 from the 7 provinces that reported human H7N9 cases were also collected during the study period. The daily BAI data from Hubei and Shaanxi provinces in the Midwest of China, which had no human H7N9 cases reported, were collected as a base/reference to compare the differences of public reactions with the provinces with H7N9 cases.

In addition, we used the keywords “H7N9” and “rumor” to search for rumors of H7N9 that were officially verified and confirmed by the local authorities on the Baidu website. A total of 32 rumors were collected during the study period. We then categorized the rumors based on their characteristics. All the information obtained online was in simplified Chinese language and released publicly by the websites, but no personal identification information, such as name or email address, was collected. This study was approved by the Institutional Review Board in the Zhejiang Provincial Centers for Disease Control and Prevention.

**Statistical Analysis**

We graphed the curves of H7N9 epidemic and severity by number of daily cases, first case(s) reported in each province/city, and cumulative case fatality rate over time. The daily posted and forwarded number and BAI were graphed by date, number of daily cases, and first case(s) in each province/city, respectively, to explore public reaction changing to the H7N9 epidemic situation over time. Median (P<sub>50</sub>) and range were used to describe the distributions of daily posted and forwarded number and BAI indexes by province/city. Spearman’s rank correlation coefficient was used to check the relationship of epidemic trends with the daily posted and forwarded number and BAI, respectively, if the distribution of the variables is monotonic. Kruskal-Wallis test was used to test the differences in daily posted and forwarded number and BAI between provinces/cities with cases and without cases. Rumors of H7N9 outbreaks were qualitatively classified by date, province, rumor maker, media, and main content.

**Results**

**H7N9 Epidemic Trend**

On March 31, 2013, the CNHFPC reported the first human infections with the H7N9 virus, including 2 cases in Shanghai and 1 in Anhui province [10]. Subsequently, cases were successively reported in Jiangsu, Zhejiang, Beijing, Henan, and other provinces. Until April 24, 2013, a total of 108 cases and 23 deaths (cumulative case fatality rate = 21.3%) of H7N9 infections were reported in 7 provinces/cities in China [10]. The cumulative case fatality rate was 33% (6/18) during the first week and then gradually declined to 21.3% (23/108) because of timely prevention and treatment. By April 12, 43 cases had been reported in 4 provinces in Eastern China and then the epidemic expanded to Beijing on April 13 and Henan province on April 14. The last case during the study period was reported in Shandong province on April 23, 2013 (Figure 1).

**Daily Posted and Forwarded Number for H7N9 on Sina Microblog**

The total daily posted and forwarded number for the keyword H7N9 on Sina microblog peaked at 850,000 on April 3, 2013, from zero before March 31, increasing to 97,726 on April 1, and to 370,607 on April 2, and remaining above 500,000 from April 5 to 8 before declining to 208,524 on April 12. When the first case was reported in Capital Beijing on April 12 and the first case in Henan province on April 14, the total daily posted and forwarded number returned to a relatively high level of 368,500 on April 13 and 339,822 on April 14, declined to 262,667 on April 15 and 235,131 on April 16, and increased again to 273,752 on April 17 and 370,995 on April 18. The total...
daily posted and forwarded number then decreased and remained at a level of 100,000 (Figure 2). The median of the total daily posted and forwarded number was 289,325 (range 76,482-853,027). Spearman’s rank correlation coefficient analyses showed that the daily posted and forwarded number was positively associated with cumulative case fatality rate (Spearman’s rank correlation coefficient = 0.60, \( P = .002 \)), that is to say, higher cumulative case fatality rate higher daily posted and forwarded number at the early stage of epidemic and lower cumulative case fatality rate lower daily posted and forwarded number later (Figure 3).

Since the first human H7N9 case reported on March 31, the observed daily posted and forwarded number in each province/city showed a similar trend to the total daily posted and forwarded number. However, the daily posted and forwarded number in Beijing on April 14 and Henan on April 15 rose to another peak when the local area first reported cases (the daily posted and forwarded number peaked at 163,512 in Beijing on April 13 and peaked at 72,512 in Henan province on April 14 as shown in Figure 4).

The observed median daily posted and forwarded number during the 25 days studied was 36,256 (range 1830-232,368) in Shanghai, 4944 (217-31,312) in Anhui, 21,424 (1521-143,376) in Jiangsu, 24,720 (897-131,840) in Zhejiang, 57,680 (7867-166,448) in Beijing, 11,536 (316-56,032) in Henan, 28,016 (513-56,032) in Shandong, 9888 (327-47,792) in Hubei, and 924 (229-26,368) in Shaanxi. The mean rank value of the daily posted and forwarded number in each province/city with human H7N9 cases reported except Anhui was significantly higher \(( P < .001)\) than that in the 2 provinces without cases (Table 1).

Table 1. The observed median daily posted and forwarded number and Baidu Attention Index (BAI) for H7N9 by province/city on Sina microblog and Baidu website from March 31 to April 24, 2013.

<table>
<thead>
<tr>
<th>Province/city</th>
<th>Daily posted and forwarded number(^a)</th>
<th>Daily BAI(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Median</td>
<td>Mean rank value</td>
</tr>
<tr>
<td>Shanghai</td>
<td>36,256</td>
<td>150.26</td>
</tr>
<tr>
<td>Anhui</td>
<td>4944</td>
<td>70.68</td>
</tr>
<tr>
<td>Jiangsu</td>
<td>21,424</td>
<td>133.96</td>
</tr>
<tr>
<td>Zhejiang</td>
<td>24,720</td>
<td>134.04</td>
</tr>
<tr>
<td>Beijing</td>
<td>57,680</td>
<td>163.18</td>
</tr>
<tr>
<td>Henan</td>
<td>11,536</td>
<td>97.08</td>
</tr>
<tr>
<td>Shandong</td>
<td>28,016</td>
<td>127.54</td>
</tr>
<tr>
<td>Hubei(^c)</td>
<td>9888</td>
<td>88.92</td>
</tr>
<tr>
<td>Shaanxi(^c)</td>
<td>924</td>
<td>51.34</td>
</tr>
</tbody>
</table>

\(^a\)Kruskal-Wallis test of daily posted and forwarded number: \( \chi^2_{8}=67.5 (P < .001) \).

\(^b\)Kruskal-Wallis test of daily BAI: \( \chi^2_{8}=129.2 (P < .001) \).

\(^c\)Provinces without cases reported as base/reference.
Figure 2. The reported human H7N9 cases and the daily posted and forwarded number of H7N9 discussion trends on Sina microblog in China from March 31 to April 24, 2013.
Figure 3. The daily posted and forwarded number of H7N9 discussion trends on Sina microblog positively associated with cumulative case fatality rate of human H7N9 infection in China from March 31 to April 24, 2013.
Daily Baidu Attention Index for H7N9

The daily BAI for keyword H7N9 increased sharply in the first 3 days of the H7N9 outbreak, with a peak at 126,825 on April 3. The daily BAI then declined with fluctuations, remaining at a high level above 100,000 from April 4 - 8. Following the cases reported in Beijing and Henan, the daily BAI increased again and peaked at 116,991 on April 15. Afterwards, it steadily decreased to a lower level of approximately 40,000. The median daily BAI was 79,687 (range 18,007-79,687) (Figure 5). Spearman’s rank correlation coefficient analyses showed that the daily BAI was positively associated with cumulative case fatality rate (Spearman’s rank correlation coefficient = 0.43, P = .04), that is to say, higher cumulative case fatality rate higher daily BAI at the early stage of epidemic and lower cumulative case fatality rate lower daily BAI later (Figure 6).

The daily BAI for H7N9 in each province/city increased substantially after the first human cases were reported regardless of where human cases were reported. The trend of daily BAI change in each province/city was similar to the total daily BAI. Moreover, there was also an obvious increase of the daily BAI in Beijing and Henan from April 14-15 because of the first case report in Beijing on April 13 and in Henan on April 14 and in Shandong province when the government first announced a case on April 23.

Overall, the median daily BAI was 4227 (range 0-9014) in Shanghai, 1723 (0-2765) in Anhui, 6592 (0-11,914) in Jiangsu, 6432 (0-15,011) in Zhejiang, 4790 (0-9488) in Beijing, 2731 (0-7592) in Henan, 3065 (0-6763) in Shandong, 1420 (0-2707) in Hubei, and 1301 (0-2198) in Shaanxi. The mean rank values of daily BAI in the provinces with reported cases were significantly higher than that in the provinces without cases (P < .001; Table 1).
Figure 5. The reported human H7N9 cases and the daily Baidu Attention Index (BAI) of H7N9 discussion trends on Baidu website in China from March 31 to April 24, 2013.

Figure 6. The daily Baidu Attention Index (BAI) of H7N9 discussion trends on Baidu website positively associated with cumulative case fatality rate of human H7N9 infection in China from March 31 to April 24, 2013.
Rumors of H7N9 Outbreaks

All 32 rumors were disseminated by 58 people and distributed in 19 provinces in China. In all, 84% (27/32) rumors were disseminated through Sina microblog, QQ (the most popular Chinese communication software), and Wechat (an instant mobile communication software), and 16% (5/32) were spread via bulletin board system (BBS), cell phone message, and telephone calls. Of these 27 rumors, 72% (23/32) disseminated information that human infections with H7N9 virus occurred in the local areas, and 16% declared that eating chicken feet with pickled peppers (a popular Chinese food) would cause H7N9 infection (Figure 8). Among 15 rumor investigations that released the characteristics of the rumor makers, 5 were students; 5 were migrant workers; and 5 were farmers and company employees. Four rumor investigations announced the aims for making and disseminating rumors were to obtain more attention or get more visits to their individual forum or microblog. Some rumors had very strong transmissibility. The rumor that “there was a suspected human case with H7N9 virus infection in a local school” disseminated by a student from Gansu province, Western China, was forwarded by 34,000 people. The rumor that “eating chicken feet with pickled peppers would cause H7N9 infection” was spread across 5 provinces in China.

Discussion

Principal Findings

Our study used Internet surveillance to investigate the public reaction to the H7N9 outbreaks over time during the first 25 days of the H7N9 epidemic in China in the spring of 2013. The indexes of public reaction, daily posted and forwarded number and BAI, to H7N9 outbreaks were significantly higher in 7 provinces/cities with human H7N9 cases than those in 2 provinces without cases. Both daily posted and forwarded number and BAI were positively associated with the cumulative case fatality rate of human H7N9 infection. Our findings indicate that the first 3 days of an epidemic is a critical period for the authorities to take appropriate responsible action through Internet surveillance to control and prevent the epidemic, including preparation of personnel, technology, and other resources; information release; collection of public opinion and reaction; and clarification, prevention, and control of rumors. Internet surveillance can be used as an efficient and economical tool to control and prevent public health emergencies, such as H7N9 outbreaks.
This is the first study that investigated the importance of infoveillance \[7,14-17\] methods in monitoring public reaction to the H7N9 avian influenza outbreak on Sina microblog and Baidu search engines and to have collected rumors through the Internet in China. When an emerging infectious disease outbreak occurs, it is important for risk communicators in the government to clearly know the public concern \[18\]. In the past, to obtain information on the public, community, and media reactions or concern, most researchers used questionnaires and telephone interviews after the outbreak \[19-23\]. In contrast, network monitoring can be timelier to know public reactions to the outbreak because it is a real-time surveillance during the emergencies and also it is very economical without consuming too many resources \[6,7,13,16,24,25\]. During this human H7N9 avian influenza outbreak, we obtained the information by Internet monitoring and provided timely policy suggestions to the governments and related shareholders who play a role in disease outbreak control and prevention.

Emerging infectious diseases usually have the features of unknown pathogens and high mortality, no vaccine or effective treatment available, and quick and wide dissemination that trigger high public and media attention \[18,26\]. As soon as the government announced the outbreak, the public would have concern about the event and be eager to find relevant information to obtain a certain sense of safety \[22,25\]. Our study suggested that the first 3 days of the outbreak was the period when Internet attentions rose rapidly. At this point, the government needs to timely and transparently release the information, including personal protective methods of the disease, which can ease public tension quickly \[18\]. During this human H7N9 outbreak, when the first human case was announced, the authorities timely released case numbers and disease prevention knowledge online, which may be one of the key reasons for the early decline of public attention. However, the high attention to this outbreak lasted 3 - 5 days, which is a good time for the Department of Emergency Control and Prevention to disseminate health education knowledge and skills through network and social media.

Some studies have shown that the public concern with the H1N1 influenza infection was associated with the number of reported cases and hospitalizations by the governments \[22,23\]. However, other studies reported that although the number of flu cases rose, the tweets about the H1N1 influenza showed a downward trend \[16\]. This fact reflected that public concern or interests for the outbreak might be weakened along with the progress of the epidemic as information saturation sets in \[16,27\]. Our study showed public reaction was positively associated with the cumulative case fatality rate but not daily number of cases. When case fatality rate was high, the public attention was high. The public attention decreased with a decrease in case fatality rate. This indicates that the public attention decreases when the threat from the epidemic disease decreases. Our study showed a decreasing trend of Internet user’s attention during the middle and later period. However, when there were new cases reported in a new province/city, the daily posted and forwarded number and BAI increased significantly, especially in the local province/city. This phenomenon indicates that the extension of epidemic area triggered more public attention than the increase of reported cases in the original outbreak areas. It is necessary to monitor the public reaction and take specific responses at that moment.

Rumors generate and occur early during the period of public health emergency \[28-30\]. The rumors of human H7N9 outbreaks collected in this study covered most provinces in China, and also spread quickly. Most of the rumors claimed that H7N9 avian influenza cases occurred in the local areas. The uncertainty of emerging infectious diseases often generates the rumors, which also suggests the importance of early information release \[19,25,31-32\]. In this new age of social media, microblogs are easy to generate and spread rumors, yet they could also be used to clarify wrong information and stop the dissemination.

**Limitations**

There were some limitations in this study. The daily posted and forwarded number and BAI were collected from the Internet and could not be standardized because of lack of exact numbers of daily Internet users. Thus, the mean rank of daily posted and forwarded number and BAI only provide relative comparisons between provinces/cities with and without H7N9 cases, but there is not much meaning to comparisons among individual provinces/cities. Our study was limited to the first 25 days of the outbreak because the government stopped daily case reports, instead using weekly case reports; therefore, this might not thoroughly reflect public reaction after the first 25 days. Our study primarily focused on Chinese websites, which limits the representativeness of the public reaction from Internet users on English and other language websites. Our study is an exploratory study that was designed to use a quick way to obtain public reaction during the study period of a public health emergency. The qualitative research on rumors was simple and did not use frameworks to analyze because of the diversity of the information released on the Internet. The results of our study could be applicable to public health emergency response, but may not be directly applied to public health practice yet. Further studies with advanced methods or study designs are needed.

**Conclusions**

This exploratory digital epidemiologic study provides evidence that Internet surveillance is a rapid and efficient way to evaluate public reactions, which will help prepare the government, health authorities, and the public to respond to public health emergencies. Our findings showed the public reaction increased quickly during the early stage of the outbreak. The first 3 days could be a “golden 3 days” for the government and public health authorities to release information in time and make the information transparent and open. The high public attention would last for a week; thus, this week could be a critical period for health education. Expansion of the disease into other areas has more impact on public attention than the number of cases reported in the same outbreak area. This implies that extra methods should be taken when the epidemic area is expanded. Rumors are always hard to avoid, but using media, such as releasing information via an official microblog, could be effective to quickly clarify rumors and prevent their further spread.
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Abstract

Background: Alternative data sources are used increasingly to augment traditional public health surveillance systems. Examples include over-the-counter medication sales and school absenteeism.

Objective: We sought to determine if an increase in restaurant table availabilities was associated with an increase in disease incidence, specifically influenza-like illness (ILI).

Methods: Restaurant table availability was monitored using OpenTable, an online restaurant table reservation site. A daily search was performed for restaurants with available tables for 2 at the hour and at half past the hour for 22 distinct times: between 11:00 am-3:30 pm for lunch and between 6:00-11:30 PM for dinner. In the United States, we examined table availability for restaurants in Boston, Atlanta, Baltimore, and Miami. For Mexico, we studied table availabilities in Cancun, Mexico City, Puebla, Monterrey, and Guadalajara. Time series of restaurant use was compared with Google Flu Trends and ILI at the state and national levels for the United States and Mexico using the cross-correlation function.

Results: Differences in restaurant use were observed across sampling times and regions. We also noted similarities in time series trends between data on influenza activity and restaurant use. In some settings, significant correlations greater than 70% were noted between data on restaurant use and ILI trends.

Conclusions: This study introduces and demonstrates the potential value of restaurant use data for event surveillance.

(J Med Internet Res 2014;16(1):e22) doi:10.2196/jmir.2998
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Introduction

Global adoption of the Internet and mobile phone technologies has proven useful for gathering and disseminating data. Various novel data streams using these technologies have been explored as tools for augmenting traditional public health disease surveillance systems. These novel systems typically aim to improve the detection and monitoring of outbreaks in addition to disseminating information to the public and to public health professionals. Examples include search query volume [1], and digital surveillance systems harnessing news reports and social media, such as HealthMap [2,3] and Global Public Health Intelligence Network (GPHIN) [4]. Other innovative surveillance systems have explored the use of over-the-counter medication sales [5], telephone triage records [6], and school absenteeism [7]. The usefulness of these alternative data sources has been evaluated in several studies, especially for monitoring seasonal and pandemic influenza (eg, Bescudiles et al [8], Vergu...
et al [9], Yih et al [10], and Bernardo et al [11]). Another example includes the use of digital surveillance systems to mine early reports of an outbreak of acute respiratory infections, which later evolved into a pandemic in 2009 [12]. Similarly, during the recent 2013 H7N9 influenza outbreak in China, social media sites, such as Twitter and Sina Weibo (a Chinese social network site similar to Twitter), provided near-real-time information on disease activity [13].

Similar to school absenteeism, over-the-counter medication sales, and volume of telephone triage service data, utilization of online restaurant reservation sites could also serve as a tool for event surveillance. Studies have noted that the percentage of meals consumed outside the home in the United States has increased [14-16]. Therefore, monitoring changes in restaurant use could possibly serve as a leading indicator of disruption resulting from social unrest, including a public health event. In particular, a decrease in restaurant use could serve as an early indicator of a disease-related event. In this study, we evaluated whether a rise in restaurant table availability was associated with an increase in influenza-like illness (ILI).

Methods

Data

All data on restaurant use were obtained from OpenTable [17], an online platform where individuals can make table reservations at restaurants with availabilities at different times of the day. The site caters to restaurants in various cities in several different countries with more than 28,000 restaurants in the database at the time of this writing. The number of registered restaurants is available for each city/region and varies over time as new restaurants join and existing ones either close or cancel their registration.

Each day from September 4, 2012 to April 30, 2013, at set times around lunch and dinner, we conducted a search to determine the number of restaurants with tables available for 2 people. To accommodate differences in regions and eating habits, we defined the lunch period as between 11:00 am-3:30 pm and dinner as between 6-11:30 pm. According to OpenTable policy, customers can cancel reservations up to 30 minutes before the reserved time. Therefore, we searched for restaurants with table availabilities 15 minutes before the times of interest. So, for reservations at 2:00 pm, we would search for available tables every day at 1:45 pm. In addition, we searched for restaurants with table availabilities at the hour and at half past the hour. This resulted in 20 distinct search times each day for each of the 10 study regions in the United States and Mexico. In the United States, table availability was examined for restaurants in Boston (Massachusetts), Atlanta (Georgia), Baltimore (Maryland), and Miami (Florida). For Mexico, we monitored table availabilities in Cancun (Quintana Roo), Mexico City (Distrito Federal), Puebla (Puebla), Monterrey (Nuevo Léon), Guadalajara (Jalisco), and the whole of Mexico. Since data were collected every day at the specified times, our observations formed time series curves of availabilities. Monitoring 10 regions at 20 search times resulted in 200 distinct time series.

Comparison to Data on Influenza Activity

By using data from the recent 2012-2013 severe influenza season, we tested the hypothesis that an increase in influenza activity was associated with a rise in restaurants with table availabilities. Since the number of restaurants in the system varied over time, we focused on the proportion of restaurants with available tables. For each region, the proportion of restaurants with available tables was defined as the number of restaurants with availabilities at time $t$ divided by the total number of restaurants on OpenTable at time $t$. First, we examined the data to better understand trends in table availability during the baseline period. The baseline period was from September to October 2012 because influenza season typically runs from November to April in the northern hemisphere [18]. Observations on restaurant use during the baseline period could suggest best times for surveillance. Next, we calculated the average weekly proportion of restaurants with table availability at each sampling time and compared these data to weekly estimates of ILI. Cross-correlations between time series could be affected by bias because of temporal autocorrelation [19]. Bias in this study could be due to low-frequency patterns resulting from fewer numbers of restaurants open at particular hours of the day. Therefore, we applied prewhitening by fitting an autoregressive integrated moving average (ARIMA) model to availabilities, and then filtering the ILI values using the fitted model. The ARIMA model can be described as follows:

$$y_t = c + \Phi_1 y_{t-1} + \cdots + \Phi_p y_{t-p} + \theta_1 z_{t-1} + \cdots + \theta_p z_{t-p} + \epsilon_t$$

where $c$ is a constant, $y_t$ is the observation at time $t$, $y_{t-p}$ are lagged values of the series, and $z_t$ is a white noise process. Correlations were then examined between the residuals of the availabilities model and the filtered ILI values using the cross-correlation function (CCF). Data representing ILI activity was obtained from state surveillance systems [20-23], Google Flu Trends [24] and the Pan American Health Organization (PAHO) [25]. Google Flu Trends data was available at the city level for cities in the United States and at the province level for Mexico. We calculated correlations between city-level Google Flu Trends and availabilities data for cities in the United States. Due to the unavailability of data at the city level, we estimated correlations between Google Flu Trends state-level data and availabilities for the various cities in Mexico. PAHO’s estimated percent positive for influenza data was only available at the country level for Mexico. Weekly percent ILI (% ILI), resulting from physician visits was also available for all states in the United States. Additionally, for illustrative purposes, local polynomial regression fitting (LOESS) was used in smoothing curves presented in the Results. Smoothing was performed to capture the overall trend of the curves for comparison purposes. See Cleveland [26] for additional information on the LOESS model. Bonferroni adjustment was also applied to account for multiple comparisons as needed. The analysis was performed in R (The R Foundation for Statistical Computing, Wien, Austria).

Results

Data Summary: Baseline Period

http://www.jmir.org/2014/1/e22/
### Table 1. Mean proportion of restaurants with available tables at lunch (11:00 am-3:30 pm) and dinner (6:00-11:30 pm) times for cities in the United States and Mexico.

<table>
<thead>
<tr>
<th>Sampling time</th>
<th>Regions, mean (SD)</th>
<th>United States</th>
<th>Mexico City</th>
<th>Cancun</th>
<th>Guadalajara</th>
<th>Monterrey</th>
<th>Puebla</th>
<th>Mexico</th>
</tr>
</thead>
<tbody>
<tr>
<td>11:00 am</td>
<td></td>
<td>0.598 (0.032)</td>
<td>0.575 (0.029)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11:30 am</td>
<td></td>
<td>0.594 (0.032)</td>
<td>0.572 (0.028)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12:00 pm</td>
<td></td>
<td>0.592 (0.035)</td>
<td>0.876 (0.054)</td>
<td>0.638</td>
<td>(0.090)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12:30 pm</td>
<td></td>
<td>0.590 (0.033)</td>
<td>0.573 (0.029)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1:00 pm</td>
<td></td>
<td>0.589 (0.036)</td>
<td>0.595 (0.029)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1:30 pm</td>
<td></td>
<td>0.614 (0.034)</td>
<td>0.876 (0.054)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2:00 pm</td>
<td></td>
<td>0.604 (0.035)</td>
<td>0.876 (0.054)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2:30 pm</td>
<td></td>
<td>0.729 (0.045)</td>
<td>0.867 (0.054)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3:00 pm</td>
<td></td>
<td>0.906 (0.049)</td>
<td>0.855 (0.063)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3:30 pm</td>
<td></td>
<td>0.899 (0.051)</td>
<td>0.829 (0.075)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6:00 pm</td>
<td></td>
<td>0.884 (0.051)</td>
<td>0.833 (0.089)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6:30 pm</td>
<td></td>
<td>0.880 (0.051)</td>
<td>0.815 (0.089)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7:00 pm</td>
<td></td>
<td>0.884 (0.053)</td>
<td>0.855 (0.069)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7:30 pm</td>
<td></td>
<td>0.888 (0.052)</td>
<td>0.832 (0.081)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8:00 pm</td>
<td></td>
<td>0.887 (0.054)</td>
<td>0.827 (0.081)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8:30 pm</td>
<td></td>
<td>0.882 (0.051)</td>
<td>0.824 (0.081)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9:00 pm</td>
<td></td>
<td>0.863 (0.050)</td>
<td>0.74 (0.089)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9:30 pm</td>
<td></td>
<td>0.818 (0.066)</td>
<td>0.694 (0.084)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10:00 pm</td>
<td></td>
<td>0.682 (0.163)</td>
<td>0.674 (0.083)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10:30 pm</td>
<td></td>
<td>0.539 (0.229)</td>
<td>0.599 (0.077)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11:00 pm</td>
<td></td>
<td>0.546 (0.088)</td>
<td>0.527 (0.068)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11:30 pm</td>
<td></td>
<td>0.501 (0.117)</td>
<td>0.527 (0.068)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Sampling times with lowest proportion of availabilities.*
Table availabilities varied by mealtime (lunch and dinner) and by city. Times with lowest availabilities in some cities could represent preferred dining times. Trends observed during preferred dining times should also be most affected by seasonal deviations in dining. Hereafter, we refer to times with lowest availabilities as “most preferred” and times with highest availabilities as “least preferred.” The most- and least-preferred dining times varied by region. Use of t tests suggested significant differences ($P<.001$) in availabilities between most- and least-preferred times across all regions. Additionally, mean availabilities at the most- and least-preferred times were also significantly different at lunch and dinner for most regions ($P<.05$), except for lunch in Monterrey ($P=.23$) and Puebla ($P=.99$). Times with the lowest mean proportion of restaurants with available tables at lunch were 2:00 pm (mean 0.608, SD 0.005) for Atlanta, Miami at noon (mean 0.673, SD 0.016), Boston at noon (mean 0.594, SD 0.009), Baltimore at noon (mean 0.589, SD 0.007), Mexico City at 3:30 pm (mean 0.757, SD 0.044), Cancun at 12:30 pm (mean 0.709, SD 0.048), Guadalajara at 3:30 pm (mean 0.818, SD 0.06), Monterrey at noon (mean 0.824, SD 0.055), Puebla at noon (mean 0.963, SD 0.035), and Mexico at 3:30 pm (mean 0.753, SD 0.035). All regions had the lowest proportion of restaurants with available tables for dinner between 10:30-11:30 pm, which could be because of fewer restaurants being open later in the night, especially for US cities. The mean proportion of restaurants with table availability for the entire study period (September 2012-April 2013) is summarized in Table 1.

**Comparison to Data on Influenza Activity**

We calculated 300 correlations between data representing ILI activity and restaurant use. Significant correlations ($P<.05$) between the restaurant table availability data for each region and percent positive for influenza from PAHO, percent ILI from states in the United States, and Google Flu Trends are summarized in Table 2. Correlations presented in Table 2 were calculated from prewhitened time series data. We present correlations at weekly lags of 0 and 1 because significant correlations at lag 0 suggest that increase in ILI were associated with immediate increase in availabilities. On the other hand, significant correlations at a 1-week lag indicate that increases in availabilities were followed by a noted increase in ILI. Understanding the correlation at different lags can inform the use of restaurant utilization data for modeling and forecasting future ILI activity. We present results only at lag 1 because the data are at a weekly resolution and studies have suggested that the mean duration of influenza symptoms is presumably less than 7 days [27].

As noted, all regions had the lowest proportion of restaurants with available tables for dinner between 10:30-11:30 pm during the baseline period. As seen in Table 2, these were also the times with the most significant correlations for Miami, Mexico City, and Mexico. Note that most of the dinnertime correlations for Atlanta and Baltimore were observed earlier in the evening compared to Miami. Overall, the highest correlations (>70%) were recorded for Atlanta at 12:30 pm and 3:00 pm at lag 0, and Baltimore at 7 pm at 1-week lag. More significant correlations were also noted between restaurant table availability and Google Flu Trend data compared to PAHO percent positive for influenza and state ILI data (see Table 2). Significant correlations were recorded between PAHO data and restaurant table availabilities for Mexico at 4 set times. As seen in Table 2, a few correlations were also observed between restaurant table availabilities in US cities and state ILI percentages. State ILI trends are not always identical to trends at the city level, which could explain the lack of significant correlations. No significant correlations were noted for Cancun, Guadalajara, Puebla, and Boston.

We present a sample plot showing a case in which the trend in restaurant table availability appears similar to the trend in estimated ILI activity for Miami in Figure 1. Note the dips in the curves before the peak observed during the weeks of Thanksgiving and Christmas holidays. The drop observed after the peak occurred during the week of Valentine’s Day. As seen in Figure 1, the overall trend in the data for availabilities at 10 pm for Miami was similar to that observed with Google Flu Trends, with the peak observed later. This could suggest that an increase in availabilities was observed after a rise in ILI-related queries. Further, 9 graphs representing trends observed during sampling times with the highest correlations for Baltimore, Atlanta, and Mexico are shown in Figure 2. Note the similarities and differences between the curves. In some cases, such as G-I in Figure 2, several of the peaks and troughs in the influenza data are captured by the data on restaurant utilization.
Table 2. Significant cross-correlations \((P<.05)\) for data source and time for cities in the United States and Mexico.

<table>
<thead>
<tr>
<th>Country/city</th>
<th>Data source</th>
<th>Google Flu Trends</th>
<th>State ILI</th>
<th>PAHO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time</td>
<td>(r) %</td>
<td>Time</td>
<td>(r) %</td>
</tr>
<tr>
<td></td>
<td>Lag 0</td>
<td>Lag 1</td>
<td>Lag 0</td>
<td>Lag 1</td>
</tr>
<tr>
<td>United States</td>
<td>Miami</td>
<td>10:30 pm</td>
<td>55.06</td>
<td>58.19</td>
</tr>
<tr>
<td></td>
<td>10:00 pm</td>
<td>53.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>9:30 pm</td>
<td>54.56</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>9:00 pm</td>
<td>55.73</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Baltimore</td>
<td>7:30 pm</td>
<td>63.60</td>
<td>3:30 pm</td>
</tr>
<tr>
<td></td>
<td>8:30 pm</td>
<td>49.93</td>
<td>7:00 pm</td>
<td>70.27</td>
</tr>
<tr>
<td></td>
<td>8:00 pm</td>
<td>62.75</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Atlanta</td>
<td>3:30 pm</td>
<td>69.74</td>
<td>46.54</td>
</tr>
<tr>
<td></td>
<td>3:00 pm</td>
<td>70.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6:30 pm</td>
<td>67.25</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6:00 pm</td>
<td>59.85</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>7:30 pm</td>
<td>55.81</td>
<td>46.60</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7:00 pm</td>
<td>69.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8:30 pm</td>
<td>66.12</td>
<td>46.40</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8:00 pm</td>
<td>60.35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mexico</td>
<td>Mexico City</td>
<td>11:30 pm</td>
<td>36.43</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Monterey</td>
<td>12:30 pm</td>
<td>51.19</td>
<td>47.43</td>
</tr>
<tr>
<td></td>
<td>Mexico</td>
<td>10:30 pm</td>
<td>39.83</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>10:00 pm</td>
<td></td>
<td>41.57</td>
</tr>
<tr>
<td></td>
<td></td>
<td>11:00 pm</td>
<td></td>
<td>41.76</td>
</tr>
<tr>
<td></td>
<td></td>
<td>11:30 pm</td>
<td></td>
<td>39.33</td>
</tr>
</tbody>
</table>
Figure 1. The trend in the proportion of restaurants with table availability at 10:00 PM for Miami compared to Google Flu Trend data for Miami. (A) Restaurant table availability and Google Flu Trend curve; (B) curve with LOESS smoothing to capture the overall trend in availabilities.
Figure 2. The trend in the proportion of restaurants with table availability compared to trend in various estimates of influenza activity for different regions. (A) Google Flu Trend and restaurant table availability for Baltimore at 7:30 PM; (B, C) estimated % influenza-like illness (ILI) for Maryland and restaurant table availability for Baltimore at 7:00 PM and 3:30 PM, respectively; (D, E) Google Flu Trend and restaurant table availability for Atlanta at 3:00 PM and 6:30 PM, respectively; (F) estimated % ILI for Georgia and restaurant table availability for Atlanta at 12:30 PM; (G-I) Pan American Health Organization (PAHO) % positive for influenza and restaurant table availability for Mexico at 10:00 PM, 10:30 PM, and 11:00 PM, respectively.
Discussion

Principal Findings

In this paper, we introduced an easily accessible Internet-based data stream—online restaurant reservations—and demonstrated its potential value for event surveillance. More specifically, we observed significant correlations between restaurant table availability and Google Flu Trends, and influenza activity data at the city and country level in the United States and Mexico. In most cases, associations between restaurant use and measures of influenza activity were stronger when all data were at the same geographic resolution. For instance, correlations between restaurant use in Miami and Google Flu Trends data for Miami were stronger than correlations between ILI data for Florida and restaurant use data for Miami. This tendency is explained at least in part by the known variation in ILI trends when measured at different geographical resolutions (eg, city, state, country) [28,29]. We also observed the highest correlations (>70%) for Atlanta at 12:30 pm and 3:00 pm, and for Baltimore at 7 pm. Dinner times with significant correlations were observed later in the evening for regions in the south compared to others. These differences in observations across regions could potentially be explained by differences in dining habits and demographic differences, which could also affect both dining habits and influenza spread [30,31]. Other potential factors include social disruptions, socioeconomic factors, natural disasters, foodborne illnesses, etc. In addition to modeling the data for providing estimates of ILI before the release of official reports, in future studies we would also investigate any occurrences of social unrest and natural disasters, which might have affected the trend in the time series.

Limitations

Although possibly useful, there are several limitations inherent to the study and the data source impeding a full exploration of this system’s potential. Limitations include differentiating between seasonal changes and changes potentially resulting from a disease-related event. In addition, data on reservation cancellations would be most suitable. However, these data are currently unavailable. This issue could be easily remedied by creating a partnership with restaurants such that occurrences of and reasons for cancellations are recorded through a survey system. Furthermore, only samples of restaurants in each region are listed on OpenTable.

Conclusions

Despite these limitations, this preliminary analysis suggests that monitoring trends in restaurant table availabilities and cancellations could be useful for detecting social disruption, including disease-related events. Moreover, unlike school absenteeism, over-the-counter medication sales, and volume of telephone triage service data, which are traditionally difficult to access, reservation use data can easily be obtained from reservation sites. The global penetration of the Internet also suggests that such data sources could be easily harvested in the future. These novel data sources could serve as a stepping-stone to prompt further investigation of disease events if warranted. Observations made using this data can be further investigated by comparing trends to other alternative sources for disease surveillance, especially in situations where official reports on disease activity are delayed. Additionally, this data source can be fused with more traditional data streams for epidemic intelligence using ensemble modeling approaches.
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Abstract

Background: Searching for online information to interpret symptoms is an increasingly prevalent activity among patients, even among older adults. As older adults typically have complex health care needs, their risk of misinterpreting symptoms via online self-diagnosis may be greater. However, limited research has been conducted with older adults in the areas of symptom interpretation and human-computer interaction.

Objective: The intent of the study was to describe the processes that a sample of older adults may use to diagnose symptoms online as well as the processes that predict accurate diagnosis.

Methods: We conducted a series of “think-aloud” protocols with 79 adults aged 50 years or older. Participants received one of two vignettes that depicted symptoms of illness. Participants talked out loud about their thoughts and actions while attempting to diagnose the symptoms with and without the help of common Internet tools (Google and WebMD’s Symptom Checker). Think-aloud content was categorized using an adapted Q-sort and general inductive approach. We then compared the think-aloud content of participants who were accurate in their diagnosis with those who were not.

Results: Nineteen descriptive codes were identified from the think-aloud content. The codes touched upon Web navigation, attempts to organize and evaluate online health information, and strategies to diagnose symptoms. Participants most frequently relied on a strategy where they reviewed and then rejected the online diagnoses if they contained additional symptoms than those that were depicted in the vignette. Finally, participants who were inaccurate in their diagnosis reported being confused by the diagnosis task, lacking confidence in their diagnosis, and using their past experiences with illness to guide diagnosis more frequently than those participants who accurately diagnosed the symptoms.

Conclusions: Older adult participants tended to rely on matching strategies to interpret symptoms, but many still utilized existing medical knowledge and previous illness experiences as a guide for diagnosis. Many participants also had difficulty navigating the Internet tools, which suggests an increased need for navigation aids in Web design. Furthermore, participants who were inaccurate in their diagnosis had more difficulty with the Internet tools and confusion with the task than those who were accurate. Future work in this area may want to utilize additional study design such as eye-tracking to further understand the coordination between Web navigation, online symptom information processing, and diagnostic strategies.
KEYWORDS
information seeking behavior; Internet; age factors

Introduction

Older Adult Health Information-Seeking and Online Self-Diagnosis

Older Internet users tend to be of higher socioeconomic status, higher education levels, and be young-old (eg, 65-70 years) rather than old-old (85+ years) [1,2]. Among older adults with Internet access (estimated to be 85% of the US population aged 50-64 years and 58% of the population aged 65 years and older), more than three-fourths seek online health information [3]. Many older adult users view the Internet as an “invaluable resource” of information that can replace the library [4,5], especially for health-related topics. In fact, some older adults claim to use the Internet to prepare for physician’s visits or better understand the information offered by their health providers [4].

Searching for information to interpret one’s own physical symptoms, or “online self-diagnosis”, is increasingly prevalent, with 35% of US adults having attempted to diagnose their own symptoms online [6]. In addition, 29% of online older adults aged 50-64 years and 13% of online older adults aged 65 years or older used the Internet to diagnose personal symptoms. Researchers and physicians have been apprehensive about patient online self-diagnosis [7-10] as online health information has been found to be of varying quality [11] and patients typically have limited health literacy or understanding [12,13], both of which could lead patients to inaccurate symptom interpretations. In addition, as older adults typically have complex health care needs, including co-morbid conditions, their risk of misinterpreting physical symptoms via online self-diagnosis may be greater. Given the safety issues that it raises and the limited research that has investigated this phenomenon, it is important to better understand the ways that older adults diagnose symptoms online.

Models of Symptom Interpretation

Symptom interpretation and diagnostic decision-making research has naturally focused on health care professionals; however, most patients do not have the same breadth of expert knowledge to apply when interpreting their own symptoms. According to Leventhal’s common-sense model of self-regulation, a layperson interprets physical symptoms by accessing memories of past experiences with illness and general knowledge about a health concept [14-17]. Patients use this information to create a “representation” of their symptoms, which can then guide action. Similarly, work by Pennebaker [18] demonstrates that patients interpret their symptoms selectively. In other words, patients focus on physical sensations and external information, which confirm their beliefs about health and illness. This kind of reasoning stands in stark contrast to expert physicians who are thought to use “pattern recognition” or “if-then” rules to make inferences about clinical cases [19,20] and medical students who are thought to use hypothetico-deductive reasoning [21], forming an initial hypothesis based on symptoms and then collecting additional data in order to confirm or disprove their hypothesis.

Although this body of work can be used to begin to understand how patients might interpret or diagnose physical symptoms, it does not account for the additional cognitive and perceptual processes that are required to conduct and interpret an Internet search, especially for older adults [22,23]. Further, older adults may have unique needs and strategies for symptom diagnosis as a result of their unique health care needs. For these reasons, we sought to uncover the cognitive processes that older adults might use to diagnose symptoms online as well as the processes that predict accurate diagnosis.

Participants in this study engaged in a “think-aloud” procedure—talking about their thoughts and actions —while attempting to diagnose the symptoms depicted in a vignette. The think-aloud was adopted to obtain a detailed description of older adult experience with online symptom diagnosis. We utilized an adapted Q-sort [24] and general inductive approach [25] to categorize participants’ think-aloud content as well as relate the coded content to the previously outlined models of symptom interpretation. Thus, we also sought to examine whether participants relied more on past experiences with illness and prior medical knowledge (consistent with the common-sense model of self-regulation) or hypothetico-deductive reasoning to interpret physical symptoms online.

Methods

Study Design, Setting, and Sample

This is a human-computer interaction study that included a series of think-aloud protocols [26] conducted with 79 older adults aged 50 years or older. Participants were recruited from a registry of older adults from the counties surrounding the University of Iowa (predominantly Johnson County, Iowa). Participants were included in the study if they were (1) at least 50 years or older; (2) a community resident (ie, not living in a nursing home), (3) able to travel to the research laboratory for in-person data collection, (4) owned a computer at home, (5) did not have a previous diagnosis of dementia or cognitive impairment, and (6) did not show cognitive impairment or confusion on the Short Portable Mental Status Questionnaire (SPMSQ) [27] (ie, score ≤7), which was administered as a brief screen over the phone. Participants were told that the study was an investigation of how people search for health information. Those who participated received a US$10 community gift card in appreciation and parking vouchers for their time at the research laboratory. The study was approved by the University of Iowa Human Subjects Institutional Review Board.

Procedure

All older adult participants received one of two illness vignettes (see Materials) and were asked to diagnose the symptoms in the vignette using one of two common Internet tools (Google search engine and WebMD’s Symptom Checker). Participants were randomly assigned to a vignette and an Internet tool in
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order to attempt to mitigate participant differences in computer skills and previous illness experience across the manipulated study variables.

Participants were given explicit instructions (adapted from Ericsson and Simon’s protocols) about the think-aloud before beginning the task. Participants were told to approach the think-aloud “basically like you’re talking to yourself, but loud enough for other people to hear” and that the goal was to “think-aloud as continuously as possible”. Participants were also told that the exercise would end when “you’ve come upon a diagnosis that you are satisfied with”.

The think-aloud procedure was first demonstrated by the experimenter (TML), and then the participant was given the opportunity to practice thinking out loud. When the participant felt comfortable with the procedure, he or she was given one of two illness vignettes to read and diagnose on his or her own, without any electronic aid. If the participant remained silent for five seconds, he or she was reminded to “please keep talking”. Participants were asked to choose one specific diagnosis (a specific illness or condition) in order to complete the task. No other prompting or questioning came from the experimenter regarding the diagnosis. The participant was audio-recorded during the think-aloud to allow for later transcription and analysis.

Participants then diagnosed the same symptoms, while thinking aloud, with the aid of one of two Internet tools. If the participant appeared confused or frustrated with the Internet tool for more than five seconds, the experimenter provided computer support in the form of describing the interface in more detail or describing what Web actions were available to the participant. Participants were limited to 30 minutes of search time. Most completed the task between 15 and 20 minutes. Finally, participants completed quantitative questionnaires, including demographics and computer skills (see Materials). The session typically took between one hour and two hours, depending on the participant’s interest in the tasks and speed answering the questionnaires.

### Materials

#### Illness Vignettes

Two vignettes were developed for the current study (see Multimedia Appendix 1). The vignettes depicted the symptoms of an acute health condition: mononucleosis or scarlet fever. These conditions were selected as they are rare in older adults, but still relatively common in the general population. This was to ensure that few participants would have recent experiences with the illness that could influence their diagnostic process. Participants were instructed to read the vignette as if they were experiencing the symptoms themselves. Vignettes were drafted from symptom information found at Mayo Clinic’s website [28] as well as the National Institute of Allergy and Infectious Diseases website [29]. Information was combined from multiple sites so that a Google search would not point directly to the site from which the information was drawn. Ten graduate students piloted both vignettes using both Google and WebMD’s Symptom Checker. Seven out of the ten students obtained the correct diagnosis for both vignettes.

#### Internet Tools

The common Internet tools of Google’s search engine [30] and WebMD’s Symptom Checker [31] were employed. Google is the number one visited website in the world [32] and provides users with webpages related to search queries by ranking the relative usefulness of Internet sites [33]. WebMD’s Symptom Checker is a consumer decision aid for the purpose of self-diagnosis (see Figure 1). The application features an avatar (or pictorial representation) of the human body. In order to diagnose, the user clicks on the area of the body where his or her symptoms are located and inputs descriptors of the symptoms such as “pain”, “tenderness”, or “warm to touch”. The application then asks tailored questions based on the location of symptoms, the descriptors, and the user’s response to each previous question. After gleaning enough information, the application will present a list of potential diagnoses. The user can click on a diagnosis to get more information about its symptoms and severity as well as recommendations for care.
Demographics and Health

Age, gender, ethnicity, education, and income were collected via a self-report survey. Recent health history was measured using a retrospective symptom checklist [34]. Participants indicated the frequency (0 = not at all; 6 = extremely/much) with which they had experienced each of 15 symptoms (eg, headache, dizziness) in the past 21 days. To measure chronic health history, participants completed a checklist of common chronic conditions [35] (eg, diabetes, pneumonia). Participants indicated whether or not they had ever experienced each condition.

Computer Skills and Familiarity

Participants reported the number of hours per week that they used a home computer as well as the number of years that they had owned a home computer in order to gauge general computer familiarity. Participants were also verbally asked whether or not they had previous experience with the Internet tool to which they were assigned (Google or WebMD’s Symptom Checker). Participant responses were documented in the think-aloud audio-recording and subsequent written transcript as a yes/no response.

Accuracy

Participants were required to choose one specific diagnosis (ie, a specific illness or condition) in order to complete the task. Participant diagnoses were documented in the think-aloud audio-recording and subsequent written transcript. Participants were deemed to have made an accurate diagnosis if they chose the same illness as the one depicted in the illness vignette to which they were assigned (ie, mononucleosis or scarlet fever).

Analysis: Think-Aloud Content Coding

In order to assess the design of the current study and establish an initial code list, pilot think-aloud data was collected from 15 participants aged 18 years or older at the University of Iowa Hospitals and Clinics. Audio recordings of pilot participant think-alouds (both without and using Internet tools) were transcribed into verbatim text. Each independent clause (or segment) was off-set on its own line for ease of analysis. Utilizing an adapted Q-sort method [2], the experimenter and a group of research assistants (n=9) independently read the transcript segments to identify and label categories of content/meaning. The team then met to discuss the content categories, to combine similar categories, and further refine the code list. This final version of the list was used to analyze transcripts for the current study.

In the current study, a team of 13 additional research assistants (who had not participated in the pilot work) coded segmented transcripts using the previously compiled code list. The team was instructed to label the segmented lines of the transcript with the codes that they believed were depicted. The team was advised that not every line needed to be coded and that some lines may depict more than one code. Each segmented transcript was coded by two research assistants independently in order to assess inter-rater reliability. The experimenter served as the arbitrator if there was a discrepancy in coding. Finally, the codes were examined by the authors utilizing a general inductive approach [3] to identify higher-level descriptive themes.
Results

Participant Characteristics

Participant characteristics can be found in Table 1. Participants were predominantly Caucasian (98%, 77/79) with an overall mean age of 63.97 years (SD 7.68). Most participants were highly educated with all having achieved some college, while 52% (41/79) had earned a post-graduate degree. In addition, most participants earned between US$50,000 and $75,000 per year (35%, 28/79). Participants were healthy, experiencing a mean of 3.11 (SD 0.55) physical symptoms in the past three weeks (out of 14 total symptoms) and a mean of 2.58 (SD 1.59) health conditions in their lifetime (out of 17 total conditions).

In terms of computer experience, the average participant had owned a home computer for almost 20 years (mean 18.17 years, SD 8.14). In addition, most participants used their home computer, on average, almost 20 hours per week (mean 18.77 years, SD 13.33). Finally, most participants had previously had experience with the Internet tool to which they were assigned (63%, 45/72).

Table 1. Participant characteristics (n=79).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>n (%) / mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, years</td>
<td>63.97 (7.23)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>31 (39.24%)</td>
</tr>
<tr>
<td>Female</td>
<td>48 (60.76%)</td>
</tr>
<tr>
<td>Income (USD)</td>
<td></td>
</tr>
<tr>
<td>Less than $15,000 per year</td>
<td>3 (3.80%)</td>
</tr>
<tr>
<td>$15,000-25,000 per year</td>
<td>6 (7.59%)</td>
</tr>
<tr>
<td>$25,000-50,000 per year</td>
<td>21 (26.58%)</td>
</tr>
<tr>
<td>$50,000-75,000 per year</td>
<td>28 (35.44%)</td>
</tr>
<tr>
<td>$75,000 or more per year</td>
<td>21 (26.58%)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
</tr>
<tr>
<td>Some high school</td>
<td>---</td>
</tr>
<tr>
<td>High school graduate</td>
<td>---</td>
</tr>
<tr>
<td>Some college</td>
<td>10 (12.66%)</td>
</tr>
<tr>
<td>Associate’s degree</td>
<td>7 (8.86%)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>21 (26.58%)</td>
</tr>
<tr>
<td>Post-graduate degree</td>
<td>41 (51.90%)</td>
</tr>
<tr>
<td>Number of recent physical symptoms</td>
<td>3.12 (2.37)</td>
</tr>
<tr>
<td>Number of lifetime health conditions</td>
<td>2.58 (1.59)</td>
</tr>
<tr>
<td>Years of computer ownership</td>
<td>18.17 (8.14)</td>
</tr>
<tr>
<td>Hours of home computer use per week</td>
<td>18.77 (13.33)</td>
</tr>
<tr>
<td>Familiar with Internet Tool (n=72) a</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>45 (62.50%)</td>
</tr>
<tr>
<td>No</td>
<td>27 (37.50%)</td>
</tr>
</tbody>
</table>

aSeven participants failed to respond to this interview question and were not included in analyses regarding familiarity.

Accuracy of Diagnosis

The characteristics of accurate and inaccurate participants can be found in Table 2. Less than half of participants came to an accurate diagnosis for the illness vignette symptoms during their search (41%, 32/79). Participants who accurately diagnosed the symptoms were similar in gender, yearly income, education, years of home computer ownership, and familiarity with the Internet tool to those participants who were inaccurate in their diagnosis (see Table 2). Participants who accurately diagnosed the symptoms appeared to be slightly younger (mean 61.72 years, SD 6.17) than those who were inaccurate (mean 65.51 years, SD 7.54). In addition, those who were accurate reported an average of 3.54 (SD 2.53) recent physical symptoms and 3 (SD 1.34) lifetime health conditions as compared to the 2.83 (SD 2.23) recent symptoms and 2.28 (SD 1.69) lifetime health conditions that those who were inaccurate reported. Finally, participants who were accurate in their diagnosis used their home computers for 22.94 (SD 16.68) hours per week as compared to the 15.93 (SD 9.66) hours per week of those who were inaccurate.
### Table 2. Participant and study characteristics by accuracy of diagnosis.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Accurate diagnosis (n=32)</th>
<th>Inaccurate diagnosis (n=47)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%) / mean (SD)</td>
<td>n (%) / mean (SD)</td>
</tr>
<tr>
<td><strong>Search Method</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Google</td>
<td>16 (50.00%)</td>
<td>25 (53.25%)</td>
</tr>
<tr>
<td>WebMD Symptom Checker</td>
<td>16 (50.00%)</td>
<td>22 (46.75%)</td>
</tr>
<tr>
<td><strong>Illness Vignette</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mononucleosis</td>
<td>19 (59.38%)</td>
<td>18 (38.30%)</td>
</tr>
<tr>
<td>Scarlet Fever</td>
<td>13 (40.63%)</td>
<td>29 (61.70%)</td>
</tr>
<tr>
<td>Age</td>
<td>61.72 (6.17)</td>
<td>65.51 (7.54)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>10 (31.25%)</td>
<td>21 (44.68%)</td>
</tr>
<tr>
<td>Female</td>
<td>22 (68.75%)</td>
<td>26 (55.32%)</td>
</tr>
<tr>
<td><strong>Income</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than $15,000 per year</td>
<td>3 (9.38%)</td>
<td>--</td>
</tr>
<tr>
<td>$15-25,000 per year</td>
<td>3 (9.38%)</td>
<td>3 (6.38%)</td>
</tr>
<tr>
<td>$25-50,000 per year</td>
<td>5 (15.63%)</td>
<td>16 (34.04%)</td>
</tr>
<tr>
<td>$50-75,000 per year</td>
<td>14 (43.75%)</td>
<td>14 (29.80%)</td>
</tr>
<tr>
<td>$75,000 or more per year</td>
<td>7 (21.90%)</td>
<td>14 (29.79%)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some high school</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>High school graduate</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Some college</td>
<td>3 (9.38%)</td>
<td>7 (14.89%)</td>
</tr>
<tr>
<td>Associate's degree</td>
<td>5 (15.63%)</td>
<td>2 (4.26%)</td>
</tr>
<tr>
<td>Bachelor's degree</td>
<td>10 (31.25%)</td>
<td>11 (23.40%)</td>
</tr>
<tr>
<td>Post-graduate degree</td>
<td>14 (43.75%)</td>
<td>27 (57.45%)</td>
</tr>
<tr>
<td>Number of recent physical symptoms</td>
<td>3.54 (2.53)</td>
<td>2.83 (2.23)</td>
</tr>
<tr>
<td>Number of lifetime health conditions</td>
<td>3.01 (1.34)</td>
<td>2.28 (1.69)</td>
</tr>
<tr>
<td>Years of computer ownership</td>
<td>19.66 (9.22)</td>
<td>17.16 (7.24)</td>
</tr>
<tr>
<td>Hours of home computer use per week</td>
<td>22.94 (16.68)</td>
<td>15.93 (9.66)</td>
</tr>
<tr>
<td><strong>Familiar with Internet Tool (n=72)</strong> a</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>16 (50.00%)</td>
<td>29 (61.70%)</td>
</tr>
<tr>
<td>No</td>
<td>12 (37.50%)</td>
<td>15 (31.90%)</td>
</tr>
</tbody>
</table>

aSeven participants failed to respond to this interview question and were not included in analyses regarding familiarity.

### Descriptive Findings From Think-Aloud Content

#### Overview

Descriptive findings from the 19 codes are presented below and in Tables 3 and 4. From the think-aloud content, we identified three major areas related to online symptom diagnosis: (1) Internet tool navigation, (2) symptom information processing, and (3) diagnostic strategies.
Table 3. Think-aloud content codes and participant endorsement (n=79).

<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
<th>Percentage of participants expressing code, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Navigation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web orientation</td>
<td>Comments about the layout or features of the website</td>
<td>70 (88.61%)</td>
</tr>
<tr>
<td>Web navigation</td>
<td>Direct actions taken on the computer</td>
<td>78 (98.73%)</td>
</tr>
<tr>
<td>Internet problem</td>
<td>Trouble or issue with the computer application</td>
<td>64 (81.01%)</td>
</tr>
<tr>
<td><strong>Symptom information processing</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reading</td>
<td>Reading directly from the vignette or Web screen</td>
<td>78 (98.73%)</td>
</tr>
<tr>
<td>Paraphrasing</td>
<td>Stating information found in the vignette or Web screen</td>
<td>79 (100.00%)</td>
</tr>
<tr>
<td>Judgment of relevancy</td>
<td>Deciding whether to use information or not</td>
<td>72 (91.14%)</td>
</tr>
<tr>
<td>Credibility</td>
<td>Discussing the source of information or trust in information</td>
<td>22 (27.85%)</td>
</tr>
<tr>
<td>Confusion</td>
<td>Questions or statements that reflect confusion about content</td>
<td>44 (55.70%)</td>
</tr>
<tr>
<td>Discussing unknowns</td>
<td>Talking about information that is unknown or uncertain</td>
<td>68 (86.08%)</td>
</tr>
<tr>
<td>Lack of confidence</td>
<td>Uncertainty in a diagnosis or not knowing enough to make specific diagnosis</td>
<td>30 (37.97%)</td>
</tr>
<tr>
<td><strong>Diagnostic strategy</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Action plan</td>
<td>Stating an action that could be taken to achieve the goal of diagnosing</td>
<td>74 (93.67%)</td>
</tr>
<tr>
<td>Hypothesis</td>
<td>Making a guess about what the diagnosis could be</td>
<td>78 (98.73%)</td>
</tr>
<tr>
<td>Symptom</td>
<td>Selecting a specific symptom from the vignette on which to focus and search for</td>
<td>76 (96.20%)</td>
</tr>
<tr>
<td>Confirmation</td>
<td>Matching the symptoms in the story with information about a particular diagnosis</td>
<td>58 (73.42%)</td>
</tr>
<tr>
<td>Negation</td>
<td>A difference between the symptoms in the story and a particular diagnosis (mismatch)</td>
<td>72 (91.14%)</td>
</tr>
<tr>
<td>Previous experience</td>
<td>Relating the symptoms or diagnosis to personal experiences</td>
<td>35 (44.30%)</td>
</tr>
<tr>
<td>Previous knowledge</td>
<td>Relating the symptoms or diagnosis to medical information previously known</td>
<td>55 (69.62%)</td>
</tr>
<tr>
<td>Cause</td>
<td>A potential cause of the illness (eg, a virus or germ)</td>
<td>41 (51.90%)</td>
</tr>
<tr>
<td>Suggested action</td>
<td>Discussing potential actions for the symptoms</td>
<td>40 (50.63%)</td>
</tr>
</tbody>
</table>
Table 4. Think-aloud content codes by accuracy of diagnosis.

<table>
<thead>
<tr>
<th>Code</th>
<th>Accurate diagnosis Participants expressing code (n=32)</th>
<th>Inaccurate diagnosis Participants expressing code (n=47)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Navigation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web orientation</td>
<td>29 (90.63%)</td>
<td>45 (95.74%)</td>
</tr>
<tr>
<td>Web navigation</td>
<td>32 (100.00%)</td>
<td>46 (97.87%)</td>
</tr>
<tr>
<td>Internet problem</td>
<td>24 (75.00%)</td>
<td>40 (85.11%)</td>
</tr>
<tr>
<td><strong>Symptom information processing</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reading</td>
<td>32 (100.00%)</td>
<td>46 (97.87%)</td>
</tr>
<tr>
<td>Paraphrasing</td>
<td>32 (100.00%)</td>
<td>47 (100.00%)</td>
</tr>
<tr>
<td>Cause</td>
<td>16 (50.00%)</td>
<td>25 (53.19%)</td>
</tr>
<tr>
<td>Judgment of relevancy</td>
<td>27 (84.38%)</td>
<td>45 (95.74%)</td>
</tr>
<tr>
<td>Credibility</td>
<td>9 (28.13%)</td>
<td>13 (27.66%)</td>
</tr>
<tr>
<td>Confusion</td>
<td>16 (50.00%)</td>
<td>28 (59.57%)</td>
</tr>
<tr>
<td>Discussing unknowns</td>
<td>28 (87.50%)</td>
<td>40 (85.11%)</td>
</tr>
<tr>
<td>Suggested action</td>
<td>12 (37.50%)</td>
<td>28 (59.57%)</td>
</tr>
<tr>
<td>Lack of confidence</td>
<td>9 (28.13%)</td>
<td>21 (44.68%)</td>
</tr>
<tr>
<td><strong>Diagnostic strategy</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Action plan</td>
<td>29 (90.63%)</td>
<td>45 (95.74%)</td>
</tr>
<tr>
<td>Hypothesis</td>
<td>32 (100.00%)</td>
<td>46 (97.87%)</td>
</tr>
<tr>
<td>Symptom</td>
<td>30 (93.75%)</td>
<td>46 (97.87%)</td>
</tr>
<tr>
<td>Confirmation</td>
<td>24 (75.00%)</td>
<td>34 (72.34%)</td>
</tr>
<tr>
<td>Negation</td>
<td>29 (90.63%)</td>
<td>43 (91.49%)</td>
</tr>
<tr>
<td>Previous experience</td>
<td>13 (40.63%)</td>
<td>22 (46.81%)</td>
</tr>
<tr>
<td>Previous knowledge</td>
<td>23 (71.88%)</td>
<td>32 (68.09%)</td>
</tr>
</tbody>
</table>

**Internet Tool Navigation**

Analysis of the think-aloud content showed that participants frequently commented on issues surrounding the use and navigation of the Internet tools. For example, participants seemed highly focused on the actions that they were taking on the computer (e.g., “Type that in and hit Enter”); “web navigation” was the second most frequently identified code (14.34%, 1472/10,262) with almost all participants commenting on navigation (99%, 78/79). In addition, many participants also made comments about the layout or features of the website that they were visiting (e.g., “Well, here’s a tool from the Mayo Clinic”) to orient themselves to visited websites. Finally, many participants mentioned difficulty with the computer programs, either not knowing how to navigate them or not knowing how to troubleshoot after an error message (81% of participants, 64/79; eg, “Oh, where, where did Question B go? I don’t know where Question B is. What happened there? Umm, am I at the top of Question B?”).

**Symptom Information Processing**

Participants made comments that indicated attempts to organize or evaluate the symptom and illness information encountered online. For example, participants analyzed the usefulness of the online information (e.g., “Well, darn, that’s not gonna help”), followed by stating what information they were lacking (e.g., “Um, but I don’t know how old this particular person is”). However, only a quarter of participants commented on the source or credibility of the online information (e.g., “And the page I’m looking at, MedicineNet.com, that looks very reliable”). Diagnosing the vignette also appeared to be a difficult task for participants as about half of participants demonstrated confusion about how to attempt to diagnose the vignette symptoms (e.g., “I’m kind of at a loss where to go now”). In addition, some participants also seemed hesitant to make a diagnosis and demonstrated that they were not confident in the diagnosis that they had settled upon (e.g., “I can’t diagnose this by myself”).

**Diagnostic Strategy**

Participants utilized a number of strategies to attempt to diagnose the symptoms. For example, many participants planned the steps that they would take to diagnose before implementing those actions (e.g., “So I guess what I will do is, uh, try to think of something that Google will be interested in trying to answer”). Many participants also focused on only one symptom at a time, inputting each symptom into the Internet tool separately, rather than attempting to diagnose the entire collection of symptoms at once (e.g., “High fever…I’m going to put this in quotes”). Some participants considered the cause of the vignette symptoms.
(eg, “Could be bacterial, could be viral”) or suggested some sort of action that should be taken in response to the symptoms such as going to the doctor or asking for antibiotics. Participants most frequently relied on a strategy where they reviewed and then rejected potential diagnoses that contained additional symptoms than those that were depicted in the vignette (eg, “No, this person is not short of breath”). This strategy was used more than confirming potential diagnoses by comparing whether the illness/condition information contained symptoms that, in fact, matched the vignette symptoms (eg, “It fits some of it. High fever and lymph nodes”). About two-thirds of participants utilized lay/existing medical knowledge to diagnose the symptoms, even while using the computer simultaneously (eg, “Ummm, colon polyps, that’s not symptomatic”). In addition, approximately half of participants described memories of previous experiences with the symptoms and illness to aid in diagnosis (44%, 35/79; eg, “Been there, done that, um, so I had it as a kid”). However, these strategies were identified less frequently than the matching strategies discussed above.

**Accuracy and Think-Aloud Content**

We then compared the think-aloud content between participants who accurately diagnosed the symptoms and those who did not (see Table 4). Participants who inaccurately diagnosed the symptoms seemed to express more difficulty with the diagnosis task. For example, 60% (28/47) of inaccurate participants mentioned confusion about the task as compared to only half of accurate participants (50%, 16/32). Similarly, 45% (21/47) of inaccurate participants lacked confidence in their diagnosis as compared to 28% (9/32) of accurate participants. In addition, participants who were inaccurate appeared to have more difficulty navigating the computer: 85% (40/47) of inaccurate participants mentioned having an Internet problem or difficulty with the Internet tool as compared to 75% (24/32) of accurate participants.

In terms of diagnostic strategy, there was little difference between the proportion of inaccurate and accurate participants who utilized a confirmation strategy (inaccurate: 72%, 34/47 vs accurate: 75%, 24/32) or a negation strategy (inaccurate: 92%, 43/47 vs accurate: 91%, 29/32). However, inaccurate participants seemed to rely more on their previous experiences with illness (47%, 22/47) than accurate participants (41%, 13/32). In addition, inaccurate participants seemed less likely to utilize previous medical knowledge (68%, 32/47) than accurate participants (72%, 23/32).

**Discussion**

**Processes of Online Self-Diagnosis**

In this think-aloud protocol, the process of older adult online self-diagnosis was explored. Older adult participants frequently commented on navigating the websites visited. Participants also organized information by considering what else they would need to know or whether information encountered was useful. Most participants tended to diagnose physical symptoms through a matching process, utilizing information encountered online.

Our results most aligned with hypothetico-deductive reasoning strategies where participants utilized the additional health information available online to confirm or reject various illnesses/conditions. However, some participants also relied on existing medical knowledge to diagnose the symptoms, noting potential causes of symptoms and treatment-seeking actions, as well as recalled previous personal experiences with the symptoms, which informed their diagnosis. These findings are similar to the common-sense model.

Interestingly, more participants who were inaccurate in their online symptom diagnosis mentioned previous experiences with illness than those who were accurate. According to the common-sense model, symptom interpretation is typically undertaken with the help of heuristics or automatic rules [19,36]. Use of heuristics allows laypeople to interpret symptoms more quickly and with less cognitive effort. Heuristics although helpful, often lead to erroneous conclusions [37]. Because the symptoms of the illness vignettes were relatively common, it is possible that inaccurate participants were misled by memories of previous experiences with illness that showed similar, yet distinct patterns of symptoms. Misdiagnosing common symptoms through use of heuristics is similar to the “pattern rule” of the common-sense model where diffuse symptoms are more susceptible to interpretation errors [36]. In contrast, participants who were accurate in their diagnosis may have been relying on more effortful comparison of vignette symptoms and online symptom information. This more effortful matching, even if initially guided by past illness experience, may have been better informed and less reliant on heuristics as these participants were deploying more cognitive resources. Thus, online self-diagnosis may disrupt the reliance on heuristics for symptom interpretation as typically described by the common-sense model. Future work may want to examine what factors predict more effortful processing of symptoms and whether online self-diagnosis can encourage such processing.

Participants who were inaccurate in their online symptom diagnosis also had more difficulty with both the task and the Internet tools. In addition, these participants reported using their home computer for fewer hours per week than accurate participants. Thus, it may be that basic computer skills are predictive of the ability to obtain an accurate online diagnosis. However, inaccurate participants reported being more familiar with the Internet tool to which they were assigned, which would typically suggest experience and more skill. In addition, Sharit and colleagues [24] found that Internet knowledge was related to performance on an information-seeking task although not sufficient to explain performance. Future work may want to obtain measures of performance (eg, speed of diagnosis, cognitive abilities) and computer skills to clarify predictors of accuracy of online symptom diagnosis.

Of note, few participants focused on the source or credibility of the information that they were reviewing, consistent with previous research findings on young and middle-aged adults [13,38]. This may be due to a focus on other activities like Web navigation, which was frequently commented on by participants. Other researchers [39] have used eye-tracking technology to investigate where older adults focus attention during an online health search. This may help to elucidate why credibility was ignored or not verbalized in our sample.
Implications for Web Design

These findings point to the need for changes and/or updates to current popular health websites. For example, because older adult participants appeared to focus on navigating websites and Web applications, developers may want to update webpages or Web tools with clear navigation aids that guide users as to how the page is structured, how the user can backtrack (i.e., return to an earlier viewed page), and how the search bar can best be used. Furthermore, webpages with visual summaries of information, such as tables or figures, may help to decrease effort, allowing users to focus their energies on other aspects of information search.

As few older adult participants noted the credibility of the information source, this seems an important target area. Though past attempts have been made to create user tools for ascertaining the quality and credibility of online information (e.g., check lists, website “branding”) [40,41], more effort needs to be made to advise lay searchers of these tools and encourage their use. This would help to ensure that users are gaining access to accurate information via credible sources.

Limitations

A think-aloud investigation of older adult online health information-seeking produced themes that related to layperson diagnostic strategies, symptom information processing, and especially Web navigation. However, there are factors that limit the generalization of the findings. First, the sample of older adults was predominantly Caucasian, highly educated, and of a comfortable income. In addition, all participants had access to a computer and the Internet at home, suggesting that they already possessed basic computer and Internet skills. While this does limit the generalizability of our findings, previous surveys [6,42] confirm that the majority of adults who search for health information online tend to be of similar backgrounds as our participants (e.g., Caucasian, educated, and of higher income). In addition, three-fourths of participants were not familiar with the Internet tool to which they were assigned, and thus, were experiencing the tool for the first time. Nevertheless, a study of older adults in different socioeconomic and geographic locations may demonstrate more variability in the strategies used to find online health information to diagnose symptoms. Furthermore, the study was performed on a university campus that is home to a comprehensive medical center. Thus, our sample of older adults has consistent access to medical care and may not typically need to search for diagnosis. This may not be true for rural older adults who might lack an easily accessed source of care. Additional investigation as to the type of older adult who engages in online diagnosis may prove beneficial.

Conclusions

This exploratory study investigated the process of older adult online symptom diagnosis. Few studies have systematically examined this recent phenomenon, especially among older adults. Our findings suggest that, in our sample, older adults tend to rely on hypothetico-deductive matching to diagnose physical symptoms but still may utilize existing medical knowledge and illness experiences to guide diagnosis. This may be because navigating websites and Web tools is a cognitively complex task, providing older adults few resources to sort through the extensive amount of health information online. Thus, additional Web development is necessary to make online search more efficient and accurate for older adult users. In addition, we found that few older adult participants mentioned the credibility of the information that they were viewing. Increased dissemination of previously produced Web tools would be beneficial to ensuring that older adults can access the most appropriate information.

Given the popularity of online self-diagnosis, this study represents the first of its kind in attempting to describe the process that an older patient takes for symptom interpretation. In addition, we focused on a population that is less frequently represented in human-computer interaction studies. While our study provides an initial picture of how some older adults might attempt online self-diagnosis, future work will want to utilize additional study design such as eye-tracking in order to further understand the complex coordination between Web navigation, online symptom information processing, and patient diagnostic strategies.
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Abstract

Background: Increasingly, Web-based health applications are developed for the prevention and management of chronic diseases. However, their reach and utilization is often disappointing. Qualitative evaluations post-implementation can be used to inform the optimization process and ultimately enhance their adoption. In current practice, such evaluations are mainly performed with end-user surveys. However, a review approach by experts in a focus group may be easier to administer and might provide similar results.

Objective: The aim of this study was to assess whether industrial design engineers in a focus group would address the same issues as end users in a Web-based survey when evaluating a commercial Web-based health risk assessment (HRA) with tailored feedback.

Methods: Seven Dutch companies used the HRA as part of their corporate health management strategy. Employees using the HRA (N=2289) and 10 independent industrial designers were invited to participate in the study. The HRA consisted of four components: (1) an electronic health questionnaire, (2) biometric measurements, (3) laboratory evaluation, and (4) individually tailored feedback generated by decision support software. After participating in the HRA as end users, both end users and designers evaluated the program. End users completed an evaluation questionnaire that included a free-text field. Designers participated in a focus group discussion. Constructs from user satisfaction and technology acceptance theories were used to categorize and compare the remarks from both evaluations.

Results: We assessed and qualitatively analyzed 294 remarks of 189 end users and 337 remarks of 6 industrial designers, pertaining to 295 issues in total. Of those, 137 issues were addressed in the end-user survey and 148 issues in the designer focus group. Only 7.3% (10/137) of the issues addressed in the survey were also addressed in the focus group. End users made more remarks about the usefulness of the HRA and prior expectations that were not met. Designers made more remarks about how the information was presented to end users, quality of the feedback provided by the HRA, recommendations on the marketing and on how to create more unity in the design of the HRA, and on how to improve the HRA based on these issues.

Conclusions: End-user surveys should not be substituted for expert focus groups. Issues identified by end users in the survey and designers in the focus group differed considerably, and the focus group produced a lot of new issues. The issues addressed in the focus group often focused on different aspects of user satisfaction and technology acceptance than those addressed by the survey participants; when they did focus on the same aspects, then the nature of issues differed considerably in content.
health risk assessment; health information systems; qualitative research; evaluation; end users; professional review; designers; optimization

Introduction

Over the last decade, there has been increasing interest in Web-based health applications for the prevention and management of chronic diseases. However, significant problems have been reported with the reach and utilization of these health applications [1, 2]. According to Wixom and Todd [3], certain factors influence the use of information technology. For example, users of information technology must find it relatively advantageous, easy to use, and compatible with their beliefs and attitudes [3]. To increase the adoption of an innovation, we need insight into end users’ real-life experiences and the potential issues to be solved. Various formative evaluation methods to collect this kind of information are available.

A previous evaluation of a Web-based health risk assessment (HRA) with tailored feedback, which will be the focus of this study, showed that only 33.7% of the 6790 employees invited to participate in the HRA did so [4, 5]. To optimize this HRA, two evaluations were performed independently. After participation in the HRA as end users, user feedback was collected with a Web-based survey, and expert feedback was collected in a focus group with industrial design engineers. These evaluation techniques are often deployed in practice after a system’s implementation, as they are relatively efficient and easy to administer. However, until now little research has been done to support the claim that end-user surveys are the best option to get insight into experiences and issues influencing adoption of health innovations. Our main question was whether an expert focus group would bring up similar issues to those addressed in the end-user survey. The results of the Web-based survey were published previously in [5]. If a focus group with industrial design engineers would come up with similar issues as revealed by the Web-based survey, a strong point would be made for collecting feedback through this method in a pilot implementation. If these issues were solved in a system’s redesign before its full implementation, end users may perceive the innovation as more valuable, ultimately increasing its adoption rate.

Studies in the field of usability have already shown that, along with end users, usability experts can contribute significantly to the development process of applications because they can give a detailed analysis of potential problems [6] and identify their causes [7]. Research in the fields of usability and text evaluation has generally shown that the types of problems revealed in end users’ and experts’ evaluations [7-11] and by different evaluation strategies [8, 12-16] only slightly overlap. However, these studies mostly focused on revealing usability or text understanding issues before implementation of a product, in a laboratory setting, or a study setting. Usability is only one aspect that influences the acceptance of a system, as it mainly focuses on system function [17]; whereas, it is the total user experience that influences the final adoption of an innovation through users’ perception of the value and service quality [18]. To enhance the adoption of innovations, we need broad-based information about user experiences that influence their satisfaction with and acceptance of its design post-implementation.

In this study, we compared two commonly used methods to inform the optimization process of a system after its implementation: end-user surveys and expert focus groups. We assessed whether those two methods would produce similar feedback on issues affecting user satisfaction and technology acceptance. Surveys among large groups of end users are generally performed to provide information on end users’ overall satisfaction with a health care innovation and its effect on their health-related behavior [19-21]. These surveys generally include an open-text field to provide additional space for users to describe their experiences. Industrial design engineers, instead of Web design evaluators, were invited as focus group members because their expertise lies in applying approaches focused on improving user experiences and exploring—and finding solutions to—problems in a broad spectrum of design aspects ranging from esthetics and ergonomics to human-product interaction, user needs research, and usability [22]. Therefore, they could provide a broad view of issues regarding the complete HRA user experience, including those parts not directly associated with the Web-based part of the HRA. Focus groups were chosen because industrial design engineers are familiar with this technique as most of their work is performed in teams. Also, focus groups are a well-established technique in market research for the design and optimization of new innovations (eg, [23]), as well as for human factor research and usability evaluation [24].

As a common denominator to lump the results of the evaluations of industrial design engineers and end users together, we used constructs from user satisfaction and technology acceptance theories [3]. These theories describe various domains that potentially influence the end user’s attitude towards a system such as information quality, service quality, organizational quality, system quality, end users’ outcome expectations, ease of use, and usefulness of a product.

The aim of this study was to assess whether industrial design engineers in a focus group would address the same issues as end users in a Web-based survey when evaluating a commercial Web-based HRA with tailored feedback. Additionally, we aimed to gain insight into the kinds of issues addressed in the focus group and end-user survey, using constructs of user satisfaction and technology acceptance. This study is a comparison of the yield of two evaluation techniques used as they commonly are in practice, not as a traditional experiment.
Methods

Description of the Web-Based Health Risk Assessment

The focus of this study is on the evaluation of a Web-based HRA program. HRAs collect health-related data that are used to evaluate an individual’s health status and health risks, typically screening for risk factors of chronic diseases and identifying related health behaviors [25]. They can be used to assess average health risks in a group or population or to provide tailored feedback on health risks to individuals in an effort to help them reduce their risks. In the latter case, the primary goal is to prevent high-incidence chronic diseases such as coronary heart disease, cancer, and diabetes. HRAs used in the workplace have shown promising results in the prevention of chronic diseases [25-28]. Nowadays, HRAs are often disseminated via Web-based technology. Web-based HRAs can reach more people, thus facilitating the impact of HRAs on public health [29].

The Web-based HRA with tailored feedback evaluated in this study consisted of four components completed in the following sequence: (1) a Web-based electronic health questionnaire, (2) biometric evaluation, (3) laboratory evaluation, and (4) an individually tailored feedback report based on the results of the first three components provided in a Web-based environment. The aim of the health questionnaire was to capture data on a participant’s health and lifestyle. It consisted of questions concerning sociodemographic variables, family and personal medical history, health complaints, psychological functioning, lifestyle behavior, and perceived health perception. The biometric data that were collected consisted of a participant’s weight, height, waist circumference, and blood pressure measurements. Blood and urine samples were collected by certified health professionals at predetermined sites and analyzed at a lab. All procedures and components of the HRA were exactly the same for both end users and industrial design engineers, except for the way in which participants’ data on weight, height, waist circumference, and blood pressure was collected. The end users’ biometric data was collected at the predetermined sites by certified health professionals at the same time as the blood and urine samples. Industrial design engineers collected this data themselves at home using a toolbox provided by the HRA.

The tailored feedback report was automatically generated by a computerized decision support system (CDSS) after the participant had completed all HRA components in full. The report described the individual’s overall health risk (expressed by a compass metaphor and a four-color system), results on health risks in five categories (behavioral, psychological, physical, personal medical history/family risk, and work-related) distinguished by a color system per category, an explanation of the risks and potential benefits of taking preventive action, and actionable advice for improving a participant’s health. When the participant’s health was “seriously off-track” (the color red), a referral to a health professional was provided for further medical evaluation and treatment. A more extensive description of the HRA, including examples and screenshots, can be found elsewhere [5].

Design and Study Population

The study design is depicted in Figure 1. For the end user evaluation, the HRA was implemented in seven Dutch companies as part of their corporate health management strategy between 2007 and 2008. Employers initiated the HRA by sending invitations to their employees. A single reminder was sent 2 weeks later. These invitations consisted of a description of the HRA and a notification that participation was voluntary, paid for by the employer, all personal data would be treated confidentially, and no results would be shared with their employer or any other party. A Web-based survey was subsequently used to evaluate their experiences with the HRA. Participating employees are referred to as “end users”.

Ten industrial design engineers were recruited via the researchers’ own network to acquire the recommended group size of 6-10 people in focus group research [30]. All invited industrial design engineers had obtained a bachelor’s and master’s degree from the Faculty of Industrial Design Engineering at the Delft University of Technology (DUT) or were finishing such a master’s degree. The bachelor and master programs at the Faculty of Industrial Design Engineering are a mixture of theory concerning various aspects of design and applied design projects in collaboration with the business community. The designers were invited to participate in the same HRA for evaluative purposes in 2009. The invitation included a description of the HRA, the goal of the research, and explained that they were first expected to take part in the HRA as an end user and then jointly evaluate the HRA in a focus group session afterwards. It also explained privacy aspects and that participation was free of charge. We refer to the industrial design engineers as “designers”.

Before conducting the actual evaluation, all survey participants and focus group members participated in the Web-based HRA with tailored feedback as end users. To complete the HRA, only one use scenario is possible. It is therefore unlikely that the two evaluator groups differed in the time spent completing the HRA. No further instructions were given on what aspects of the program to evaluate or focus on during the evaluation because we wanted to evaluate the HRA in the broadest sense and aimed to see what issues both evaluation techniques would yield naturally. End users and designers did not have any experience with this type of program, as the HRA program evaluated in this study is the first in its kind in the Netherlands.
Measurements

End Users

Six weeks after having participated in the HRA, end users received an evaluation questionnaire by email. This two-part questionnaire consisted of a quantitative and a qualitative section. The first part assessed end users’ satisfaction with the HRA and the initiation of health behavior change after participation. In this section, respondents were asked to appraise the different components of the HRA and the overall satisfaction
with the HRA on an ordinal ranking scale. Results concerning end users’ satisfaction with the HRA are reported elsewhere [5]. Participants were also asked whether they initiated health behavior changes after participation and which behaviors they changed. These results are reported in [4].

The current study focuses on the free-text comments in the second part of the questionnaire. This free-text field was preceded by the following text: ‘It’s possible that some things were not contained in the above questions, or that you weren’t able to express these things as you would have liked. If this is the case, please enter them below.’ The outcomes of the detailed analysis of the remarks that were made by end users in this free-text field can be found in [5].

Designers

After completing the HRA as an end user, designers were asked to participate in a focus group discussion. The focus group meeting was led by a moderator and introduced as follows: “I actually want to start with your general impression of the HRA itself, for example how the process works, its strong and weak points. If you already have improvements in mind, you can also mention them.” The entire focus group session was videotaped for evaluative purposes after receiving the participants’ consent and was subsequently transcribed verbatim.

Data Analysis

Qualitative data analysis was aimed at comparing issues addressed in the end-user survey and in the designer focus group. To achieve sufficient reliability, our main goal was to code the remarks made in both evaluations exactly the same. To do so, an iterative coding, grouping and comparison process was applied.

A codebook was constructed to analyze all textual remarks made by end users and designers. This codebook was based on the domains and topics described in Table 1 of the article by Wixom and Todd (p. 88 [3]), which integrates constructs from user satisfaction and technology acceptance theories. These theories were developed to understand and evaluate factors explaining users’ perceptions about information systems to assess actual usage of these systems. We decided to use all topics and domains, rather than the framework of Wixom and Todd [3], to evaluate the HRA in the broadest sense. The codebook was used to analyze all remarks made by end users and designers alike. The final codebook can be found in Multimedia Appendix 1.

The end users’ remarks had already been categorized using the codebook for the study by Vosbergen and Laan et al [5]. In this section, we describe only the methods we applied for qualitative analysis of the transcripts of the focus group session with the designers, since remarks of both the end user and designer group were analyzed in exactly the same way. At the start of the analysis, the codebook contained all domains and topics described in Table 1 of Wixom and Todd [3]. During analysis, interpretations of these domains and topics were specified to the HRA. Two researchers (SV and EL) independently categorized remarks according to the following topic schemes: (1) the component of the HRA addressed, (2) the domain and topic from the codebook, and (3) whether the remark was positive, negative, neutral, or a recommendation. Based on these topic schemes, the remarks in the transcripts were divided into individual remarks during coding. For example, if a designer’s remark was about both the electronic health questionnaire and the feedback report, it was divided into two separate remarks. If the remaining part of the transcript covered another topic from the codebook, the remarks in the transcript were divided again based on these topics.

End user and designer remarks were categorized in an iterative process, in which independent coding by the two researchers was alternated with consensus meetings. These meetings were aimed at resolving discrepancies so that remarks of end users and designers would be coded exactly the same. During these meetings, consensus was sought by comparing and discussing the individual codes assigned to every text excerpt until all discrepancies were solved and the categorizations and interpretation of the codebook were exactly the same. If consensus could not be reached, a third researcher (NP for end users, GM for designers) resolved the disagreement. After every change in interpretation of the codebook or in categorization of the remarks, all previously categorized data was checked for consistency with the decisions made during the preceding meeting. There were no remarks that did not pertain to any of the domains of the original codebook. If a remark did not pertain to one of the topics within the original codebook, a topic from another domain was considered or an appropriate new topic was added to the codebook. Adding a (new) topic to the codebook was always done in mutual agreement during a consensus meeting. The topics that were copied or added can be found in Multimedia Appendix 1.

Different remarks may or may not address the same issue. To identify the set of unique issues that were addressed, remarks that were syntactically different but semantically similar, meaning that they addressed the same issue, were grouped together. This was done in a bottom-up fashion. Initially, all remarks were viewed as singleton groups (ie, containing a single remark). Subsequently, groups of remarks addressing the same issue were joined. This was done recursively until all groups addressed different issues. For example, all remarks about printing the HRA’s feedback report (eg, “Too bad the results can’t be printed out so you can read through them at a time and place of your choosing”, “Can’t print out recommendations for healthier eating, a real pity...”) were placed in one group. Remarks that had been categorized with different domains or topics were never merged into a single group, unless the coding was found to be inconsistent during the grouping process (see below). Remarks that had been categorized with the same domain and topic could be merged into one group, but only if they addressed the same issue. The grouping was performed separately for remarks made by end users and remarks made by designers.

Remarks about the procedures for collecting biometric data measurements were omitted from the dataset prior to analysis because they could not be compared due to differences between end users and designers. The grouping of equivalent remarks was performed by one researcher (GM). As remarks that had been categorized with different domains or topics were assumed never to be equivalent, combinations were first sought within
topics. As a reliability check on the categorization of the data, combinations were then sought within domains, and finally across domains (ie, within the topics from user satisfaction and technology acceptance theories). If an inconsistency was found, then discrepancies were resolved in a consensus meeting with three researchers (GM, EL, SV). After this process was completed, 2 researchers (EL and SV) independently assessed the resulting groups of remarks, followed by a consensus meeting to resolve discrepancies. For each of the final groups, one remark was chosen that best portrayed the issue addressed by the group. This representative remark is given to illustrate the qualitative results. Finally, the issues identified in the end-user survey and designer focus group were compared qualitatively on equivalency in the same manner as described previously for the grouping process.

Results

Study Population

Figure 1 depicts the flow of the participants through the study and the number of resulting remarks and issues for both groups. End user response to the evaluation questionnaire was 27.8% (637/2289 participants in the HRA); 29.6% (189/637) of those end users made one or more remarks in the free-text field. Participants were mainly male (386/637, 60.6%) and an average age of 46.49 years (SD 8.76); 36.1% of these participants were aged 50 or older. 48.2% (307/637) of participants had a high education level, 30.0% (191/637) an intermediate education level, and 21.8% (139/637) had a low education level. Except for age, there were no significant differences in sociodemographics between respondents who made remarks in the free-text field compared to those who did not. Respondents who made remarks were nearly 2 years older (mean 47.8, SD 8.1 years) than those who did not make remarks (mean 45.9, SD 9.0 years). More information on end users’ backgrounds and responses to the evaluation questionnaire is available in Vosbergen and Laan et al [5].

Furthermore, a total of 6/10 recruited designers participated in the focus group. Of those, 5 obtained their master’s degree in the 12 months before the start of the study and the other was in the final phase of obtaining a master’s degree. One designer obtained a degree in Strategic Product Design (corporate strategy and opportunities to develop sound product development portfolios), 4 obtained a degree in Design for Interaction (the way in which people interact with products; designing products appropriate to users’ needs and expectations), and one was finishing the master curriculum Integrated Product Design (systematic approach of product design; designing innovative products and service combinations). Four of the designers had gained experience with either product design, product evaluation research, or sales and project management in a company during their studies.

Four of the six designers completed all steps of the HRA within 1 month. The other 2 were unable to complete the HRA before the focus group session due to time limitations (n=1) and fear of the needles used to collect the blood sample (n=1). Both designers, however, did complete all steps in the HRA; however, they did not receive their own risk profile and recommendations but received a fictitious health risk profile and fictitious health recommendations instead to be able to complete the evaluation. The designers’ focus group session lasted around 3.5 hours.

Issues Identified in the End-User Survey and Designer Focus Group

Methods

After omitting the remarks about the approach used to collect biometric data, categorization of the free-text field and transcripts resulted in 294 remarks made by end users and 337 remarks made by designers. Grouping together similar remarks revealed 137 unique issues addressed by end users only, 148 unique issues addressed by designers only, and 10 unique issues addressed by both. Representative remarks of the issues that were addressed by both evaluators are found in Multimedia Appendix 2.

Table 1 lists the results of the systematic comparison of the issues identified in the end-user survey and in the designer focus group. In both evaluations all domains were relevant, but some topics were addressed in only one of the evaluations or were not relevant at all (see Multimedia Appendix 1). There were also topics that were addressed in both evaluations, but comparison of the associated issues showed that the nature of these issues were often dissimilar. Below, we first provide a high-level overview of the similarities and differences in issues identified in the evaluations for each of the user satisfaction and technology acceptance domains. Then we provide a more detailed description of these similarities and differences, using representative remarks to illustrate the findings.
Table 1. Numbers of unique issues addressed in the end-user survey and in the designer focus group, categorized using constructs of user satisfaction and technology acceptance.

<table>
<thead>
<tr>
<th>Domain and topic</th>
<th>Total number of issues addressed by end users or designers, n</th>
<th>Issues addressed by end users, n</th>
<th>Issues addressed by designers, n</th>
<th>Issues identified by both groups, n</th>
<th>Percentage of issues in this domain made by both groups, % (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ease of use</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>11.1 (2/18)</td>
</tr>
<tr>
<td>Easy to use</td>
<td>18 11 7</td>
<td>10 9 1</td>
<td>2</td>
<td>10 4 6</td>
<td>5.2 (4/77)</td>
</tr>
<tr>
<td>User-friendly</td>
<td>7</td>
<td>1</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Information quality</td>
<td>77 27 3</td>
<td>54 7 2</td>
<td>4</td>
<td>77 4 2</td>
<td>1.8 (1/54)</td>
</tr>
<tr>
<td>Accuracy</td>
<td>7 7 3</td>
<td>1 1 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completeness</td>
<td>18 7 3</td>
<td>12 7 2</td>
<td>1</td>
<td>18 7 2</td>
<td></td>
</tr>
<tr>
<td>Format</td>
<td>39 9 3</td>
<td>32 9 2</td>
<td>2</td>
<td>39 9 2</td>
<td></td>
</tr>
<tr>
<td>Language</td>
<td>3 2</td>
<td>1 1</td>
<td>0</td>
<td>3 2</td>
<td></td>
</tr>
<tr>
<td>Precision</td>
<td>7 1</td>
<td>6 1</td>
<td>0</td>
<td>7 1</td>
<td></td>
</tr>
<tr>
<td>Volume</td>
<td>3 1</td>
<td>2 1</td>
<td>0</td>
<td>3 1</td>
<td></td>
</tr>
<tr>
<td>Organizational factors</td>
<td>54 14 3</td>
<td>41 14 3</td>
<td>1</td>
<td>54 14 3</td>
<td>3.3 (1/30)</td>
</tr>
<tr>
<td>Communication</td>
<td>28 2</td>
<td>26 2</td>
<td>0</td>
<td>28 2</td>
<td></td>
</tr>
<tr>
<td>Organizational competition</td>
<td>5 5</td>
<td>0 0</td>
<td>0</td>
<td>5 5</td>
<td></td>
</tr>
<tr>
<td>Documentation</td>
<td>2 0</td>
<td>2 0</td>
<td>0</td>
<td>2 0</td>
<td></td>
</tr>
<tr>
<td>Error recovery</td>
<td>5 4</td>
<td>1 0</td>
<td>0</td>
<td>5 4</td>
<td></td>
</tr>
<tr>
<td>Management</td>
<td>8 0</td>
<td>8 0</td>
<td>0</td>
<td>8 0</td>
<td></td>
</tr>
<tr>
<td>Data security</td>
<td>5 2</td>
<td>4 1</td>
<td>1</td>
<td>5 2</td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>1 1</td>
<td>0 0</td>
<td>0</td>
<td>1 1</td>
<td></td>
</tr>
<tr>
<td>Outcome expectations</td>
<td>30 26 3</td>
<td>5 1</td>
<td>1</td>
<td>30 26 3</td>
<td>3.7 (2/54)</td>
</tr>
<tr>
<td>Accuracy</td>
<td>3 3</td>
<td>0 0</td>
<td>0</td>
<td>3 3</td>
<td></td>
</tr>
<tr>
<td>Confidence in the system</td>
<td>8 8</td>
<td>1 1</td>
<td>1</td>
<td>8 8</td>
<td></td>
</tr>
<tr>
<td>Feeling of control</td>
<td>3 3</td>
<td>0 0</td>
<td>0</td>
<td>3 3</td>
<td></td>
</tr>
<tr>
<td>Expectations</td>
<td>13 11</td>
<td>2 0</td>
<td>0</td>
<td>13 11</td>
<td></td>
</tr>
<tr>
<td>Health effects</td>
<td>3 1</td>
<td>2 0</td>
<td>0</td>
<td>3 1</td>
<td></td>
</tr>
<tr>
<td>Service quality</td>
<td>54 34 3</td>
<td>22 17 2</td>
<td>2</td>
<td>54 34 3</td>
<td></td>
</tr>
<tr>
<td>Attitude</td>
<td>1 0</td>
<td>1 0</td>
<td>0</td>
<td>1 0</td>
<td></td>
</tr>
<tr>
<td>Communication with program staff</td>
<td>5 4</td>
<td>1 1</td>
<td>0</td>
<td>5 4</td>
<td></td>
</tr>
<tr>
<td>Means of input for the HRA</td>
<td>23 10</td>
<td>14 1</td>
<td>1</td>
<td>23 10</td>
<td></td>
</tr>
<tr>
<td>Processing of change requests</td>
<td>4 4</td>
<td>0 0</td>
<td>0</td>
<td>4 4</td>
<td></td>
</tr>
<tr>
<td>Relationship with program staff</td>
<td>2 2</td>
<td>1 1</td>
<td>1</td>
<td>2 2</td>
<td></td>
</tr>
<tr>
<td>Response time</td>
<td>1 0</td>
<td>1 0</td>
<td>0</td>
<td>1 0</td>
<td></td>
</tr>
<tr>
<td>Schedule of products or services</td>
<td>11 8</td>
<td>3 0</td>
<td>0</td>
<td>11 8</td>
<td></td>
</tr>
<tr>
<td>Staff support</td>
<td>1 1</td>
<td>0 0</td>
<td>0</td>
<td>1 1</td>
<td></td>
</tr>
<tr>
<td>Technical competence of program staff</td>
<td>6 5</td>
<td>1 0</td>
<td>0</td>
<td>6 5</td>
<td></td>
</tr>
<tr>
<td>System quality</td>
<td>27 10</td>
<td>17 0</td>
<td>0</td>
<td>27 10</td>
<td>0.0 (0/27)</td>
</tr>
</tbody>
</table>
Overview of Similarities and Differences per Domain

Issues identified by designers concerning “ease of use” mostly focused on the user friendliness of the system and possible improvements, while those of end users were merely focused on practical issues that were encountered (eg, not being able to print the feedback). Twice as many issues were addressed by designers compared to end users concerning “quality of information”. The majority of these issues addressed by designers focused on information completeness and on the format of information throughout the HRA. End user issues regarding these topics focused on accuracy of the information provided by the HRA. Within the “organizational factors” domain, most of the issues brought up by designers concerned availability of accurate information about the HRA before actually using it. They discussed various aspects of how to motivate potential participants to use the program (eg, Table 2, remark d5). Conversely, within the “outcome expectations” domain, five times more issues were addressed by end users. These remarks mainly concerned the fit of the system to their prior expectations and perceived reliability of the HRA's feedback. In the “service quality” domain, both groups identified a similar amount of issues (34 for end users, 22 for designers); however, only two issues were addressed by both groups. A majority of the issues identified by designers categorized under this domain focused on methods and data collection tools used to deliver the different components of the HRA and how these related to usefulness of the system (eg, Table 2, remark d6). End users also remarked on the methods and data collection tools used, but only one of those issues overlapped with those of designers. Furthermore, the issues identified by end users covered more topics within this domain. Within the “system quality” domain, a few issues were addressed by both groups for every topic. The eleven designer issues that concerned various aspects of the system’s efficiency domain, however, stand out within this domain. Finally, end users brought up at least 2.5 times more issues in the “usefulness” domain. They focused mainly on the extent to which the HRA actually helped them solve their health problems (eg, Table 2, remark e8).
Table 2. Examples of end-users’ remarks and designers’ remarks to illustrate the differences in yield of the two evaluation methods.

<table>
<thead>
<tr>
<th>End-user remark</th>
<th>Designer remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Remark e1 After receiving the results, I didn’t really understand the feedback.</td>
<td>Remark d1 Just explain that there is one way to complete things. People should just...you just have to guide them, because that’s the most useful.</td>
</tr>
<tr>
<td>I got the advice to eat healthier. I actually already started eating healthier</td>
<td>It’s also the most efficient. (Information quality/Completeness)</td>
</tr>
<tr>
<td>food some time ago (and I have indicated this in the question-</td>
<td>Remark d2 What you can also do, you have those five or six subjects in the feedback report, you can also have a compass per health subject.</td>
</tr>
<tr>
<td>naire). Still I received this advice, but I wouldn’t know what else to do.</td>
<td>Because then you’ll see a compass at the left top, this compass does this (mimics a compass pointer): for this subject you go wrong and for this</td>
</tr>
<tr>
<td>(Information quality/Completeness)</td>
<td>one you go well. (Information quality/Format)</td>
</tr>
<tr>
<td>Remark e2 My general practitioner was really unsatisfied with how the HRA</td>
<td>Remark d3 Make it a little bit more personal, instead of relating it to some kind of standard. Because now you get: this is healthy, this is you,</td>
</tr>
<tr>
<td>works, there is no explanation given about what has been tested</td>
<td>fail in this, or you fail on that. But just say something like: This is personal, this is what you are now, and this is what you could do, this, that, et cetera.</td>
</tr>
<tr>
<td>precisely et cetera. Due to these results, there have been, according to my</td>
<td>Instead of, relating it to the mass, you are wrong here and there and there. (Information quality/Format)</td>
</tr>
<tr>
<td>general practitioner, needless blood tests via STAR. (Information</td>
<td>Remark d4 If I were to do it, I would just like my house style to be consistent. (Organizational factors/Communication)</td>
</tr>
<tr>
<td>quality/Accuracy)</td>
<td>Remark d5 You have to get someone excited, so you can say that it is a gift to the people. [...] And that you, for example, mention somewhere:</td>
</tr>
<tr>
<td>Remark e3 The feedback report of the HRA got across “fiercer” on me</td>
<td>this package costs X euro, but the government and the employer believe it is important that...Just a story that they know that it is no garbage, but</td>
</tr>
<tr>
<td>than it was in fact. It is a good realization and certainly a good</td>
<td>that it is actually really valuable and that they get it for free. (Organizational factors/Communication)</td>
</tr>
<tr>
<td>provocati on to take action. Nevertheless, I had preferred a few things to be expressed</td>
<td>Remark d6 That’s when I thought, I will first fill in the questionnaire before I set to work with measuring my blood pressure. Or was it that I</td>
</tr>
<tr>
<td>more subtle. (Information quality/Format)</td>
<td>first waited for the lab box, I don’t know anymore. I first want to have everything, you know, to get an overview of what I have to do. (Service</td>
</tr>
<tr>
<td>Remark e4 The feedback report is clear, but I am wondering whether one</td>
<td>quality(Means of input for the HRA)</td>
</tr>
<tr>
<td>can conclude from these limited tests how healthy I live and what my</td>
<td>Remark d7 With the card you can activate your account and you also have to use the card to perform your measurements (has the card in his hands).</td>
</tr>
<tr>
<td>physical condition is. (Outcome expectations/Confidence)</td>
<td>Everything you do is stored on your card and if you log in with the card, your data will automatically be stored on the website, on your account.</td>
</tr>
<tr>
<td>Remark e5 I realize you want the phrasing of the questions to be as clear</td>
<td>And the parameters, the outcomes of the blood tests are eventually also stored on your card and with this card you can go to the general practitioner</td>
</tr>
<tr>
<td>as possible. In a number of cases, the answers are oversimplified. The actual</td>
<td>and he explains to you what to do. (Service quality/Means of input for the HRA)</td>
</tr>
<tr>
<td>situation is sometimes far removed from the possible answers and consequently</td>
<td>Remark d8 You can immediately register at the Internet. You immediately receive a login, so you can immediately fill in the questionnaire and only</td>
</tr>
<tr>
<td>the results also give a different (more negative) picture.</td>
<td>if you have completed the questionnaire you receive the home measurement tools. (System quality/Efficient)</td>
</tr>
<tr>
<td>(Outcome expectations/Feeling of control)</td>
<td>Remark d9 It is ideal to just, as an employee, so to speak not with your Christmas box, but...So you get it from your employer, you think: ‘Hey</td>
</tr>
<tr>
<td>Remark e6 The examination does not have any relation to my work activi-</td>
<td>that employer has exerted himself, it is a subsidized thing.’ I really think it is a good cause. (Usefulness/Relevance)</td>
</tr>
<tr>
<td>ties. Work-related problems/complaints are insufficiently covered because</td>
<td>Statements: “Because all communication is written (in other words,</td>
</tr>
<tr>
<td>of this. (Outcome expectations/expectations).</td>
<td>to interpret the results would have been given: “What is required is that you get a printout of all the recommendations along with the referrals to a site or individual. Along the lines of, what is good, what isn’t, and what does it actually mean?” [Designer</td>
</tr>
<tr>
<td>Remark e7 During a face-to-face talk you could have given a lot more infor-</td>
<td>#4, Information quality/Completeness]</td>
</tr>
<tr>
<td>mation and clarified things, and also have had a more thorough physical</td>
<td>Some also indicated that the feedback was not communicated in a way that optimally motivated them to change their lifestyle behavior: “Because all communication is written (in other words,</td>
</tr>
<tr>
<td>examination. (Service quality/Means of input for the HRA)</td>
<td>to interpret the results would have been given: “What is required is that you get a printout of all the recommendations along with the referrals to a site or individual. Along the lines of, what is good, what isn’t, and what does it actually mean?” [Designer</td>
</tr>
<tr>
<td>Remark e8 I don’t think everybody needs to have an HRA. It upsets people</td>
<td>#4, Information quality/Completeness]</td>
</tr>
<tr>
<td>more than anything else and doesn’t give any guarantees at all. It’s useful</td>
<td>Some also indicated that the feedback was not communicated in a way that optimally motivated them to change their lifestyle behavior: “Because all communication is written (in other words,</td>
</tr>
<tr>
<td>for (hereditary) diseases in the family. The question remains as to whether</td>
<td>to interpret the results would have been given: “What is required is that you get a printout of all the recommendations along with the referrals to a site or individual. Along the lines of, what is good, what isn’t, and what does it actually mean?” [Designer</td>
</tr>
<tr>
<td>this should be done through the employer. (Usefulness/Relevance)</td>
<td>#4, Information quality/Completeness]</td>
</tr>
<tr>
<td>Remark e9 Loss of time, drawing conclusions based on length, weight</td>
<td>Remarks: “Because all communication is written (in other words,</td>
</tr>
<tr>
<td>and a few simple Internet-based questions. (Usefulness/Usefulness)</td>
<td>to interpret the results would have been given: “What is required is that you get a printout of all the recommendations along with the referrals to a site or individual. Along the lines of, what is good, what isn’t, and what does it actually mean?” [Designer</td>
</tr>
<tr>
<td>Remark e10 A polyp has been removed from my intestines on two different</td>
<td>#4, Information quality/Completeness]</td>
</tr>
<tr>
<td>occasions. According to the specialist, one of these would certainly have</td>
<td>Some also indicated that the feedback was not communicated in a way that optimally motivated them to change their lifestyle behavior: “Because all communication is written (in other words,</td>
</tr>
<tr>
<td>become malignant. (Usefulness/Usefulness)</td>
<td>to interpret the results would have been given: “What is required is that you get a printout of all the recommendations along with the referrals to a site or individual. Along the lines of, what is good, what isn’t, and what does it actually mean?” [Designer</td>
</tr>
</tbody>
</table>

**Similarities**

Issues that were found to be similar for both evaluator groups mainly focused on the feedback report provided by the HRA and on various aspects of using the Web-based part of the system. Both groups had some comments on the presentation and communication of the feedback report. They remarked that risk categories and recommendations mentioned in the feedback report could be clearer if a more extensive explanation on how
in the system), it’s easy to disregard any potential recommendations” [End user, female, age 56, Information quality/Format] and “No, but the results also didn’t really provide the motivation to go into them at length” [Designer #6, Information quality/Format].

Some respondents of both groups also felt that the feedback was not inferred from both the answers to the questions and the biometric data, but merely represented their answers to the questionnaire: “Results are based on the answers that are filled in, and not on blood and urine tests” [End user, female, age 31, Outcome expectations/Confidence in the system]. Some end users added that if the HRA was more transparent about the origin of the results (eg, the data and evidence that led to these particular results), this could mitigate these problems. This suggestion was not made by designers.

**Differences**

Table 2 provides some examples of remarks to illustrate differences in yield of the two evaluation methods; a more comprehensive overview can be found in Multimedia Appendix 3. Within the “information quality” domain, designers mainly discussed how health risks and recommendations were displayed. The designers had extensive discussions on various design choices, like the choice of the compass metaphor for displaying the overall health risk of an individual. They found that if a metaphor is used, it should be used throughout the entire system and not just for displaying a single aspect (eg, remark d2). End users also commented on the use of the metaphor, but because they found the feedback displayed through use of the compass too alarming (eg, remark e3). Furthermore, designers also had discussions on ways to clarify the feedback report and present it in a way that might better motivate users to change their health behavior (eg, remark d3).

Both end users and designers addressed issues concerning the information completeness. End users remarked that they felt that the clarification of the values of the blood tests performed, of what to do with the feedback received (eg, remark e1), and the clarification of the tests performed to the general practitioner was unsatisfactory (eg, remark e2). In contrast to end users, designers’ discussions mainly focused on the lack of guidance while completing the various HRA components (eg, health questionnaire, biometric measurements). They felt it was not clear enough in which order these components should be completed. They proposed explaining the single path for completing the entire program in a clear-cut way (remark d1).

The sequence of HRA components was further discussed in terms of efficiency (System quality/Efficiency). Designers indicated that because it was not possible to continue with another HRA component without completing the previous component and because the order of components was not clear, the process was not efficient and would therefore be a barrier for participants to complete the HRA (eg, remark d8). The designers also noted problems with the presentation of the health risks and feedback and discussed potential improvements extensively (eg, remark d3). The end users also identified issues concerning the presentation but added that the feedback report could have contained more practical advice (eg, remark e3).

Within the “organizational factors” domain, designers focused on the “look and feel” of the entire HRA from a marketing perspective, including both the Web-based aspects as well as pamphlets and other materials provided with the HRA. They were both impressed by some aspects of the HRA and disappointed by others. For example, they were impressed by the use of colors but disappointed by the use of stock photos within the Web-based environment. They also discussed the style of the various HRA components and recommended the use of a more consistent house style throughout the components (eg, remark d4).

End users, on the other hand, identified many more issues in the “outcome expectations” domain, which focused particularly on the ways in which the HRA met their expectations (eg, remark e6) and the confidence they had in the system (eg, remark e4). They felt they were unable to enter all the information they deemed necessary to generate the HRA feedback. Some mentioned that the questionnaire was not sufficiently tailored to their personal situations. End users were concerned that this affected the reliability of the provided health risk profile and feedback (eg, remark e5). Consequently, some end users had the desire to consult a health professional and have the opportunity to provide the aforementioned details during a conversation.

Remarks about the need for a clinical follow-up appointment also appeared in the “service quality” domain. In this domain, both end users and designers identified issues about the methods and data collection tools used in the HRA. Some end users wanted a follow-up appointment to discuss the results with a clinician and expected there would be more physical tests in the HRA (Service quality/Means of input for the HRA). In general, these end users preferred a more personal approach and the opportunity to clarify particular aspects of their health (eg, remark e7).

In contrast, designers focused mainly on exploring the opportunities for the future of HRAs with new means of performing the process of assessing one’s health risks and giving feedback. New input methods ranged from the possibilities of having all data and feedback stored on one medical chip card to a lab inside a bus that allows end users to do all biometric tests close to home (eg, remark d7).

In the “usefulness” domain, a clear difference was seen in the type of issues identified by both groups concerning the relevance of the HRA. On one hand, designers were positive and thought that providing the HRA to this population was a good way of addressing health prevention options (eg, remark d9). On the other hand, some end users doubted the relevance for various personal reasons, and some also doubted its usefulness for the population as a whole (eg, remark e8).

Issues about the HRA’s usefulness were mainly identified by end users; they formulated those with either with positive or skeptical remarks. For example, positive remarks made by end users showed that they were satisfied because the HRA had brought a serious health problem to light (eg, remark e10) or because they were happy to have their good health confirmed. Skeptical participants indicated they felt the HRA was of limited...
value because the feedback presented only what they could have come up with themselves (eg, remark e9).

Discussion

Key Contributions

In this study, we assessed the output of a professional review by designers in a focus group compared to that of an end-user survey of a Web-based HRA with tailored feedback. Designers in their focus group identified 10 out of the 137 issues (7%) addressed by end users in their survey and brought to light many new issues.

To our knowledge, no previous studies have investigated whether designers in focus groups bring up similar issues as end-user surveys after participating in the same intervention. Despite designers’ full participation in the HRA as end users, our results show tendencies similar to studies in the fields of usability evaluation and text evaluation that compare the output of expert versus end user evaluations and the different methodologies applied [8,11,13]. The 7% overlap in the issues addressed in the evaluations of our study is, however, even lower than the 10-50% overlap found in these studies [8,11]. In their review of document evaluation methods, de Jong and Schellens [8] concluded that in expert evaluations many new issues are reported and that for expert evaluators the feedback of real readers often contains many surprising insights. The results of our study are in line with this conclusion.

The use of qualitative methods in this study provided insight into experiences of end users and designers. By analyzing their remarks using constructs of widely used theories on user satisfaction and technology acceptance, we were not only able to find that issues addressed by designers were dissimilar to those expressed in the end-user survey, but also to analyze differences in the nature of remarks made by both groups and pinpoint precisely which aspects of the intervention these differences pertain to. The analysis of these differences showed that although in both evaluations all high-level domains from the field of user satisfaction and technology acceptance were addressed, several lower-level topics were addressed in only one of the evaluations. When lower-level topics were addressed in both evaluations, often the nature of the associated remarks was different.

The differences in issues addressed show that end-user surveys should not be substituted for professional review in a focus group, despite the fact that both groups took on roles as HRA participants. On one hand, end-user surveys in the evaluation of HRAs give insight into immediate, practical opportunities for improvement, its perceived usefulness, and into whether the HRA meets or could be optimized to meet their expectations and enhance its adoption. These findings are in contrast with those of Lai [31] and of Lathan et al [32]. Lai found that end users were focused on system access and navigation, while we did not. Lathan et al found that end users were interested in their ability to use the system efficiently and effectively [32]. These differences in study results might be explained by the different foci of research (eg, research on system usability versus research on system acceptance and satisfaction) and suggest that the kind of evaluation method chosen greatly influences the kinds of issues an evaluation yields. Smilowitz et al concluded that nonexpert evaluations in real-life settings may uncover unforeseen problems introduced when the program is used [33]. Similarly, we observed various problems that affected end users’ perception of the system that were not discussed by designers. For example, the fact that confidence in the system is of major importance for the decision to implement health behavior recommendations could be deduced from answers by end users but was not discussed by designers. This and similar examples highlight the value of performing evaluations with end users in real-life settings to tackle unforeseen problems and that those problems cannot be found with designer focus groups.

On the other hand, designer focus groups yield insight into various aspects of proper design, and issues about the HRA’s user friendliness, efficiency, the display and completeness of the provided information, and organizational factors potentially impacting its adoption. Their discussion mainly focused on how the HRA can be improved in a broad variety of aspects (ie, idea generation) such as possibilities for (re)design, marketing, and cost reduction, and its dissemination, while they presumed the usefulness of the innovation in general (ie, it is a good cause, it should be presented as a present). The fact that the designers emphasized the efficiency of the HRA contrasts with findings from Lathan’s study, which suggested that end users are more interested in their ability to use the system efficiently and effectively [32]. Our results are similar to those of Lai, who reported that experts tend to focus on information design [31]. In summary, the key difference between end-user surveys and designer focus groups is as follows. End users report on immediate experiences with problems and not their causes. In contrast, designers in focus groups discuss how to solve problems that have been encountered and formulate additional requirements for improving the HRA’s design. This difference was illustrated by how remarks by end users and designers were formulated. For example, end users formulated their remarks more like “I thought the feedback was…I would prefer...”, while designers formulated the same issue as end users as “the feedback should be presented so that…”

The implication of our study is that HRA evaluation can be performed only with end-user surveys, or with a combination of both end-user surveys and designer focus groups, and the choice should depend on the focus of the evaluation. Among the most significant advantages of evaluating HRAs by means of end-user surveys are their potentially wide reach, their low cost, that they provide the opportunity to quickly determine the perspectives of end users, and that they can be used periodically for comparisons over time. However, they often have low response rates and associated risks of bias and do not allow participants to elaborate on the issues addressed. Adding professional reviews with focus groups to the evaluation is a choice that depends on the information needed for optimization of the innovation and the available resources. This method is easy to administer and is a relatively quick and low-cost method for obtaining information about potential attitudes and experiences of participants. The data analysis, however, is often time consuming and the quality of the data collection is in part dependent on the skills of the research team performing the
focus group. Combining both end-user surveys and designer focus groups in HRA evaluations might enhance its adoption and design, as both evaluations resulted in a different focus within a theoretical framework that has previously been shown to be useful in understanding system impact and actual usage behavior [3,34]. Whether this actually enhances adoption must be proven in future studies.

Limitations

Various points for improving the HRA were identified from the issues addressed by end users and designers. However, from our study we are unable to determine whether the issues addressed in the designer focus group are valid nor how important they are. To explore this, these issues could be presented to end users to assess whether these issues actually influence utility and acceptance of the HRA. The added value of using one or both of the evaluation methods could be explored by implementing the suggested improvements in the HRA and studying the rates of adoption. It may also be useful to investigate whether some form of cross-fertilization is possible or whether the performance of designer focus groups can be enhanced by training.

The conditions of the two evaluation methods that were compared differed in various aspects from each other. The methods differed in the composition of the evaluator group, evaluation technique, and in the instructions given to the two groups in the evaluation. Therefore we are unable to comment on the causes of the differences found in the yield of both evaluations. Additionally, varying aspects of the evaluation techniques applied might provide different results. However, the goal was to compare the yield of the two methods in the way they are commonly used in practice to inform the optimization of new health technology innovations post-implementation. Our goal was not to compare them in a traditional experiment that aims to control these types of variations through methodology.

Although the designers in the focus group were specialized in different areas of design engineering, the study sample was essentially monodisciplinary. A group with varying disciplinary backgrounds might have delivered more comprehensive answers and shown different results. However, a disadvantage of multidisciplinary groups is that they might not speak the same language. Further research into evaluating HRAs post-implementation with a more multidisciplinary group might, however, prove valuable.

Another shortcoming of our study is the fact that the response rate to the free-text field was low when compared to other satisfaction surveys [35,36]. The explanation is likely that filling in the free-text field requires additional time and effort. Respondents had already filled in the structured part of the evaluation questionnaire, and they may have felt that this already covered all of their remarks on the HRA. Also, end users in the survey could have interpreted the question preceding the open-text field in two different ways, that is, as an invitation to comment on the HRA in general or on the survey itself. However, qualitative analysis of the end user remarks showed that most end users interpreted the question as an invitation to comment on the HRA in general; only 2.9% of the remarks were about the survey itself. Nevertheless, we cannot ignore that specific groups of end users left the free-text field blank.

Finally, categorization of the designers’ remarks was performed after all end user responses had already been categorized, rather than doing this simultaneously. However, this should not have influenced the interpretation of their remarks, as we kept going back to the data of both end users and designers in our iterative process if changes were made in our categorization or framework. Subsequently, 1 researcher rather than 2 researchers grouped together identical issues and systematically compared the issues identified by end users and designers to limit the workload. However, 2 researchers independently assessed these final issues and made changes where necessary. These 2 researchers validated the comparison of issues revealed by the end-user survey and designer focus group.

Conclusions

Most post-implementation evaluations of health promotion programs, including eHealth applications, are performed with end users. In this study, professional review by a focus group of industrial designers of a Web-based HRA proved that this type of evaluation mainly yields new issues when compared to the feedback provided by end users in a Web-based survey. The end-user survey gave insight into the extent to which expectations and needs of users were met and suggested how the HRA could be improved to enhance its adoption in practice. Designers in the focus group gave more constructive criticism and provided recommendations to improve the HRA design and its marketing. They focused not only on potential problems but also made suggestions for (re)design, marketing, costs, and opportunities for future HRAs. We recommend that end-user surveys not be substituted for professional review in a focus group. Instead a combination of both methods in the evaluation of HRAs and other health promotion programs may prove more advantageous.
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Abstract

Background: Web-based approaches are an effective and convenient medium to deliver eHealth interventions. However, few studies have attempted to evaluate the accuracy of online self-reported weight, and only one has assessed the accuracy of online self-reported height and body mass index (BMI).

Objective: This study aimed to validate online self-reported height, weight, and calculated BMI against objectively measured data in young Australian adults.

Methods: Participants aged 18-35 years were recruited via advertisements on social media sites and reported their current height and weight as part of an online survey. They then subsequently had the same measures objectively assessed by a trained researcher.

Results: Self-reported height was significantly overestimated by a mean of 1.36 cm (SD 1.93; P<.001), while self-reported weight was significantly underestimated by –0.55 kg (SD 2.03; P<.001). Calculated BMI was also underestimated by –0.56 kg/m² (SD 0.08; P<.001). The discrepancy in reporting resulted in the misclassification of the BMI category of three participants. Measured and self-reported data were strongly positively correlated (height: r=.98, weight: r=.99, BMI: r=.99; P<.001). When accuracy was evaluated by BMI category and gender, weight remained significantly underreported by females (P=.002) and overweight/obese participants (P=.02).

Conclusions: There was moderate to high agreement between self-reported and measured anthropometric data. Findings suggest that online self-reported height and weight can be a valid method of collecting anthropometric data.

(J Med Internet Res 2014;16(1):e4) doi:10.2196/jmir.2909
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Introduction

Web-based approaches are becoming an increasingly popular and effective medium to collect epidemiological data and deliver eHealth interventions [1,2]. Web-based delivery is more cost effective than face-to-face interaction [3], can improve access to services for those in rural and remote locations, and allows provider contact with a large number of people simultaneously [4]. Online data collection and delivery of programs is also convenient with materials accessible at any time online, allowing for participation at times that are more opportune or outside regular hours [5].
To be effective, data that are self-reported via eHealth studies need to be reliable and accurate so that a participant’s health status can be assessed and progress can be monitored. Discrepancies between measured and self-reported anthropometric data can lead to a misclassification of weight status and can thus affect assessment of participant health. Therefore the validation of self-reported Web-based data is essential.

Previous research indicates that a variety of factors including gender, age, and body mass index (BMI) can affect the accuracy of paper-based and interview-based self-reported anthropometric data [6,7]. There is a tendency for height to be overestimated and weight and BMI to be underestimated [8-12]. This leads to a subsequent misclassification of BMI category as a result of misreported anthropometric data [7,8,13], which is significant given that BMI is a commonly used indicator of health status in epidemiological research. Given that these differences exist, it is likely that similar differences may exist between online self-report and measured data; however to date, the latter has not been well explored.

Self-reported data are subject to influence by factors including social desirability and mode of data collection, leading to estimation bias of anthropometric data [14]. Social norms to conform to a certain body ideal can affect reporting of anthropometric data [15], with one study reporting the classification of more individuals as obese in face-to-face interviews compared to via telephone interviews [16]. Mail-in surveys are associated with more accurate reporting of anthropometric data because participants are not as likely to be affected by the social pressures associated with data collection via interview. Similar to mail-in surveys, it may be assumed that the anonymity of Web-based data collection may result in more accurate self-reporting compared to face-to-face and telephone interviews. However, in a study conducted by Lassalle et al [17], reporting bias of Web-based self-reported anthropometric data was similar to that observed in face-to-face interviews. Therefore, the level of reporting bias associated with Web-based self-reporting of anthropometric data must be studied to determine its accuracy and appropriateness as a method of data collection.

To the authors’ knowledge, very few studies have assessed online self-reported data. One study that recruited adult participants (N=2513) found significant underreporting of online self-reported weight by –0.49 kg and overreporting of online self-reported height by 0.56 cm. This resulted in the significant underreporting of BMI in the study (P<.05). In addition, Bonn et al found significant underreporting of weight (mean difference -1.2 kg, SD 2.6), although they validated online self-reported weight alone [18] without validating online self-reported height or BMI. Similarly, a study conducted by Harvey-Berino [3] found significant underreporting of weight (mean difference -0.86 kg). However, this study was set in the context of a weight loss intervention, which could have potentially made them more aware of their current weight, that is, they were less likely to have misreported their data, although that could not be assessed. Additionally, the study sample population were all in the overweight/obese category (mean BMI 35.6 m/kg², SD 6.5, range 25-50).

No studies have attempted to validate online self-reported height, weight, and BMI data in a young adult population. To the best of our knowledge, the current study is the first to evaluate accuracy of Web-based self-reported height compared to measured height in the young adult population in all weight categories. This has allowed for the calculation and comparison of BMI from self-reported and measured data in the youth population. The aim of this study was to validate self-reported height, weight, and calculated BMI data via an online survey compared to objectively measured data in young Australian adults.

**Methods**

**Participants**

Males and females living in New South Wales, Australia, aged 18-35 years were recruited from March-May 2013 via a media release coordinated by the University of Newcastle, Australia, including advertisements on the university website, online blog, and “virtual snowballing” using social media sites including Facebook. Participants were excluded if they were currently pregnant or not currently living in Australia. This study was conducted as part of a 164-item online food addiction survey that took approximately 30 minutes to complete. The survey included questions investigating perceptions of food addiction, demographic details, anthropometric data, and current dietary habits. As part of the survey, respondents were asked to self-report their current height and weight via the online tool, SurveyMonkey [19]. Demographic information was collected including gender, age, education, and postal code. Socioeconomic status was determined using the Socio-Economic Indexes for Areas (SEIFA) deciles, whereby postal areas receive a score of 1 to 10, with the lowest 10% of areas given the score of 1 and the highest 10% of areas are given the score of 10. Self-reported BMI was calculated from online self-reported height and weight using the standard equation, weight/height² (kg/m²). Upon completion of the survey, participants were invited to attend a voluntary anthropometric measurement session on campus at the University of Newcastle and were contacted via email to select their preferred time via the online scheduling link, Doodle [20]. Within 1 month of completing the survey, body measurements were taken by a trained assessor using a standardized protocol. Participant height was measured to 0.1 cm by the BSM370 Stadiometer, and verbal instructions were provided according to the stretch stature method [21]. Weight, fat mass, and fat free mass were measured to 0.1 kg using the InBody720 bioelectrical impedance analyzer with shoes and heavy clothing removed. BMI was calculated using the same equation used for the calculation of self-reported BMI, and participants were subsequently classified as underweight (<18.49 kg/m²), healthy weight (18.0-24.99 kg/m²), overweight (25-29.99 kg/m²) or obese (>30 kg/m²) using the World Health Organization cut points [22]. At the end of the session, participants were provided with personalized feedback of their
results relative to normative standards. Written informed consent was obtained from all participants prior to measurement. This study was approved by the University of Newcastle Human Research Ethics committee.

Statistics

Participant characteristics were checked for normality and analyzed descriptively, with mean (standard deviation) reported. Paired t tests were used to evaluate differences between self-reported and measured data. Pearson correlation was used to examine the strength of linear relationships between self-reported and measured data. To further investigate the relationship between variables, a multiple regression model using age, gender, and BMI was used. The degree of agreement between self-reported and measured data was also assessed using Bland-Altman plots [23]. Cohen’s d was used to compare effect sizes across different measures [24] and allowed for a more direct comparison of intervention effects on each outcome variable. These were calculated using the mean difference and the pooled standard deviation of the group ($d = M_1 - M_2 / σ_{pooled}$). Respondents were grouped and analyzed by age (18-25 years or >25-35 years), gender, and BMI category (healthy weight or overweight/obese) to determine differences between self-reported and measured data both within groups and across groups. Due to the small sample sizes, overweight and obese participants were grouped and analyzed together and underweight participants were excluded from analysis. Statistics were computed using Stata V12. Significance level was set at .05.

Results

A total of 504 participants completed the broader food addiction survey, with n=117 in the validation study (23.2%). Participant characteristics are described in Table 1. Participants were predominantly female (79.5%, 93/117) with mean age 23.74 years (SD 3.92, range 18-35) and were from a range of socioeconomic backgrounds (35% SEIFA 5-6 deciles). The most commonly reported highest level of education achieved by the participants was a high school certificate (46.2%, 54/117) followed by a university degree (29.1%, 34/117). Mean BMI calculated from measured data was 24.18 kg/m$^2$ (SD 5.62, range 16.3-53) with the majority of participants classified as healthy weight (73.5%, 86/117). Three participants were classified as overweight, 16 as overweight, and 12 as obese. BMI calculated using self-reported data did not change BMI classification significantly with 5 participants classified as underweight, 87 as healthy weight, 13 as overweight, and 12 as obese. There were no significant differences between study participants and nonparticipants (n=367) of the larger survey with respect to demographic variables and self-reported height and weight ($P>.05$).

| Table 1. Baseline data of adults participating in the Web-based food addiction study. |
|-----------------------------------------------|-----------------------------------------------|-----------------------------------------------|
| Characteristics                             | Male                                         | Female                                       | Total                                         |
| Participants (n)                             | 24                                           | 93                                           | 117                                          |
| Age (years), mean (SD)                       | 24.54 (3.57)                                 | 23.45 (4.54)                                 | 23.74 (3.92)                                 |
| SEIFA a deciles, n (%)                       |                                              |                                              |                                              |
| 1-2 (lowest)                                | 0 (0.0)                                      | 4 (4.3)                                      | 4 (3.4)                                      |
| 3-4                                         | 5 (20.8)                                     | 23 (24.7)                                    | 28 (23.9)                                    |
| 5-6                                         | 6 (25.0)                                     | 35 (37.6)                                    | 41 (35.0)                                    |
| 7-8                                         | 5 (20.8)                                     | 15 (16.1)                                    | 20 (17.1)                                    |
| 9-10 (highest)                              | 8 (33.3)                                     | 16 (17.2)                                    | 24 (20.5)                                    |
| BMI b category (kg/m$^2$), n (%)             |                                              |                                              |                                              |
| Underweight                                  | 0 (0.0)                                      | 3 (3.2)                                      | 3 (2.6)                                      |
| Healthy weight                               | 19 (79.2)                                    | 67 (72.0)                                    | 86 (73.5)                                    |
| Overweight                                   | 4 (16.7)                                     | 12 (12.9)                                    | 16 (13.7)                                    |
| Obese                                       | 1 (4.2)                                      | 11 (11.8)                                    | 12 (10.2)                                    |
| Fat mass (kg), mean (SD)                    | 11.20 (8.87)                                 | 20.33 (13.28)$^c$                            | 18.43 (13.00)                                |
| Fat free mass (kg), mean (SD)                | 65.20 (9.02)                                 | 46.18 (6.34)$^d$                             | 50.10 (10.34)                                |
| Body fat (%), mean (SD)                     | 13.89 (6.85)                                 | 28.58 (9.38)$^d$                             | 25.48 (10.63)                                |

$^a$SEIFA: socioeconomic index for areas  
$^b$BMI: body mass index; weight (kg) / height (m)$^2$  
$^cP=.002$  
$^dP<.001$  

Differences in self-reported and measured data as well as effect sizes are reported in Tables 2 and 3. Mean self-reported height, 169.35 cm (SD 8.86) was significantly higher than measured height (mean 167.99 cm, SD 8.57; mean difference 1.36 cm,
SD 1.93, \( P < .001 \). Self-reported weight (mean 67.93 kg, SD 17.39) was significantly lower than measured weight (mean 68.48 kg, SD 17.59; mean difference –0.55 kg, SD 2.03, \( P = .004 \)). As a result of the discrepancies between self-reported and measured height and weight, BMI calculated from self-reported height and weight was significantly lower than measured BMI (mean –0.56 kg/m\(^2\), SD 0.08, \( P < .001 \)). Self-reported height and weight and calculated BMI were highly correlated with the corresponding measured data (height: \( r = .98 \), weight: \( r = .99 \), BMI: \( r = .99 \); \( P < .001 \)). Figures 1-3 display the Bland Altman plots for the average versus mean difference in self-reported and actual measurements. The limits of agreement (LOA) were wide for each variable of height, weight, and BMI. At the group level, the majority of values fell within the LOA (2SD) indicating a fairly good level of agreement. In descending order, the mean difference (LOA) when compared to measured data for each variable was –0.55 kg (–4.61, 3.51) for weight, 0.56 kg/m\(^2\) (–1.26, 2.37) for BMI, and 1.37 cm (–2.49, 5.22) for height. Analysis using Cohen’s \( d \) showed there was no or little effect (Cohen’s \( d \leq .50 \)) on all variables (height, weight, BMI); range was 0.01-0.30. Despite the lower number of male participants, effect sizes were generally higher for males than females.

When grouped by BMI category, self-reported and measured weight did not differ significantly in healthy weight participants (\( P = .07 \)) but remained significantly underreported in overweight/obese participants (\( P = .02 \)). Discrepancies between self-reported and measured weight and BMI were significant between those overweight/obese compared to healthy weight (\( P = .02 \) and \( P = .03 \) respectively). Self-reported weight was significantly underreported by females (\( P = .002 \)) but not by males (\( P = .71 \)). Differences between self-reported and measured height were significant for males and females (\( P = .02 \) and \( P = .03 \) respectively). When grouped by age category, individuals aged 18-25 years were found to significantly underreport weight (\( P = .02 \)), but not in individuals >25 years (\( P = .06 \)). Height and BMI remained significantly misreported for all groups when grouped by BMI, age, and gender. When controlling for variables including gender, age, and BMI, the relationship between self-reported and measured data for each outcome measure remained highly significant (\( P < .001 \)). However, these additional explanatory variables did not increase the strength of the associations.

### Table 2. Differences between Web-based self-reported and measured height (cm) and weight (kg) in adults (n=117) grouped by BMI, age, and gender.

<table>
<thead>
<tr>
<th></th>
<th>Self-reported height</th>
<th>Measured height</th>
<th>Difference</th>
<th>( p^a )</th>
<th>( d^b )</th>
<th>Self-reported weight</th>
<th>Measured weight</th>
<th>Difference</th>
<th>( p^a )</th>
<th>( d^b )</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>169.35 (8.86)</td>
<td>167.99 (8.37)</td>
<td>1.36 (1.93)</td>
<td>&lt;.001</td>
<td>0.16</td>
<td>67.93 (17.39)</td>
<td>68.48 (17.59)</td>
<td>0.55 (2.03)</td>
<td>.004</td>
<td>0.03</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male (n=24)</td>
<td>180.48 (7.52)</td>
<td>178.69 (6.94)</td>
<td>1.79 (1.71)</td>
<td>&lt;.001</td>
<td>0.25</td>
<td>76.13 (13.81)</td>
<td>76.31 (14.72)</td>
<td>–0.18 (2.38)</td>
<td>.71</td>
<td>0.01</td>
</tr>
<tr>
<td>Female (n=93)</td>
<td>166.50 (6.56)</td>
<td>165.20 (6.21)</td>
<td>1.29 (2.02)</td>
<td>&lt;.001</td>
<td>0.20</td>
<td>65.82 (17.70)</td>
<td>66.48 (17.80)</td>
<td>–0.60 (1.91)</td>
<td>.002</td>
<td>0.04</td>
</tr>
<tr>
<td>( P ) value between groups</td>
<td>.23</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.32</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-25 (n=87)</td>
<td>169.11 (8.82)</td>
<td>167.76 (8.36)</td>
<td>1.35 (1.99)</td>
<td>&lt;.001</td>
<td>0.15</td>
<td>65.74 (16.02)</td>
<td>66.22 (16.00)</td>
<td>–0.50 (2.00)</td>
<td>.028</td>
<td>0.03</td>
</tr>
<tr>
<td>( P ) value between groups</td>
<td>.88</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.55</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;25-35 (n=30)</td>
<td>170.05 (9.08)</td>
<td>168.63 (8.50)</td>
<td>1.42 (1.75)</td>
<td>&lt;.001</td>
<td>0.17</td>
<td>74.30 (19.82)</td>
<td>75.04 (20.45)</td>
<td>–0.74 (2.06)</td>
<td>.058</td>
<td>0.03</td>
</tr>
<tr>
<td>BMI(^c) (kg/m(^2))</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Healthy weight (n=86)</td>
<td>169.04 (9.10)</td>
<td>167.63 (8.56)</td>
<td>1.41 (2.05)</td>
<td>&lt;.001</td>
<td>0.16</td>
<td>61.81 (7.71)</td>
<td>62.12 (7.51)</td>
<td>–0.31 (1.63)</td>
<td>.08</td>
<td>0.04</td>
</tr>
<tr>
<td>Overweight/Obese (n=28)</td>
<td>170.89 (8.30)</td>
<td>169.59 (8.00)</td>
<td>1.30 (1.63)</td>
<td>&lt;.001</td>
<td>0.16</td>
<td>89.16 (21.63)</td>
<td>90.52 (21.40)</td>
<td>–1.36 (2.97)</td>
<td>.02</td>
<td>0.06</td>
</tr>
<tr>
<td>( P ) value between groups</td>
<td>.80</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) \( p \) value
\(^b\) Cohen’s \( d \)
\(^c\) BMI: body mass index; weight (kg) / height (m\(^2\))
Table 3. Differences between Web-based self-reported and measured BMI (kg/m$^2$) in adults (n=117) grouped by BMI, age, and gender.

<table>
<thead>
<tr>
<th></th>
<th>Self-reported BMI, mean (SD)</th>
<th>Measured BMI, mean (SD)</th>
<th>Difference, mean (SD)</th>
<th>Cohen’s d</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>All</strong></td>
<td>23.63 (5.60)</td>
<td>24.18 (5.62)</td>
<td>−0.56 (0.08)$^a$</td>
<td>0.11</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male (n=24)</td>
<td>23.30 (3.38)</td>
<td>23.80 (3.66)</td>
<td>0.51 (0.97)$^b$</td>
<td>0.14</td>
</tr>
<tr>
<td>Female (n=93)</td>
<td>23.75 (6.18)</td>
<td>24.31 (6.06)</td>
<td>0.57 (0.89)$^a$</td>
<td>0.10</td>
</tr>
<tr>
<td>P value between groups</td>
<td></td>
<td></td>
<td></td>
<td>.78</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-25 (n=87)</td>
<td>22.94 (5.21)</td>
<td>23.46 (5.17)</td>
<td>0.52 (0.91)$^a$</td>
<td>0.12</td>
</tr>
<tr>
<td>&gt;25-35 (n=30)</td>
<td>25.63 (6.29)</td>
<td>26.28 (6.40)</td>
<td>0.65 (0.89)$^a$</td>
<td>0.11</td>
</tr>
<tr>
<td>P value between groups</td>
<td></td>
<td></td>
<td></td>
<td>.51</td>
</tr>
<tr>
<td><strong>BMI c (kg/m$^2$)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Healthy weight (n=86)</td>
<td>21.60 (1.74)</td>
<td>22.06 (1.58)</td>
<td>−0.46 (0.77)$^a$</td>
<td>0.30</td>
</tr>
<tr>
<td>Overweight/Obese (n=28)</td>
<td>30.57 (7.56)</td>
<td>31.46 (7.26)</td>
<td>−0.89 (1.22)$^a$</td>
<td>0.12</td>
</tr>
<tr>
<td>P value between groups</td>
<td></td>
<td></td>
<td></td>
<td>.03</td>
</tr>
</tbody>
</table>

$^a$P<.001  $^b$P=.02  $^c$BMI: body mass index; weight (kg) / height (m)$^2$
Figure 1. Level of agreement between self-reported and measured height (cm). Solid line represents the mean difference and dotted line represents the limits of agreement (LOA).
**Figure 2.** Level of agreement between self-reported and measured weight (kg). Solid line represents the mean difference and dotted line represents the limits of agreement (LOA).

**Figure 3.** Level of agreement between BMI calculated from self-reported and measured data (kg/m²). Solid line represents the mean difference and dotted line represents the limits of agreement (LOA).
Discussion

Principal Findings
To our knowledge, this is the first study to evaluate the accuracy of online self-reported height and weight in a young adult population. Compared to objectively measured data, online self-reported height was significantly overestimated while weight was significantly underestimated. As a consequence of the differences in self-reported and measured height and weight, self-reported BMI was significantly underestimated by participants; this underestimation of BMI changed the classification of BMI category of three participants. Measured and self-reported height, weight, and BMI were all strongly positively correlated with moderate levels of agreement. When grouped by BMI, age, and gender, self-reported weight remained significantly underreported by females, overweight/obese participants, and individuals <25 years. Effect sizes in this study (Cohen’s d) for subgroups were considered small and likely to reflect the overall small sample size.

There was fairly good agreement between self-reported and measured data in the current study. Thus, online self-reported height and weight can be accepted as a satisfactory method of data collection in Web-based weight interventions, which is in agreement with international studies [3,17,18]. The discrepancies between self-reported and measured levels of agreement in the current study were smaller than those reported by two previous online studies validating weight alone [3,18] but were greater than those reported by a third larger study that also assessed height and BMI [17]. In addition, misreporting of anthropometric data in the current study related to BMI classification [17] and gender bias [18] is consistent with previous research in the area. These discrepancies in online self-reported data highlight that the same medium should be used to collect data for repeated measures within trials.

Strengths and Limitations
The generalizability of the current study may be limited by the recruitment of a convenience sample of predominantly female participants who were interested in a survey about food addiction. Those who volunteered to be measured were participants in an online food addiction survey where the only incentive was providing personalized feedback regarding height, weight, and body composition. Thus it is possible that these individuals may be more motivated than the general population, and the smaller magnitude of differences in the current study compared to previous paper-based self-reported studies [9-12] could be evidence that measurements may be affected by volunteer bias. However, the participants that were measured were representative of the larger online survey sample.

Another limitation of the study is the time lapse of 1 month between self-report and measurement. Logistical issues related to time taken to recruit participants and accessing measurement facilities resulted in a longer period of time between self-report and measurement than previously conducted studies. This time-lag between self-report and measurement could potentially be enough time for weight to have changed. This is particularly important in college-aged participants whose weight has been shown to fluctuate rapidly [25] or could be enough time for weight to change if an individual was participating in a weight loss program. It is possible that the instructions given to the participants in self-reporting data, the clothing worn by participants at time of measurement, and the use of different measuring equipment by participants compared to the calibrated equipment used by the trained assessor could have introduced measurement bias [8]. However, we would expect to see systematic and larger differences between self-reported and measured data than the results obtained if differences were due to measurement error.

Strengths of the study include the use of measured height to validate calculated BMI and the inclusion of adults from all weight categories to allow for comparison of self-reported anthropometric data based on weight status. The current study is important as it includes individuals from a range of weight status categories, including healthy weight.

Conclusions
Self-reported height was significantly overestimated and self-reported weight significantly underestimated by Australian adults aged 18-35 years. However, there was fairly good agreement between self-reported and measured data, and these were strongly positively correlated. When grouped by BMI category and demographic data, self-reported weight remained significantly underreported by individuals classified as overweight/obese, females, and individuals <25 years only. These findings suggest that online self-reported height and weight can be a valid method of collecting anthropometric data and calculating BMI. Future studies with larger sample sizes and repeated measures over time in eHealth research contexts are required.
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Abstract

Background: There is considerable potential for mobile technologies to empower pediatric patients and families by improving their communication with health professionals. National surveys suggest minority parents frequently communicate via mobile technology, but it is uncertain how amenable they are to receiving health care information in this format. Although the low cost and far reach characteristics of mobile health (mHealth) technology makes it advantageous for communication with minority parents, data on acceptance are needed.

Objective: The objective of the study was to determine utilization of mobile and Internet technology by African American parents in an urban, underserved population, and to assess their interest in receiving health information via text messaging or other technologies (eg, social media and the Internet).

Methods: A survey was administered to parents of children aged 1-12 years covered by public insurance receiving care at 3 pediatric primary care centers in Washington, DC.

Results: The African American sample (N=302) was composed of primarily single (75.8%, 229/302) mothers. Almost half had more than a high school education (47.7%, 144/302) and incomes above US $25,000 per year (43.0%, 130/302). Most (97.0%, 293/302) reported owning a cell phone, of which 91.1% (275/302) used it to text and 78.5% (237/302) used it to access the Internet. Most had service plans with unlimited text and data, but 26.5% (80/302) experienced service interruptions in the previous year. Home Internet access was more prevalent among those with higher income (86.2%, 112/130), but it was still relatively pervasive among lower income families (66.9%, 83/124). In adjusted logistic regression models, African American mothers with income greater than US $25,000 annually were 4 times as likely to own a tablet computer than their lower income counterparts. Of the participants, 80.8% (244/302) used social networking, primarily Facebook, and 74.2% (224/302) were interested in joining a social networking group about a health topic concerning their child. Although relatively few African American mothers (17.9%, 54/302) shared health information via texting, there was strong interest in receiving health information via mobile phones (87.4%, 264/302). There was no significant difference in Internet/mobile device use or interest in using these outlets to send/receive information about their children’s health between parents of healthy children and parents of children with chronic health conditions.

Conclusions: Urban African American parents are active users of the Internet and mobile technology for social interactions, but they are less likely to use it for accessing or communicating health information. However, most parents expressed an interest in receiving health information or utilizing social networking to learn more about health topics. Mobile technology and social networks may be an underutilized method of providing health information to underserved minority populations.
health communication; mobile phone; social networking, African Americans; pediatrics

Introduction

As with all forms of Web-based technology, advances in mobile health (mHealth) and health communication technology are rapidly increasing. According to the National Institutes of Health Consensus Group, mHealth is defined as the use of mobile and wireless devices to improve health outcomes, health care services, and health research [1]. Health communication technology is used specifically for communication between patients or caregivers and health care providers about health [2], and it is typically a means of streamlining the delivery of health information and services [3]. Some of the many advantages of mHealth communication technologies include the relatively low cost and the ease with which apps and text messages can be widely distributed because of the popularity of mobile technology.

Data from the Pew Research Center’s Internet & American Life Project indicate that technology use has expanded rapidly over the past decade and is now pervasive [4,5]. As of spring 2013, approximately 85% of American adults used the Internet, 56% owned a smartphone, and 63% went online wirelessly with a laptop or cell phone [4-6]. Furthermore, 72% of Internet users reported looking online for health information; 31% of cell phone owners and 52% of smartphone owners say they have used their phone to look up health or medical information [7]. Despite overall increases in access to and use of the Internet and mHealth technology, differences in access and use vary by race/ethnicity, age, income, and education [4,8]. With regard to race and ethnicity, current (2013) Internet usage rates for non-Hispanic black adults (85%) are comparable with those of non-Hispanic white adults (86%), with usage rates for Hispanic adults lagging slightly behind (76%) [5]. However, underrepresented minority (URM) populations, including African Americans and English-speaking Hispanic persons, are more likely in general to own a mobile phone and to use mobile technology than their white counterparts [9]. Moreover, Hispanic persons and African Americans are more likely than white cell phone users to look for health information on their phones [10].

At the same time, URMs experience higher rates of childhood chronic diseases. The highest prevalence of asthma in the United States is among non-Hispanic black children who are almost 7 times more likely to die of asthma than white children [11]. URM children are also at high risk for obesity and type 2 diabetes [12]. Because of its popularity among URM populations, its relatively low cost, and its demonstrated efficacy in facilitating parent-provider communication and improving health behaviors, mHealth communication technology is uniquely well-suited for addressing pediatric health disparities.

URM technology has been successfully used to improve patient-provider communication [2,13], chronic disease self-management [14], and preventive health behaviors [15]. The efficacy of mHealth technologies is, in part, because of their convenience as a method of health information exchange [16] and they are effective for modifying health behavior because behavioral cues (eg, reminders) can be sent/received asynchronously when and where they are most relevant or appropriate [17-18].

One arena in which mHealth communication technology can have important public health effects is in pediatric settings, where clear and frequent communication between parents and providers is important for managing children’s chronic diseases (eg, asthma, diabetes). Parents (or other caregivers) serve as the intermediary between pediatric patients and providers; they determine when health care is sought and are primarily responsible for relaying information about their child’s health to providers [2]. Thus, facilitating parent-provider communication through mobile technology is a promising method for addressing disparities in childhood chronic diseases.

Although there is great potential for mHealth to reduce pediatric health disparities, more information is needed to understand how URM parents/patients use communication technology, particularly in reference to their children’s health-related issues.

Most of the research among African American parents has focused on their use of and access to Web-based health information. Not only do the reported rates of Internet use vary by population sampled, but these data are out of date considering how rapidly and pervasively Internet-capable mobile devices are being disseminated [8,19-20]. More specific information is needed on URM parents’ usage patterns and receptivity to receiving health information via mobile technology. To our knowledge, only 1 study has been conducted on urban parents’ use of mobile technology within a clinical pediatric setting [21]. This study affirmed the widespread popularity and frequent use of mobile technology (eg, 75% of respondents used some form of digital technology daily), including searching for health information (eg, 58% searched for medical info at least once in the preceding week) among families seeking care from urban pediatric primary care centers. However, information was not gathered in several areas that would be necessary to understand the way in which mobile technology could be used to address health disparities, such as participants’ race/ethnicity, the impact of child health status on use, service interruptions, functions of cell phone use, and specific modes in which parents may be interested in accessing health information.

The current study reports on the use of mobile phones, the Internet and wireless devices, and social media among a sample of urban minority parents of children attending pediatric community health clinics. To help guide the development and marketing of mHealth communication technologies for URM parents, we examine how patterns of access, use, and preferences relating to mHealth technology vary by socioeconomic characteristics (ie, education, income). We additionally explore the extent to which parents of children with chronic diseases differ from other parents in their use of technologies due to the particular potential of mHealth in addressing childhood chronic conditions.
Methods

Participants
A clinical sample of parents whose children received primary care services at 1 of 3 pediatric primary care practices in the Washington, DC metropolitan area between July 2011 and December 2012 were recruited to participate in the study. A clinical sample, as opposed to a sample drawn from the general population of minority parents of young children, was chosen to understand how providers may better engage and communicate with parents through technology. English-speaking parents were eligible if they were at least 18 years old, their child’s legal guardian, had a child aged between 12 months and 12 years, and they could identify a primary care provider for the child. For this analysis, the sample (N=314) was constrained to self-identified African American parents (n=302).

Procedures
Trained research assistants invited parents/guardians to participate while they were in the pediatric clinic waiting area, and screened interested parents for eligibility. Upon meeting inclusion criteria and providing informed consent, parents/guardians completed the 5-10 minute paper survey. The Children’s National Health System Institutional Review Board approved all study procedures.

Measures
A demographics questionnaire was administered to collect information on parent age, race/ethnicity (self-reported by the parents of the children from a list including white/Caucasian, black/African American, Asian/Pacific Islander, American Indian/Alaskan, Latino/Hispanic, or other), marital status, relationship to child, household composition, annual income, education level, occupation, and child’s health status (ie, diagnosis of chronic illness). Parents indicated the level of education they had completed from the following choices: some grade school, completed junior high school, high school graduate or graduate equivalency degree (GED), some college/2-year college, college graduate, and postgraduate study. Based on the distribution, responses were recoded into less than a high school degree/GED or more than a high school degree/GED. Similarly, parents’ selection from 6 categories of annual household income (< US $10,000, US $10,000-US $24,999, US $25,000-US $49,999, US $50,000-US $74,999, US $75,000-US $99,999, and ≥US $100,000) were recoded into < US $25,000 and ≥ US $25,000.

The survey measure of mobile and Internet technology utilization was an adaptation of the Pew Internet & American Life Project, a telephone survey of 2252 Americans older than 18 years [4]. The Pew survey included 23 multiple-choice questions covering topics such as ownership of electronic devices, Internet access and usage, mobile phone plans, and utilization of mobile phone features, such as mobile Internet and email, text messages, video messages, etc. Our adapted measure followed a similar format with 27 additional questions, including 14 regarding mobile phone use, 9 regarding Internet usage, and 4 regarding social networking use.

Statistical Analyses
Frequencies were generated to characterize cell phone, Internet, and social networking use as well as parents’ interest in receiving child health information through these channels. Next, chi-square tests were conducted comparing frequencies/proportions of each technology use outcome across groups defined by education (> high school vs ≤ high school), annual income (>US $25,000 vs ≤US $25,000), and health status of children (chronic illness vs no chronic illness).

Any socioeconomic (eg, education, income) differences that were significant according to chi-square tests were further examined using a logistic regression adjusting for the other predictor variables. Statistical significance was set at P=.01 because of the number of tests conducted and the higher chances of type I (false positive) errors.

Results

Sample Demographics
See Table 1 for participant characteristics. This sample included primarily single (75.8%, 229/302) mothers (84.1%, 254/302) with an average of 2.5 (SD 1.6) children. Participants ranged in age from 18 to 59 years (mean 31.5, SD 8.0), and household sizes ranged from 1 to 10 persons (mean 4.2, SD 1.7). Close to half had more than a high school education (47.7%, 144/302) and incomes greater than US $25,000 per year (43.0%, 130/302). Almost one-third had a child with asthma (31.1%, 94/302); 53.6% (162/302) had children without any chronic illness.
Table 1. Demographic characteristics of African American participants (N=302).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Mean (SD)</th>
<th>Range</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parent age (years)</td>
<td>31.5 (8.0)</td>
<td>18-59</td>
<td></td>
</tr>
</tbody>
</table>

**Relationship to child**
- Biological mother: 254 (84.1)
- Biological father: 26 (8.4)
- Legal guardian: 21 (7.0)

**Marital status**
- Married: 51 (16.9)
- Single: 229 (75.8)
- Divorced/separated: 18 (6.0)

**Number of children**
- 2.5 (1.6) 1-10

**Household total**
- Children: 2.4 (1.4) 0-7
- Adults: 1.9 (0.9) 1-7

**Highest education**
- Less than high school: 18 (6.0)
- High school/GED: 138 (45.7)
- Some college: 110 (36.4)
- Bachelor degree or more: 34 (11.3)

**Income (US $)**
- <10,000: 58 (19.2)
- 10,000-24,999: 66 (21.9)
- 25,000-49,999: 87 (28.8)
- 50,000-74,999: 25 (8.3)
- 75,000-99,999: 11 (3.6)
- >100,000: 7 (2.3)
- Don’t know: 40 (13.2)

**Child chronic health problems**
- None: 162 (53.6)
- Asthma: 94 (31.1)
- Diabetes: 2 (0.7)
- Obesity: 2 (0.7)
- Other: 14 (4.6)
- Multiple conditions: 14 (7.3)

**Cell Phone Use**
When asked “what do you use your cell phone for,” most participants selected functions in addition to voice calls: 91.1% (275/302) text, 70.9% (214/302) send/receive email, and 78.5% (237/302) access the Internet (Table 2). Most had service plans with unlimited texts (86.4%, 261/302) and data (76.5%, 231/302), but 26.5% (80/302) experienced service interruptions (of unknown duration) in the previous year. When asked to indicate how many texts they sent/received on an average day, 18.2% (55/302) said they sent/received more than 50. Although most (66.2%, 200/302) sent messages about important personal matters, only 17.9% (54/302) reported sharing health information via text.
Table 2. Participant cell phone use by education and income (N=302).

<table>
<thead>
<tr>
<th>Cell phone use</th>
<th>Overall n (%)</th>
<th>Parent education n (%)</th>
<th>Household income (US $) n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>≤ High school (n=156)</td>
<td>&gt; High school (n=144)</td>
</tr>
<tr>
<td></td>
<td>293 (97.0)</td>
<td>94.2 (147)</td>
<td>144 (100)</td>
</tr>
<tr>
<td>What do you have a cell phone? (yes)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Callsa</td>
<td>288 (95.4)</td>
<td>143 (91.7)</td>
<td>144 (100)</td>
</tr>
<tr>
<td>Textsa</td>
<td>275 (91.1)</td>
<td>135 (86.5)</td>
<td>139 (96.5)</td>
</tr>
<tr>
<td>Emailsa</td>
<td>214 (70.9)</td>
<td>102 (65.4)</td>
<td>112 (77.8)</td>
</tr>
<tr>
<td>Internet</td>
<td>237 (78.5)</td>
<td>116 (74.4)</td>
<td>120 (83.3)</td>
</tr>
<tr>
<td>Service plan</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>My cell phone plan includes text messaging with...unlimited texts</td>
<td>261 (86.4)</td>
<td>128 (89.5)</td>
<td>131 (91.0)</td>
</tr>
<tr>
<td>My plan includes data with...unlimited data</td>
<td>231 (76.5)</td>
<td>113 (77.9)</td>
<td>116 (81.7)</td>
</tr>
<tr>
<td>In the past year, has your cell phone service been interrupted? (yes)</td>
<td>80 (26.5)</td>
<td>43 (29.5)</td>
<td>36 (25.0)</td>
</tr>
<tr>
<td>Who do you text?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Familya</td>
<td>273 (90.4)</td>
<td>132 (84.6)</td>
<td>139 (96.5)</td>
</tr>
<tr>
<td>Friendsa</td>
<td>278 (92.1)</td>
<td>139 (89.1)</td>
<td>137 (95.1)</td>
</tr>
<tr>
<td>Coworkersa,b</td>
<td>135 (44.7)</td>
<td>53 (34.0)</td>
<td>82 (56.9)</td>
</tr>
<tr>
<td>On an average day, how many text messages do you send or receive on your cell phone?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤10a</td>
<td>55 (18.2)</td>
<td>21 (14.6)</td>
<td>33 (23.6)</td>
</tr>
<tr>
<td>11-25a</td>
<td>87 (28.8)</td>
<td>35 (24.3)</td>
<td>51 (36.4)</td>
</tr>
<tr>
<td>26-50a</td>
<td>63 (20.9)</td>
<td>37 (25.7)</td>
<td>51 (18.6)</td>
</tr>
<tr>
<td>&gt;50a</td>
<td>55 (18.2)</td>
<td>30 (20.8)</td>
<td>25 (17.9)</td>
</tr>
<tr>
<td>When you text do you...?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Just say hello and chata,b</td>
<td>248 (82.1)</td>
<td>119 (76.3)</td>
<td>127 (88.2)</td>
</tr>
<tr>
<td>Do things related to work</td>
<td>127 (42.1)</td>
<td>52 (33.3)</td>
<td>75 (52.1)</td>
</tr>
<tr>
<td>Send multiple messages to discuss important personal mattersa</td>
<td>200 (66.2)</td>
<td>93 (59.6)</td>
<td>106 (73.6)</td>
</tr>
<tr>
<td>Share information about your health</td>
<td>54 (17.9)</td>
<td>29 (18.6)</td>
<td>25 (17.4)</td>
</tr>
</tbody>
</table>

aChi-square tests indicate a significant (P<.01) difference between parents with ≤ high school vs > high school education.
bChi-square tests indicate a significant (P<.01) difference between parents with annual household incomes < US $25,000 vs ≥ US $25,000.

There were several significant socioeconomic differences in terms of cell phone use. Chi-square tests (Table 2) indicated that parents with more than a high school education were more likely to own a cell phone ($\chi^2 = 8.7, P = .003$) and use nonvoice phone features (eg. text messaging; $\chi^2 = 9.7, P = .002$). Multivariate logistic regression (Table 3) controlling for household income also showed that parents with more than a high school education were 6 times more likely to use their cell phones to send text messages compared to parents with less education ($P = .002$). Chi-square tests suggested that those with higher incomes (>US $25,000) were more likely to use cell phones for work purposes (eg. to text coworkers: $\chi^2 = 17.2, P < .001$; send messages related to work: $\chi^2 = 6.0, P = .02$) than those with lower incomes (Table 2). The income-related difference in likelihood of texting coworkers remained significant in the multivariate model (Table 3) controlling for parent education ($P = .001$). There were no significant differences in cell phone use by child health status (results not shown).
Table 3. Odds of reporting various cell phone, Internet, and social network usage for parents with more than a high school education or a household income above US $25,000.\(^a\)

<table>
<thead>
<tr>
<th>Technology use</th>
<th>&gt;High school education</th>
<th>Household income ≥ US $25,000</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR</td>
<td>95% CI</td>
</tr>
<tr>
<td><strong>Cell phone use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Own cell phone</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td><strong>Uses these functions:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Calls</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Texts</td>
<td>6.23(^b)</td>
<td>1.96-19.83</td>
</tr>
<tr>
<td>Emails</td>
<td>1.78</td>
<td>0.99-3.21</td>
</tr>
<tr>
<td><strong>Sends texts to these people:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family</td>
<td>5.12(^b)</td>
<td>1.60-16.38</td>
</tr>
<tr>
<td>Coworkers</td>
<td>1.58</td>
<td>0.92-2.69</td>
</tr>
<tr>
<td>Send/receive &gt;50 texts/day on average</td>
<td>0.89(^b)</td>
<td>0.45-1.75</td>
</tr>
<tr>
<td><strong>When you text do you...?</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Just say hello and chat</td>
<td>2.26</td>
<td>1.09-4.66</td>
</tr>
<tr>
<td>Do things related to work</td>
<td>1.53</td>
<td>0.87-2.69</td>
</tr>
<tr>
<td>Send multiple messages to discuss important personal matters</td>
<td>1.47</td>
<td>0.84-2.58</td>
</tr>
<tr>
<td>Share information about your health</td>
<td>0.92</td>
<td>0.47-1.82</td>
</tr>
<tr>
<td><strong>Internet usage</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Do you own any of the following items?</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>0.34(^b)</td>
<td>0.15-0.76</td>
</tr>
<tr>
<td>Desktop computer</td>
<td>1.61</td>
<td>0.94-2.75</td>
</tr>
<tr>
<td>Laptop or notebook</td>
<td>1.70</td>
<td>0.99-2.92</td>
</tr>
<tr>
<td>iPod or MP3 player</td>
<td>1.60</td>
<td>0.94-2.73</td>
</tr>
<tr>
<td>Game console</td>
<td>1.02</td>
<td>0.60-1.74</td>
</tr>
<tr>
<td>Tablet computer</td>
<td>1.12</td>
<td>0.45-2.76</td>
</tr>
<tr>
<td>Have Internet access at home</td>
<td>1.68</td>
<td>0.89-3.17</td>
</tr>
<tr>
<td><strong>Ever used Internet for...</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Send/read email</td>
<td>5.24(^b)</td>
<td>2.08-13.17</td>
</tr>
<tr>
<td>Get news online</td>
<td>3.29(^b)</td>
<td>1.75-6.18</td>
</tr>
<tr>
<td>Get health info</td>
<td>1.98</td>
<td>1.16-3.37</td>
</tr>
<tr>
<td><strong>Social networking (which sites)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MySpace</td>
<td>1.03</td>
<td>0.41-2.58</td>
</tr>
<tr>
<td>LinkedIn</td>
<td>5.10</td>
<td>1.09-23.79</td>
</tr>
</tbody>
</table>

\(^a\)Models include both greater than high school education and household income above US $25,000 so that ORs reflect independent influence of each predictor while adjusting for the other. \(^b\)OR is significant (\(P<.01\)).

**Internet Use**

In this sample, most parents owned either a desktop (43.7%, 132/302) or laptop computer (55.3%, 167/302), and approximately three-quarters (75.5%, 228/302) reported having Internet access at home (see Table 4). Most parents (69.5%, 210/302) reported using the Internet to get news or visit social networking sites (69.9%, 211/302), whereas only 53.0%
(160/302) reported using the Internet to get health information. Nevertheless, more than 87% (264/302) reported willingness or interest in receiving health info online through email or in texts.

Chi-square analyses (Table 4) indicated that parents with more education were more likely to own a computer ($\chi^2 = 18.6$, $P<.001$) and have Internet access at home ($\chi^2 = 10.4$, $P=.001$). In addition, those with more education were more likely to use the Internet to send/read email ($\chi^2 = 22.9$, $P<.001$), get news ($\chi^2 = 23.5$, $P<.001$), and get health information ($\chi^2 = 9.7$, $P=.002$) than those with less than a high school education. When controlling for household income (Table 3), parents with more education were more likely to own an Internet-capable device ($P=.009$) and to use the Internet for email and news ($P<.001$). Those with more than a high school education were more likely to seek health information online than those with less education, but this did not reach statistical significance ($P=.03$).

Chi-square tests (Table 4) and multivariate logistic regressions (Table 3) revealed that parents with higher incomes were more likely to own all types of Internet-capable devices ($\chi^2 = 12.1$, $P=.001$) and twice as likely to have Internet access at home ($P=.002$). There were no significant differences in Internet use or interest in online health information by child health status (results not shown).

Table 4. Participant Internet use by education and income (N=302).

<table>
<thead>
<tr>
<th>Internet use</th>
<th>Overall n (%)</th>
<th>Parent education n (%)</th>
<th>Household income (US$) n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>≤High school</td>
<td>&gt;High school</td>
<td>≤&lt;25,000</td>
</tr>
<tr>
<td></td>
<td>(n=156)</td>
<td>(n=144)</td>
<td>(n=124)</td>
</tr>
</tbody>
</table>

- **Do you own any of the following items?**
  - None $^{a,b}$ 52 (17.2) 41 (26.3) 11 (7.6) 29 (23.4) 10 (7.7)
  - Desktop computer $^{a,b}$ 132 (43.7) 53 (34.0) 78 (54.2) 41 (33.1) 76 (58.5)
  - Laptop or notebook $^{a,b}$ 167 (55.3) 70 (44.9) 96 (66.7) 57 (46.0) 93 (71.5)
  - iPod or MP3 player $^{a,b}$ 114 (37.7) 46 (29.5) 68 (47.2) 37 (29.8) 67 (51.5)
  - Game console $^{b}$ 150 (49.7) 71 (45.5) 79 (54.9) 53 (42.7) 80 (61.5)
  - Tablet computer $^{b}$ 26 (8.6) 9 (5.8) 17 (11.8) 5 (4.0) 20 (15.4)

- **Have you ever used the Internet to do any of the following?**
  - Send/read email $^{a}$ 254 (84.1) 116 (74.4) 136 (94.4) 107 (86.3) 115 (88.5)
  - Get news online $^{a}$ 210 (69.5) 90 (57.7) 119 (82.6) 85 (68.5) 103 (79.2)
  - Online chat 155 (51.3) 79 (50.6) 76 (52.8) 69 (55.6) 64 (49.2)
  - Social networking site 211 (69.9) 102 (65.4) 108 (75.0) 89 (71.8) 93 (71.5)
  - Write or read blogs 161 (53.3) 78 (50.0) 82 (56.9) 61 (49.2) 74 (56.9)
  - Use Twitter 102 (33.8) 50 (32.1) 51 (35.4) 41 (33.1) 46 (35.4)
  - Watch video sharing site 191 (63.2) 92 (59.0) 98 (68.1) 81 (65.3) 83 (63.8)
  - Search engine 209 (69.2) 101 (64.7) 107 (74.3) 91 (73.4) 89 (68.5)
  - Get health info $^{a}$ 160 (53.0) 68 (43.6) 91 (63.2) 67 (54.0) 73 (56.2)
  - Video games 121 (40.1) 59 (37.8) 61 (42.4) 56 (45.2) 51 (39.2)

- **Would you be willing to receive email or text messages to get health information? (yes)** $^{a,b}$ 264 (87.4) 141 (91.0) 121 (84.0) 112 (90.3) 109 (83.8)
- **Would you be interested in receiving health information on the Internet via email or online? (yes)** 255 (84.4) 133 (85.8) 120 (83.9) 109 (88.6) 109 (83.8)
- **Would you be interested in keeping track of your child’s health online? (yes)** 279 (92.4) 141 (91.0) 136 (94.4) 115 (92.7) 120 (92.3)

$^{a}$Chi-square tests indicate a significant ($P<.01$) difference between parents with ≤high school vs >high school education.
$^{b}$Chi-square tests indicate a significant ($P<.01$) difference between parents with annual household incomes <US $25,000 vs ≥US $25,000.
Social Networking

More than 80.8% (244/302) of parents in our sample used social networking, primarily Facebook (78.8%, 238/302), and close to half (46.4%, 140/302) accessed these sites daily (see Table 5). Almost three-quarters (74.2%, 224/302) were interested in joining a social networking group about a health topic concerning their child.

There were very few education or income differences in social networking activity among African American mothers. Chi-square tests ($\chi^2 = 9.8, P = .002$) and multivariate logistic regressions (Table 3; $P = .005$) indicated that those with lower incomes were more likely to use MySpace. Also, chi-square tests (Table 5) showed parents with more education ($\chi^2 = 11.4, P = .001$) and higher household incomes ($\chi^2 = 7.0, P = .008$) were more likely to use LinkedIn compared to their counterparts, but multivariate results suggest the effects of education and income were not independent (Table 3). There were no significant differences in social networking by child health status (results not shown).

Table 5. Participant social networking by education and income (N=302).

<table>
<thead>
<tr>
<th>Social networking use</th>
<th>Overall n (%)</th>
<th>Parent education n (%)</th>
<th>Household income (US $) n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>≤High school (n=156)</td>
<td>&gt;High school (n=144)</td>
</tr>
<tr>
<td>Ever use social networking</td>
<td>244 (80.8)</td>
<td>130 (83.3)</td>
<td>112 (77.8)</td>
</tr>
<tr>
<td>Which social networking sites do you use?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Facebook</td>
<td>238 (78.8)</td>
<td>126 (80.8)</td>
<td>110 (76.4)</td>
</tr>
<tr>
<td>MySpace</td>
<td>24 (7.9)</td>
<td>14 (9.0)</td>
<td>10 (6.9)</td>
</tr>
<tr>
<td>LinkedIn</td>
<td>16 (5.3)</td>
<td>2 (1.3)</td>
<td>14 (9.7)</td>
</tr>
<tr>
<td>Twitter</td>
<td>90 (29.8)</td>
<td>47 (30.1)</td>
<td>41 (28.5)</td>
</tr>
<tr>
<td>How often do you visit social networking sites?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Every day</td>
<td>140 (46.4)</td>
<td>74 (57.4)</td>
<td>65 (58.0)</td>
</tr>
<tr>
<td>2-3 days/week</td>
<td>50 (16.6)</td>
<td>25 (19.4)</td>
<td>25 (22.3)</td>
</tr>
<tr>
<td>Weekly</td>
<td>33 (10.9)</td>
<td>18 (14.0)</td>
<td>14 (12.5)</td>
</tr>
<tr>
<td>Monthly</td>
<td>20 (6.6)</td>
<td>12 (9.3)</td>
<td>8 (7.1)</td>
</tr>
<tr>
<td>Would you join a social networking group about a health topic concerning your child? (yes)</td>
<td>224 (74.2)</td>
<td>114 (74.5)</td>
<td>108 (78.8)</td>
</tr>
</tbody>
</table>

Discussion

This study aimed to guide the development of mHealth communication technologies designed for URM pediatric patients, particularly technologies that could address chronic conditions for which there are racial/ethnic disparities. We examined patterns of mHealth communication technology access, use, and preferences among a socioeconomically diverse sample of African American parents of underserved children in urban community health centers.

Our data confirm that African American adults, primarily mothers in this case, are avid users of mobile phones. Nearly everyone in our sample (97%) reported owning a cell phone, which is similar to recent findings by the Pew Research Center on African American cell phone ownership (93%) [9]. Approximately 90% of all participants used their cell phones to text, and approximately 80% used them to access the Internet. These rates are even higher than those for non-Hispanic black adults reported in Pew’s May 2012 national survey (80% and 60% for texting and Internet access, respectively) [22]. The higher rates in our sample may be due to participants’ residing in a metropolitan area [23], but they also may be related to the participants’ specific age and status as parents which has an associated need to be easily accessible. The health communication implication of their pervasive use of mobile phones for texting and Internet access is that these channels may be a more acceptable means than voice calls for health care providers to communicate with parents/caregivers of pediatric patients. Although relatively few African American mothers (18%) shared health information via text, there was strong interest in receiving health information via mobile phones (87%). Thus, findings support both high levels of nonvoice mobile phone use and high levels of interest in receiving health information via this channel.

A caveat in the ubiquity of mobile phone use is that over 25% of African American parents in our sample experienced cell phone service interruption in the prior year. This means that for a notable proportion of African American mothers, mobile phones are not a totally reliable form of communication. Nevertheless, there is probably not a more consistent means of
contacting these parents/caregivers. We know of no other studies that have examined the frequency and pervasiveness of cell phone service interruptions. Therefore, it would be useful to collect more information about service interruptions and turnover in phone numbers when designing mHealth interventions for this population.

Our data also indicate that most urban African American mothers can access the Internet at home (76%). Although home Internet access in our sample was more prevalent among those with higher income (86%), it was still relatively pervasive among lower income families (67%). Our findings regarding home Internet access were similar to those of DeMartini and colleagues [21], who found that 80% of their sample of urban parents had home Internet access. Also, our finding that lower income parents were less likely to report home Internet access parallels the Pew Center data, although national rates for adults are lower (46% of those with annual incomes less than US $30,000 reported home broadband access) [24].

In addition to discrepancies in home Internet access, there were also significant socioeconomic discrepancies in mobile device ownership. Although there were no significant differences in cell phone ownership, mothers with higher incomes were at least twice as likely to own various other mobile devices (eg, laptop, tablet computer) than their lower income counterparts, which parallels the Pew Center’s 2013 survey data [25]. This income disparity is important for developers to account for when considering the platforms and user interface of apps and other mHealth technologies.

We found that email and websites, including social networks, are other venues with large potential for communicating with URM parents about children’s health management because 84% reported email use and 70% reported social networking use (46% reported daily use). Our findings regarding the frequency of email and social networking use parallel data on all adults from the Pew Center (88% of Internet users send or receive email and 67% use a social networking site) [26] and from DeMartini and colleagues (91% of parents reported having an email account) [21]. Moreover, 84% of our sample reported interest in receiving health information on the Internet via email or online, and more than half are already using the Internet to get health information. Despite potential privacy concerns, 74% of mothers were interested in joining a social networking group about a health topic concerning their children. DeMartini and colleagues similarly found among their sample of urban parents, strong interest in the use of mHealth data with more than 70% of parents reporting that they would use digitally supplied health information.

We found no significant difference in Internet/mobile device use or interest in using these outlets to send/receive information about their children’s health between parents of healthy children and parents of children with a chronic health condition. We know of no other study that has examined this issue, and more research is needed to confirm our findings. Yet, our results suggest that mHealth could be harnessed to reduce racial disparities across both chronic diseases and more general child health measures (eg, vaccination receipt)[27].

This survey of urban African American mothers of pediatric primary care patients is an important first step in understanding acceptability of mHealth communication technology in this population, but there is more specific and nuanced information that will be necessary for designing technologies targeting them. For example, this survey did not ask about smartphone ownership or operating systems used (eg, Android, Apple), cell phone service providers, utilization of different types of apps, or desire/need for mobile products for managing children’s chronic conditions. Furthermore this was a convenience sample that may not be representative of URM parents who do not seek primary care for their children (ie, rely on emergency departments) and does not reflect the usage and preferences of non-English speakers. Future studies of mobile technology use in pediatric settings should measure the usage of patients themselves (ie, children) and assess eHealth literacy to understand the capacity for content uptake by patients/caregivers.

Overall, this study confirmed that African American parents, even those with lower incomes, are frequent users of various mobile technologies. Although few are currently using such modalities for managing their children’s health, there was pervasive interest in doing so. Designers and researchers should note that mobile use varies by parent education and income and may need to account for service interruptions. Nonetheless, African American parents’ access and interest in using mHealth make it a promising platform for reducing pediatric health disparities.
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Abstract

Background: Online hearing tests conducted in home settings on a personal computer (PC) require prior calibration. Biological calibration consists of approximating the reference sound level via the hearing threshold of a person with normal hearing.

Objective: The objective of this study was to identify the error of the proposed methods of biological calibration, their duration, and the subjective difficulty in conducting these tests via PC.

Methods: Seven methods have been proposed for measuring the calibration coefficients. All measurements were performed in reference to the hearing threshold of a normal-hearing person. Three methods were proposed for determining the reference sound level on the basis of these calibration coefficients. Methods were compared for the estimated error, duration, and difficulty of the calibration. Web-based self-assessed measurements of the calibration coefficients were carried out in 3 series: (1) at a otolaryngology clinic, (2) at the participant’s home, and (3) again at the clinic. Additionally, in series 1 and 3, pure-tone audiometry was conducted and series 3 was followed by an offline questionnaire concerning the difficulty of the calibration. Participants were recruited offline from coworkers of the Department and Clinic of Otolaryngology, Wroclaw Medical University, Poland.

Results: All 25 participants, aged 22-35 years (median 27) completed all tests and filled in the questionnaire. The smallest standard deviation of the calibration coefficient in the test-retest measurement was obtained at the level of 3.87 dB (95% CI 3.52-4.29) for the modulated signal presented in accordance with the rules of Bekesy’s audiometry. The method is characterized by moderate duration time and a relatively simple procedure. The simplest and shortest method was the method of self-adjustment of the sound volume to the barely audible level. In the test-retest measurement, the deviation of this method equaled 4.97 dB (95% CI 4.53-5.51). Among methods determining the reference sound level, the levels determined independently for each frequency revealed the smallest error. The estimated standard deviations of the difference in the hearing threshold between the examination conducted on a biologically calibrated PC and pure-tone audiometry varied from 7.27 dB (95% CI 6.71-7.93) to 10.38 dB (95% CI 9.11-12.03), depending on the calibration method.

Conclusions: In this study, an analysis of biological calibration was performed and the presented results included calibration error, calibration time, and calibration difficulty. These values determine potential applications of Web-based hearing tests conducted in home settings and are decisive factors when selecting the calibration method. If there are no substantial time limitations, it is advisable to use Bekesy method and determine the reference sound level independently at each frequency because this approach is characterized by the lowest error.

(J Med Internet Res 2014;16(1):e11) doi:10.2196/jmir.2798
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**Introduction**

Sound systems of modern home electronic equipment, such as a personal computer (PC), tablet, or smartphone, offer opportunities to conduct hearing examinations at low cost and on a large scale [1-4]. The population of people who are computer literate is aging and their hearing sensitivity is declining. Therefore, the number of individuals potentially interested in this type of testing is increasing. Additionally, research shows that the use of the Internet is higher in the hearing-impaired population in comparison to similar age groups in the general population [5,6].

Hearing tests conducted remotely in home settings on PCs can be divided into 2 groups depending on the necessity of conducting prior calibration. The examinations which do not require prior calibration are usually screening tests represented by speech-in-noise tests [1,7-9]. The speech-in-noise test involves the evaluation of speech intelligibility in relation to signal-to-noise ratio; therefore, the knowledge of the absolute sound level is not required. The speech-in-noise test contributes to increased identification of hearing loss [1] and is more useful in screening tests than a short questionnaire [7]. Additionally, sensitivity of the test can be improved after applying low-band noise [9].

However, most hearing tests, including the basic examination in the form of pure-tone audiometry, require prior calibration of the system, and its omission leads to significant measurement errors [10]. Calibration consists of determining the reference sound level. For the purposes of the hearing test conducted in in-home conditions, it can be performed in a number of ways. The calibration of a PC system can be carried out in a laboratory setting beforehand and then later used for home-based examinations [11]. Another solution is to prepare software that will cooperate with an audio set whose parameters are known, consisting of a sound card and headphones [12]. In this case, to conduct a home-based examination requires purchasing a particular set. Both the previously mentioned solutions limit accessibility of the hearing test because they require efforts that are unjustified in the case of a single hearing test. In light of this, biological calibration seems a sensible solution, consisting of approximation of the reference sound level by the hearing threshold of a person with normal hearing. Usually the reference sound level is assumed at 0 decibel hearing level (dB HL).

Honeth et al [3] used biological calibration based on evaluation of the hearing threshold of a person with normal hearing at the following frequencies: 500 Hz, 1 kHz, 2 kHz, 6 kHz, and 8 kHz. The task of the reference person was to set the volume marker at the level at which the sound was barely audible. In this way, the reference sound level was determined individually for each frequency. The test results were compared with pure-tone audiometry and exhibited the greatest error at 2 and 4 kHz, corresponding to 5.6 dB (SD 8.29) and 5.1 dB (SD 6.9), respectively. In all, 89% of the tests were conducted on the same computer and with the same reference person. Masalski and Kręcicki [4] also used biological calibration based on evaluation of the hearing threshold of a reference person by using a volume marker. Calibration was conducted for 1 kHz only, and the values of 0 dB HL at other frequencies were calculated on the basis of the A-weight filter. Self-examinations conducted by the participants on their home computers calibrated by their normal-hearing family members showed a mean error of the hearing threshold compared to pure-tone audiometry at the level of -1.35 dB (SD 10.66). The error analysis of the pure-tone audiometry conducted on a PC calibrated by the biological method showed significant influence of the calibration error [4]. The standard deviation of the calibration error at 1 kHz was 6.19 dB, whereas the measurement was additionally burdened with an estimation error of 0 dB HL conducted on the basis of the A-weight filter at other frequencies. The highest estimation error was at 250 Hz at the level of 7.28 dB. Nevertheless, sensitivity and specificity values calculated for the detection of noise-induced hearing loss, compared with pure-tone audiometry, were found to be reasonable (ie, at the level of sensitivity 0.89, 95% CI 0.74-1.0 and specificity 0.89, 95% CI 0.76-1.0). Similar sensitivity and specificity were obtained by Honeth et al [3] (sensitivity 0.75, 95% CI 0.51-0.90 and specificity 0.96, 95% CI 0.96-0.99).

The application of pure-tone audiometry based on biological calibration depends significantly on the measurement error. Because of the much larger error of biological calibration than tolerance required by the standards (ie, ±3 dB in the frequency range 125 Hz to 5 kHz [13]), the home test cannot be an alternative to classical pure-tone audiometry. However, it may be applied as a screening test as well as in other situations suggested in other studies [3,4], such as self-monitoring of hearing for some disorders (eg, fluctuating hearing loss, tinnitus, sudden deafness, otosclerosis, Ménière’s disease), during treatment with ototoxic drugs, in large-scale epidemiological studies, in cases of limited access to specialist equipment (eg, at the general practitioner’s office or in countries with low economic status), and also as a telemedical examination combined with a questionnaire to determine the direction of further treatment. However, before verification of these applications, it is advisable to optimize biological calibration [4].

This paper presents 7 methods of measuring the calibration coefficients. All measurements were performed in reference to the hearing threshold of a normal-hearing person. For each method, the measurement error was determined, as well as the timeframe for its calibration and the difficulty level. Next, 3 methods were proposed for determining the reference sound level on the basis of these calibration coefficients and an error analysis was conducted for each.

**Methods**

**Overview**

The proposed methods of biological calibration consist in measuring the calibration coefficient that describes the threshold sound level of the reference person. Seven calibration methods were proposed: (1) calibration using an amplitude-modulated signal, (2) calibration using 2 sounds differing by 5 dB, (3) calibration using 2 sounds differing by 2 dB, (4) the ascending
Coefficients were determined for the frequencies of 125 Hz, rejecting the outliers on the basis of the Grubbs’ test [15].

The task of the reference person was to set the volume marker in such a way that the generated sound be barely audible. The step of the volume marker was 1 dB.

Dual Tone Methods
During calibration with 2 sounds differing in intensity (methods 2 and 3), 2 tone signals with a given frequency and a duration of 1 s were presented in turns. The task of the reference person was to set the volume marker in such a way that the louder of the 2 sounds was still audible, and the quieter inaudible. In method 2, the signals differed by 5 dB, whereas in method 3, the difference was 2 dB. The step of the volume marker was 1 dB.

Ascending Methods
The ascending method (methods 4 and 5) was based on the ascending algorithm used for the assessment of the hearing threshold in pure-tone audiometry [14]. A signal with a given frequency was presented for a random duration from 2 s to 7 s. The task of the reference person was to press a button on hearing a sound and release it when it was no longer audible. The button should be pressed up to 2 s from the start of playing the sound and released up to 2 s after it stopped. The level of the tone was reduced in 10-dB steps until no further response occurred, and then it was increased in 5-dB steps until the participant responded. The calibration coefficient was defined as the lowest level at which responses occurred in at least half of the series of ascending trials with a minimum of 2 responses required at that level. No more than 5 previously conducted ascending trials were taken into account. Method 4 used 5-dB and 10-dB steps. Method 5 used a 4-dB step down and a 2-dB step up.

Bekesy Methods
During calibrations based on Bekesy audiometry, the frequency of a presented signal was increased at the speed of 1 octave/60 s, simultaneously with the change of its intensity. The task of the reference person was to press a button on hearing the signal and keep it pressed for as long as the sound was audible. The intensity of the sound was reduced at a speed of 2 dB/s when the sound was audible, and increased at the same speed when the sound was inaudible. The value of the calibration coefficient was determined as the mean of the values of the sound intensity at which a change in the status of the button occurred, after rejecting the outliers on the basis of the Grubbs’ test [15]. Coefficients were determined for the frequencies of 125 Hz, 500 Hz, 1 kHz, 2 kHz, 4 kHz, 6 kHz, and 8 kHz by calculating the mean of the range ±0.5 octave. Method 6 used a continuous signal, whereas method 7 used a signal modulated in amplitude by a sinusoidal envelope with frequency of 2 Hz and modulation depth of 100%.

All 7 methods were implemented in Java technology in the form of applets embedded in a Web browser. The calibration coefficients expressing the sound intensity in decibels, together with the duration of examinations, were recorded in the database. On completion of all the tests, the participant filled in an offline questionnaire (Multimedia Appendix 1) on the difficulty of the tests by assigning each method a value from 0 (the easiest method) to 10 (the hardest method).

Reference Sound Level Methods
In addition to the 7 methods of measuring the calibration coefficients, 3 methods were proposed for determining the reference sound level: (1) the reference sound level determined independently for each frequency depending on the value of calibration coefficient measured at this frequency, (2) the reference sound level estimated by a model fitted to calibration coefficients determined at all frequencies, and (3) as (2) except the model was fitted to a single coefficient determined at the frequency characterized by the smallest measurement error.

Participants were recruited offline from coworkers of Department and Clinic of Otolaryngology, Wroclaw Medical University, Poland, using face-to-face prompting from September 2012 to March 2013. The eligibility criteria were age younger than 35 years, lack of previous hearing problems, owning headphones and a PC at home and basic skills to operate it, and the willingness to participate in the research. Each participant performed calibration using all 7 methods 3 times. In series 1, the study was carried out in a sound booth with the use of notebook Dell Vostro 1310 with Microsoft Windows 7 operational system and Technics RP-F290 headphones; in series 2, each person was asked to perform calibration on their own home computer using their own headphones in the quietest environment; and series 3 was the repetition of examinations from series 1. Because of the relatively long duration of the series, the participants were informed about the option of taking a break when they felt tired, and most of the participants took advantage of this. In series 1 and 3, pure-tone audiometry was performed with the use of a clinical audiometer Interacoustic AD229e and TDH-39 headphones calibrated in accordance with ISO 389-1:1998. The hearing threshold was determined by using the ascending method in accordance with ISO 8253-1:2010. Additionally, based on the pure-tone audiometry, the bilateral hearing threshold was calculated by choosing for each frequency the threshold of the ear that heard better at this particular frequency.

A test-retest analysis of calibration coefficients was conducted, as well as 1-way ANOVA for measurement duration and difficulty. Calibration errors were determined by means of variance estimation. Statistical analyses were performed on the basis of confidence intervals that were estimated in the same way. Estimation of the variance was conducted based on...
measurement variances and their confidence intervals calculated from the variance and the sample size [16].

**Results**

**Test-Retest Analysis**

The 25 participants (11 men, 14 women), aged between 22 and 35 years (median 27), who took part in the study completed all the examinations and filled in the questionnaire. All participants were skilled in computer use. On the basis of series 1 and 3, a test-retest analysis was conducted. For each method, a mean difference, standard deviation of the difference and corresponding confidence intervals were calculated (Table 1). Mean values for the dual tone (2 dB), Bekesy (continual), and Bekesy (modulated) methods were significantly different than zero at the significance level of $P=.05$. At $P=.01$, this relation was insignificant for all the methods. The smallest standard deviation was obtained for the Bekesy (modulated) method.

Table 1. Mean difference and standard deviation of the difference with corresponding confidence intervals at $P=.05$ of hearing thresholds and calibration coefficients between series 1 and 3 calculated jointly for 8 frequencies (N=25).

<table>
<thead>
<tr>
<th>Method</th>
<th>Difference (dB), mean (95% CI)</th>
<th>Difference (dB), SD (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hearing threshold</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Right ear</td>
<td>$-0.38 (-1.13, 0.38)$</td>
<td>$5.40 (4.92, 5.99)$</td>
</tr>
<tr>
<td>Left ear</td>
<td>$0.13 (-0.62, 0.87)$</td>
<td>$5.34 (4.86, 5.92)$</td>
</tr>
<tr>
<td>Both ears</td>
<td>$-0.13 (-0.65, 0.40)$</td>
<td>$5.37 (5.02, 5.77)$</td>
</tr>
<tr>
<td>Bilateral</td>
<td>$-0.35 (-1.04, 0.34)$</td>
<td>$4.92 (4.48, 5.46)$</td>
</tr>
<tr>
<td><strong>Calibration coefficient</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Modulated signal</td>
<td>$-0.09 (-0.78, 0.61)$</td>
<td>$4.97 (4.53, 5.51)$</td>
</tr>
<tr>
<td>Dual tone (5 dB)</td>
<td>$1.05 (0.00, 2.11)$</td>
<td>$7.54 (6.87, 8.37)$</td>
</tr>
<tr>
<td>Dual tone (2 dB)</td>
<td>$1.20 (0.06, 2.35)$</td>
<td>$8.18 (7.45, 9.07)$</td>
</tr>
<tr>
<td>Ascending (5-dB step)</td>
<td>$-0.15 (-1.00, 0.70)$</td>
<td>$6.05 (5.51, 6.71)$</td>
</tr>
<tr>
<td>Ascending (2-dB step)</td>
<td>$-0.10 (-0.80, 0.60)$</td>
<td>$5.00 (4.55, 5.54)$</td>
</tr>
<tr>
<td>Bekesy (continual)</td>
<td>$0.88 (0.19, 1.57)$</td>
<td>$4.92 (4.48, 5.46)$</td>
</tr>
<tr>
<td>Bekesy (modulated)</td>
<td>$0.63 (0.09, 1.17)$</td>
<td>$3.87 (3.52, 4.29)$</td>
</tr>
</tbody>
</table>

**Duration of Calibration**

Durations of calibration in relation to the calibration methods are presented in Figure 1. The durations were significantly different ($P<.001$).

The shortest times were obtained for the modulated signal method and both dual tone methods (5 and 2 dB), which consisted in self-adjusting the volume marker. The mean duration of calibration based on the ascending method with the step of 5 dB was comparable to the duration of calibration using both Bekesy methods (continual and modulated). In the Bekesy methods, the outliers are those examinations that were paused momentarily.

**Calibration’s Degree of Difficulty**

The degree of difficulty of the methods were significantly different ($P<.001$). The easiest method of calibration was the modulated signal method consisting in self-adjusting the volume marker in such a way that the presented tone was barely audible. Subsequently, the easiest methods were based on Bekesy’s audiometry (Figure 2).
Figure 1. Calibration durations for all 7 calibration methods in series 1-3 (N=25). The horizontal line in each box represents the median, top and bottom box borders represent 75th and 25th percentiles, respectively; crosses represent outliers. MOD: modulated signal; 2TONE5: dual tone (5 dB); 2TONE2: dual tone (2 dB); ASC5: ascending (5-dB step); ACS2: ascending (2-dB step); BEK: Bekesy (continual); BEKM: Bekesy (modulated).

Figure 2. Difficulty ratings of the calibration methods evaluated by 25 participants (0=easiest; 10=hardest). The horizontal line in each box represents the median, top and bottom box borders represent 75th and 25th percentiles, respectively; crosses represent outliers. MOD: modulated signal; 2TONE5: dual tone (5 dB); 2TONE2: dual tone (2 dB); ASC5: ascending (5-dB step); ACS2: ascending (2-dB step); BEK: Bekesy (continual); BEKM: Bekesy (modulated).
Evaluation of the Frequency Response Model

There were 3 methods used to determine the reference sound level. Two were based on the frequency response model of a common sound card and headphones set. Therefore, comparison of methods requires prior evaluation of the model that was conducted using standard deviation of the residual. The mean standard deviation of the residual was calculated on the basis of the differences between the model and the coefficients in series 2 after taking into account the measurement error of coefficients, bilateral hearing threshold of the reference person, and measurement error of this threshold. Measurement error of calibration coefficients and the measurement error of bilateral hearing threshold were calculated from the test-retest differences between series 1 and 3. The standard deviation of the residual estimated in this way describes the difference between the actual coefficients and those calculated for the model fitted on their basis. This standard deviation is independent of the measurement method and the hearing threshold of the reference person. Detailed calculations are presented subsequently. A detailed list of all equations can be found in Multimedia Appendix 2.

Let us assume that $C_i$ is the real value of the calibration coefficient at frequency $f_i$, and $c_i$ denotes its value determined with some error. Moreover, let the model be given as a set of coefficients $M_i$ estimated as follows:

$$M_i = \text{mean}(C) - \text{FR}(f_i) \quad (1)$$

where mean($C$) is the mean value of coefficients $C_i$ and FR($f_i$) is the frequency response of the model.

Let’s assume that random variable $X$ describes the desired difference between the model $M_i$ and coefficients $C_i$ and random variable $Y$ denotes the determination error of the coefficient $c_i$, namely the difference $C_i - c_i$. Let’s also define the random variable $Z$ as the difference between the model $M_i$ and determined coefficient $c_i$. In this way, we obtain 3 random variables $X$, $Y$, and $Z$, which take on the following values $x_i$, $y_i$, and $z_i$:

$$x_i = M_i - C_i \quad (2)$$
$$y_i = C_i - c_i \quad (3)$$
$$z_i = M_i - c_i \quad (4)$$

It is worth noting that random variables $X$ and $Y$ are independent. The standard error of the model fitted to the real calibration coefficients does not depend on the determination error of these coefficients. Therefore, bearing in mind that the variance of the sum of 2 independent random variables is the sum of their variances, the desired variance of the random variable $X$ is:

$$\text{variance}(X) = \text{variance}(Z) - \text{variance}(Y) \quad (5)$$

The mean value of the determined coefficient is close to the mean value of the real coefficient $\text{mean}(c) = \text{mean}(C)$. Then, on the basis of equation 1 we can calculate that $M_i = m_i$, where $m_i$ is the model estimated on the basis of coefficients $c_i$:

$$m_i = \text{mean}(c) - \text{FR}(f_i) \quad (6)$$

Bearing in mind that $M_i = m_i$, the variance of random variable $Z$ may be calculated on the basis of the difference between coefficients $c_i$ and the model $m_i$ estimated on their basis, according to equation 7 (see Multimedia Appendix 2).

Coefficient $c_i$ was determined by subtracting the bilateral hearing threshold from the measured calibration coefficient (equation 8). Therefore, standard deviation of the random variable $Y$ expressing the standard error of coefficient $c_i$ depends on the measurement error of calibration coefficient and the measurement error of the bilateral hearing threshold. Both measurement errors were calculated on the basis of the standard deviation of the differences in test-retest examination (equation 9 and Table 1).

$$c_i = (\text{measured calibration coefficient}) - (\text{bilateral hearing threshold}) \quad (8)$$

$$\text{variance}(Y) = (\text{calibration method test-retest difference SD})^2/2 + (\text{bilateral threshold test-retest difference SD})^2/2 \quad (9)$$

which, on the basis of equations 5, 7, and 9, allows to estimate variance of the random variable $X$ determining the model’s error.

Following further calculations, a model based on an A-weight filter was assumed [17] (see equation 10 in Multimedia Appendix 2 and Figure 3).

For each calibration conducted in series 2, variance($Z$) of the residual of the model was calculated (equation 7), and averaged for every calibration method. Next, for each calibration method, variance($Y$) was computed on the basis of the standard deviation of the test-retest examination (equation 9 and Table 1). Finally, variance of residual of the model variance($X$) was estimated independently for each calibration method (equation 5 and Table 2). The mean of standard deviations of residual of the model (model SD 6.57 dB, 95% CI 5.59-7.54) was used for further calculations.
Table 2. Standard deviation of residual of the model based on A-weight filter estimated by means of measurements at 8 frequencies carried out by 25 participants.

<table>
<thead>
<tr>
<th>Calibration method</th>
<th>Model residual (dB), SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modulated signal</td>
<td>7.11</td>
</tr>
<tr>
<td>Dual tone (5 dB)</td>
<td>6.58</td>
</tr>
<tr>
<td>Dual tone (2 dB)</td>
<td>6.36</td>
</tr>
<tr>
<td>Ascending (5-dB step)</td>
<td>6.50</td>
</tr>
<tr>
<td>Ascending (2-dB step)</td>
<td>7.18</td>
</tr>
<tr>
<td>Bekesy (continual)</td>
<td>6.52</td>
</tr>
<tr>
<td>Bekesy (modulated)</td>
<td>5.69</td>
</tr>
</tbody>
</table>

Figure 3. The model of the frequency response fitted to a sample set of calibration coefficients.

The Reference Sound Level

The error of determining the reference sound level was estimated on the basis of intermediate values: the standard deviation of the bilateral hearing threshold in a population of people with normal hearing, the measurement error of calibration coefficients, and, in the case of methods based on the model, previously calculated error of the model expressed by the standard deviation of the residual. The standard deviation of the bilateral hearing threshold was determined from audiograms after eliminating the assessment error on the basis of the test-retest examination. Measurement error of calibration coefficients was also calculated from a test-retest examination.

The standard deviation of the bilateral hearing threshold measured by the means of pure-tone audiometry is affected by the population variability and measurement error. Knowing that measurement error is equal to the standard deviation of the bilateral hearing threshold difference in test-retest examination (Table 1) divided by a square root of 2, the standard deviation of the real bilateral hearing threshold can be calculated from equation 11 (Table 3).

\[
\text{measured bilateral threshold SD}^2 = (\text{real bilateral threshold SD})^2 + (\text{bilateral threshold test-retest difference SD})^2 / 2 \tag{11}
\]
Table 3. Standard deviation of the bilateral hearing threshold measured in series 1 by 25 participants, estimated measurement error and standard deviation of the real bilateral hearing threshold after eliminating the measurement error with corresponding confidence intervals at $P=.05$.

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Measured threshold (dB), SD (95% CI)</th>
<th>Measurement error (dB), SE (95% CI)</th>
<th>Real threshold (dB), SD (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Bilateral hearing threshold</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>At 125 Hz</td>
<td>5.58 (4.35, 7.76)</td>
<td>3.48 (3.17, 3.86)</td>
<td>4.35 (2.98, 6.73)</td>
</tr>
<tr>
<td>At 250 Hz</td>
<td>5.42 (4.23, 7.53)</td>
<td>4.15 (2.80, 6.47)</td>
<td></td>
</tr>
<tr>
<td>At 500 Hz</td>
<td>4.41 (3.44, 6.13)</td>
<td>2.70 (1.34, 4.76)</td>
<td></td>
</tr>
<tr>
<td>At 1 kHz</td>
<td>3.82 (2.98, 5.31)</td>
<td>1.57 (0.00, 3.65)</td>
<td></td>
</tr>
<tr>
<td>At 2 kHz</td>
<td>4.11 (3.21, 5.72)</td>
<td>2.19 (0.51, 4.22)</td>
<td></td>
</tr>
<tr>
<td>At 4 kHz</td>
<td>5.00 (3.90, 6.96)</td>
<td>3.59 (2.28, 5.79)</td>
<td></td>
</tr>
<tr>
<td>At 6 kHz</td>
<td>6.61 (5.16, 9.20)</td>
<td>5.62 (4.08, 8.35)</td>
<td></td>
</tr>
<tr>
<td>At 8 kHz</td>
<td>7.03 (5.49, 9.78)</td>
<td>6.11 (4.48, 9.88)</td>
<td></td>
</tr>
<tr>
<td>In range 125 Hz-8 kHz</td>
<td>5.36 (4.87, 5.95)</td>
<td>4.07 (3.70, 4.53)</td>
<td></td>
</tr>
<tr>
<td><strong>Mean bilateral hearing threshold</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In range 125 Hz-8 kHz</td>
<td>2.62 (2.05, 3.65)</td>
<td>1.23 (1.12, 1.37)</td>
<td>2.32 (1.71, 3.38)</td>
</tr>
</tbody>
</table>

The standard deviation of the bilateral hearing threshold difference in test-retest examination was calculated jointly for all frequencies due to lack of significant differences between frequencies in the 1-way ANOVA at the level of statistical significance $P=.05$.

Analogical computation were carried out for the mean value of bilateral hearing threshold, assuming the measurement error divided by a square root of 8 as the mean was for 8 frequencies (Table 3).

The error of the independent coefficients method (determining the reference sound level independently for each frequency on the basis of the calibration coefficient at this frequency) depends on the distribution of the bilateral hearing threshold in the population and the measurement error of the calibration coefficient. Measurement error of the calibration coefficient can be easily calculated from the standard deviation of the difference in the test-retest examination by dividing its value by the square root of 2. Therefore, the mean error of the independent coefficients method across all frequencies may be expressed in the following equation:

$$(\text{independent coefficients SD})^2 = (\text{real bilateral threshold in the range 125 Hz-8 kHz SD})^2 + (\text{calibration method test-retest difference SD})^2 / 2$$ (12)

where bilateral threshold in the range 125 Hz-8 kHz SD is the standard deviation of the bilateral hearing threshold calculated jointly for all values reduced by the mean at relevant frequencies (Table 3).

The modeled coefficients method consists in estimation of the reference sound level on the basis of the model fitted to the mean value of 8 calibration coefficients determined at various frequencies. Therefore, its error is connected with distribution of the mean bilateral threshold, the error of determining the mean of 8 calibration coefficients, and the standard error of the model. Similarly, as for the independent coefficients method, the error of mean of 8 coefficients can be calculated from the standard deviation of the difference in test-retest examination by dividing its value by the square root of 2, to obtain the error for single coefficient, and by the square root of 8, to obtain the error for the mean. Thus:

$$(\text{modeled coefficients SD})^2 = (\text{real mean bilateral threshold SD})^2 + (\text{calibration method test-retest difference SD})^2 / 16 + (\text{model SD})^2$$ (13)

Finally, the error of single frequency method consisting in estimating the reference sound level determined on the basis of the model fitted to 1 calibration coefficient at the frequency with the lowest standard deviation will be:

$$(\text{single frequency SD})^2 = (\text{real bilateral threshold at 1 kHz SD})^2 + (\text{calibration method test-retest difference SD})^2 / 2 + (\text{model SD})^2$$ (14)

The standard errors of each method are presented in Table 4. For practical reasons, the differences in the hearing threshold between measurements on clinical audiometer and biologically calibrated PC were estimated (Table 5). These hearing thresholds were assumed to be obtained by means of ascending methods; therefore, the variances of the calibration methods were increased by the variance of test-retest examination for the ascending method. The variance calculated jointly for both ears was used (Table 1).
Table 4. The standard error of biological calibration with corresponding confidence intervals at $P = .05$ estimated on the basis of measurements carried out by 25 participants.

<table>
<thead>
<tr>
<th>Method</th>
<th>Reference sound level (dB), SE (95% CI)</th>
<th>Independent coefficients</th>
<th>Modeled coefficients</th>
<th>Single coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modulated signal</td>
<td>5.38 (4.89, 5.98)</td>
<td>7.07 (5.95, 8.38)</td>
<td>7.61 (6.35, 9.24)</td>
<td></td>
</tr>
<tr>
<td>Dual tone (5 dB)</td>
<td>6.71 (6.10, 7.45)</td>
<td>7.21 (6.09, 8.53)</td>
<td>8.60 (7.32, 10.26)</td>
<td></td>
</tr>
<tr>
<td>Dual tone (2 dB)</td>
<td>7.07 (6.43, 7.85)</td>
<td>7.26 (6.13, 8.57)</td>
<td>8.89 (7.60, 10.55)</td>
<td></td>
</tr>
<tr>
<td>Ascending (5-dB step)</td>
<td>5.91 (5.37, 6.56)</td>
<td>7.12 (6.00, 8.44)</td>
<td>7.99 (7.63, 9.63)</td>
<td></td>
</tr>
<tr>
<td>Ascending (2-dB step)</td>
<td>5.39 (4.90, 5.99)</td>
<td>7.07 (5.95, 8.38)</td>
<td>7.62 (6.36, 9.25)</td>
<td></td>
</tr>
<tr>
<td>Bekesy (continual)</td>
<td>5.35 (4.87, 5.95)</td>
<td>7.07 (5.95, 8.38)</td>
<td>7.59 (6.33, 9.23)</td>
<td></td>
</tr>
<tr>
<td>Bekesy (modulated)</td>
<td>4.90 (4.46, 5.45)</td>
<td>7.03 (5.91, 8.34)</td>
<td>7.28 (6.02, 8.91)</td>
<td></td>
</tr>
</tbody>
</table>

Table 5. The standard deviation of the difference in the hearing threshold determined by means of the ascending method between measurements on clinical audiometer and the biologically calibrated personal computer, together with corresponding confidence intervals at $P = .05$ estimated on the basis of measurements carried out by 25 participants.

<table>
<thead>
<tr>
<th>Method</th>
<th>Hearing threshold difference (dB), SD (95% CI)</th>
<th>Independent coefficients</th>
<th>Modeled coefficients</th>
<th>Single coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modulated signal</td>
<td>7.60 (7.01, 8.31)</td>
<td>8.88 (7.79, 10.17)</td>
<td>9.31 (8.09, 10.89)</td>
<td></td>
</tr>
<tr>
<td>Dual tone (5 dB)</td>
<td>8.59 (7.90, 9.42)</td>
<td>8.99 (7.89, 10.29)</td>
<td>10.14 (8.88, 11.77)</td>
<td></td>
</tr>
<tr>
<td>Dual tone (2 dB)</td>
<td>8.88 (8.16, 9.74)</td>
<td>9.03 (7.93, 10.33)</td>
<td>10.38 (9.11, 12.03)</td>
<td></td>
</tr>
<tr>
<td>Ascending (5-dB step)</td>
<td>7.98 (7.35, 8.74)</td>
<td>8.92 (7.83, 10.22)</td>
<td>9.63 (8.39, 11.23)</td>
<td></td>
</tr>
<tr>
<td>Ascending (2-dB step)</td>
<td>7.61 (7.01, 8.31)</td>
<td>8.88 (7.79, 10.17)</td>
<td>9.32 (8.10, 10.90)</td>
<td></td>
</tr>
<tr>
<td>Bekesy (continual)</td>
<td>7.58 (6.99, 8.29)</td>
<td>8.88 (7.78, 10.17)</td>
<td>9.30 (8.08, 10.88)</td>
<td></td>
</tr>
<tr>
<td>Bekesy (modulated)</td>
<td>7.27 (6.71, 7.93)</td>
<td>8.84 (7.75, 10.14)</td>
<td>9.05 (7.84, 10.61)</td>
<td></td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

This paper presents methods of biological calibration of a PC for hearing examination by determining the reference sound level on the basis of the hearing threshold of the reference person. Seven methods of measuring calibration coefficients and 3 methods of determining reference sound level on the basis of these coefficients were proposed and analyzed. On the basis of 3 series of measurements conducted by 25 participants, the difference between classical pure-tone audiometry and audiometry based on biological calibration was estimated. The smallest standard deviation of the difference was obtained for the Bekesy (modulated) method with the independent coefficients method at the level of 7.27 dB (95% CI 6.71-7.93).

Comparison of Measurement Methods

The lowest standard deviation in test-retest examination at the level of 3.87 dB (95% CI 3.52-4.29) was obtained using the Bekesy (modulated) method, which entails assessment of the hearing threshold by means of the amplitude-modulated sound according to the rules of Bekesy’s audiometry. This value is in-line with the standard deviation of the test-retest examination of Bekesy’s audiometry [18]. The Bekesy (modulated) method is of moderate duration and is relatively easy to conduct. The modulated signal method, which consists in self-adjusting the volume of the amplitude-modulated sound to the barely audible level, turned out to be the easiest and the quickest method. In the test-retest examination, the standard deviation of this method was 4.97 dB (95% CI 4.53-5.51). The greatest error was found in the dual tone methods consisting in self-adjusting the volume of 2 generated sound signals differing slightly in intensity by a constant value in such a way that only the louder of the 2 sounds was audible.

Comparison of Sound Reference Level Determination Methods

The estimated error of determining reference sound level turned out to be the lowest for the independent coefficients method and higher for the modeled coefficients method (Table 4). This relation was statistically significant for the modulated signal, ascending (5-dB step), ascending (2-dB step), Bekesy (continual), and Bekesy (modulated) methods ($P = .05$). The highest error occurred for the single frequency method. However, when compared with the modeled coefficients method, statistical significance was achieved only for the dual tone (5 dB) method ($P = .05$).

The standard error of the modeled coefficients method was estimated for the model determined in the frequency range 125 Hz-8 kHz. When the range is limited to 250 Hz-8 kHz, the standard error of the model decreases from 6.57 dB (95% CI 5.59-7.54) to 5.98 dB (95% CI 4.45-7.50). This improves the modeled coefficients method, but the independent coefficients method is still more accurate. However, in this case the relation...
remained statistically significant only for the Bekesy (modulated) method ($P=.05$).

In the single frequency method, only 1 coefficient is needed to fit the model, which indicates calibration time is 8 times shorter at the cost of higher calibration error.

**Comparison With Previous Work**

Some of the presented calibration methods have been used in other studies. In Masalski and Kręcicki [4], calibration was carried out using the dual tone (5 dB) method with single frequency method. The standard deviation of the difference in the hearing threshold between PC-based test and pure-tone audiometry was 10.66 dB, which is in-line with the present study (SD 10.14 dB, 95% CI 8.88-11.77). In Bexelius et al [3], the pure-tone audiometry was compared with the test carried out on a PC calibrated by means of the modulated signal method with independent coefficients method. In all, 89% of the measurements were performed on the same PC and using the same reference person. The standard deviation was obtained at the level of 8.29 dB and 6.9 dB at frequencies 2 kHz and 4 kHz, respectively. These results are also consistent with the present study. The standard deviation for these modulated signal and independent calibration coefficient methods was estimated at the level of 7.60 dB (95% CI 7.01-8.31) (Table 5), whereas if we assume that the reference person is the same by setting the standard deviation of real bilateral threshold in the range 125 Hz-8 kHz to 0 in equation 12, we get 6.42 dB (95% CI 6.13-6.75).

**Other Factors Affecting Accuracy**

Calibration error strongly depends on the hearing threshold of the reference person. This applies especially to the independent coefficients and single frequency methods, in which the sound reference level at a single frequency is determined on the basis of a single measurement, contrary to modeled coefficients method, which uses mean hearing threshold. To verify the obtained results, the distribution of the hearing threshold of the participants was compared with literature data (Table 6). The standard deviation of the hearing threshold in this study is significantly smaller ($P=.01$) than the results presented in some studies [19-22], is in-line with one study [23], and is larger than other studies [24-27].

<table>
<thead>
<tr>
<th>Study</th>
<th>N</th>
<th>Hearing threshold (dB), SD</th>
<th>Mean SD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>125 Hz</td>
<td>250 Hz</td>
</tr>
<tr>
<td>Taylor et al, 1967 [24]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24 years</td>
<td>46</td>
<td>4.6</td>
<td>4.1</td>
</tr>
<tr>
<td>25-34 years</td>
<td>33</td>
<td>4.8</td>
<td>4.3</td>
</tr>
<tr>
<td>Robinson, Sutton, 1979 [19]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>1636</td>
<td>6.6</td>
<td>6.1</td>
</tr>
<tr>
<td>Women</td>
<td>1578</td>
<td>6.1</td>
<td>5.6</td>
</tr>
<tr>
<td>Arlinger, 1982 [21]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>7.8</td>
<td>5.2</td>
<td>7.4</td>
</tr>
<tr>
<td>Arlinger, 1991 [25]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>5.7</td>
<td>5.2</td>
<td>5.0</td>
</tr>
<tr>
<td>Lutman, Davis, 1994 [26]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>241</td>
<td>4.2</td>
<td>4.4</td>
<td>4.2</td>
</tr>
<tr>
<td>Han, Poulsen, 1998 [27]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>4.7</td>
<td>4.4</td>
<td>3.5</td>
</tr>
<tr>
<td>Johansson, 2002 [23]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>266</td>
<td>5.7</td>
<td>5.5</td>
</tr>
<tr>
<td>Women</td>
<td>337</td>
<td>5.5</td>
<td>5.2</td>
</tr>
<tr>
<td>Engdahl et al, 2005 [22]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>3587</td>
<td>7.6</td>
<td>5.7</td>
</tr>
<tr>
<td>Women</td>
<td>1840</td>
<td>6.3</td>
<td>5.8</td>
</tr>
<tr>
<td>Current study</td>
<td>25</td>
<td>5.9</td>
<td>6.1</td>
</tr>
</tbody>
</table>

Table 6. Summary of standard deviations of the hearing threshold in decibels for participants with normal hearing in the literature.

The examinations in this study were conducted on young employees and interns of the Otolaryngology Clinic (ie, persons familiar with the subject of hearing examinations). This may have led to better calibration results and shorter duration of the examination than in a population of young people with good hearing without experience with hearing examinations.

In the calculations, it was assumed that the examinations conducted on home computers are not burdened with an error.
resulting from the presence of background noises other than the fan noise. This assumption was made because during home examinations and in those conducted in the sound booth the fan noise was the loudest and the most disturbing sound. Thus, the estimated calibration error takes into account the fan noise. However, in the case of other background noises, the error may turn out to be bigger.

Calibration methods presented in the paper were implemented as Java applets embedded in browsers. However, their application is not limited only to Web-based tests, but may also be used for offline determination of the reference sound level or on mobile devices. Moreover, in the case of tablets or smartphones, calibration error may turn out to be smaller because of the lack of fan noises.

When conducting examinations on a PC with the use of headphones with very high sensitivity instead of regular ones, interferences of the sound card or other electronic systems may affect the stimulus. During examination at home, such incidents occurred in 2 of 25 cases. As a result, it was impossible to perform the examination. After changing headphones from professional to regular ones, the examination was completed without any problems.

Calibration accuracy may be improved if it is conducted by 2 or more reference persons [3]. The greatest improvement may be expected in the case of the independent coefficients method, whose standard deviation should reduce proportionally to the square root of the number of persons conducting calibration. In the case of the modeled coefficients and single frequency methods, the improvement will be less visible because increasing the number of reference persons does not affect the model’s error.

Another method of improving the accuracy is to introduce additional conditions to reject inaccurate calibrations. For example, calibration using the independent coefficients method may be rejected as the difference between coefficients exceeds the predetermined threshold [3]. In the case of the modeled coefficients method, the condition may be imposed on the difference between the value of the calibration coefficient and the model. In the single frequency method, it is possible to do an additional measurement and verify its value with the model. Moreover, for all methods based on Bekesy’s audiometry, verification can be based on the difference between the intensities at which the sound starts to be audible and the intensities at which the sound ceases to be audible.

**Recommendations**

The final choice of the calibration method will depend on the desired accuracy of calibration and the time for its performance. If considerable accuracy is required, it is advisable to use the independent coefficients method, whereas when quick calibration is the priority, the single frequency method is preferable. The application of the modeled coefficients method is not justified because of higher calibration error than is in the independent coefficients method at the same duration.

Two of the 7 methods of measuring calibration coefficients seem worth noting: the modulated signal and Bekesy (modulated) methods. The choice of the better of the 2 is not obvious. The Bekesy (modulated) method is the most accurate at moderate duration, whereas the modulated signal method is the fastest at moderate accuracy. Additionally, the modulated signal method is the easiest, and the Bekesy (modulated) method is the second easiest. However, the methods differ significantly in the complexity of implementation with the Bekesy (modulated) method being more complex. On the other hand, in the case of Bekesy (modulated) method, the measurement can be easily verified on the basis of the differences between the intensities at which the stimulus starts or stops being audible.

Therefore, if there are no substantial time limitations, it is advisable to use Bekesy (modulated) method with independent coefficients method, which have the lowest error. When a simple and quick calibration is required, modulated signal method with single frequency method should be chosen.
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**Multimedia Appendix 1**

Translation of the questionnaire on difficulty of the calibration.

[PDF File (Adobe PDF File), 38KB - jmri_v16i1e11_app1.pdf ]

**Multimedia Appendix 2**

All equations used for this paper: (1) the model, (2) the difference between the model and the real calibration coefficient, (3) the determination error of the calibration coefficient, (4) the difference between the model and the determined coefficient, (5) the variance of random variable X, (6) the model estimated on the basis of determined coefficients, (7) the variance of random variable

---

Masalski et al

http://www.jmir.org/2014/1/e11/
Z, (8) the value of determined coefficient, (9) the variance of random variable Y, (10) the frequency response of the model, (11) the standard deviation of the participants' bilateral hearing threshold measured with ascending method, (12) the standard error of the independent coefficients method, (13) the standard error of the modeled coefficients method, (14) the standard error of the single frequency method.

Multimedia Appendix 3
CONSORT-EHEALTH checklist V1.6.2 [28].
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Abstract

Background: Patient-centered health care is a central component of current health policy agendas. Shared decision making (SDM) is considered to be the pinnacle of patient engagement and methods to promote this are becoming commonplace. However, the measurement of SDM continues to prove challenging. Reviews have highlighted the need for a patient-reported measure of SDM that is practical, valid, and reliable to assist implementation efforts. In consultation with patients, we developed CollaboRATE, a 3-item measure of the SDM process.

Objective: There is a need for scalable patient-reported measure of the SDM process. In the current project, we assessed the psychometric properties of CollaboRATE.

Methods: A representative sample of the US population were recruited online and were randomly allocated to view 1 of 6 simulated doctor-patient encounters in January 2013. Three dimensions of SDM were manipulated in the encounters: (1) explanation of the health issue, (2) elicitation of patient preferences, and (3) integration of patient preferences. Participants then completed CollaboRATE (possible scores 0-100) in addition to 2 other patient-reported measures of SDM: the 9-item Shared Decision Decision Making Questionnaire (SDM-Q-9) and the Doctor Facilitation subscale of the Patient’s Perceived Involvement in Care Scale (PICS). A subsample of participants was resurveyed between 7 and 14 days after the initial survey. We assessed CollaboRATE’s discriminative, concurrent, and divergent validity, intrarater reliability, and sensitivity to change.

Results: The final sample consisted of 1341 participants. CollaboRATE demonstrated discriminative validity, with a significant increase in CollaboRATE score as the number of core dimensions of SDM increased from zero (mean score: 46.0, 95% CI 42.4-49.6) to 3 (mean score 85.8, 95% CI 83.2-88.4). CollaboRATE also demonstrated concurrent validity with other measures of SDM, excellent intrarater reliability, and sensitivity to change; however, divergent validity was not demonstrated.

Conclusions: The fast and frugal nature of CollaboRATE lends itself to routine clinical use. Further assessment of CollaboRATE in real-world settings is required.

(J Med Internet Res 2014;16(1):e2) doi:10.2196/jmir.3085
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decision making; physician-patient relations; psychometrics/Instrumentation; patient participation; questionnaires; Internet
Introduction

Health care that is patient-centered and supports patient engagement has become an integral aspect of health policy [1-3]. Shared decision making (SDM) has been described as the pinnacle of patient-centered care [4], relevant to managing long-term conditions and situations where multiple treatment options exist. However, to date, implementation has been limited [2,5]. To encourage adoption, SDM has been included in the Patient Protection and Affordable Care Act, as a quality metric for new health care payment and service delivery models [2].

The challenge of developing a measure of the SDM process that is psychometrically sound and suitable for use in routine care forms a barrier to the realization of this plan [6,7] and impedes SDM implementation [8,9].

Measuring the SDM process using observational instruments is laborious, costly, and not conducive to rapid data feedback. Patient-reported measurement of the SDM process may be implemented more successfully. We found 5 such measures: the dyadic OPTION scale [10], the Facilitation of Patient Involvement in Care Scale [11], the Perceived Involvement in Care Scale (PICS) [12], the 9-item Shared Decision Making Questionnaire (SDM-Q-9) [13], and the modified Control Preferences Scale [14]. Four of these measures [10-13] contain 5 or more items, which introduces a patient burden that complicates their integration into usual care. All 5 measures also refer explicitly to a “decision” despite recognition that patients may not always realize that a decision has been made [15,16]. Three of the measures [10,12,13] refer to a single decision, limiting their applicability for health care encounters in which several decisions are made [17,18] and although the psychometric properties of some measures are promising [7], important qualities, such as discriminative validity and intrarater reliability, are often unreported.

A fast and frugal, valid and reliable, patient-reported measure of the SDM process that is applicable to a wide range of clinical settings—especially the primary care setting where varied and often unanticipated decisions are made—is needed. Encouraged by the success of short health measures in other fields [19-23], we developed a 3-item measure of the SDM process, CollaboRATE, in partnership with patients [24,25]. CollaboRATE represents a formative measurement model, assessing the extent to which each of 3 core shared decision-making tasks (or dimensions) are present in a clinical encounter: (1) explanation of the health issue, (2) elicitation of patient preferences, and (3) integration of patient preferences [24]. To date, we have completed the first of 3 planned stages in the development of CollaboRATE: (1) item development with target users, (2) psychometric performance in simulated encounters, and (3) psychometric properties in real clinical populations. In the first stage, we conducted a series of cognitive interviews, where we have shown CollaboRATE to be fast to complete, easy to understand, and to consist of items that are interpreted in the way intended [24]. Our aim in this study, the second stage of CollaboRATE development, was to assess the psychometric properties of CollaboRATE using simulated clinical encounters.

Methods

Participants

Participants were adults, 18 years of age or older, residing in the United States, and proficient in English. CollaboRATE was designed to be used in any health care encounter. As such, the target population for CollaboRATE is any person visiting a health provider. Therefore, recruitment quotas, based on the 2010 US Census, were imposed to ensure the sample approximated the US population in terms of gender, age, and educational attainment. Participants were recruited via Survey Sampling International (Shelton, CT), an online survey sampling company with experience in sampling participants for health care research. Survey Sampling International provides small incentives for participation; all respondents were entered into a quarterly draw for US $12,500. The Internet is now a well-established and recognized mode of recruiting participants into research allowing investigators to include hard to reach populations, such as ethnic minorities, with the potential to reduce measurement error, missing data, and respondent attrition. In the recent US Census (2011), 71.7% of Americans reported having access to the Internet at home [26]. The representativeness of data gathered from Internet panels has been shown to be comparable to that from probability-based general population samples [27].

Simulated Encounters

We created a series of simulated encounters using avatars with audio overlay, where a female patient consulted a male clinician about a prolapsed lumbar disk. Each encounter included zero, 1, 2, or 3 dimensions of SDM (Table 1). In total, 6 encounters were created. No encounters were created that included preference integration in the absence of preference elicitation because this was considered implausible. Encounters were scripted to represent realistic encounters, were spoken by volunteers with American accents, and overlaid on computer animations (Multimedia Appendices 1-6). Seven trained independent raters assessed the level of SDM in each encounter using 2 validated observational measures: the Observer OPTION measure [28] and the Rochester Participatory Decision-Making Scale (RPAD) [29]. As expected, observer ratings demonstrated a linear increase in the mean level of SDM as the number of dimensions increased (Figure 1).
Table 1. Number of core dimensions of shared decision making (SDM) included in each simulated encounter.

<table>
<thead>
<tr>
<th>Encounter</th>
<th>Level of SDM</th>
<th>Dimensions of SDM</th>
<th>Explanationa</th>
<th>Preference elicitationb</th>
<th>Preference integrationc</th>
<th>Length (min:s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>None</td>
<td>0</td>
<td>No</td>
<td>No</td>
<td>n/a</td>
<td>2:10</td>
</tr>
<tr>
<td>2</td>
<td>Low</td>
<td>1</td>
<td>Yes</td>
<td>No</td>
<td>n/a</td>
<td>6:05</td>
</tr>
<tr>
<td>3</td>
<td>Low</td>
<td>1</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>3:55</td>
</tr>
<tr>
<td>4</td>
<td>Medium</td>
<td>2</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>7:52</td>
</tr>
<tr>
<td>5</td>
<td>Medium</td>
<td>2</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>4:49</td>
</tr>
<tr>
<td>6</td>
<td>High</td>
<td>3</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>8:45</td>
</tr>
</tbody>
</table>

aThorough explanation of health-related information to patient.
bPatients’ health-related preferences, views, or opinions elicited.
cPatients’ preferences integrated in decision making.

Figure 1. Independent observer ratings (n=7) of the simulated clinical encounters using the observer OPTION Scale and Rochester Participatory Decision-Making Scale.

Measures

CollaboRATE
CollaboRATE is a 3-item measure of the SDM process. Items included are:

1. How much effort was made to help you understand your health issues?
2. How much effort was made to listen to the things that matter most to you about your health issues?
3. How much effort was made to include what matters most to you in choosing what to do next?

Participants are instructed to reflect on a health care encounter and then asked to complete the CollaboRATE survey. We administered 2 different response scales to examine their psychometric properties separately. CollaboRATE-10 was a 10-point anchored scale, ranging from 0 (no effort was made) to 9 (every effort was made). CollaboRATE-5 was a 5-point Likert scale, with responses of 0 (no effort was made), 1 (a little effort was made), 2 (some effort was made), 3 (a lot of effort was made), and 4 (every effort was made). We also used 2 scoring methods to enable us to examine their psychometric properties separately. For CollaboRATE mean, we summed participant’s scores on the 3 items and multiplied by 3.704, transforming to a scale from 0 to 100 (for CollaboRATE-10) and the sum of participant’s scores on the 3 items on the original scale from 0 to 12 (for CollaboRATE-5). For CollaboRATE top score, we coded participants as 1 (yes) when they recorded the highest response on the scale for all 3 items and as 0 (no) in all other situations.

Other Patient-Reported Measures of the Shared Decision-Making Process
We administered the 9-item SDM-Q-9 [13]. Responses were on a 6-point Likert scale ranging from completely disagree to completely agree with total scores on the survey ranging from 0 to 100. We also administered the 5-item Doctor Facilitation subscale of the PICS (PICS-DFS) [12]. Responses were on binary scale (yes or no) and total scores on the survey ranged from 0 to 5.

Clinician Technical Skills
We asked, “How would you rate the technical skills (thoroughness, carefulness, competence) of the provider in the video?” [30] to measure clinician technical skills. Responses were coded as 1 (excellent) or 0 (very good, good, fair, or poor).

Participant Characteristics
We assessed participants’ gender, age, educational attainment [31], ethnicity and race [32], and language(s) spoken at home [33] using standard measures. We assessed health care utilization, measured using a single item, “In the last 12 months, did you make any appointment to see a specialist” with a yes/no response option [34]. Self-reported health status was measured using 2 questions: “Do you have any long-standing illness or
disability?” (yes/no response option) and, if yes, “Does this illness or disability limit your activities in any way?” (yes/no response option) [35]. Decision-making role preferences were measured using the Control Preferences Scale [36].

**Procedure**

Prospective participants were provided with a link to an online information sheet. On the information sheet, participants were informed of the purpose of the survey, the time needed to complete the survey (approximately 15 minutes), and ensured that all data would be stored securely, confidentially, and used only for the purpose of the research project. They were given the number and email of a member of the study team (PJB) to contact if they had any questions. Those who consented were able to enter the online survey system. The survey was created by the research team, piloted with academics and members of the public (n=10) to refine wording, and hosted in Qualtrics, a company specializing in online survey design and data capture. Participants completed items assessing their characteristics and then were randomly allocated by a survey software algorithm to view one of the simulated encounters. Participants were restricted to viewing the simulated encounter once. Potential participants were eligible for inclusion only if they viewed the whole encounter, took the minimum amount of time required to complete the survey questions (3 minutes for the initial survey and 45 seconds for the resurvey), and completed the survey within 1 hour of commencement. Participants were asked to imagine themselves in the position of the patient and then to assess the encounter by completing CollaboRATE, SDM-Q-9, and PICS-DFS. CollaboRATE was administered using both response scales; the presentation of response scales was counterbalanced to attenuate possible order effects. Participants were prevented from making multiple survey entries. This was achieved by preventing respondents with the same Internet Protocol (IP) address from taking the survey again.

A random subsample of participants from each of the encounters was resurveyed between 1 and 2 weeks after initial survey completion [37]. Some of these participants were shown the same encounter a second time, whereas others were shown a different encounter. Participants were asked to complete CollaboRATE using both sets of response scales, which were again counterbalanced. The Committee for the Protection of Human Subjects at the Dartmouth College Institutional Review Board (IRB) approved the study (CPHS #23687).

**Statistical Analysis**

The statistical analyses conducted to assess the psychometric properties of CollaboRATE are provided in Table 2. We conducted all analyses using both response scales of CollaboRATE (CollaboRATE-10 and CollaboRATE-5), and both scoring methods (CollaboRATE mean and CollaboRATE top score). As CollaboRATE represents a formative model of SDM, we did not assess internal consistency. Similarly, we did not assess floor or ceiling effects as because the artificial manipulation makes such an assessment invalid. Analyses were conducted using Stata 12 (StataCorp LP, College Station, TX, USA).

### Table 2. Statistical analyses conducted to assess psychometric properties of CollaboRATE.

<table>
<thead>
<tr>
<th>Psychometric property</th>
<th>Definition</th>
<th>Assessmenta</th>
<th>CollaboRATE analyses</th>
<th>Top score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discriminative validity</td>
<td>Ability of the measure to yield low scores when the construct under measurement is absent, and higher scores as the presence of the construct increases [37]</td>
<td>Between-dimension comparisons of CollaboRATE scores</td>
<td>ANOVA, planned comparisons (between-groups test or Welch test)</td>
<td>Chi-square test</td>
</tr>
<tr>
<td>Concurrent validity</td>
<td>Presence of correlation between measures that claim to measure the same construct [37]</td>
<td>Relationship between CollaboRATE and the 2 other measures of SDM (SDM-Q-9 and PICS-DFS)</td>
<td>Pearson product moment correlation (r) [38]</td>
<td>Point-biserial correlation (rpb) [39]</td>
</tr>
<tr>
<td>Divergent validity</td>
<td>Absence of correlation between measures that claim to measure different constructs [37]</td>
<td>Relationship between CollaboRATE and the clinician technical skills question</td>
<td>Pearson product moment correlation (r)</td>
<td>Point-biserial correlation (rpb)</td>
</tr>
<tr>
<td>Intrarater reliability</td>
<td>Consistency of ratings of the same encounter, across 2 time points by the same rater [37]</td>
<td>Comparison of CollaboRATE scores on initial survey and resurvey for participants exposed to the same encounter</td>
<td>Intraclass correlation coefficients (ICC 2,2; 2-way mixed effects model of absolute agreement)</td>
<td>Cohen’s kappa coefficient [40]</td>
</tr>
<tr>
<td>Sensitivity to change</td>
<td>Ability of the measure to detect change in the specified construct, regardless of whether it is deemed meaningful to the decision maker [37,41]</td>
<td>Comparison of CollaboRATE scores on initial survey and resurvey for participants exposed to the “opposite” encounter on resurvey (e.g., low SDM on initial survey, high SDM on resurvey)</td>
<td>Paired t test</td>
<td>McNemar’s test</td>
</tr>
</tbody>
</table>

aSDM: shared decision making; SDM-Q-9: 9-item Shared Decision Making Questionnaire; PICS-DFS: 5-item Doctor Facilitation subscale of the Perceived Involvement in Care Scale.
Sample Size Calculation
To detect an estimated 15% difference in the proportion of participants with a top score on CollaboRATE between the encounter with 3 dimensions present (estimated 75% top score) and an encounter with 2 dimensions present (estimated 60% top score), with 90% power, 216 participants per encounter were required. We planned to resurvey 30 participants initially exposed to each of the encounters who would be exposed to the same encounter again (providing 95% power to detect a minimum intraclass correlation coefficient, ICC, of 0.65) and a further 30 participants initially exposed to the 2 extreme encounters (zero dimensions and 3 dimensions) who would be exposed to the opposite encounter.

Results

Participant Flow
A total of 2026 participants completed the initial survey. Before analysis, 685 (33.8%) were excluded for taking less than the minimum reasonable time to complete the survey, resulting in a total of 1341 eligible participants included. A total of 388 participants were approached for resurvey. Prior to analysis, 137 (35.3%) were excluded for taking less than the minimum reasonable time to complete the survey, resulting in a total of 251 eligible participants included in the resurvey.

Participant Characteristics
Characteristics of the participants were similar to that of the US population. Participants’ characteristics across the dimensions were comparable (Table 3) although there were statistically significant differences in race ($P=.04$). 6.94% (93/1341) of participants did not report age or gender, but no differences in CollaboRATE scores were found between those that did and did not report age ($P=.45$) or gender ($P=.76$). The acceptability of CollaboRATE items was demonstrated by less than 1% (8/1341) of participants missing any of the items.

Discriminative Validity
The discriminative validity of CollaboRATE was demonstrated with significant increases in scores as progressively more of the dimensions were included in the encounters (Table 4). For all analyses, a significant overall association between CollaboRATE and number of dimensions was found (data available on request).

This was true for both response scales and both scoring methods. The discriminative validity of the 2 other measures of SDM was also demonstrated. No significant differences were observed in CollaboRATE between the 2 encounters that included 1 dimension of SDM, nor between the 2 encounters that included 2 dimensions of SDM, on either response scales or scoring method (analysis available upon request). A further description of CollaboRATE scores per item is presented in Table 5.
<table>
<thead>
<tr>
<th>Sociodemographic and health care characteristics</th>
<th>Number of dimensions</th>
<th>Total (n=1341)</th>
<th>US population</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0 (n=270)</td>
<td>1 (n=443)</td>
<td>2 (n=425)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>128 (50.0)</td>
<td>218 (53)</td>
<td>223 (57.2)</td>
</tr>
<tr>
<td>Male</td>
<td>128 (50.0)</td>
<td>193 (47.0)</td>
<td>167 (42.8)</td>
</tr>
<tr>
<td><strong>Age (years), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-44</td>
<td>85 (39.5)</td>
<td>172 (50.3)</td>
<td>165 (50.5)</td>
</tr>
<tr>
<td>45-64</td>
<td>79 (36.7)</td>
<td>110 (32.2)</td>
<td>102 (31.2)</td>
</tr>
<tr>
<td>65+</td>
<td>51 (23.7)</td>
<td>60 (17.5)</td>
<td>60 (18.4)</td>
</tr>
<tr>
<td><strong>Educational attainment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school graduate or less</td>
<td>108 (40.3)</td>
<td>179 (40.4)</td>
<td>169 (40.0)</td>
</tr>
<tr>
<td>Some college, no degree</td>
<td>56 (20.9)</td>
<td>103 (23.3)</td>
<td>100 (23.6)</td>
</tr>
<tr>
<td>Associate’s or bachelor’s degree</td>
<td>79 (29.5)</td>
<td>120 (27.1)</td>
<td>126 (29.8)</td>
</tr>
<tr>
<td>Master’s, professional, or doctoral degree</td>
<td>25 (9.3)</td>
<td>41 (9.3)</td>
<td>28 (6.6)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>21 (8.1)</td>
<td>28 (6.4)</td>
<td>32 (7.7)</td>
</tr>
<tr>
<td>Not Hispanic or Latino</td>
<td>238 (91.9)</td>
<td>409 (93.6)</td>
<td>384 (92.3)</td>
</tr>
<tr>
<td>White alone</td>
<td>205 (86.1)</td>
<td>315 (77.0)</td>
<td>314 (81.8)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>One race</td>
<td>260 (97)</td>
<td>423 (96.1)</td>
<td>413 (97.6)</td>
</tr>
<tr>
<td>White</td>
<td>229 (85.5)</td>
<td>341 (77.5)</td>
<td>342 (80.9)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>18 (6.7)</td>
<td>45 (10.2)</td>
<td>39 (9.2)</td>
</tr>
<tr>
<td>Asian</td>
<td>4 (1.5)</td>
<td>4 (0.9)</td>
<td>6 (1.4)</td>
</tr>
<tr>
<td>Native Hawaiian and Other Pacific Islander</td>
<td>0</td>
<td>4 (0.9)</td>
<td>0</td>
</tr>
<tr>
<td>Some other race</td>
<td>5 (1.9)</td>
<td>13 (3.0)</td>
<td>11 (2.6)</td>
</tr>
<tr>
<td>Two or more races</td>
<td>8 (3.0)</td>
<td>17 (3.9)</td>
<td>10 (2.4)</td>
</tr>
<tr>
<td><strong>Language spoken at home</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>English only</td>
<td>243 (91.4)</td>
<td>386 (89.4)</td>
<td>370 (88.5)</td>
</tr>
<tr>
<td>Language other than English</td>
<td>23 (8.7)</td>
<td>46 (10.7)</td>
<td>48 (11.5)</td>
</tr>
<tr>
<td><strong>Health care experiences and preferences</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Long-standing illness or disability</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes, and limits activities</td>
<td>55 (20.6)</td>
<td>117 (26.6)</td>
<td>122 (28.8)</td>
</tr>
<tr>
<td>Yes, and does not limit activities</td>
<td>26 (9.7)</td>
<td>38 (8.6)</td>
<td>37 (8.7)</td>
</tr>
<tr>
<td>No</td>
<td>186 (68.7)</td>
<td>285 (64.8)</td>
<td>264 (62.4)</td>
</tr>
<tr>
<td>Specialist appointment in last 12 months</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>120 (44.6)</td>
<td>228 (51.6)</td>
<td>223 (52.5)</td>
</tr>
<tr>
<td>No</td>
<td>149 (55.4)</td>
<td>214 (48.4)</td>
<td>202 (47.5)</td>
</tr>
<tr>
<td>Decision-making role preferences</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient alone</td>
<td>37 (13.8)</td>
<td>74 (16.7)</td>
<td>64 (15.1)</td>
</tr>
<tr>
<td>Patient with provider input</td>
<td>117 (43.5)</td>
<td>167 (37.7)</td>
<td>159 (37.4)</td>
</tr>
<tr>
<td>Shared</td>
<td>84 (31.2)</td>
<td>162 (36.6)</td>
<td>164 (38.6)</td>
</tr>
</tbody>
</table>
### Sociodemographic and health care characteristics

<table>
<thead>
<tr>
<th>Number of dimensions</th>
<th>Provider with patient input</th>
<th>Provider alone</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (n=270)</td>
<td>17 (6.3)</td>
<td>14 (5.2)</td>
</tr>
<tr>
<td>1 (n=443)</td>
<td>22 (5.0)</td>
<td>18 (4.1)</td>
</tr>
<tr>
<td>2 (n=425)</td>
<td>17 (4.0)</td>
<td>21 (4.9)</td>
</tr>
<tr>
<td>3 (n=203)</td>
<td>11 (5.4)</td>
<td>4 (2.0)</td>
</tr>
<tr>
<td>Total (n=1341)</td>
<td>67 (5.0)</td>
<td>57 (4.2)</td>
</tr>
</tbody>
</table>

*a* Frequencies may not sum to the total due to missing data.

*Gender and age data were taken from the 2010 Census [42], educational attainment data correspond to the population aged ≥25 years and were taken from the Current Population Survey 2012 Annual Social and Economic Supplement [31], ethnicity and race data were taken from 2010 Census [43], and language data were taken from the 2006-2008 American Community Survey [33].

### Table 4. Discriminative validity of CollaboRATE, the 9-item Shared Decision Making Questionnaire (SDM-Q-9), and the 5-item Doctor Facilitation subscale of the Perceived Involvement in Care Scale (PICS-DFS).

<table>
<thead>
<tr>
<th>Discriminative validity</th>
<th>Number of dimensions</th>
<th>Contrasts between dimensionsa</th>
<th>Validb</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0 (n=270)</td>
<td>1 (n=443)</td>
<td>2 (n=425)</td>
</tr>
<tr>
<td>CollaboRATE-10, mean (SD)</td>
<td>46.0 (29.9)</td>
<td>69.6 (26.2)</td>
<td>82.0 (21.6)</td>
</tr>
<tr>
<td></td>
<td>−10.68 (505.1)</td>
<td>−10.15 (525.2)</td>
<td>−10.0 (19.1)</td>
</tr>
<tr>
<td>CollaboRATE-5, mean (SD)</td>
<td>5.2 (3.4)</td>
<td>7.8 (3.1)</td>
<td>9.4 (2.6)</td>
</tr>
<tr>
<td></td>
<td>−10.15 (525.2)</td>
<td>−8.37 (845.0)</td>
<td>−10.0 (2.3)</td>
</tr>
<tr>
<td>CollaboRATE-10 top score, n (%)</td>
<td>13 (4.9)</td>
<td>79 (17.9)</td>
<td>131 (31.1)</td>
</tr>
<tr>
<td></td>
<td>24.9 &lt;.001</td>
<td>20.5 &lt;.001</td>
<td>26.0 &lt;.001</td>
</tr>
<tr>
<td>CollaboRATE-5 top score, n (%)</td>
<td>16 (6.0)</td>
<td>76 (17.2)</td>
<td>136 (32.2)</td>
</tr>
<tr>
<td></td>
<td>18.4 &lt;.001</td>
<td>26.0 &lt;.001</td>
<td>6.1 &lt;.001</td>
</tr>
<tr>
<td>SDM-Q-9, mean (SD)</td>
<td>37.1 (27.9)</td>
<td>63.2 (23.4)</td>
<td>75.1 (19.8)</td>
</tr>
<tr>
<td></td>
<td>−12.85 (490.6)</td>
<td>−8.09 (852.9)</td>
<td>−12.85 (19.8)</td>
</tr>
<tr>
<td>PICS-DFS, mean (SD)</td>
<td>1.60 (1.9)</td>
<td>3.2 (1.7)</td>
<td>3.9 (1.2)</td>
</tr>
<tr>
<td></td>
<td>−11.64 (510.8)</td>
<td>−7.07 (798.2)</td>
<td>−11.64 (1.2)</td>
</tr>
</tbody>
</table>

*a* Two-sample t-test with unequal variances for contrasts of means.

*b* Yes=psychometric property found in this sample; no=psychometric property not found in this sample.
Table 5. CollaboRATE scores by item.

<table>
<thead>
<tr>
<th>CollaboRATE items</th>
<th>Number of dimensions</th>
<th>CollaboRATE-10, mean (SD)</th>
<th>CollaboRATE-5, mean (SD)</th>
<th>CollaboRATE-10 top score, n (%)</th>
<th>CollaboRATE-5 top score, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0 (n=270)</td>
<td>1 (n=425)</td>
<td>2 (n=443)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CollaboRATE-10, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item 1 (information)</td>
<td>4.50 (2.76)</td>
<td>6.63 (2.36)</td>
<td>7.48 (1.94)</td>
<td>7.70 (1.86)</td>
<td>97 (47.8)</td>
</tr>
<tr>
<td>Item 2 (preference)</td>
<td>4.19 (2.83)</td>
<td>6.25 (2.49)</td>
<td>7.36 (2.07)</td>
<td>7.69 (1.75)</td>
<td>172 (40.6)</td>
</tr>
<tr>
<td>Item 3 (integration)</td>
<td>3.77 (2.96)</td>
<td>5.94 (2.74)</td>
<td>7.32 (2.16)</td>
<td>7.80 (1.73)</td>
<td>204 (46.8)</td>
</tr>
<tr>
<td>CollaboRATE-5, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item 1 (information)</td>
<td>1.98 (1.10)</td>
<td>2.74 (1.02)</td>
<td>3.18 (0.85)</td>
<td>3.34 (0.84)</td>
<td>99 (51.5)</td>
</tr>
<tr>
<td>Item 2 (preference)</td>
<td>1.73 (1.21)</td>
<td>2.58 (1.31)</td>
<td>3.14 (0.95)</td>
<td>3.27 (0.83)</td>
<td>111 (51.5)</td>
</tr>
<tr>
<td>Item 3 (integration)</td>
<td>1.51 (1.33)</td>
<td>2.49 (1.25)</td>
<td>3.13 (1.02)</td>
<td>3.39 (0.82)</td>
<td>112 (55.2)</td>
</tr>
<tr>
<td>CollaboRATE-10 top score, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item 1 (information)</td>
<td>22 (8.2)</td>
<td>117 (26.5)</td>
<td>175 (41.4)</td>
<td>97 (47.8)</td>
<td>26 (9.7)</td>
</tr>
<tr>
<td>Item 2 (preference)</td>
<td>20 (7.5)</td>
<td>103 (23.4)</td>
<td>172 (40.6)</td>
<td>95 (46.8)</td>
<td>111 (25.2)</td>
</tr>
<tr>
<td>Item 3 (integration)</td>
<td>23 (8.6)</td>
<td>98 (22.1)</td>
<td>180 (42.6)</td>
<td>99 (48.8)</td>
<td>24 (8.9)</td>
</tr>
<tr>
<td>CollaboRATE-5 top score, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item 1 (information)</td>
<td>26 (9.7)</td>
<td>109 (24.6)</td>
<td>175 (41.3)</td>
<td>104 (51.5)</td>
<td>24 (8.9)</td>
</tr>
<tr>
<td>Item 2 (preference)</td>
<td>24 (8.9)</td>
<td>111 (25.2)</td>
<td>184 (43.3)</td>
<td>95 (47.0)</td>
<td>24 (8.9)</td>
</tr>
<tr>
<td>Item 3 (integration)</td>
<td>24 (9.0)</td>
<td>111 (25.1)</td>
<td>194 (45.8)</td>
<td>112 (55.2)</td>
<td>24 (9.0)</td>
</tr>
</tbody>
</table>

Concurrent Validity, Divergent Validity, and Intrarater Reliability

The concurrent validity of CollaboRATE was demonstrated with moderate to strong positive correlations between the 2 other measures of SDM for both response scales and both scoring methods (see Table 6). Divergent validity of CollaboRATE was not demonstrated, with moderate to strong positive correlations also observed with the clinician technical skills rating for both response scales and both scoring methods. Intrarater reliability of CollaboRATE mean scores was demonstrated for both response scales, with excellent intraclass correlations observed between Time 1, initial survey completion, and Time 2, resurvey, scores. Intrarater reliability of CollaboRATE top scores was also demonstrated for both response scales, with moderate agreement observed between Time 1 and Time 2 scores (Table 6).

Sensitivity to Change

Sensitivity to change of CollaboRATE was demonstrated with significant differences observed between scores for encounters with zero and 3 dimensions of SDM (within participants) for both response scales and both scoring methods (Table 7).
Table 6. Concurrent validity, divergent validity, and intrarater reliability of CollaboRATE.

<table>
<thead>
<tr>
<th>Psychometric properties of CollaboRATE</th>
<th>Statistic</th>
<th>95% CI</th>
<th>P</th>
<th>Relationship</th>
<th>Valid/reliablea</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Concurrent validity (with SDM-Q-9)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CollaboRATE-10 mean</td>
<td>r=0.79</td>
<td>0.77, 0.81</td>
<td>&lt;.001</td>
<td>Strong, positive</td>
<td>Yes</td>
</tr>
<tr>
<td>CollaboRATE-5 mean</td>
<td>r=0.80</td>
<td>0.78, 0.82</td>
<td>&lt;.001</td>
<td>Strong, positive</td>
<td>Yes</td>
</tr>
<tr>
<td>CollaboRATE-10 top score</td>
<td>rpb=0.49</td>
<td>0.45, 0.53</td>
<td>&lt;.001</td>
<td>Moderate, positive</td>
<td>Yes</td>
</tr>
<tr>
<td>CollaboRATE-5 top score</td>
<td>rpb=0.50</td>
<td>0.46, 0.54</td>
<td>&lt;.001</td>
<td>Strong, positive</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Concurrent validity (with PICS-DFS)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CollaboRATE-10 mean</td>
<td>r=0.67</td>
<td>0.64, 0.70</td>
<td>&lt;.001</td>
<td>Strong, positive</td>
<td>Yes</td>
</tr>
<tr>
<td>CollaboRATE-5 mean</td>
<td>r=0.68</td>
<td>0.65, 0.71</td>
<td>&lt;.001</td>
<td>Strong, positive</td>
<td>Yes</td>
</tr>
<tr>
<td>CollaboRATE-10 top score</td>
<td>rpb=0.36</td>
<td>0.31, 0.41</td>
<td>&lt;.001</td>
<td>Moderate, positive</td>
<td>Yes</td>
</tr>
<tr>
<td>CollaboRATE-5 top score</td>
<td>rpb=0.37</td>
<td>0.32, 0.42</td>
<td>&lt;.001</td>
<td>Moderate, positive</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Divergent validity (with clinician technical skills rating)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CollaboRATE-10 mean</td>
<td>rpb=0.42</td>
<td>0.37, 0.46</td>
<td>&lt;.001</td>
<td>Moderate, positive</td>
<td>No</td>
</tr>
<tr>
<td>CollaboRATE-5 mean</td>
<td>rpb=0.46</td>
<td>0.42, 0.51</td>
<td>&lt;.001</td>
<td>Moderate, positive</td>
<td>No</td>
</tr>
<tr>
<td>CollaboRATE-10 top score</td>
<td>Agreement=83.4</td>
<td>0.48, 0.59</td>
<td>&lt;.001</td>
<td>Moderate</td>
<td>No</td>
</tr>
<tr>
<td>CollaboRATE-5 top score</td>
<td>Agreement=83.8</td>
<td>0.50, 0.60</td>
<td>&lt;.001</td>
<td>Moderate</td>
<td>No</td>
</tr>
<tr>
<td>% Kappa= 0.53</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% kappa=0.55</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Intrarater reliability (Time 1 to Time 2)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CollaboRATE-10 mean</td>
<td>ICC (2,2)=0.86</td>
<td>0.82, 0.90</td>
<td>&lt;.001</td>
<td>Excellent</td>
<td>Yes</td>
</tr>
<tr>
<td>CollaboRATE-5 mean</td>
<td>ICC (2,2)=0.82</td>
<td>0.76, 0.87</td>
<td>&lt;.001</td>
<td>Excellent</td>
<td>Yes</td>
</tr>
<tr>
<td>CollaboRATE-10 top score</td>
<td>Agreement=84.7</td>
<td>0.42, 0.70</td>
<td>&lt;.001</td>
<td>Moderate</td>
<td>Yes</td>
</tr>
<tr>
<td>% kappa=0.56</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% kappa=0.58</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aYes=psychometric property found in this sample; no=psychometric property not found in this sample.

Table 7. Sensitivity to change of CollaboRATE.

<table>
<thead>
<tr>
<th>CollaboRATE</th>
<th>Time 1 to Time 2 (n=29)</th>
<th>Time 1 to Time 2 (n=33)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimensions</td>
<td>Statistic</td>
<td>Dimensions</td>
</tr>
<tr>
<td>0</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>38.0</td>
<td>78.9</td>
<td>-6.75</td>
</tr>
<tr>
<td>(29.0)</td>
<td>(28.0)</td>
<td></td>
</tr>
<tr>
<td>4.5</td>
<td>9.0</td>
<td>-5.87</td>
</tr>
<tr>
<td>(3.2)</td>
<td>(3.8)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>12</td>
<td>11.0</td>
</tr>
<tr>
<td>1</td>
<td>13</td>
<td>12.0</td>
</tr>
</tbody>
</table>

a1 missing response for CollaboRATE-5 Time 1 (3 dimensions) to Time 2 (0 dimensions).

Discussion

Principal Findings

In simulated patient-clinician encounters, CollaboRATE, a patient-reported measure of the SDM process, demonstrated discriminative validity, concurrent validity, intrarater reliability, and sensitivity to change. Divergent validity was not demonstrated. Although further testing in real-world clinical care is needed, these results provide a solid foundation on which to consider this measure a fast and frugal measure of the SDM process.
CollaboRATE discriminated between all levels of SDM. It was particularly effective when discriminating between the absence and presence of any level of SDM. Although the discriminative ability of CollaboRATE was evident between moderate and high SDM encounters, the magnitude of differences was smaller. A greater number of recordings would be required to detect differences between moderate and high SDM in real-world settings.

CollaboRATE performed as well as the 2 most-commonly used patient-reported measures of SDM process. All 3 measures (CollaboRATE, SDM-Q-9, and the PICS-DFS) demonstrated excellent psychometric qualities, including discriminative validity (previously unreported for both SDM-Q-9 and the PICS-DFS). CollaboRATE scores remained consistent when retested over a 1- to 2-week period. CollaboRATE was also capable of detecting a change on resurvey in the level of SDM when participants viewed a clinical encounter with a different number of core dimensions.

There was little difference in the psychometric properties of CollaboRATE when a 10-point anchored scale or 5-point Likert response scale was used. Further discussion and testing with patients and clinicians, in real clinics is required to decide which is preferred. In addition, top score analysis was also conducted as part of our analysis and mirrored the psychometric properties of CollaboRATE when treated as a continuous outcome, with the exception of reduced intrarater reliability.

**Strengths and Limitations of the Study Method**

A strength of our method is that the use of simulated encounters, delivered via the Internet, allowed us to examine discriminative validity in ways that are not possible in clinical settings. The use of simulated medical encounters in this manner has been used successfully in previous studies and is deemed an important intermediary step to real-world testing [10,44-46]. It could be argued that assessing a measure under idealized circumstances is highly desirable because it is less time consuming, less intrusive for participants, and less costly. Moreover, if a measure cannot perform under ideal and controlled circumstances, it is unlikely to succeed in the mire of clinical practice. In addition, we have successfully demonstrated that the Internet can be used to successfully deliver and conduct this type of psychometric assessment in the field of SDM. We hope to encourage other measure development researchers to consider this approach in the future before testing in the clinical setting. Our choice of animated characters rather than real-life video recordings was to avoid potential rater bias that has been commonly reported with the latter [47]. The simulated encounters are freely available for use as teaching or research resources (Multimedia Appendices 1-6).

A limitation is potential confounding because of the differing durations of the simulated encounters, which increased as more dimensions of SDM were included. However, we argue that this is also likely reflective of how SDM might increase in the clinical setting. In addition, the varying length of times across each of the 6 scenarios could not be standardized without introducing more bias. We plan to assess the impact of consultation length on SDM in usual care. We were also limited to creating encounters that dealt with only 1 health issue. This may be reflective of specialist care, but it is less reflective of primary care. Our choice of clinician technical skills as measure of divergent validity appeared inadequate as none of the measures could meet this criteria using this question in the current sample. Finally, there was the potential of introducing selection bias, as approximately 35% of participants were excluded for not taking the minimal required time to view the encounter and complete the survey. However, we feel this risk was low as are use of quotas ensured a representative sample of the US population.

**Results in Context**

Our findings contribute further evidence that short patient-reported measures can produce valid and reliable results [19,22,48,49] and we believe that CollaboRATE addresses this gap in the field of SDM process measurement [7]. The psychometric qualities of CollaboRATE in the current study compare well with the reported psychometric properties of existing measures [6,7]. We demonstrated intrarater reliability, as has been shown for the Facilitation of Patient Involvement in Care Scale [11]. We also demonstrated CollaboRATE’s discriminative validity and sensitivity to change. To our knowledge, this is the first time these aspects of validity have been demonstrated in a measure of the SDM process. Although short whole-encounter measures of the SDM process currently exist [11,14], we believe CollaboRATE is more understandable for patients because it avoids explicit reference to decisions made within the encounter [15,16].

**Implications**

To date, measures of the SDM process are not routinely implemented in clinical practice. We believe that CollaboRATE can assist in this effort because it is easy to understand and allows for uncomplicated analysis. Our previous work demonstrates that CollaboRATE is also easily administered to patients and has high face validity [24]. In addition there are practical benefits of short tools for both research (eg, reduced respondent burden), and policy (eg, ease of interpretation, implementation, and cost) [20,21]. The potential of CollaboRATE to assess SDM generically increases the potential scope of its use, whether patients seek help for long-term conditions or in situations where alternative treatments need to be compared. Although lengthier observer- and patient-reported measures of the SDM process can provide more detail about the consultation, CollaboRATE is better positioned to be used on a larger scale to produce valid and reliable measurement of the SDM process while also enabling faster feedback to clinics and clinicians. This patient-reported feedback can have positive effects on clinical practice [50] and patient participation in medical care associated with a range of positive health outcomes [51].

**Conclusion**

We have developed a fast and frugal measure of the SDM process that has sound psychometric properties when tested in a simulated setting. Stage 3 evaluation of CollaboRATE in real-world clinical settings, including its psychometric properties and feasibility, is now required.
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Multimedia Appendix 1
Simulated doctor-patient encounter with no attempt at shared decision making.

[MP4 File (MP4 Video), 6MB - jmir_v16i1e2_app1.mp4]

Multimedia Appendix 2
Simulated doctor-patient encounter with a low level of shared decision making: detailed Information on health issue provided, no preference elicitation or integration.

[MP4 File (MP4 Video), 17MB - jmir_v16i1e2_app2.mp4]

Multimedia Appendix 3
Simulated doctor-patient encounter with a low level of shared decision making: preference elicitation, little information on health issue provided and no preference integration.

[MP4 File (MP4 Video), 11MB - jmir_v16i1e2_app3.mp4]

Multimedia Appendix 4
Simulated doctor-patient encounter with a moderate level of shared decision making: detailed Information on health issue provided and preferences elicited, no preference integration.

[MP4 File (MP4 Video), 22MB - jmir_v16i1e2_app4.mp4]

Multimedia Appendix 5
Simulated doctor-patient encounter with a moderate level of shared decision making: preferences elicited and integrated, little information on health issue provided.

[MP4 File (MP4 Video), 14MB - jmir_v16i1e2_app5.mp4]

Multimedia Appendix 6
Simulated doctor-patient encounter with a high level of shared decision making: detailed Information on health issue provided, preferences elicited and integrated.

[MP4 File (MP4 Video), 25MB - jmir_v16i1e2_app6.mp4]
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Abstract

Background: Glaucoma is one of the leading causes of blindness. Reduction of intraocular pressure is the only proven way to prevent progression of glaucomatous optic neuropathy. The majority of glaucoma patients need to use antiglaucoma ophthalmic solutions over the course of their life. Thus, good adherence and persistency of glaucoma treatment are important factors for better glaucoma care.

Objective: The purpose of this study was to investigate the impact of an Internet-based glaucoma care support system on glaucoma medication use.

Methods: Patients were randomly divided into two groups. The non–Internet access (NIA) group consisted of patients who had access to the Internet-based glaucoma care support system during the 4-year period only when they were examined by ophthalmologists. The Internet access (IA) group consisted of patients who had the same Internet-based glaucoma care support system access as the NIA group for the first 2 years following enrollment but who were also given free access to the glaucoma care support system for the remaining 2 years. Changes in glaucoma medication use were investigated.

Results: In total, 81 patients in the IA group and 90 patients in the NIA group satisfied the study protocol. The number of antiglaucoma ophthalmic solutions used during the study period significantly increased in the NIA group (P<.03) but not in the IA group. The percentages of patients with unchanged, increased, and decreased antiglaucoma ophthalmic solution use during the study period were 61.1% (55/90), 17.8% (16/90), and 3.3% (3/90), respectively, in the NIA group, and 56.8% (46/81), 8.6% (7/81), and 13.6% (11/81), respectively, in the IA group (P<.001). Internet access significantly shifted from an increasing intraocular pressure trend to a decreasing trend in the IA group (P=.002) among the patients who did not have any medication changes.

Conclusions: Allowing patients to browse their medical data may reduce the use and improve the effectiveness of glaucoma medication.


(J Med Internet Res 2014;16(1):e15) doi:10.2196/jmir.2795
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Introduction

Glaucoma is one of the leading causes of acquired blindness and reduction of intraocular pressure (IOP) is the only proven therapy. Glaucoma treatment generally consists of antiglaucoma ophthalmic solutions—medications that are required for long periods of time [1]. Recent studies have revealed that a number of patients fail to comply with proper glaucoma medication regimens [2] because many glaucoma patients lack any glaucoma-related symptoms.

Treatment adherence is a major concern in many chronic diseases [3], and improving patients’ understanding of their diseases has been found to be vital for appropriate treatment [4-6]. A variety of interventions have been used to increase understanding, including patient education during medical examinations, public lectures, distributing medical information pamphlets, and mass media advertising [7-11]. Okeke et al have reported that a multifaceted intervention significantly increased adherence to glaucoma medication during a 3-month trial [11]. Significant efforts have been devoted to promoting glaucoma education, which is considered critical to improving treatment effectiveness [8,12]. However, these efforts are expensive and require human resources. In addition, the effects of these efforts are transient [9,13,14], and more efficient and effective long-term patient education systems are needed.

In recent years, a personalized health record (PHR) system has been proposed. This system uses information and communication technology to allow patients to manage their own health conditions [15,16]. The main purpose of many proposed PHR systems is to share medical records among clinicians [16,17].

Unfortunately, the effects of PHR systems on clinical outcomes in previous studies have not been consistent. Miller et al reported that PHR-enabled self-management did not improve care in multiple sclerosis patients [18]. In their review, Tenforde et al concluded that the evidence supporting the clinical value of PHR remains limited, despite its potential to improve chronic disease management and patient outcomes [19].

Some previous studies have focused on the effects of PHR in glaucoma therapy [6,20]. Gray et al reported that individualized patient care improved glaucoma knowledge, pre-existing beliefs, and management of a daily eye drop regimen [20]. However, there is insufficient evidence on the benefits of medical record self-management in glaucoma treatment.

In 2005, we introduced an Internet-based glaucoma care support system (GSS) in Japan. This system allowed glaucoma patients to view their own medical records via the Internet at any time and from any location. The goal of this system was to deepen patient understanding of glaucoma and encourage active involvement in treatment.

In this study, we targeted patients who had used the GSS for more than 4 years and examined how access to the contents of their own glaucoma medical records (“Internet access”) affected their glaucoma treatment.

Methods

Ethics Statement

This randomized, observer-blinded, prospective trial study was performed in accordance with the Helsinki Treaty and was approved by the University of Yamanashi Ethical Review Board. Written informed consent was obtained from all of the patients (see Figure 1 for the design of this study and Multimedia Appendix 1 for the CONSORT checklist; trial registration number UMIN000006982).
Glaucoma Care Supporting System

The GSS is a secure online PHR system. Registered patients can use the GSS to view their IOP values, visual field test results, current and prior medications, and other findings from their examination histories related to glaucoma. Figure 2 shows the first page of the GSS. Graphs are used to facilitate patient understanding of their medical records. Patients can view the detailed results of visual field tests on different pages (see Figures 3 and 4).

The GSS is based on the concept of an information security management system. The data are stored in a database server that is located in a facility at the University of Yamanashi. The registered GSS data are periodically updated by automated medical chart extraction or manual data entry by physicians and medical staff. All the data transferred from medical charts to the GSS are managed offline using locally developed data management programs. Patient registration for the GSS began in 2005, and approximately 1600 glaucoma patients were registered as of November 2011. Our plan was to allow registered patients to access their medical records by themselves. The GSS was the first PHR system routinely used in Japanese clinical ophthalmology care.

Figure 1. Flow diagram of study (GSS: glaucoma care support system).
Figure 2. First page of GSS. History of medical events are marked on the calendar with numbers explained in a box (arrow). Changes in MD values indicate possibility of deterioration of glaucoma stage. Prescription details are shown by gray or colored bar, respectively. IOP: intraocular pressure, MD: mean deviation, R: right eye, L: left eye.
Figure 3. Results of the static visual field test using the Humphrey visual field test, including gray scale maps, numeric decibels, and the total and pattern deviation. MD: mean deviation, PSD: pattern standard deviation.
Patients
Glaucoma patients who had been periodically treated at the University of Yamanashi Hospital Glaucoma Outpatient Clinic and expressed interest in registering with the GSS were subsequently registered for the GSS. Patients were informed of the benefits and risks of the GSS by the ophthalmologist and the medical staff. The patients were also informed that the registered medical records would not be available until security was well established. Registration for the GSS began in 2005. By 2008, only ophthalmologists were allowed to browse the registered medical records, and patients could view their registered medical records in the presence of the attending ophthalmologist at the clinic.

Study Design
Internet access by patients began in 2008. We randomly selected patients for Internet access between January 2008 and December 2008. The inclusion criteria included the following: patients who had been registered in the GSS database for 2 years and who were diagnosed with either primary open angle glaucoma (POAG), normal tension glaucoma (NTG), or ocular hypertension (OH). The exclusion criteria included the following: patients who were under 20 years old at the time of registration; patients who had a history of intraocular surgery in both eyes; patients for whom accurate IOP measurement was deemed difficult; patients who had received oral glaucoma therapy, such as carbonic anhydrase inhibitors; patients who had a disease other than glaucoma that caused visual field defects; patients with a visual acuity of less than 20/60 or a mean deviation (MD) value lower than –20 dB in the worse eye, as determined by the Humphrey Field Analyzer (HFA) central 30-2 program (Zeiss Inc); and patients diagnosed with dementia whose use of GSS was judged by an ophthalmologist to be difficult.

After re-confirming the patients’ preferences for browsing their registered medical records, identification numbers and temporary passwords were sent to the patients to allow them Internet access. The patients began to browse the GSS after attending lectures by the system staff.

The users were asked to replace their temporary passwords and register their user names with the system. To maintain patient anonymity, no information that could identify a patient—such as name, age, gender, telephone number, home address, or business address—was accessible through the Internet.

The outcomes of the patients who were assigned to the Internet access (IA) group were compared with those of patients who viewed their medical records only with an ophthalmologist during their medical examinations (the non–Internet access group, or NIA group).

Patients who met any of the following criteria were excluded during the 2-year period post Internet access: those who died; had glaucoma surgery, including laser treatment; received oral glaucoma therapy, such as carbonic anhydrase inhibitors;
developed a disease other than glaucoma that caused visual field disturbances or IOP changes; and developed severe visual impairment or dementia that caused GSS use to become difficult as judged by an ophthalmologist.

Ophthalmological Examination
All of the patients visited the Glaucoma Outpatient Clinic at the University of Yamanashi Hospital approximately every 3 months. A best-corrected visual acuity (BCVA) measurement, an IOP measurement using a Goldmann applanation tonometer, a slit-lamp examination, and a fundus examination were performed as part of the routine examinations. The HFA visual field test was usually performed every 6-10 months and disc photography was performed every year. No differences were found in the ophthalmological examination protocol or follow-up schedule between the NIA and IA groups. The patient and the attending ophthalmologist discussed the results of the glaucoma examination using data displayed by the GSS. The ophthalmologists did not know whether the patient browsed the GSS data at home or elsewhere.

Role of Changing Glaucoma Medication
Any glaucoma medication changes were determined by glaucoma specialists with the patient’s consent. The medical glaucoma treatment was determined by glaucoma specialists using a targeted IOP strategy. The specialists increased the number of glaucoma medication treatments in response to the following test results: two or more consecutive IOP values exceeding the target IOP, glaucomatous neuropathy deterioration suggested by a visual field test, and imaging tests focused on the optic nerve head and nerve fiber layer thickness. If two or more consecutive IOP values were sufficiently below the target IOP and the glaucoma specialists judged that reducing the glaucoma medication would not elevate the IOP over the target value, the glaucoma medication was reduced.

Investigated Parameters
This study compared the amount of antiglaucoma ophthalmic solution used, MD values, and BCVA values between the two groups. In addition, we performed a subanalysis of IOP changes over the study period in those patients who did not report any changes in the amount of antiglaucoma ophthalmic solution used during the study. The IOP profiles were compared in the NIA and IA groups. IOP changes from the pre-IA to the post-IA period were also compared in the IA groups. The right eye was chosen for the analysis. If the right eye met exclusion criteria, then the left eye was subject to the analysis.

Definition of Change in the Number of Antiglaucoma Ophthalmic Solutions Used
We analyzed changes in the amount of antiglaucoma ophthalmic solution used for individual patients and individual eyes. If the change in the amount of antiglaucoma ophthalmic solution used during the study period differed between the right and left eyes, the eye that showed greater change was used in the analysis. Any change in the concentration of the antiglaucoma ophthalmic solution used was considered to be a change in the antiglaucoma medication. However, a change to a different antiglaucoma ophthalmic solution having the same pharmacological action and similar IOP-reducing potential was not considered to be a change. For example, changing from a latanoprost ophthalmic solution to another prostaglandin-related anti-ophthalmic solution (other than an isopropyl unoprostone solution) and changing from a timolol maleate ophthalmic solution to another beta-blocker ophthalmic solution were not considered to be changes in antiglaucoma medication.

Change in Medication Possession Ratio
We investigated the change in medication possession ratio (MPR) among patients whose medication was not changed through the study period. A useful definition of MPR as a parameter to measure adherence is the ratio of the days of prescription supply dispensed over the number of days between the first and last prescription refill [2,21,22]. The number of days of supplied medication was calculated from the actual number of drops per bottle, based on Fiscella’s report [23] or from the manufacturer’s estimates for the products, summarized by Friedman et al [2]. See Multimedia Appendix 2 for information on the days of supplied medication for the antiglaucoma ophthalmic solutions used.

Statistical Analysis
The data were analyzed using the JMP 8.0 software package (SAS Institute Inc), and the values are presented as the mean and standard deviation (SD). Changes in the amount of antiglaucoma ophthalmic solutions used were analyzed using the Wilcoxon signed rank test or a contingency table analysis. The IOP, BCVA (expressed as logMAR), MD values of the HFA central 30-2 program, and MPR were compared between the IA and NIA groups using the Mann-Whitney U test. The IOP changes within a group were analyzed using the Student t test, and the type of glaucoma and patient gender were compared using Fisher’s exact probability test. The effect of Internet access on the IOP changing trend was analyzed using the analysis of covariance (ANCOVA) and Pearson correlation coefficient; \( P<.05 \) was considered to be statistically significant.

Results
Characteristics of Enrolled Patients
In total, 194 patients were randomly assigned to the two groups, and 81 IA and 90 NIA patients completed the study. Tables 1 and 2 show detailed information on patient dropouts and the characteristics of the patients who completed the study. The mean age, type of glaucoma, and gender did not differ significantly between the two groups. Both the IA and NIA patients had no significant changes in their BCVA and MD values obtained with the HFA central 30-2 program between the initial and final examinations.
Table 1. Characteristics of all enrolled patients.

<table>
<thead>
<tr>
<th>Group</th>
<th>Start of IA</th>
<th>Details of dropout during the IA period</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Patients, n</td>
<td>Age, years mean (SD)</td>
</tr>
<tr>
<td>IA (Internet access)</td>
<td>88</td>
<td>62.6 (15.1)</td>
</tr>
<tr>
<td>NIA (non–Internet access)</td>
<td>96</td>
<td>64.6 (12.5)</td>
</tr>
</tbody>
</table>

^aPE: phacoemulcification.  
^bTLE: trabeculectomy.  
^cCAI: carbonic anhydrase inhibitor.

Table 2. Characteristics of completed patients (numbers in parentheses are standard deviation).

<table>
<thead>
<tr>
<th>Group</th>
<th>Patients, n</th>
<th>Age, years mean (SD)</th>
<th>Type of glaucoma^a (POAG:NTG:OH)</th>
<th>Male (%)</th>
<th>Initial BCVA^b</th>
<th>Final BCVA</th>
<th>Initial MD^c (dB)</th>
<th>Final MD^c (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IA (Internet Access)</td>
<td>81</td>
<td>61.8 (15.3)</td>
<td>36:42:3</td>
<td>63.0</td>
<td>0.09 (0.39)</td>
<td>0.1 (0.39)</td>
<td>−6.47 (7.36)</td>
<td>−7.16 (7.66)</td>
</tr>
<tr>
<td>NIA (Non–Internet Access)</td>
<td>90</td>
<td>63.4 (11.8)</td>
<td>38:47:5</td>
<td>54.4</td>
<td>0.03 (0.22)</td>
<td>0.03 (0.22)</td>
<td>−6.27 (7.36)</td>
<td>−6.83 (7.43)</td>
</tr>
</tbody>
</table>

^aPOAG: primary open angle glaucoma, NTG: normal tension glaucoma, OH: ocular hypertension.  
^bBCVA: best-corrected visual acuity.  
^cMD: mean deviation.

Changes in the Amount of Anti-Glaucoma Ophthalmic Solution Used

The number of antiglaucoma ophthalmic solutions used at the initial examination in the IA group was mean 1.2 (SD 1.2) in the right eye and mean 1.3 (SD 1.1) in the left eye, while the same number in the NIA group was mean 1.0 (SD 1.0) in the right eye and mean 1.1 (SD 1.0) in the left eye. The number of antiglaucoma ophthalmic solutions used did not differ significantly between the IA and NIA groups. In the NIA group at the final examination, it was mean 1.2 (SD 1.1) in the right eye and mean 1.2 (SD 1.0) in the left eye, which were significantly greater than the values at the initial examination (P<.001 for the right eye, P=.03 for the left eye, Wilcoxon signed-rank test). In contrast, the number of antiglaucoma ophthalmic solutions used in the IA group decreased by mean 0.1 (SD 0.4) in the right eye and by mean 0.1 (SD 0.6) in the left eye. The changes in the number of antiglaucoma ophthalmic solutions used in the NIA and IA groups were mean 0.3 (SD 0.4) and mean −0.1 (SD 0.4), respectively, which is significantly different (P<.001, Wilcoxon signed-rank test). None of the patients reported using less antiglaucoma ophthalmic solution in one eye and more in the other eye during the investigation period.

Distribution of Change in the Amount of Antiglaucoma Ophthalmic Solution Used

Figure 5 shows the distribution of the medication used by the glaucoma patients during the course of the study. In the NIA group (n=90), the amount of antiglaucoma ophthalmic solution used did not change in 55 patients (61.1%), increased in 16 patients (17.8%), and decreased in 3 patients (3.3%). No medications were administered to 16 patients (17.8%). In the IA group (n=81), the amount of antiglaucoma ophthalmic solution used did not change in 46 patients (56.8%), increased in 7 patients (8.6%), and decreased in 11 patients (13.6%). No medications were administered to 17 patients (21.0%). Compared to the NIA group, 10.3% more IA patients reported using decreased number of antiglaucoma ophthalmic solutions and 9.2% fewer patients reported using increased number of antiglaucoma ophthalmic solutions. A significant difference was found in the distribution of medications received between the two groups of glaucoma patients (P=.008, contingency table analysis).
Changes in Intraocular Pressure Values

IOP values at the first examination of the IA and NIA groups were mean 15.3 (SD 4.2) mmHg and mean 15.1 (SD 3.1) mmHg, respectively (*P*=.008). IOP values at the last examination of the IA and NIA groups were mean 14.6 (SD 3.6) mmHg and mean 15.1 (SD 3.3) mmHg, respectively (*P*=.69). Changes in IOP over the study period were not significant in either the IA (*P*=.23) or the NIA group (*P*=.83).

Analysis of the Patients Whose Antiglaucoma Ophthalmic Solution Use Did Not Change During the Study Period

We examined the patients whose antiglaucoma ophthalmic solution use did not change over the course of the study. The subjects included 46 patients in the IA group and 55 patients in the NIA group. The distribution of the cases is shown in Table 3. The two groups did not differ significantly by age, gender, type of glaucoma, or the amount of antiglaucoma ophthalmic solutions used. The two groups also did not differ significantly by their BCVA and MD values measured at the beginning of the study or by changes in their BCVA and MD values during the study period. See Multimedia Appendices 3 and 4 for information on the antiglaucoma ophthalmic solutions used.

Table 3. Characteristics of patients whose antiglaucoma ophthalmic solution use did not change during the study period (numbers in parentheses are standard deviation).

<table>
<thead>
<tr>
<th>Group</th>
<th>Patients, n</th>
<th>Age, years mean (SD)</th>
<th>Type of glaucoma^a</th>
<th>% of antiglaucoma ophthalmic solution</th>
<th>Initial BC-VA^b</th>
<th>Final BC-VA</th>
<th>Initial MD^c (dB)</th>
<th>Final MD (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IA (Internet Access)</td>
<td>46</td>
<td>63.7 (12.8)</td>
<td>21:24:1</td>
<td>66.7</td>
<td>0.08 (0.38)</td>
<td>0.10 (0.40)</td>
<td>−6.01 (7.32)</td>
<td>−7.04 (7.61)</td>
</tr>
<tr>
<td>NIA (Non–Internet Access)</td>
<td>55</td>
<td>66.4 (10.7)</td>
<td>21:32:2</td>
<td>61.1</td>
<td>0.09 (0.31)</td>
<td>0.10 (0.25)</td>
<td>−6.67 (7.24)</td>
<td>−8.07 (7.94)</td>
</tr>
</tbody>
</table>

^aPOAG: primary open angle glaucoma, NTG: normal tension glaucoma, OH: ocular hypertension.

^bBCVA: best-corrected visual acuity.

^cMD: mean deviation.

Internet Access and Intraocular Pressure Changes

The IOP values in the IA and NIA groups were mean 15.2 (SD 4.2) mmHg and mean 14.5 (SD 2.1) mmHg at the first examination, respectively. No significant IOP differences were observed between the IA and NIA groups (*P*=.31).

Differences in the IOP values between the first examination and the final examination in the IA group and NIA group were mean 0.2 (SD 1.4) mmHg (*P*=.32) and −0.8 (SD 3.0) mmHg (*P*=.10), respectively. The IA group showed a tendency toward IOP reduction during the study period.
In the IA group, the IOP of both eyes changed significantly between the pre-IA period and the post-IA period. Figure 6 shows the changing IOP profiles during the study period. In the IA group, the IOP was increasing before the start of Internet access ($R^2=.790, P=.04$) and decreased after the start of Internet access ($R^2=.800, P=.04$). By contrast, no significant IOP changes were observed during the study period in the NIA group ($R^2=.055, P=.57$). The ANCOVA showed that Internet access significantly shifted from an increasing IOP trend to a decreasing trend in the IA group ($P=.002$). The IOP increased by mean 0.1 (SD 0.1) mmHg/month during the pre-IA period, while the IOP decreased by mean 0.1 (SD 0.1) mmHg/month during the post-IA period.

Figure 6. A change in the intraocular pressure at 24 months after the start of the study was defined as zero mmHg. IA: Internet access group, NIA: non-Internet access group.

Change in Medication Possession Ratio

In the IA group, the MPRs before and after the start of Internet access were mean 82.3% (SD 30.7) and 91.1% (SD 40.3), respectively, which indicates a significant improvement ($P=.03$). In the NIA group, the MPRs before and after the start of Internet access were mean 84.0% (SD 28.5) and 82.9% (SD 31.1), respectively, which does not indicate significant improvement ($P=.56$).

Discussion

Principal Findings

The utility of patient education and medical information services has been previously discussed [7,8]. Despite multiple efforts, however, there is insufficient evidence supporting the utility of patient education and medical information services in glaucoma treatment [8,24,25]. The current study showed that allowing glaucoma patients to self-browse their clinical data contributed to two favorable effects: using less antiglaucoma ophthalmic solution and improving the effectiveness of the medication in reducing IOP.

It was common for the patients to increase their medication use during the treatment period. Indeed, 17.8% (16/90) of the NIA patients increased their glaucoma medications during the study period, while only 8.6% (7/81) of the IA patients did. In addition, 13.6% (11/81) of the IA patients reduced their medications during the study period. Notably, among the patients whose antiglaucoma ophthalmic solution use did not change during the study period, the Internet access group shifted from an increasing IOP trend to a decreasing trend. It is possible that the amount of antiglaucoma ophthalmic solutions used was increased in the patients who did not start Internet access. It is unclear whether the current outcomes were the direct results of Internet access or were due to other mechanisms, such as improved patient-physician communication during office visits. Improving adherence may contribute to these outcomes, although we were unable to monitor changes in adherence using subjective and quantitative methods, such as electronic monitoring systems, which are not available in Japan.

The current study showed that Internet access significantly improved the MPR among patients whose medication was not changed during the study and that Internet access may contribute to a reduction in IOP over time. The MPR in the current study is higher than that in Friedman’s report [2]. A possible...
explanation for this difference could be that the understanding of glaucoma and the motivation for glaucoma treatment may have been stronger for the patients in this study than those in the previous study. In the present study, patients had been treated for glaucoma before their enrollment and were willing to use the GSS.

Health literacy is an important consideration in using electronic PHRs appropriately. We examined glaucoma literacy by administering a questionnaire to another set of patients who had been registered with the GSS for more than 2 years [26]. The patients who had been self-checking their registered data for more than 1 year exhibited a much better understanding of aspects of their glaucoma, such as their glaucoma severity, IOP values, and medications, than did the patients who had been provided their registered data by the ophthalmologists (see Figures 7 and 8). The IA patients in the current study may have improved their eye health literacy by checking their data through the Internet.

Although the current study demonstrated the effects of Internet access on glaucoma treatment, these effects are not consistent with those observed in previous studies. In their review, Tenforde et al. [19] concluded that despite PHR’s potential to improve chronic disease management and patient outcomes, the evidence supporting the clinical value of PHR remains limited. Many of the previous studies have enrolled patients with diabetes mellitus or other systemic diseases in which interventions may influence clinical outcomes through complicated processes. By contrast, glaucoma is a disease in which proper medication is the only intervention proven to influence IOP control. This difference could be a possible explanation for inconsistencies with previous studies.

We used a prospective, randomized study design, but the NIA patients were slightly older than the IA patients. The effect of age on adherence is controversial. Dietlein et al. have reported that adherence to therapy with antiglaucoma ophthalmic solutions deteriorated with age [27,28], while other previous studies have reported that younger patients have poor adherence [29,30]. In the present study, no significant differences were found in the MD value, the number of antiglaucoma ophthalmic solutions used, or the BCVA value, suggesting that there were no marked differences in glaucoma severity between the two groups. Although we eliminated the patients who met the exclusion criteria, no significant differences were found in the reasons for loss to follow up between the two groups. Altogether, the influence of any factors, except for Internet access, between the two groups may have been limited.
Figure 7. Comparison of the rates of glaucoma patients’ understanding of their target intraocular pressure (*$P<.001$, Fisher exact test).
Limitations
The patients in this study were GSS users. Given that many patients cannot use a personal computer or the Internet due to their age, poverty, or other reasons, it is possible that the patients in this study are not representative of general glaucoma patients. The present study did not examine how frequently the patients accessed the GSS. Therefore, further investigations should be performed to verify the relationship between the frequency of use and the improvements in glaucoma treatment associated with using the system.

Conclusion
The current study confirmed that patients’ understanding of their glaucoma care status may play an important role in better management.
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CONSORT-EHEALTH Checklist V1.6.2 [31].
[PDF File (Adobe PDF File), 2MB - jmir_v16i1e15_app1.pdf ]

Multimedia Appendix 2
Days of supplied medication for antiglaucoma ophthalmic solutions used.
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Multimedia Appendix 3
Antiglaucoma ophthalmic solutions used (1).
Multimedia Appendix 4

Antiglaucoma ophthalmic solutions used (2).
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Abstract

Background: Increasing numbers of patients are raising their voice in online forums. This shift is welcome as an act of patient autonomy, reflected in the term “expert patient”. At the same time, there is considerable concern that patients can be easily misguided by pseudoscientific research and debate. Little is known about the sources of information used in health-related online forums, how users apply this information, and how they behave in such forums.

Objective: The intent of the study was to identify (1) the sources of information used in online health-related forums, and (2) the roles and behavior of active forum visitors in introducing and disseminating this information.

Methods: This observational study used the largest German multiple sclerosis (MS) online forum as a database, analyzing the user debate about the recently proposed and controversial Chronic Cerebrospinal Venous Insufficiency (CCSVI) hypothesis. After extracting all posts and then filtering relevant CCSVI posts between 01 January 2008 and 17 August 2012, we first identified hyperlinks to scientific publications and other information sources used or referenced in the posts. Employing k-means clustering, we then analyzed the users’ preference for sources of information and their general posting habits.

Results: Of 139,912 posts from 11,997 threads, 8628 posts discussed or at least mentioned CCSVI. We detected hyperlinks pointing to CCSVI-related scientific publications in 31 posts. In contrast, 2829 different URLs were posted to the forum, most frequently referring to social media, such as YouTube or Facebook. We identified a total of 6 different roles of hyperlink posters including Social Media Fans, Organization Followers, and Balanced Source Users. Apart from the large and nonspecific residual category of the “average user”, several specific behavior patterns were identified, such as the small but relevant groups of CCSVI-Focused Responders or CCSVI Activators.

Conclusions: The bulk of the observed contributions were not based on scientific results, but on various social media sources. These sources seem to contain mostly opinions and personal experience. A small group of people with distinct behavioral patterns played a core role in fuelling the discussion about CCSVI.

(J Med Internet Res 2014;16(1):e10) doi:10.2196/jmir.2875
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Introduction

In the past few decades, we have witnessed a powerful movement toward an active, self-managing, and responsible patient, coined the “expert patient” [1,2]. A key element in this process has been unlimited access to and intelligent use of health-related information, particularly that which is widely available on websites and online forums on the Internet and in online social media [3-6]. This movement has consequences for the traditional way of information dissemination. Today, laypeople, self-support groups, patient advocates, and other stakeholders can raise their voice and can even influence both public and scientific debates. This shift is welcome as an act of patient autonomy and freedom to seek alternatives to the standard therapeutic regimens and the paternalistic doctor-patient relationship. At the same time, there is considerable concern that patients can be easily misguided by pseudoscientific research, because typically they do not have the expertise to assess the reliability of scientific information and because of their circumstances may often accept any suggested solution no matter how unlikely and unrealistic it may seem. Nettleton et al [7] call for a strictly empirical analysis to examine people’s accounts of their use of online health resources.

Most studies in this area have investigated how often people use the Internet for retrieving health information [8], how they access health information on the Internet [9], which factors are important for laypeople when using Internet resources for health issues [10], and how to assess the quality of health information for laypeople on the Internet [11]. There is another area of research that seems promising—social network analysis [12]. Health-related online communities, as one form of social network, are thought to develop their own quasi-professional knowledge of their health conditions [12] and to personalize support [13]. Following applications in marketing, research has investigated diffusion processes of successful new products with the aim of targeting “influential” members of a network [14]. In the medical area, for example, a recent study showed how a social network of parents influenced decision making on vaccination in an unfavorable manner [15]. Similar concerns about misinformation via Twitter arose about flu treatment requiring antibiotics [16].

However, we still know very little about what mechanisms of information dissemination are effective as well as what sources of information people in online forums rely on, how they form their opinions, and how they act. A better understanding of these mechanisms may help to assess their influence on laypeople and to forecast the benefits and dangers of these new forms of information dissemination and exchange.

One promising area for such research is the recently proposed Chronic Cerebrospinal Venous Insufficiency (CCSVI) hypothesis in multiple sclerosis (MS) and its repercussions in patient communities. In short, this hypothesis was first proposed by Paolo Zamboni [17], who suggested that obstruction to venous drainage in the neck and spinal cord [17], termed chronic cerebrospinal venous insufficiency, was linked to MS [18,19]. Although the association between MS and sonographic features of CCSVI is variable [18], some institutions have even begun to offer angioplasty and endovenous stenting of CCSVI, often referred to commercially as “The Liberation Procedure” [20]. The intensity of the CCSVI debate reached such a point that the Society for Interventional Radiology released a position statement regarding endovascular management of CCSVI [21]; the MS Society of Canada funded a study of the prevalence of extracranial venous narrowing, which found evidence neither for a high prevalence of CCSVI nor for its causal relationship to MS [22]. Several studies report a wave of complications following venous stenting and angioplasty [23,24]. The CCSVI hypothesis is also fiercely debated in online patient communities, such as the online forum of the German MS Society (DMSG, Deutsche Multiple Sklerose Gesellschaft) [25] and the United Kingdom’s MS Society online forum [26], as well as numerous other dedicated websites and blogs on the Internet [27,28]. It has even found its way to the popular video-sharing website YouTube [29], with more than 23,800 videos posted up to July 2013, one of them with more than 200,000 views. The CCSVI waves seem to have calmed down and some consider the hypothesis—in a retrospective view of the CCSVI hype—as a waste of valuable time, money, and intellectual energy [30]; others emphasize that the debate has stimulated the need for studies that should contribute to a better understanding of the function and role of the extracranial venous system [31].

Before we can make a statement on whether and how this multitude of information sources and opinions may contribute to the enlightenment of some participants in the debate or the confusion of others, we need to know more about the sources of information used in online health forums and how users and participants use this information, including their different roles and contribution behavior in such forums. To examine these questions, we can build on a UK study on online self-harm discussion forums [32]. Using “social networking metrics”, the authors found different types of online discussion participants and roles: the Caretaker (being always watchful, participating to some degree but not initiating many new threads in discussions), the Butterfly (logging on very frequently with quick looks around and then logging off again), the Discussant (initiating many discussion threads), and the Here for You (initiating few discussion threads but posting the most comments).

Our observational study takes advantage of free access to a large German online forum related to multiple sclerosis, with the aim of identifying (1) sources of information used in online health forums, and (2) roles and patterns of behavior of people actively engaging in the forum in introducing and disseminating this information.

Methods

Design

In this observational study, we extracted the content from an online health forum, using a custom implementation of a Web crawler, with the aim of collecting a large database of discussions from an online health forum. Furthermore, we used an Information Retrieval algorithm (specifically designed and
implemented for this particular task) to identify a comprehensive sample of posts dealing with CCSVI.

**Database and Retrieval of Relevant Posts**

The database for the study comprised contributions posted to the online forum of the Deutsche Multiple Sklerose Gesellschaft (DMSG, German Multiple Sclerosis Society) [25]. On its website, the DMSG presents itself as a non-profit stakeholder of MS patients and their families, founded by clinical and scientific experts in MS in 1952. It is a registered charity with 16 regional branches and over 900 community contact groups. Among other things, the DMSG provides on its website two different kinds of freely accessible forums: one expert forum with time-limited chats between experts and users about different issues (e.g., cognitive deficits in MS or pregnancy in MS). The other forum is unstructured, not moderated, and open for anonymous registration. It is targeted at laypeople, mostly people with MS. The forum consists of threads, which in turn contain sequences of posts. These posts can contain hyperlinks and can cite any number of previous posts. A screenshot of such a post is shown in **Figure 1**.

Between 01 January 2008 and 17 August 2012, all 139,912 posts from 11,997 threads were extracted. Because the forum is about MS in general, only a fraction of the extracted posts were expected to be about CCSVI. Preliminary analysis showed that the assumption of “one thread discusses one topic” does not hold in the observed forum. Instead, users tended to deviate from the original topic as time progressed. Therefore, a custom Information Retrieval algorithm was developed to classify individual posts as either relevant (“discussing CCSVI at least partially”) or irrelevant. For details on the algorithm design, training, and evaluation, see Multimedia Appendix 1. The algorithm identified 8628 posts as relevant, which yields a distinction important for further analysis steps.

![Figure 1. A screenshot of a forum post.](image-url)

**Search for Scientific Publications**

Because the term “expert patient” implies intelligent use of scientific information, we aimed to assess to what degree the use of scientific sources was present in the forum. Users occasionally included hyperlinks in their posts and these links referred to content the users based their opinions on. We analyzed which of these links were defined references to scientific papers in order to get an overview of the kind of papers cited and the temporal citation patterns. Two steps were necessary for this identification process.

First, we generated a presumably exhaustive list of publications dealing with CCSVI. A citation network starting from Zamboni’s original publication and using the CiteXplore Web service was constructed [33]. CiteXplore, which is an interface to the PubMed search engine, was used due to easy accessibility of citations. These publications were then merged with a second list that was obtained by a search for “CCSVI” in the PubMed database via the Entrez interface [34]. The merging algorithm removed duplicate publications as identified by their PMID identification number. Our final publication list does not include publications that deal with CCSVI but do not include the CCSVI acronym, or had not shown up in the citation network. We
assume this number of publications to be low and prefer our method over manual approaches.

Second, a program fetched every hyperlink (also those in “irrelevant” posts) from the corpus, extracted the textual content from the referenced webpage or PDF document and searched it for titles or publication IDs from the publication list. In the case of a hit, one of the authors verified whether one of the publications was indeed referenced and, if so, which one. Every match was also classified as either a direct reference or an indirect reference. An indirect reference in this context was regarded as a resource that solely discussed or explained a certain publication, not including other work based on the publication. A direct reference linked to the publication itself.

**User Behavior**

To characterize user behavior, we tried to identify distinct behavior patterns. Since nothing was known in advance about the behavior patterns of forum users, we employed a method of exploratory data analysis to reveal possible patterns. A clustering algorithm groups users based on their similarity according to a set of predefined features. We thus wanted to define two separate feature sets with the aim of describing two different aspects of user behavior and revealing patterns in these features through clustering. We employed the popular $k$-means clustering algorithm (originally proposed in [36]) to group the data vectors representing users together based on how close they were to each other in the Euclidean hyperspace. The algorithm was chosen due to its simplicity and widespread use. Users within one cluster were thus assumed to display similar behavioral patterns, different from those patterns prevalent in other clusters. We defined the user cluster names based on manual inspection of descriptive cluster statistics.

Two behavioral aspects in particular were analyzed in detail by separate clusterings: (1) the preference for discussed sources of information, and (2) the general contribution behavior or posting habits. In the first clustering, we focused on the hyperlinks from each of the 8 domain classes. A user was represented by a vector in 8-dimensional space: for example, a value of 3 for the 2nd dimension meant the user had posted 3 hyperlinks from the domain class “Organization”. The second clustering focused on 9 quantitative features describing what and how a user had posted. The features (measures) were either taken from similar approaches discussed in the literature [37] or defined according to metadata that has not been used previously. Specifically, the literature does not use measures based on the distinction between on-topic and off-topic talk and does not make use of possibly insightful metadata such as hyperlinks or citations. The features and the reasoning behind them are described in Table 2. All of them are defined over the entire contribution period.

**Search for Other Web Resources Used and Their Classification**

Apart from searching for scientific information sources in the posts, we also strove to identify other information sources used or referenced in the posts. In order to obtain an overview of the wide spectrum of referenced websites, we defined a classification scheme. First, we reduced every URL found in the reduced corpus to the basic domain part of the URL (ie, only “domainname.com” was used—if the URL included additional content after the domain name, such as directories, folders, webpages, file extensions, that content was removed from the URL). Second, we classified the remaining domains into the 8 classes shown in Table 1. These classes were defined based on content type and authorship provided under the respective domain. A plot was then generated showing the number of URLs from each class posted per month.

<table>
<thead>
<tr>
<th>Primary domain classes</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organization</td>
<td>Meant in a broader sense, including foundations, associations, and unions. These are sometimes professional and often promote some kind of agenda.</td>
</tr>
<tr>
<td>Commerce</td>
<td>Private business selling products or services that do not include treatment.</td>
</tr>
<tr>
<td>News</td>
<td>Commercial news providers.</td>
</tr>
<tr>
<td>Other</td>
<td>Various content not fitting into the other classes.</td>
</tr>
<tr>
<td>Personal</td>
<td>Static content from a single person.</td>
</tr>
<tr>
<td>Scientific</td>
<td>Sources of scientific work and knowledge including Wikipedia. We included the latter in this class, because its reliability was established in [35]. We believe that Wikipedia, in contrast to sources from other classes, is perceived as a factual source by most of the users.</td>
</tr>
<tr>
<td>Social</td>
<td>Social media websites revolving around communication and user-generated content.</td>
</tr>
<tr>
<td>Health care providers</td>
<td>Doctors’ offices, clinics, Q&amp;A by professionals. Not limited to Multiple Sclerosis.</td>
</tr>
</tbody>
</table>
normalization of the data before the second clustering. This means we modified every feature value of every user vector as follows. First, we subtracted the feature mean (over all users) and then we divided by feature standard deviation. The $k$-means algorithm requires that the number of clusters ($k$) is specified in advance. Preliminary experiments with different values of $k$ showed that $k=6$ was a good choice in both cases, judged by manual inspection of internal cluster evaluation metrics and resulting cluster sizes.

We visualized the resulting clusters in radar charts [38], also known as spider charts or kiviat diagrams. A radar chart has a “spoke” for each feature; the data length of a spoke is proportional to the magnitude of the variable for the data point relative to the maximum magnitude of the variable across all data points so that multivariate observations with an arbitrary number of variables can be displayed and compared. Star-like figures indicate normalized feature means across the members of a cluster. Although it is difficult to compare lengths of different spokes visually, striking differences as well as commonalities between clusters can be captured easily and therefore the characteristics of the different clusters are thus easily comparable. We gave names to the clusters based on manual assessment of the radar charts and the tables of Multimedia Appendix 3. The definition of these names is based on which feature values “stand out” for a given cluster.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Definition</th>
<th>Rationale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average message length (from [39])</td>
<td>Average post content length in characters without counting references.</td>
<td>The message length is an indicator of the amount of effort that is put into a post by a user and it also tells us something about the discussion style of a user. Some users prefer elaborate, essay-like contributions while others use the forum in a more conversational way.</td>
</tr>
<tr>
<td>Average number of posts per day (from [32])</td>
<td>Average number of posts per day that a user made.</td>
<td>This is the most important activity feature of a user and it also provides an insight into the selectiveness of the user. A user with a high number of posts per day over a long time period can be expected to be a frequent visitor, who makes posts regardless of outside events.</td>
</tr>
<tr>
<td>Average number of references per post</td>
<td>Average number of unique references that are included in a post.</td>
<td>The feature describes the tendency of a user to bring new sources of information to the forum and may also describe the ability to support the stance of the user with evidence.</td>
</tr>
<tr>
<td>Average number of threads per day (from [32])</td>
<td>Average number of different threads a user posts to per day.</td>
<td>While this is also an activity feature, it provides an insight into the focus of interest a user has. A low value may indicate a preference to discuss only specific topics while a high value may indicate a preference to join any sort of discussion.</td>
</tr>
<tr>
<td>Days active (from [39])</td>
<td>Number of days between the first post and the last one.</td>
<td>The feature indicates the consistency of the contribution behavior and posting habits of a user and is an important piece of context information when interpreting the other features.</td>
</tr>
<tr>
<td>Fraction of posts that were cited</td>
<td>Fraction of the posts that have been cited at least once.</td>
<td>While it can only be assumed what users try to express when they use the citation function, the feature is expected to show the tendency to provoke direct responses from other forum participants.</td>
</tr>
<tr>
<td>Fraction of relevant posts</td>
<td>Fraction of the posts that were classified as relevant by the Information Retrieval algorithm.</td>
<td>This feature is a solid indicator of the user’s interest in CCSVI. While it cannot be inferred from this feature alone whether the user has a pro-CCSVI or anti-CCSVI stance, it seems plausible that users with a high interest in CCSVI believe in the hypothesis.</td>
</tr>
<tr>
<td>Fraction of initiated threads (from [37])</td>
<td>Fraction of the threads the user initiated based on the total number of threads the user contributed to.</td>
<td>This feature measures the tendency of a user to start discussions, which is often related to the introduction of new information to the forum.</td>
</tr>
<tr>
<td>Coverage of users in relevant parts per post</td>
<td>Number of users the user discussed CCSVI with divided by the total number of posts the user made. An uninterrupted sequence of relevant posts is regarded a single discussion. The users that co-occurred in these discussions are counted as discussion partners.</td>
<td>This feature can be described as the efficiency in opinion exchange about CCSVI.</td>
</tr>
</tbody>
</table>

Table 2. Definition of behavior features.

---

$^a$CCSVI: Chronic Cerebrospinal Venous Insufficiency
Results

Search for Scientific Publications

We detected hyperlinks pointing to CCSVI-related scientific publications in 31 posts. Multimedia Appendix 4 gives the 13 different publications referenced by the forum users. Each publication is shown in a separate area where the red star indicates the publication date and the green diamonds show dates where links to the publication were posted. Light green diamonds indicate indirect references. Interestingly, Zamboni’s original publication [17] was brought to the forum no later than two months after publication and referenced repeatedly, often indirectly. Another 4 publications in favor of the CCSVI hypothesis [40-43] were cited by September 2010. The position of the publications was identified manually. Judging from the referenced scientific publications alone and ignoring post content as well as other references, the period from July 2009 to September 2010 can thus be described as a “boom phase” of the CCSVI hypothesis in the forum. However, after September 2010, critical publications appeared and were brought to the forum. In fact, all except one of the referenced publications after September 2010 [44-50] strongly oppose CCSVI. At this time, the series of repeated references to Zamboni’s original publication stopped.

Search for Other Web Resources Used and Their Classification

Figure 2 shows how many hyperlinks of each domain class were posted each month, sorted by overall domain class popularity. At any given point in time, social media websites were the most widely used type of Web resource. Similar to the low number of referenced scientific publications, science-based resources were generally not used very often. About half of the posted hyperlinks from the domain class “scientific” refer to Wikipedia articles. Organization-related websites and news sites were the second and third most important ones.

The large differences in the total number of posted references per month correlate roughly with the total number of relevant posts. Interestingly, the highest peak (September 2010 - November 2010) was observed when the aforementioned phases shifted. The external events causing the other significant fluctuations are not known. However, when the total number of posted references rose from a given point in time to another, the change was typically reflected in all of the domain classes, which indicates a certain echo of external events equally affecting the different types of resources. The plot also shows how quickly the topic caught on in the layperson forum and that users seemed to have lost interest in the debate, as suggested by the few references posted in 2012.

Figure 2. Timeline of posted hyperlinks for each domain class.
**User Behavior**

We included only a fraction of the users in the clustering because we wanted to focus on those who took part in CCSVI discussions. Furthermore, a sufficient amount of information about each user was required. Therefore, we clustered only users who had posted at least 5 relevant hyperlinks, in the case of hyperlink use (first clustering). In the case of posting habits (second clustering), we included only users who had made at least 5 relevant posts. The filtering process is shown as a flow diagram in **Figure 3** and resulting sets are shown in **Figure 4**. The fraction of users who were active enough for meaningful analysis is rather low, which is typical for online communities. Nearly two-thirds of the DMSG forum users posted only once.

The first clustering of the users into 6 groups revealed clusters shown in **Figure 5**. Roughly half of the users (29/64) can be described as Social Media Fans. **Figure 6** shows the information sources preferred by members of each cluster. Social Media Fans, for example, prefer video-sharing websites (such as YouTube.com), Facebook pages, and blogs over more traditional sources. Balanced Source Users cite sources from different classes equally often, including scientific ones. Organization Followers mainly refer to content published by organizations; we also identified a group that uses sources that do not fit well into the classification scheme. Homepage Promoters post links to websites featuring static content authored by a single person. These traditional sites already existed in the early era of the Internet. Seekers of Healthcare discuss doctors and clinics. Users of Uncommon Sources focus on religion, esoterism, complementary or alternative medicine, or unrelated resources.

Clustering users, who had made at least 5 relevant posts, revealed the 6 groups shown in **Figure 7**. The cluster names were derived manually without a prespecified algorithm from the corresponding table in Multimedia Appendix 3 and from **Figure 8**, which shows the feature means normalized to a [0;1] range. About two-thirds of the users could only be described as “average”. This means that they do not stand out, but the characteristics of these users provide a baseline for comparison with the other user roles. Twenty-eight users were CCSVI-Focused Responders, who were active for less than a year on average. What defines them is the low level of posts per day, the low fraction of initiated threads, and the high fraction of CCSVI-related posts. Ten users were Highly Active Relational Posters, who show the highest level of posting activity (about 4 posts per day). They posted in lots of different threads, but rarely initiated them. Another 17 users are CCSVI Activators, who stand out due to their high fraction of initiated threads, their high percentage of CCSVI-related posts, and the fact that they included 3 times as many references as the average user. The 4 Sophisticated Contributors are known for making posts that are 3 times as long as those of average users and include 5 times more references. The remaining 4 Short-Lived CCSVI Spammers were active for a few days only and, during their short contribution period, created many posts about CCSVI. The posts were short and included few references.

**Figure 3.** Flowchart of the sampling procedure for clusterings.
Figure 4. Venn diagram showing the user sets used in the clusterings.

Figure 5. Reference use clusters with number of users in each cluster (n=64 included cases).
Figure 6. Radar chart showing aggregated domain class use of each cluster (the user vectors belonging to the cluster are summed up). Each cluster vector is normalized to be a unit vector. The length of a spoke is proportional to the value it represents.
Figure 7. Posting behavior, according to the second clustering, with number of users in each cluster (n=171 included cases).
Figure 8. Radar chart showing feature means (overall users within a cluster) of the contribution behavior clusters. The means are min-max-normalized to a [0;1] range. The length of a spoke is proportional to the value it represents.

Discussion

Summary of Main Findings

The bulk of the observed contributions were not based on scientific results, but on various social media sources. These sources seem to contain mostly opinions and personal experience. A small group of people with distinct behavioral patterns played a core role in fuelling the discussion about CCSVI, as identified by their behavior. The identification of this group of people was an unintended consequence of our exploratory analysis technique. Our identification method is behavior driven and thus provides a viable alternative to the influence-based identification of so called “opinion leaders” in forums, as discussed in [51-54].

Meaning of the Results and Comparison With Literature

Scientific publications were brought to the forum at a “boom phase” of CCSVI discussion, followed by a phase of critical views, beginning September 2010 with the opponents of the CCSVI hypothesis getting the upper hand in the forum. Although scientific and lay discourse seem to go hand in hand, it is obvious that scientific publications and scientific sources such as Wikipedia played, in the end, only a minor role in the layperson forum. Instead, social media were the most important
source of information. The nature of social media content varies, but we believe that social media are often about personal experiences and exchange of opinions. This is further illustrated by the reference use patterns we identified, such as Social Media Fans or Homepage Promoters. We would suggest characterizing the nature of this lay discourse more as an elementary discourse or an interdiscourse [55] than a special or scientific discourse.

Our 6 groups of posting behavior are based on a careful inspection of different characteristics and are similar to the participants in 5 online forums on self-harm [32]. The CCSVI-Focused Responders, characterized by a low level of posts per day, the low fraction of initiated threads, and the high fraction of CCSVI-related posts may compare to the Here For You user [32], who was very supportive in the self-harm forum. Discussants [32] may compare to our CCSVI Activators, who stand out due to their high fraction of initiated threads, their high percentage of CCSVI-related posts, and their introduction and placing of references. The Highly Active Relational Posters, who posted very actively, but rarely initiated threads, compare to Jones et al [32] Caretakers. The Short-Lived CCSVI Spammers remind us of Jones et al [32] Butterflies. The 4 Sophisticated Contributors remind us of researchers and the emergence of online expert patient groups [12]. The largest fraction of contributors could only be classified as “average”.

Only a small set of the involved users showed enough activity to be suitable for meaningful descriptions of their behavior. This is consistent with the common observation of significant participation inequality in social media. Typically, activity levels are characterized by the power law with about 1% of the users exercising the core influence on a community [56]. For example, studying the community structure of online diabetes forums, Chomutare et al [57] found very low user participation rates and suggested high levels of the few users who participated actively. About 37% (63/171) of the users participating in CCSVI discussions showed distinct patterns in their posting behavior: 28 CCSVI-Focused Responders seemed to wait for CCSVI discussions to come up and then contribute. Doing so, their post-wise efficiency of CCSVI-related information spread is the highest of all roles. This seems to be an interesting new aspect to the usually performed network analysis in online forums. In these analyses, knowledge of, and personal experience with, the disease play an important role in gaining central positions and becoming authorities [57,58]. Obviously, a good command of scientific sources of information may also be one characteristic of a group of influential figures.

The Highly Active Relational Posters are expected to be important community builders, as a substantial amount of personal “small talk” is attributed to them. Interestingly, a group of 17 people, the CCSVI Activators, played a core role in fuelling the discussion about CCSVI, because they often initiated threads about CCSVI and included many hyperlinks. While there is considerable concern that social media and Internet applications permit a minority of individuals to spread misinformation and damage useful interactions as recently discussed in the case of anti-vaccinationism [59], our results show that the CCSVI discussion in the MS forum follows the ups and downs of the scientific debate and does not promote dangerous practices or prevent novel technologies to a dangerous degree.

Some Sophisticated Contributors were identified, but these people did not participate in CCSVI discussions very often. Additionally, 4 very short-lived and CCSVI-focused accounts were identified. One possible explanation is that they were the temporarily-used alternative accounts of some users.

Strengths and Limitations of the Study

One major advantage of this study is its observational nature. Real-world data was observed in an unobtrusive way. We analyzed a public Internet forum, which was unstructured and unmoderated, over a 3-year period of CCSVI discussion. We thus avoided self-reporting biases and artificial setups. Furthermore, we applied a Machine Learning approach in order to shed some light on the complex nature of user interaction.

However, there are several limitations. There is no demographic data available for the forum users and it is even possible that some persons used different accounts. Furthermore, before 27 August 2010, users were able to choose their aliases freely for every individual contribution. Due to the lack of a log-in mechanism, it is possible that different individuals posted under the same name.

The identification of relevant content was non-trivial and did not have 100% accuracy, which resulted in a possibly biased database. The reduction of URLs to the basic domain was a simplification. When assessing user patterns, we had to deal with small sample sizes (N=64 and N=171). The clustering approach itself relied on several assumptions. We assumed that constant behavioral patterns exist, that we defined appropriated features to describe them, and that they are linearly separable in the feature space. The interpretation of the assigned roles is subjective, but based solely on the quantitative data documented in this study.

We had to decide how to identify scientific sources of information in the posts. To be on the safe side, we accepted only the posting of URLs with a link to scientific publications as a use of scientific publications. Of course, other users may have discussed scientific publications in a rather elaborate way without posting URLs. Moreover, publications are often hidden behind a paywall, which may make posting URLs unpopular. They are also written in English, which may pose a language barrier. Our approach underestimates the discussion of scientific publications in online health forums but is highly specific in identifying the introduction of scientific publications.

Our description of participants in this online health forum was based solely on “metrics”, similar to the Jones et al study [32]. A full and reliable description of the participants’ views would require an elaborated semantic analysis of their contributions.

Implications and Future Research

Scientific sources were by far less important than social media in the posts and forum discussions. While some of the uncovered evidence may indicate the successful propagation of scientific results into discussions among laypeople within an online health forum, scientific results represented by far a rather small fraction of the information sources that were discussed in the particular
forum under study. Whether this is any indication of the rise of the “expert patient” remains the subject of further studies. Some of the participants in the forum, especially the Sophisticated Contributors, could be considered experts based on the nature of their contribution behavior and their overall behavior, with rather extensive posts often including scientific and other references. They, however, also represent only a tiny fraction and before we can draw reliable conclusions we need to conduct semantic analyses of their statements. In contrast, the majority of overall users tend to rely on social media-based sources of information, which often feature personal experiences and opinions.

The health care system can be described as a two-sided network: a network with large components linked to each other through multiple platforms so that clinicians, health care institutions, and companies can interact with patients and communities [12]. While we studied one component of this network and how it is affected by the other side of the network, further research should also focus on the opposite direction and mutual influences between the components of this two-sided network.

Our study has used some sophisticated methods for extracting information on the posting behavior in online forums to address important questions in this field. To eliminate some of the limitations of the study and to determine more precisely the role and behavior of forum contributors with regard to scientific information, a qualitative approach is needed, preferably a discourse analysis of the social exchange processes and argumentative strategies in online health forums, similar to a Canadian study of online social support forums for gamblers, in which the interaction of the participants, their common discussions, and how they constructed identities and negotiated legitimacy were analyzed [60]. We are in the midst of a change due to technology where health provision and education can increasingly benefit from using the Web, in an environment in which individuals and communities become more able and responsible for their own health and treatment [61].
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Abstract

Background: In the Netherlands, screening for chlamydia (the most prevalent sexually transmitted infection worldwide) is a relatively simple and free procedure. Via an invitation letter sent by the public health services (PHS), people are asked to visit a website to request a test kit. They can then do a chlamydia test at home, send it anonymously to a laboratory, and, within two weeks, they can review their test results online and be treated by their general practitioner or the PHS. Unfortunately, the participation rates are low and the process is believed to be not (cost-) effective.

Objective: The objective of this study was to assess whether the low participation rate of screening for chlamydia at home, via an invitation letter asking to visit a website and request a test kit, could be improved by optimizing the invitation letter through systematically applied behavior change theories and evidence.

Methods: The original letter and a revised letter were randomly sent out to 13,551 citizens, 16 to 29 years old, in a Dutch municipality. Using behavior change theories, the revised letter sought to increase motivation to conduct chlamydia screening tests. The revised letter was tailored to beliefs that were found in earlier studies: risk perception, advantages and disadvantages (attitude), moral norm, social influence, and response- and self-efficacy. Revisions to the new letter also sought to avoid possible unwanted resistance caused when people feel pressured, and included prompts to trigger the desired behavior.

Results: No significant differences in test package requests were found between the two letters. There were also no differences between the original and revised letters in the rates of returned tests (11.80%, 581/4922 vs 11.07%, 549/4961) or positive test results (4.8%, 23/484 vs 4.1%, 19/460). It is evident that the new letter did not improve participation compared to the original letter.

Conclusions: It is clear that the approach of inviting the target population through a letter does not lead to higher participation rates for chlamydia screening. Other approaches have to be developed and pilot tested.

(J Med Internet Res 2014;16(1):e24) doi:10.2196/jmir.2907
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Introduction

In a 3-year systematic register-based yearly chlamydia screening project in three regions in the Netherlands, all 16 to 29 year old citizens were given the opportunity at no charge to test for Chlamydia trachomatis. Via an invitation letter sent by the public health services (PHS), they were asked to visit a website [1] where they could request a test kit. Subsequently, they could do a chlamydia test at home, send it anonymously to a laboratory, and, within two weeks, they would be able to review their test results online and could be treated by their general practitioner or the PHS. Despite this free and relatively simple procedure, receiving the letter triggered only a small number of young people to participate. In the first round in 2008, the participation rate was 16.1%. The rate decreased over subsequent rounds (10.8% in 2009 and 9.5% in 2010) [2]. With these participation rates, screening was believed to be not (cost-) effective and therefore further nationwide implementation of the program was discontinued [3]. In the present study, we assessed whether the participation rate could be improved by optimizing the invitation letter through systematically applied behavior change theories and evidence [4].

The first step in planned behavior change is to identify the reasons or determinants of the behavior. In an earlier study [5], we assessed the reasons for non-participation by asking 713 people within the age range of 16 and 29 years about their intention to participate in chlamydia screening and included measures of attitude, subjective norm, self-efficacy, the moral norm, susceptibility, the descriptive norm, outcome expectations, and unrealistic optimism toward chlamydia testing. Questions asked were based on literature reports suggesting that the targeted young people felt invulnerable to chlamydia infection, did not compare themselves with people who get infected, and had no time or interest in participating [6,7], experienced barriers such as lack of knowledge, worries, and lack of guidance [8], were afraid of doing it wrong, found the procedure unpleasant, were afraid of the consequences of a possible positive outcome, and expressed fear of negative reactions from a partner and others [9-11]. Furthermore, three single category implicit association tasks (scIAT) [12] were included to identify impulsive reactions towards chlamydia in terms of annoyance, threat, and reassurance. All data were gathered without giving any information in advance about chlamydia or chlamydia testing. The results showed that people have a very low intention to participate in chlamydia screening (mean 1.42, SD 0.76 on a scale of 1-5), low risk perception, in particular low susceptibility, and high unrealistic optimism (most young people do not think they have ever run the risk of being infected with chlamydia and they do not identify themselves with people who test positive for chlamydia). The intention was correlated with the subjective norm, the moral norm, susceptibility, the descriptive norm, one’s attitude, outcome expectations, and unrealistic optimism. Furthermore, chlamydia screening was implicitly associated with reassurance, as well as with threat and annoyance.

Also in the same study, a first attempt was made to optimize the invitation letter by assessing the influence of the original PHS invitation letter versus a letter that was adapted to improve readability and increase a positive response. The results showed no differences between the effects of the two letters; however, receiving a letter had, compared to not receiving a letter, a positive effect on people’s evaluations and intentions to request a test package [5]. There was no measure of testing behavior in that study.

Interventions targeting behavior change have a higher chance of success when theories are systematically applied [13-17]. In the current study, the research question is whether another newly developed invitation letter, systematically written based on theory and adapted to the new evidence from our earlier study has a positive influence on people’s chlamydia screening behavior.

Methods

Study Population and Study Procedure

The PHS sent 13,551 letters to all 16 to 29 year old citizens of the Dutch municipality Sittard-Geleen. They received randomly either a newly developed letter or the letter that was already used in the Dutch national Chlamydia Screening Implementation program (CSI). Both invitation letters offered the recipient the opportunity to anonymously request a free chlamydia test kit via a website. At the website, visitors logged in using an anonymous personalized ID and first filled in an 8-item risk questionnaire [18]. Only participants with at least a minimum level of chlamydia risk could proceed to request a test kit. When requested online, they received a chlamydia test, could perform the test at home (urine sample or vaginal swab), send it anonymously to a laboratory, and, within two weeks, they could review their test results online. The study design was approved by the Research Ethics Board of the Faculty of Psychology & Neurosciences of Maastricht University. Registration of this trial was not required.

Two Invitation Letters

Overview

Influencing behavior is more successful when theory is applied and when the content of the message is tailored to the target group [4]. Elaboration Likelihood Theory [19] suggests that people only process information seriously when they are motivated and able to do so. The Reasoned Action Approach [20] suggests that people will change if the right beliefs are motivated and able to do so. The Research Ethics Board of the Faculty of Psychology & Neurosciences of Maastricht University. Registration of this trial was not required.

Also in the same study, a first attempt was made to optimize the invitation letter by assessing the influence of the original PHS invitation letter versus a letter that was adapted to improve
new letter short, readers were referred to the website for detailed instructions. Logos on the new letter were identical but fonts were slightly larger to increase readability. Table 1 shows the differences in letters. In this table, the new letter content is chronologically displayed. The PHS letter is not chronologically displayed, but shows how comparable information was given. The (Dutch) invitation letters can be found in Multimedia Appendices 1-4 and [21].

First Impression Bias, Primacy Effect, and Self-Affirmation

People’s attitudes or opinions towards specific information are colored by their first impression [22]. Furthermore, the primacy effect suggests that information that is presented first is often remembered best [23]. Therefore, possible negative triggers, as shown in the PHS letter (AIDS, STI), were removed from the top of the letter and added to the footnote in the new letter (see Table 1, #1). Receiving an invitation letter to participate in chlamydia screening can be seen as threatening health information. It is known that people rarely change their behavior after receiving threatening health messages and sometimes the information leads to defensive responses [24]. Self-affirmation is used to decrease the chance of defensive reactions to the threat, or reactance [25]. Applying self-affirmation theory, people were made aware of the value of their personal relationships, thereby increasing their self-identity and promoting a constructive response (see Table 1, #2).

Advantages and Convenience, Reactance (I), Efficacy, and the Prompt to Action

Both the advantages (attitude) and ease of testing (self-efficacy) are correlated with the intention to request a chlamydia test package [5]. Therefore, both were highlighted in the newly developed letter (see Table 1, #3). Further, the use of the wording “sexually active” (see Table 1, #2) might be interpreted defensively by receivers as having sex with multiple partners. Moreover, reactance theory suggests that people respond negatively to others’ attempts to limit their freedom [26]. In the new letter, that phrase was deleted and, to prevent possible reactance, the invitation was presented as a general request to all people in that age group, along with a rationale (see Table 1, #4). Also, adaptive behavior is promoted by stressing the belief that the behavior is effective in reducing threat (response efficacy) and the confidence that one can accomplish this behavior (self-efficacy) [24]. Furthermore, a trigger to action was given [27] (see Table 1, #5).

Negative Consequences, Severity, and Moral Norm

Threat is the combination of severity (how bad are the consequences?) and susceptibility (do I personally run a risk?) [24]. The severity of the negative consequences of chlamydia is not always recognized [5]; in the letter, the need for early treatment was stressed (see Table 1, #6). Also, in the earlier study, the personal moral norm (a person’s judgment as to whether they themselves think they should or should not perform a certain behavior [28]) was highly correlated with one’s intention to screen. To activate a moral norm, the possibility of unintentionally infecting someone else was mentioned in the letter (see Table 1, #7).

Perceived Risk, Unrealistic Optimism, and Reactance (II)

In the earlier study, people scored very low on the perceived risk of getting chlamydia. Furthermore, people thought that other people’s risks were higher than their own. Therefore, it was important to emphasize that all sexually active people, not only people with multiple partners and people who have unsafe sex, can get chlamydia; risk is a matter of risk behavior rather than of risk groups [27] (see Table 1, #8). To minimize a possible reactance (see Reactance (I) above), it was highlighted again that the invitation for a chlamydia test was not a targeted invitation, but part of a regional screening (see Table 1, #9).

Self-Efficacy (II) and Procedure, Descriptive Norm, and Implicit Attitudes

In our earlier study, a large majority of people stated that they were unable to test because they did not have time. Therefore, it was important to explain that the procedure would be very simple and would take less than five minutes (see Table 1, #10). Also, people’s behavior, and especially young people’s behavior, is influenced by the behavior of peers [29,30]. Therefore, the letter mentioned that many comparable young people had already tested for chlamydia. Because the earlier study showed an implicit association with annoying, threatening, as well as reassuring, those comparable others were reported to evaluate the test as reassuring and not as threatening or annoying (see Table 1, #11).

Moral Norm (II), Anticipated Regret, Privacy, and Response Efficacy

Moral norm, as well as anticipated regret (having people imagine how they would feel after they behaved in a risky way contrary to their own intentions [31]) may both lead to attitude and behavior change (see Table 1, #12). On the topic of privacy, doing a chlamydia test is for many people a private procedure that should not be observable by others [32]. Therefore, the privacy of the testing procedure was stressed in the letter (see Table 1, #13). Also, as mentioned before, a threat may lead to an appropriate behavioral response when people believe that such a response is available and easy to do (see Table 1, #14).

Log-In Code, Prompt to Action, Sender Information, and Footnote Information

The information about the log-in procedure was simplified in the new letter (see Table 1, #15). Also included were prompts to form a plan for action, which may increase the number of people performing the testing behavior [33] (see Table 1, #16). Sender information was identical in both letters (see Table 1, #17), but footnote information was simplified and, to avoid primacy effects, the AIDS/STD info was given here (see First Impression Bias and Primacy Effect above and Table 1, #18).
Table 1. Adaptation of the new letter compared to the original PHS letter.

<table>
<thead>
<tr>
<th>New letter</th>
<th>Comparable information from PHS letter</th>
</tr>
</thead>
</table>
| **1. First Impression Bias and Primacy Effects**                          | Visiting Address: Het Overloon 2 6411 TE Heerlen 045-850 66 13 (9.00h-12.00h)  
Aids STD Info line (for questions about sex, STD and The Pill): 0900-2042040 |
| Visiting address: Het Overloon 2 6411 TE Heerlen 045-850 66 13 (9.00h-12.00h) |                                                                                                        |
| **2. Self-Affirmation**                                                   | “When you are (or have been) sexually active, it is important to do this test, even if you’ve done this test before or if you’re in a solid relationship.” |
| “Your health is very important. Not only for yourself, but also for a possible partner and family.” |                                                                                                        |
| **3. Advantages and Convenience**                                         | “Via this letter, we invite you again to participate in the Chlamydia Screening South-Limburg.”           |
| “Therefore, you should take the opportunity to take a free and easy chlamydia test at home.” |                                                                                                        |
| **4. Reactance (I)**                                                      | “That [ie, treat quickly] is difficult, because most people don’t know whether they are infected with chlamydia or not.” |
| “When you have sex, it is possible to contract chlamydia without realizing it.” |                                                                                                        |
| **5. Efficacy and Prompt to Action**                                      | “It is easy to treat, but important to be quick. Severe and frustrating health issues can be prevented by testing for chlamydia.” |
| “Chlamydia is simple and easy to trace, and very trouble-free to treat. However, it is important to do the test as early as possible!” |                                                                                                        |
| **6. Negative Consequences, Severity**                                    | “If chlamydia is not treated in time, men can get epididymitis and women can become infertile.”          |
| “If you wait too long for treatment, you can get severe and permanent health issues like infertility.” |                                                                                                        |
| **7. Moral Norm**                                                         | “That [ie, treat quickly] is difficult, because most people don’t know whether they are infected with chlamydia or not.” |
| “Above all, you can infect others without knowing it.”                     |                                                                                                        |
| **8. Perceived Risk, Unrealistic Optimism**                               | “Chlamydia is an STD (sexually transmitted disease) with a high prevalence in the Netherlands, especially in young people aged 16 to 29.” |
| “Chlamydia does not only occur in people who have unsafe sex with many partners, but also in people with a few partners or just one partner.” |                                                                                                        |
| **9. Reactance (II)**                                                     | “On www.chlamydiatest.nl The PHS South Limburg invites all men and women, aged 16-29 years, to participate in the annual free chlamydia test. On www.chlamydiatest.nl,” |
| “To decrease the number of chlamydia infections, all 16-29 year olds from your region are invited to request a free chlamydia test via www.chlamydiatest.nl.” |                                                                                                        |
| **10. Self-efficacy (II) and Procedure**                                  | “How does it work: You log in on with your personal log-in code from this letter. There you can create immediately your own username and password, making sure that no one else can log in. Subsequently, you can request a test package. You will receive this in a blank package at the address of your choice. You will find instructions in the test package about how to collect your test sample. Subsequently, you can send the package back to the laboratory at no cost. The test result is available within two weeks and will be online for three months via www.chlamydiatest.nl. With your username and password, you can request your test result. If you’ve forgotten your personal details, you need your personal log-in code from this letter. Therefore, you should keep this letter!” |
| “When you have requested and received the test package, you can do the test in less than five minutes at home, after which you can send it to the laboratory.” |                                                                                                        |
| **11. Descriptive Norm and Implicit Attitudes**                          | N/A                                                                                                    |
| “A lot of your peers have already tested for chlamydia, not finding it annoying or threatening, but more reassuring.” |                                                                                                        |
| **12. Moral Norm (II) and Anticipated Regret**                           |                                                                                                        |

“Also, some of them said that they would feel guilty if they didn’t do the test.”

13. Privacy
“The entire test can be performed anonymously and at no charge. Your personal details are kept confidential. Only you, with your username and password, are able to request your test result (within two weeks)!. No one, not your parents nor your general practitioner, is notified of the results.”

14. Response Efficacy
“If you are infected with chlamydia, it is very easily treated with antibiotics.”

15. Log-in code
“Your strictly personal log-in code for www.chlamydiatest.nl is: ”

16. Prompt to Action (II)
“Don’t delay – request your test package today!”

17. Sender Information
“With kind regards,
Dr. Christian J.P.A. Hoebe
Doctor/Epidemiologist, Infectious Diseases
Project Leader, Chlamydia Screening South Limburg”

18. Footnote Information
“For questions and information: www.chlamydiatest.nl.
For questions about participation:
ms H.L.G. ter Waarbeek
(independent GP: 045-8506264).
For questions about sex, STDs and The Pill: Aids STD info line: 0900-2042040.”

“Think about your health and participate in the chlamydia screening!”

“With kind regards,
Dr. Christian J.P.A. Hoebe
Doctor/Epidemiologist, Infectious Diseases
Project Leader, Chlamydia Screening South Limburg”

“Your strictly personal log-in code for www.chlamydiatest.nl is: ”

“Think about your health and participate in the chlamydia screening!”

“With kind regards,
Dr. Christian J.P.A. Hoebe
Doctor/Epidemiologist, Infectious Diseases
Project Leader, Chlamydia Screening South Limburg”

“Your strictly personal log-in code for www.chlamydiatest.nl is: ”

“In total, 13,551 letters were sent to all 16 to 29 year old citizens of the municipality Sittard-Geleen (population 94,024 [34]) in the south of the Netherlands, randomly divided over the new and the original letter. When two different letters were delivered at one unique address (which could only be checked afterward), or when letters were returned as undeliverable, these data were excluded from further analyses (n=3668). Of the 9883 included respondents, 11.43% (1130/9883) requested a test package. No significant differences in test package requests were found between the two letters ($\chi^2_1=1.33$, $P=.25$, $phi=-.012$). There were also no differences between the two letters for the rates of returned tests ($\chi^2_1=0.05$, $P=.82$, $phi=.007$), and the number of positive test results ($\chi^2_1=0.21$, $P=.64$, $phi=-.015$) (see Figure 1). It is evident that the new letter did not improve participation compared to the original letter. In acknowledgement of recent concerns regarding lack of disclosure in scientific research [35], and to aid future meta-analyses, all data, syntax files, and output files are available in Multimedia Appendices 1- 6 and [21].
Discussion

Principal Findings

In this study, the effect of a new theory- and evidence-based adaptation of an invitation letter for chlamydia screening was compared to the effect of the original letter. Both letters resulted in small percentages of participation, comparable to other screening projects in the Netherlands [3] and outside the Netherlands [36]. However, contrary to expectations, there was no significant difference between the two letters. The new letter did not stimulate more young people to go for the test.

Strengths and Limitations

The strength of this study is that actual behavior was measured, while the weakness is that there was only observational data and no data on how people processed the information or on possible changes in the determinants of behavior. It is, however, difficult to imagine how a mass media letter could be improved differently to reach a substantial larger number of young people participating in the screening. It is obvious that the approach to invite the target population via a general letter does not lead to sufficient participation rates for chlamydia screening.

Conclusions

Why is it so hard to convince young people to participate in chlamydia screening? The strongest determinants of chlamydia screening participation in earlier studies seem to be (low) risk perception, in particular low susceptibility, and high unrealistic optimism [5]. That means that the basic proposition for action is fully lacking [24] and, as it turns out, it seems to be very difficult to convince people that they indeed are at risk. Risk perception and unrealistic optimism can be changed but not easily. Bartholomew et al [4] suggest a number of methods including scenario-based risk information, consciousness raising, or self-affirmation, but those methods require more individual tailoring, more attention, and more time than is feasible in one general letter (page 333 [4]). Other behavior change approaches may be needed. There are some suggestions in the literature: the use of the Internet independent of geographic area [37], financial incentives [38], a focus on self-identity [39], and tailoring on risk perception [40]. Schmid et al [3] suggest restesting people who were found positive and intensifying partner notification. In that approach, the focus is on people who already know they are at risk. Based on the results in our studies, possible alternative strategies for people who do not see themselves at risk might involve the use of social media in targeting high-risk groups. Social circles around people who...
test positive for chlamydia are shown to be at higher risk [41,42]. Young people who tested positive in chlamydia screening could serve as role models for other young people in their social circles. If this approach is used, the target group should see those models as someone from their own circle that they can identify with, who had to overcome some personal resistance to participate, who is reinforced for participating in the screening by reporting reassurance, and who explains the ease of participation [43]. This alternative approach should be tried out in a randomized study comparable to this study.
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Abstract

Background: In 2008, WhatisKT wiki was launched as a collaborative platform for knowledge translation (KT) researchers and stakeholders to debate the use and definitions of KT-related terms. The wiki has definitions for over 110 terms from disciplines including health care, information technology, education, accounting, and business. WhatisKT wiki has over 115 registered users. Approximately 73,000 unique visitors have visited the wiki since 2008. Despite annual increases in visitors and regular maintenance of the wiki, no visitors have contributed content or started a discussion.

Objective: We surveyed wiki users to gain an understanding of the perceived value of the website, reasons for not engaging in the wiki, and suggestions to facilitate collaboration and improve the usability of the wiki.

Methods: We surveyed three cohorts: KT Canada members who were previously invited to join the wiki, registered wiki members, and unregistered visitors. The first two cohorts completed a Web-based survey that included the System Usability Scale (SUS) questionnaire to assess usability; additionally 3 participants were interviewed. Unregistered wiki visitors were surveyed with polls posted on the wiki. The study received ethics approval from the McMaster University Faculty of Health Sciences Research Ethics Board.

Results: Twenty-three participants completed the Web-based and SUS surveys; 15 participants indicated that they would collaborate on the wiki. The mean SUS score of 67 (95% CI 56-77) indicated that the wiki could be considered for design improvements. Study participants indicated that the wiki could be improved by email notification regarding new terms, better grouping of terms, user friendly interface, and training for users interested in editing content.

Conclusions: The findings from this survey will be used to enhance the design and content of WhatisKT wiki. Further feedback from participants will be used to make the wiki an ideal collaboration platform for KT researchers interested in terminology.

(J Med Internet Res 2014;16(1):e21) doi:10.2196/jmir.3001
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Introduction

Knowledge Translation

Interest in knowledge translation (KT) has increased considerably in the past several years. Research communities use over 100 KT terms worldwide. Terms such as knowledge to action, knowledge transfer, knowledge exchange, research utilization, implementation, quality improvement, dissemination, and diffusion are often used by stakeholders in the field. A relatively widely used definition of KT was developed by the
Canadian Institutes of Health Research (CIHR), which defines KT as “the exchange, synthesis and ethically-sound application of knowledge—within a complex system of interactions among researchers and users—to accelerate the capture of the benefits of research for Canadians through improved health, more effective services and products, and a strengthened health care system” [1]. However, even health care funding agencies vary in the operational definition of KT [2].

The existence of multiple terms and definitions related to KT is a challenge for researchers trying to identify previous research and for communicating with others. Despite the increase in popularity of KT research, finding meaningful and consistent definitions for KT terms is a challenge [3]. McKibbon and colleagues reviewed over 2600 articles published in health care journals and identified 100 individual terms to describe KT research and a lack of consistency in the use of terms [4].

Wikis

Wikis are an online, Web-based, collaborative platform where anyone with proper access rights can modify content and contribute to online discussions. The most well-known wiki is Wikipedia. Wikis facilitate ease of documentation, learning, and ad-hoc collaboration, thereby developing online communities of practice and user groups, regardless of organizational affiliation [5]. Wikis have been used for collaborative content development for clinical decision support [6], and by patients contributing to the development of clinical practice guidelines [7] and providing input in developing care plans [8]. Some studies have researched how wikis are or could be used in health care, such as the intention of physicians to use social media including wikis to share medical content [9] and emergency care professionals’ beliefs around the use of a wiki [10].

In 2008, WhatisKT wiki was launched as a collaborative platform for KT researchers and stakeholders to debate the use and definitions of KT-related terms (Figure 1). The wiki has over 110 terms with definitions from a variety of disciplines including health care, social sciences, information technology, education, accounting, and business. Each term has a dedicated page with a short description of definitions and the discipline where the term originated. In 2011, in an effort to generate discussion around terms and definitions, wiki organizers analyzed definitions for the 13 most frequently visited terms and, by a process of discussion and consensus, 2 team members selected one definition as being representative of that term. The definitions were selected based on having the most of 12 identified concepts within the CIHR definition of KT, clarity, comprehensiveness, reputation of source, and breadth of coverage [11]. The preferred published definition was presented at the top of the list of definitions on the wiki page for that term and highlighted. In September 2012, to provide better clarity and structure to the wiki, all terms were grouped into “Core KT” terms (eg, implementation research, quality improvement, research utilization) and “Additional KT” terms (eg, adoption, best practice, change). Core terms directly associate with the broad field of KT and moving knowledge into practice. Additional KT terms are those more specific terms used in the KT context but not representative of the field. The 13 terms with standardized definitions were grouped under “Standardized KT” terms (eg, research utilization, knowledge mobilization, diffusion of innovation). The wiki’s navigation bar facilitates access to core, standardized, and additional terms. The wiki also has links to sources of KT publications and literature.

Almost 73,000 unique visitors have visited the wiki since 2008. There are over 115 registered members. The average number of visitors per month to the wiki has increased steadily from about 196 in 2008, to 1900 in 2012 [11], and more than 2400 per month in 2013. The percentage of returning visitors also increased from less than 3% in 2008 to over 10% in 2012 [11]. The organizers regularly update the wiki, and the most recent changes are readily available for viewing by all wiki visitors. Despite the increase in visitors and regular maintenance of the wiki, no member has contributed source material or started a discussion on the wiki.

Usability

Usability can apply to any system or product with which a user interacts. Usability is defined as the “extent to which a product can be used by specific users to achieve specified goals with effectiveness, efficiency and satisfaction in a specified context” [12] and depends on factors such as the product design, ease with which users can learn the product, efficiency of the product in helping users achieve their objective, ease with which users can memorize product features for future use, and user satisfaction. Usability tests allow quantification of how well a product satisfies the user’s needs. In health care systems,
usability studies can reveal use-related hazards [13]. Usability evaluations are usually conducted by experts and provide subjective data regarding user satisfaction. Surveys and questionnaires, interviews, focus groups, and user observation can be used to gather a range of usability information. The System Usability Scale (SUS) is a 10-item, 5-point Likert scale used for subjective assessment of usability [14]. Each item has a scale position of 1 for strongly disagree, 2 for disagree, 3 for neutral, 4 for agree, and 5 for strongly agree. SUS scoring uses transformed data so that the final output can range from 0 to 100 representing the overall usability of the system under evaluation.

In this study, we surveyed KT Canada members, registered wiki members, and unregistered wiki visitors to gain a better understanding of our users, especially their experience with the wiki. The objective of this study is to gather the following information about the wiki: user’s perceptions, value, reasons for not engaging, suggestions to facilitate collaboration, and assessment of usability. The study was funded by KT Canada, which is an organization made up of Canadian researchers and educators working in the field of KT and is supported by funding from CIHR.

Methods

Web-Based Survey

To get a better idea of how and why people use the WhatisKT wiki, we surveyed three cohorts: KT Canada members, registered wiki members, and unregistered wiki visitors. A subset of survey participants agreed to a follow-up interview via Skype. The study received ethics approval from the McMaster Faculty of Health Sciences Research Ethics Board.

KT Canada members were invited to join the wiki soon after launch in 2008. Occasional email reminders of the wiki’s existence have been sent to this group since that time. This cohort was invited to take part in an online survey via the KT Canada weekly newsletter December 12, 2012. Survey participants were asked to fill in the same Web-based questionnaire. To obtain more in-depth information on user perceptions, the participants were also asked if they would be willing to volunteer for a virtual interview using Skype or another Web-based communication tool.

The wiki currently has over 115 registered members. This cohort was sent a link to the Web-based survey via the wiki interface on November 26, 2012, with a reminder sent on December 13, 2012.

The survey (Multimedia Appendix 1) included questions regarding their membership status, frequency of visits, experience with other wikis, and likelihood of collaboration on WhatisKT wiki. To understand user perception of the wiki, participants were asked to choose from a list of descriptors that describes the wiki: “a reference tool for KT terms”, “a collaboration platform”, and “a source of KT literature and links”. Participants also answered questions about barriers to engaging in the wiki and features that would make wiki collaboration easier. Respondents were not required to access the wiki during the survey. Only those participants who indicated they had visited the wiki completed the SUS questionnaire to assess the usability of the wiki and assessed content-related statements (Textbox 1) scored on a 5-point Likert scale. The score contributions for items 1, 3, 5, and 7 are calculated by deducting 1 from the scale position. The score contributions for items 2, 4, 6, and 8 are calculated by deducting the scale position from 5. The SUS score is 2.5 times the sum of scores of all 10 items [10]. Sauro reported an average SUS score across 500 usability evaluations with data from over 5000 users was 68 [15]. A SUS score <68 indicates below average usability, and a value equal or higher indicates above average usability. Descriptive statistics were performed on survey data.

Textbox 1. System Usability Scale (SUS) and content-related survey questions for KT Canada and wiki members.

<table>
<thead>
<tr>
<th>SUS items:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. I think I would like to use this application frequently</td>
</tr>
<tr>
<td>2. I found the application unnecessarily complex</td>
</tr>
<tr>
<td>3. I thought the application was easy to use</td>
</tr>
<tr>
<td>4. I think I would need Tech Support help to use this application</td>
</tr>
<tr>
<td>5. I found the various functions in the application to be well integrated</td>
</tr>
<tr>
<td>6. I thought there was too much inconsistency in this application</td>
</tr>
<tr>
<td>7. I believe that most people would learn to use this application very quickly</td>
</tr>
<tr>
<td>8. I found the application very cumbersome to use</td>
</tr>
<tr>
<td>9. I felt very confident in using the application</td>
</tr>
<tr>
<td>10. I need to learn a lot about this application before I could effectively use it</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Content-related items (not included in the SUS scoring):</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. It is easy to find the information that I need</td>
</tr>
<tr>
<td>2. The information provided by the wiki is easy to understand</td>
</tr>
<tr>
<td>3. The organization of information on the wiki is clear</td>
</tr>
</tbody>
</table>
Interview

KT Canada or registered wiki members who volunteered to be interviewed were contacted and scheduled for a short, online interview. A standardized list of questions including membership status, frequency of visits, and involvement with other wikis was asked during the interview. Interviewees provided their overall impression about the wiki and a letter grade for the wiki. In addition, the participants were asked to provide three words to describe the wiki and comment on the best and least preferred characteristic of the wiki. Interviewees also commented on open-ended questions such as “what are your suggestions to improve the wiki?” and “If you were the wiki administrator, what would be the first thing you would do to improve the wiki?” The audio component of each interview session was recorded and transcribed. The planned analysis was a directed content analysis [16] performed by DM. Interview questions were targeted based on usability and wiki research with the intent to describe perceptions of the wiki, barriers and facilitators to contributing to the wiki, and usability of the interface. Interviews were transcribed and the data were grouped according to the key concepts of perceptions, barriers, facilitators, and possible improvements. Themes were developed within these concepts and supported by quotes from the interviewees. CL reviewed the content analysis with any disagreements resolved through consensus.

Poll of Unregistered Visitors

Much of the wiki traffic is from unregistered visitors who come to the wiki via searches engines such as Google and from direct visits [11]. Short polls were displayed on a dedicated wiki page from January to March 2013 to capture responses from unregistered wiki visitors. The home page and highly accessed pages had prominent links to the poll page, which included two questions: (1) Which group describes you the best (researcher, clinician, decision/policy maker, educator, student, or other)? (2) What is the objective of your visit to the wiki (find definitions(s), find publication(s), learn more about KT, learn more about WhatisKT, none of the above)? Since our visitors tend to stay for less than a minute, we opted to pose 2 short questions to get a sense of the types of unregistered visitors that view the wiki rather than limit responses with the burden of the longer survey.

Results

Web-Based Survey

Twenty-five KT Canada and registered wiki members began the Web-based survey over a period of approximately 50 days. Two sets of responses were incomplete and were excluded from analyses. Among the 23 respondents who completed the survey, most were researchers (Table 1) and 17 indicated that they had no prior experience using a wiki. The majority of the study participants became aware of WhatisKT wiki through KT Canada (n=12). Survey participants described the wiki as a reference tool (n=21), collaboration platform (n=10), and source of KT literature (n=9).

Sixteen participants indicated that they had used the wiki at least once and provided subjective usability assessment using the SUS questionnaire. The mean SUS score was 67 (95% CI 56-77), which was not statistically different from the average score of 68 reported from 500 usability evaluations [15] indicating that the wiki could be considered for design improvements. For content-related items, average score per question for ease of finding information was 3.69 (95% CI 3.67-3.70), ease of understanding information was 4 (CI 3.99-4.01), and clear organization of information was 3.63 (CI 3.61-3.64) out of a potential score of 5. Among the six participants who had previously collaborated on a wiki, only two visited WhatisKT wiki. They gave SUS scores of 97.5 and 60 and were not different in their ratings from non-wiki collaborators. Given the low number of responses, we were unable to look at subgroups of participants with and without wiki experience.

Fifteen participants indicated that they would likely collaborate on the wiki. However, two participants commented that time might be a significant barrier to collaboration. Other barriers included “complicated login” (n=1), “wiki edits are time consuming” (n=13), “lack of incentive” (n=3), “anxiety in editing the wiki” (n=4), and “need additional training” (n=4).

Participants indicated that “removal of user login” (n=5), “email notification regarding new terms or polls” (n=13), and “detailed tutorials” (n=8) could enhance collaboration. Six participants provided free-text comments on enhancing wiki collaboration such as “incentive to use wiki”, “requirement to use the wiki and protected time to do so”, and “email notifications on any new content such as new publications”.

Participants also indicated that they would like to see latest KT publications (n=17), discussion forums (n=10), user ratings for standardized KT terms (n=8), and more terms related to KT (n=5). Study participants indicated that wiki could be improved by providing email notification regarding new terms, better grouping of terms, user friendly interface, and training for users interested in editing the wiki.

Table 1. Demographic group of online survey and poll participants.

<table>
<thead>
<tr>
<th>Demographic group</th>
<th>Survey participants (n=23)</th>
<th>Poll participants (n=10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Researcher</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>Clinician</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Decision or policy maker</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Educator</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Student</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Other</td>
<td>9</td>
<td>2</td>
</tr>
</tbody>
</table>
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Interview
Six survey participants indicated a willingness to be interviewed but only 3, including a clinician and 2 researchers, returned follow-up emails and were interviewed via Skype. Two participants were wiki members. Two of the participants learned about the existence of WhatisKT wiki through word of mouth, and one participant found the wiki through online searching. The frequency of visits to the wiki ranged from couple of times since the wiki’s launch to a couple of times a month. Two participants visited or contributed to other wikis. Two participants were from Canada, and one was from the United States. Content analysis produced the following themes: reference resource, positive impressions with room for improvement, limitations, engaging contributors, and suggestions for improvements.

Perceptions
All participants mentioned that the best characteristic of the wiki was the collection of definitions. It was seen as a valuable resource when writing manuscripts and for teaching purposes: “I find it very helpful to use as a reference point when I try to define terms in the KT/KM field to other people” and “So what is most useful for us is a collection of different definitions that also comes with a citable source”. Overall, participants described the wiki as “linkable, helpful, and health focused”, “innovative, open, and complete”, and “informative, not as much used, and efficient”. A theme that emerged was that the wiki was viewed positively, but that it still needs work. Their overall impression of the wiki was positive, but when asked to rate the wiki they gave it a B or B– and 6 or 7 (out of 10). Comments included:

- It’s more health focused than the work I am doing, so with sort of that lens in mind it is not always totally appropriate”, “…the definitions that are up there have a very Canadian flavor about them.

- I consulted it in the past, I felt it a very interesting resource with many terms for KT, but beyond that I might not have had the time to push to analyze what the KT was used for. I didn’t feel any incentive to add more to what was already there.

Possible Improvements
Participants suggested expanding the wiki’s content to include definitions from various disciplines and research communities. Another suggestion for improvement was to include practical KT tools. All three participants mentioned the need to engage the users and increase their participation in the wiki. However, two participants mentioned that lack of incentives might be a reason why members are not contributing to the wiki. These suggestions could be used in generating user interaction with the wiki in the future.

Trying to improve visibility, but also getting more content and more editing going on which involves forming active community. An interesting way to do it would be to have an ongoing cohort of graduate student class taking some sort of knowledge translation class curating the wiki which would keep it cleaned up.

What would be useful is to show difference and to show the different definitions that are out there—not a consensus—showing the variety of terms and variety in definitions.

Barriers and Facilitators
Participants were specifically asked to describe barriers and facilitators for contributing to the wiki. Incentives, providing credit, developing critical mass, and defining a clear goal for the wiki emerged as ideas.

The reasons for not contributing: Not paid. We spend so much time worrying about full publication that we do not have the energy to contribute to another outlet. People wondered—is there a critical mass involved that contribute to it? KT is an evolving field—too early to agree on definition. I would try to see how I can engage the community that you are trying to get people to contribute to; to find the incentive that would encourage people to contribute to it; find ways of giving credits; continuing professional development credits for contributing to the wiki or ways of creating some sort of interest in getting people to contribute; recognizing contributions to it; ways of getting people to contribute to it.

Trying to engage the target knowledge users that you are aiming to get involved in the wiki so they understand where the [WhatisKT] wiki is going and what is the end goal of the wiki.
Poll

Over the course of 2 months, we received only 10 responses from unregistered wiki visitors through the polls posted on the wiki. During that time, Google analytics tracked 2929 unique visitors, so the response rate was extremely low at 10/2929 (0.3%). Six respondents were researchers, 1 decision/policy maker, 2 students, and 2 identified as “other”. Participants indicated that the objective of their visit was to learn more about KT (n=6), learn more about WhatisKT (n=2), find definitions (n=1), and none of the above (n=1).

Discussion

Principal Results

In our Web-based survey, 16 participants provided a subjective assessment of the wiki’s usability via the SUS questionnaire, which provides the most reliable results with sample sizes of at least 12 to 14 participants [17]. The usability results from our study can be considered reliable despite the small sample size compared to typical clinical studies, though the confidence interval for the mean SUS score was fairly wide (56% to 77%).

The online poll had only 10 responses over a period of 2 months, a response rate of only 0.3% of unique visitors. The low response rate is lower than studies involving recruitment of research participants through the Internet [18]. We had hoped to provide a pop-up poll to all unregistered visitors to maximize awareness of the poll and participation. Unfortunately, the wikispaces platform is not designed to accommodate such polls. Our small sample size for the polls, surveys, and interviews did not allow us to reach saturation, which is a primary limitation.

More researchers participated in both the online survey and the poll than any other demographic group. This could be an indication that researchers are prominent stakeholders interested in the wiki. The majority of the survey participants indicated that WhatisKT wiki could be best described as a reference tool, which was reiterated by interviewees. On the other hand, poll results indicate that the primary objective for some visitors is to learn more about KT and very few (10%) indicated that they were interested in the definitions, though with a sample size of 10, this observation is limited. These visitors could have reached the wiki through a search engine while searching for a KT-related term or concept. Such visitors could expect more KT-related content than just a repository of terms.

Despite the fact that one of the goals of our work was to understand the lack of uptake for the discussion function of the wiki, we were unable to resolve this issue. Although 10 respondents indicated an interest in discussion forums on the wiki, a functionality that is already available, no discussion has yet been started despite the wiki being 5 years old. This is not an unusual situation in collaborative writing projects, and frequently reported barriers include unfamiliarity and lack of skills with the technologies, time and work constraints, and concerns about quality of contributions, and legal ramifications [18]. Since participants indicated interest in these forums, we will continue to encourage and develop this function of the wiki. Barriers to contributing to discussion forums or content identified in the survey include time, issues related around the technology (complicated login and need for training), and lack of incentives. We will be considering how we can overcome some of these barriers.

Previous research has identified a number of potential facilitators such as training, ease of use of the system, having a moderator or champion to monitor the content and ensure quality, having a critical mass of content providers, creating a community of practice or learners, and providing incentives [5]. Currently, the wiki offers no incentive for edits although users are able to tag their contributions to identify themselves. For clinical members, continuing medical education credits could be provided as an incentive. For students, instructors could be encouraged to include wiki contributions as a required task, as was suggested by one of our interviewees. This guided interaction with the wiki could also generate the community of learners as a step towards reaching critical mass. For researchers, however, incentives and credit are more difficult to devise since their focus is on peer-reviewed publication and receiving grants. The specific facilitators or barriers to interactivity is something that requires further research and would benefit from moving beyond asking people if they are interested in interactivity to determining the specific conditions in which interactivity occurs.

Our study found that the wiki is being used as a reference tool. Survey participants were pleased with the wiki content and its quality. This was evident from the above average score given for organization, ease of finding, and ease of understanding the information provided on the wiki. However, the wiki users preferred better grouping of terms and having a friendly user interface. The term groupings, "Core", “Additional” and “Standardized” terms, could be re-organized into more intuitive groupings to facilitate ease of reference of terms and definitions in the KT domain. One limitation of wikis is that as the site is presented one page at a time, it can be difficult to get the overall picture of the wiki [19]. The wiki can be modified with easily accessible groupings of terms and an alphabetical list to provide a comprehensive view to all visitors.

Email notification regarding new terms or polls was mentioned as a feature that will enhance collaboration. In the future, it would be ideal to send wiki members email notifications when new terms or polls are added. Addition of latest KT publications can increase potential visits to the wiki.

Limitations

Our primary limitation was the low response rate, which reduces the generalizability of the findings. This limitation demonstrates a common problem inherent in research in online tools [5]. However, this study comprises some of the first user-based knowledge summaries related to collaborative platforms. Given the growth in the use of these technologies, advancing what is known about optimizing these types of platforms is needed. By their nature, wikis present technical limitations for understanding “best wiki practices” through user engagement. We experienced technical limitations related to the wiki platform; our poll was included as a link on select pages in the wiki rather than a pop-up visible to all visitors. A pop-up containing the poll questions, for all visitors regardless of landing page, could have resulted in better response rate from wiki visitors. Additionally, since we anticipated fewer response rates from unregistered wiki visitors and were concerned about burden, we posted only
two questions. A more elaborate poll could have probed into the specific needs and usability concerns of non-registered visitors but at the potential risk of response rate. Improved understanding of weighing these issues in online data collection is needed. Due to the nature of using a commercial wiki platform, we are unable to describe our cohort. This further limits our ability to contextually analyze the data that we collect. The present study described the usability assessment from KT Canada and registered wiki members. The general wiki visitor was not provided the opportunity for usability assessment. An elaborate survey targeting all wiki visitors could give an indication of the issues and needs of the general wiki visitor.

Future Work
In response to this survey, enhancements have already been made to the wiki. For example, we have regrouped our KT terms into categories: KT science terms, KT intervention terms, KT tools and methods, and miscellaneous terms based on consensus within our team. KT science terms describe or define the process of (1) having a body of evidence, information, knowledge, research and (2) moving it into practice, application, use. KT intervention terms describe or define a method or set of methods that will be done to enable (an act of intervening) a body of evidence, information, knowledge, research to be moved into practice. Intervention term examples are audit and feedback, communities of practice, and opinion leader/educational influential. KT tools and methods terms describe or define a tool or technique that aids the whole KT process or a part of the KT process. For example, tool terms are gap analysis, knowledge synthesis, and comparative effectiveness research. Miscellaneous KT terms are used in KT context, but not included in the categories above.

However, content changes will not be enough to improve activity on the wiki. We will look at the previously reported facilitators and determine which might be best to generate contributions to the wiki. We have started discussing ways to facilitate improved interaction with the wiki, including conversations with graduate course providers, but these actions have not yet been implemented. Also, by having a dedicated staff person to moderate and verify any new content, we can ensure the quality of the information used to build the wiki.

Conclusions
This study has shown that WhatisKT wiki is being used mainly as a reference tool by users. The wiki scored reasonable for usability, but study participants indicated a number of barriers and facilitators to adding content and contributing to discussion forums. We will focus our efforts on improving the usability and testing strategies to remove barriers.
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Abstract

Background: In support of professional practice, asynchronous communication between the patient and the provider is implemented separately or in combination with Internet-based self-management interventions. This interaction occurs primarily through electronic messaging or discussion boards. There is little evidence as to whether it is a useful tool for chronically ill patients to support their self-management and increase the effectiveness of interventions.

Objective: The aim of our study was to review the use and usability of patient-provider asynchronous communication for chronically ill patients and the effects of such communication on health behavior, health outcomes, and patient satisfaction.

Methods: A literature search was performed using PubMed and Embase. The quality of the articles was appraised according to the National Institute for Health and Clinical Excellence (NICE) criteria. The use and usability of the asynchronous communication was analyzed by examining the frequency of use and the number of users of the interventions with asynchronous communication, as well as of separate electronic messaging. The effectiveness of asynchronous communication was analyzed by examining effects on health behavior, health outcomes, and patient satisfaction.

Results: Patients’ knowledge concerning their chronic condition increased and they seemed to appreciate being able to communicate asynchronously with their providers. They not only had specific questions but also wanted to communicate about feeling ill. A decrease in visits to the physician was shown in two studies ($P=.07$, $P=.07$). Increases in self-management/self-efficacy for patients with back pain, dyspnea, and heart failure were found. Positive health outcomes were shown in 12 studies, where the clinical outcomes for diabetic patients (HbA1c level) and for asthmatic patients (forced expiratory volume [FEV]) improved. Physical symptoms improved in five studies. Five studies generated a variety of positive psychosocial outcomes.

Conclusions: The effect of asynchronous communication is not shown unequivocally in these studies. Patients seem to be interested in using email. Patients are willing to participate and are taking the initiative to discuss health issues with their providers. Additional testing of the effects of asynchronous communication on self-management in chronically ill patients is needed.

\textit{(J Med Internet Res 2014;16(1):e19)} doi:10.2196/jmir.3000
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Introduction

Background
Self-management is a central concept of health care that is increasing in popularity. This is because people strive to be autonomous and also because there is an increase in the global population, in the number of chronic diseases people have, and in the length of time people endure a chronic disease [1]. To make health care attainable for all, it is necessary to implement self-management on a large scale as is justifiable. The level of patient participation is a key aspect in the realization of self-management. Research shows that patient participation results in improved adherence and health outcomes [2-4]. It is therefore important to understand what makes patients participate in their own health care.

The transition towards self-management is also visible in the new definition of health that experts have recommended to the World Health Organization (WHO): “the ability to adapt and self-manage in the face of social, physical, and emotional challenges” [5]. The earlier definition, which dates to 1948 [6], describes health as “a state of complete physical, mental and social well-being and not merely the absence of disease or infirmity”, which today seems unattainable. Ursum gives a clear operationalization of self-management as “the individual ability of a person to prevent health problems from arising or, if they do arise, to adapt to the symptoms, the treatment, the physical, psychological and social consequences of the health problem and adjust their lifestyle. In this way persons are able to monitor their own health and to react in a way that results in a satisfactory quality of life” [7]. Thus, self-management is an ongoing process in the lives of people, even when they are not receiving care from health care providers. It requires that all people, but certainly patients, need to have open communication with health care providers to be able to take responsibility. This definition suggests that an important focus of health care research should be evidence-based ways of improving self-management by patient participation [8].

Chronic Patients and Modern Communication Technology
Modern information and communication technologies (ICT) provide new ways for patients to participate in their own health care. Internet interventions have been developed to record, measure, monitor, and manage the delivery of health care [9]. These interventions enable patients to remotely supply providers with personal health information and for providers to remotely deliver instructions. For instance, patients with cardiac problems can play an active role in diagnosis by monitoring and communicating their health data so that the professional can make a diagnosis [10,11]. Another option is to give patients access to specific interactive self-care techniques such as back pain management training. A third option is inviting the patient to view their electronic health record (EHR). The patient can log in to the EHR and comment on the content. Some evidence shows that interventions via the Internet also improve self-care behavior and health outcomes in patients with chronic diseases [12-16]. Especially in the case of chronically ill patients living at home, these Internet-based interventions are seen as a promising development to improve the quality and safety of health care [17]. However, robust research on the effectiveness and consequences of these interventions is needed to guide large-scale implementation [18,19].

Specifically Asynchronous Communication
The above-mentioned Internet interventions are created according to a standard pattern based on one-way communication with not much scope for interaction. However, Internet interventions can also be combined with interactive communication tailor-made for individual patients [12,20,21]. Interactive communication can be synchronous (concurrent by telephone consultation or videoconferencing) or asynchronous (non-concurrent by, for example, email or discussion board). This latter form of digital communication has the advantage that the patient and the provider do not need to use it concurrently. For example, patients can pose a question about the organization of their care or a health concern at the moment that it worries them and do not have to wait until the next planned consultation. For health care professionals, it means they can react to patient questions at a time that is suitable for them. Asynchronous communication is not suitable in urgent situations because there is a time gap in the communication. The asynchronous options make it possible to deliver tailor-made self-management support to large numbers of patients with a chronic disease [20].

Current Investigation
This review examines publications that describe the effect of digital asynchronous communication between chronically ill patients and health care providers. The first research question is whether this type of communication works: do patients and providers actually use this form of interactive communication and how do they evaluate the usability? The second question reviewed is whether this form of interactive communication helps: does it have an effect on health behavior, health outcomes, and patient satisfaction?

Methods

Definitions
Digital asynchronous communication is defined as electronically mediated communication in which the participants do not communicate concurrently. Examples of asynchronous communication in health care are electronic messaging (email) and bulletin boards. Patients with chronic conditions have one or more chronic diseases, which are defined as diseases with a long duration and generally slow progression [1].

Literature Searching Methods
The systematic review was conducted using the PICO method [22]. The keywords (MeSH terms [Medical Subject Headings]) used were chronic disease, telecommunication OR Internet OR telemedicine OR health services OR delivery of health care OR medical informatics OR electronic mail, self-care, self-efficacy. The search was filtered for Randomized Controlled Trials (RCTs), adults, English language, and publication period of 2001-2013. The search was limited to studies conducted from 2001 onward because Internet access for individuals from their
homes has increased since the turn of the century [23] and interactive asynchronous communication thus became an option for more people. The search procedure consisted of the following steps:

1. PubMed and Embase databases were searched.
2. Duplicates were removed.
3. Titles and abstracts were scanned for Internet-based interventions.
4. Full text analysis was undertaken to select studies
   - describing asynchronous communication between patient and provider, alone or as part of an intervention;
   - where patients were able to initiate communication at any time of the day (24/7);
   - directed at self-management;
   - where control groups were free of any digital intervention and received usual care.
5. The bibliographies of the articles included were manually searched to identify additional relevant articles.

**Quality Appraisal**

The methodological quality of the studies was evaluated by applying the National Institute for Health and Clinical Excellence (NICE) criteria for RCTs [1,24,25]. Selection bias, performance bias, attrition bias, and detection bias were assessed.

**Research Questions**

**Do Patients and Providers Use Asynchronous Communication Within Internet-Based Interventions and Do They Find It Usable?**

To answer this question, the use of asynchronous communication in digital interventions by patients was assessed by determining frequency of access; number of patients who use the digital intervention; number of messages; and usability of interventions, including asynchronous communication (this refers to experiences regarding the actual (technical) use of the ICT with a focus on ease of use, clarity, and attractiveness).

**Does the Use of Asynchronous Communication Within Internet-Based Interventions Affect Health Behavior and Health Outcomes?**

To answer this question, the present study assessed the effects of using digital interventions, including asynchronous communication, on health behavior (knowledge, health care utilization, and self-efficacy/self-management); health outcomes (clinical parameters, physical symptoms, quality of life); and patient satisfaction.

The results were reported as significant if $P<.05$.

**Results**

**Characteristics of the Studies**

As shown in Figure 1, the search identified 311 studies in PubMed and 231 in Embase. Four additional studies were retrieved via the bibliographies of the retrieved studies. The elimination of duplicates resulted in 385 studies. All abstracts were screened and 27 studies were identified that specifically focused on Internet-based intervention. After full text analysis, 20 studies were identified that described asynchronous digital communication between patients and providers as part of the intervention. Furthermore, five studies in which the control group received usual care via the Internet were eliminated. Ultimately, 15 studies were found to meet the inclusion criteria and were thus included in the review (Figure 1).

Table 1 shows the characteristics of the samples of the studies. The studies varied in geographic location, sample size, mean age of the sample, and nature of the chronic disease (Table 1). Eleven of the 15 studies were performed in the United States, two in Europe (Portugal, The Netherlands), one in Australia, and one in Asia (Korea). The sample sizes varied from 0-50 [26], 50-100 [9,27-29], 100-150 [30-34], and more than 150 [35-39].

In 9 studies, the mean age of participants was approximately 50 years (range 45-57) [28-31,34-36,38,39]. In four studies, the mean age was over 60 years [9,27,32,33], and in two studies, the mean age was lower (range 29-36) [26,37]. The nature of the chronic disease differed in the samples, including unspecified chronic illnesses [30,35,38,39], chronic pain [27,36], diabetes [9,29,31,32], asthma [26,37], chronic obstructive pulmonary disease [33], chronic neurological conditions [28], and congestive heart failure [34].

Table 2 shows the characteristics of the interventions of the studies. The interventions were diversely directed. Eight studies focussed on self-care techniques [27,28,30,33,35,36,38,39], six on monitoring disease and symptoms [9,26,29,31,32,37], and three on sharing an EHR [29,31,34].

An assessment was carried out to determine whether the interventions were complementary or a substitute for usual care because of the consequences for the interpretation of the results. One might evaluate interventions that are complementary to usual care as effective if the study shows improved outcomes, whereas interventions that are a substitute for usual care can be evaluated as effective if the study shows no differences compared with usual care. Most interventions were complementary (n=11), but some were a substitute for usual care (n=4).
<table>
<thead>
<tr>
<th>Primary author</th>
<th>Country</th>
<th>Sample size(^a)</th>
<th>Chronic disease</th>
<th>Mean age, yrs (range)</th>
<th>Female, %</th>
<th>Recruitment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Berman [27]</td>
<td>United States</td>
<td>I: 41 C: 37</td>
<td>Chronic pain</td>
<td>65.8 (55-91)</td>
<td>87.2</td>
<td>Mass media</td>
</tr>
<tr>
<td>Bond [9]</td>
<td>United States</td>
<td>I: 31 C: 31</td>
<td>Diabetes, type 1 and 2</td>
<td>67.2</td>
<td>45</td>
<td>Provider</td>
</tr>
<tr>
<td>Cruz [26]</td>
<td>Portugal</td>
<td>Cross-over I: 21</td>
<td>Asthma</td>
<td>29 (18-62)</td>
<td>71</td>
<td>Provider</td>
</tr>
<tr>
<td>Ghabari [28]</td>
<td>Australia</td>
<td>IA: 34 IB: 28 C: 33</td>
<td>Chronic neurological conditions: MS, Parkinson’s, post-polio</td>
<td>50.25 (23-90)</td>
<td>81.1</td>
<td>Mass media</td>
</tr>
<tr>
<td>Hill [30]</td>
<td>United States</td>
<td>I: 61 C: 59</td>
<td>Chronically ill rural women</td>
<td>52.2 (35-65)</td>
<td>100</td>
<td>Mass media</td>
</tr>
<tr>
<td>Kwon [31]</td>
<td>Korea</td>
<td>I: 51 C: 50</td>
<td>Diabetes type 2</td>
<td>54.1</td>
<td>30.9</td>
<td>Provider</td>
</tr>
<tr>
<td>Lin [35]</td>
<td>United States</td>
<td>I: 305 C: 301</td>
<td>Acad. internal medicine practice</td>
<td>51</td>
<td>51</td>
<td>Provider</td>
</tr>
<tr>
<td>Lorig [36]</td>
<td>United States</td>
<td>I: 296 C: 284</td>
<td>Chronic back pain</td>
<td>45.5</td>
<td>38.5</td>
<td>Mass media</td>
</tr>
<tr>
<td>McMahon [32]</td>
<td>United States</td>
<td>I: 52 C: 52</td>
<td>Diabetes, HbA1c ≥9</td>
<td>63.5</td>
<td>0</td>
<td>Provider</td>
</tr>
<tr>
<td>Meer [37]</td>
<td>Netherlands</td>
<td>I: 101 C: 99</td>
<td>Asthma</td>
<td>36.5 (19-50)</td>
<td>69.5</td>
<td>Provider</td>
</tr>
<tr>
<td>Nguyen [33]</td>
<td>United States</td>
<td>IA: 43 IB: 41 C: 41</td>
<td>COPD</td>
<td>68.7</td>
<td>46</td>
<td>Mass media</td>
</tr>
<tr>
<td>Ralston [29]</td>
<td>United States</td>
<td>I: 42 C: 41</td>
<td>Diabetes, type 2, HbA1c≥7</td>
<td>57.3</td>
<td>49.4</td>
<td>Provider</td>
</tr>
<tr>
<td>Ross [34]</td>
<td>United States</td>
<td>I: 54 C: 53</td>
<td>Congestive heart failure</td>
<td>56</td>
<td>77</td>
<td>Provider</td>
</tr>
<tr>
<td>Weinert [39]</td>
<td>United States</td>
<td>IA: 54 IB: 58 C: 64</td>
<td>Chronically ill rural women</td>
<td>51.8 (30-69)</td>
<td>100</td>
<td>Mass media</td>
</tr>
<tr>
<td>Weinert [38]</td>
<td>United States</td>
<td>I: 155 C: 154</td>
<td>Chronically ill rural women</td>
<td>55.5</td>
<td>100</td>
<td>Mass media</td>
</tr>
</tbody>
</table>

\(^a\)I=intervention, C=control.
<table>
<thead>
<tr>
<th>Primary author</th>
<th>Intervention</th>
<th>Complement or substitute for usual care</th>
<th>Length, wks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Berman [27]</td>
<td>Online mind-body: Facilitator sends prompts and answers questions using asynchronous communication</td>
<td>complement</td>
<td>6</td>
</tr>
<tr>
<td>Ghahari [28]</td>
<td>A. Online fatigue self-management program: Facilitators logged on daily and responded to participant entries, posed questions and provided encouragement to the intervention group. B. Online information-only self-management program: In the information-only group, facilitators checked for technical problems and sent standardized weekly reminders to read the information.</td>
<td>complement</td>
<td>13</td>
</tr>
<tr>
<td>Hill [30]</td>
<td>Computer intervention on psychological status: Online peer-led support group with health teaching; included an asynchronous chat room and an email function giving access to each other and to research team.</td>
<td>complement</td>
<td>22</td>
</tr>
<tr>
<td>Lin [35]</td>
<td>Patient portal: To send secure messages directly to their physicians and to request appointments, prescription refills and referrals; also included clinical messaging.</td>
<td>complement</td>
<td>26</td>
</tr>
<tr>
<td>Nguyen [33]</td>
<td>A. Internet-based dyspnea self-management program (eDSMP): Web diary, personalized reinforcement, feedback emails, and a discussion board. B. Face-to-face IDSMP: Paper diary, personalized reinforcement, and feedback telephone calls</td>
<td>complement</td>
<td>52</td>
</tr>
<tr>
<td>Weinert [38]</td>
<td>Peer-led support group and a self-study health coaching unit</td>
<td>complement</td>
<td>24</td>
</tr>
<tr>
<td>Weinert [39]</td>
<td>A. Computer-based intervention providing online support and health information B. Health information only</td>
<td>complement</td>
<td>53</td>
</tr>
<tr>
<td>Lorig [36]</td>
<td>Closed, moderated email discussion group; book, videotape.</td>
<td>complement</td>
<td>52</td>
</tr>
<tr>
<td>Bond [9]</td>
<td>Web-based intervention with disease monitoring, coaching, motivational, and social support</td>
<td>complement</td>
<td>26</td>
</tr>
<tr>
<td>Ralston [29]</td>
<td>Shared electronic record and email with providers</td>
<td>complement</td>
<td>52</td>
</tr>
<tr>
<td>Ross [34]</td>
<td>Web-based online review of EHR and email messaging directed at clarifying doctor’s assessment and instructions</td>
<td>complement</td>
<td>52</td>
</tr>
<tr>
<td>Cruz [26]</td>
<td>E-diaries and asthma self-management with PIKO-1 e-tool: Immediate feedback using secure messaging</td>
<td>substitute</td>
<td>8</td>
</tr>
<tr>
<td>McMahon [32]</td>
<td>Care website with educational modules, monitoring system, and internal messaging system</td>
<td>substitute</td>
<td>52</td>
</tr>
<tr>
<td>Meer [37]</td>
<td>Internet-based self-management plus education and communication with an asthma nurse</td>
<td>substitute</td>
<td>52</td>
</tr>
<tr>
<td>Kwon [31]</td>
<td>Website for monitoring and communication</td>
<td>substitute</td>
<td>13</td>
</tr>
</tbody>
</table>
Methodological Quality of Studies Included

In Multimedia Appendix 1, the methodological quality of the RCTs in this study is presented.

Risk for selection bias, or systematic differences between the comparison groups, existed in three studies [30,36,38]. Two studies did not describe how the participants were randomized and up to which point the investigators were blinded to allocation [30,36]. Two studies did not describe how the groups compared at baseline [30,38]. In all three studies, the participants were invited through mass media, which means that the assignment of patients to a group was partially concealed because the investigators did not know the participants [30,36,38]. The partial concealment was not considered a high risk for bias.

Risk for performance bias, or systematic differences between groups in the care provided (apart from the intervention under investigation), was low. In all studies, the comparison groups received the same care except for the intervention studied. In all 15 studies, it was clear that participants were not blinded to the treatment allocation due to the physical character of the intervention. In the studies by Ghahari [28], Nguyen [33], and Weinert [38], where two interventions (intense and less intense) were compared with usual care, patients in the intervention groups knew that they were taking part in the intervention but did not know whether they were participating in the intense or less intense intervention group.

The investigators were kept blinded in three studies. In the study by Bond [9], it was possible to keep the investigators blinded because the outcomes were measured at the beginning and the end of the intervention during a home visit. Cruz [26] used a crossover design in which all participants took part in the treatment and control group sequentially so that blinding of investigators was not an issue. In the study by Ghahari [28], the investigators were partially blind to how the outcomes were ascertained because they were involved only in one arm of the three-armed study and were blind to the survey results.

Risk of attrition bias, or systematic differences between the comparison groups with respect to dropouts, hardly existed in the studies. All groups within the studies were followed for an equal period of time. They were comparable with respect to the availability of outcome data and for treatment completion. Only Weinert [38] did not describe data on treatment completion.

Risk of detection bias, or bias in how outcomes are ascertained, diagnosed, and verified, showed more diversity. The length of
follow-up was found to be on the short side in Berman (6 weeks) [27] and Cruz (8 weeks) [26]. The validity and reliability of the outcome measures was unclear in Cruz [26] because the psychometric qualities were not discussed. In Weinert [38], the quality of the outcome measures was not described. In three studies [9,28,30], the investigators were kept blind to the participants’ exposure to the intervention and to other important confounding prognostic factors.

In conclusion, a total score for the studies was derived that summed up the risk for the four categories of bias, showing that Berman [27], Hill [30], and Weinert [38] have some risk to methodological quality. The other 12 studies show low risk.

**Does It Work? Use and Usability**

In Multimedia Appendix 2, the results describing the use of the intervention, health behaviour, and health outcomes are presented. Although all 15 studies studied an intervention including asynchronous communication, outcomes concerning use of the intervention, such as accessing the intervention and the use of electronic messaging, were not reported in all studies. Twelve studies described the use of the intervention by patients. In six studies, the specific use of the asynchronous communication was also subject of the study.

To use the asynchronous communication, the patients accessed a website and then logged in to a patient portal. It was then possible for them to communicate asynchronously with their providers by using email, viewing their EHR, or using a discussion board. Three studies that examined sharing EHR [29,31,34] described data about how the intervention was accessed. These patients accessed the intervention between 1.5 times a month [29,34] and 16 times a month [31]. Ross [34] reports that the use declined and leveled off from 1.5 times per month in the beginning to 0.4 times per month after 12 months. In two studies, the percentage of the sample that used the intervention was reported as 76% (32/43) [29] and 80% (43/54) [34]. The pages in the EHR that were the most reviewed by patients were the clinical notes and the lab results [29,34].

The accessing of the intervention was also reported by Berman [26], who found that patients accessed their intervention 16 times a month. Lin reported that the percentage of the sample accessing the intervention was 31% (95/305) [35], and Nguyen reported that 75% of patients (28/37) accessed the intervention [33].

The use of electronic messaging was reported on in six studies [26,29,31,34,36]. Three were publications on sharing EHR [29,31,34], two were on self-care techniques [35,36], and one was on monitoring disease/symptoms [37].

A large percentage of subjects used electronic messaging. Ralston [29] found that 100% of patients (39/39) used email, Ross [34] found 76% (41/54) did, and Cruz [26] found 90% (19/21). The intensity of messaging use varied per patient per year from 1.2 [34], to 5.9 [37], to 8.7 [35], and to 55.2 [31] times. In the latter study, electronic reminders were sent. In one study, it was reported that 73% of messages (302/414) were sent outside of office hours [35].

In three studies, the content of the asynchronous communication [31,34,35] was reported. Kwon [31] reported that the main topics were nutrition, diabetic complications, exercise, and other aspects of diabetes management. Lin described that the main topic of 42% of messages (32/76) was biomedical concerns, and 14 messages were “for your information” (18%), and the latter type of message was significantly more common in electronic messaging than in telephone messaging [34]. Urgent messages were conveyed by telephone [35]. Ross [34] reported that electronic messages appear to supplement telephone messages. The main topics in electronic messaging were scheduling appointments, getting medication refills, asking questions about medication, getting test results, reporting “feeling ill”, and getting assistance to interpret test results.

The usability of electronic messaging was shown for a variety of experiences, and overall, patients were positive about using electronic messaging. In one study, patients found the intervention helpful, easy to navigate, and would recommend it to others [27]. In another study, patients felt that the doctor understood their problems better and explained the information better when using email [34]. Patients prefer email as a way to send information and psychosocial messages to their doctor. In one sample, 75% of patients (132/175) thought they would use this in the future, and 85% (149/175) preferred email to telephone messaging [35]. Additionally, 162 out of 341 (48%) were willing to pay for online correspondence with their physician. Of those willing to pay, the median amount cited was US $2 per message [35]. Cruz found that patients preferred using the Internet rather than paper when monitoring their health [26]. Health care utilization through a patient portal led to higher patient satisfaction [35]. Patients seemed to appreciate the fact that they could communicate with the clinic and conduct administrative actions asynchronously instead of using the telephone. In one study, the content of the communication was studied, revealing that patients had specific questions about medication and tests but also wanted to communicate about “feeling ill” [34]. Patients seemed able to estimate correctly when to use the portal or when to use the telephone for messages, as the telephone was used for urgent messages [35].

Problems concerning usability can be expected when using technology, and these problems might influence usage. Minor usability problems were described in three studies in this review [26,27,39], but none had a large effect on the use.

**Does It Help? Effects on Health Behavior**

Multimedia Appendix 2 shows that of the 15 studies aimed at improving health behavior with Internet-based interventions including asynchronous communication, seven reported results on health behavior. The outcomes were in three different areas of health behavior: knowledge [38], health care utilization [35,37,40], and self-efficacy/self-management [27,33,34,36].

Increased knowledge was realized in a study involving rural women with a chronic disease who lived a long distance from the clinic [38]. Health care utilization in the form of visits to physicians did not decrease significantly, but a decrease was shown in the case
of back pain patients ($P=.07$) [36] and asthma patients ($P=.07$) [37], although not statistically significant.

In the area of Internet-based support of self-efficacy/self-management, several results were reported. In the case of pain management, Internet-based interventions seemed to increase patients’ self-efficacy in using non-medical techniques [27], self-care orientation in back pain [36], and managing dyspnea [33]. In patients with congestive heart failure, the general adherence to therapy increased when patients shared their EHR with their providers and communicated asynchronously about the content and implications of the EHR [34].

**Discussion**

**Results of Search**

The literature search revealed that there are few studies of the effects of asynchronous communication on self-management of chronically ill patients. Only Lin had an Internet-based patient-provider communication system as the focus of an RCT [35]. The literature search yielded another 14 studies in which asynchronous communication was described as part of the intervention. The RCTs were mainly performed in the United States with patients with specific chronic conditions. To glean information about the introduction of asynchronous communication for tailor-made health care, more evidence from other countries and patients with diverse chronic conditions is required.

**Quality Appraisal**

When reviewing the methodological quality of the studies, a certain amount of lack of blinding was noted. This lack of blinding is inevitable for technical reasons when the use and effect of digital communication on health behavior and health outcomes is being examined. In assessing the performance bias in RCTs using these techniques, it can be argued that not too much weight should be given to this aspect of quality appraisal.

**Results on Use and Usability**

Although 12 studies report on the frequency of use of the intervention, none specifically examined why and when patients log on to the intervention. The results of this review suggest that it might be interesting to find out more about the meaning of the frequency of use by patients. Comparisons with other publications about the frequency of access of Internet and communication technology by patients show varied results from increasing use [42] to declining use [34,43], but these results did not differ from those for usual care [44]. Kwon shows that the frequency of use increases when reminders are sent by the provider [31], resulting in increased health outcomes. Ross [34] showed a decline in use but an increase in adherence. Possibly the effect is not in the actual use but in having the connection to the provider, who can be contacted if necessary. It is also possible that the patients’ questions have been answered and they know what to do.

In the studies where email use was measured, a high percentage of patients (>75%) used it [29,34]. Patients seem to be interested, but it is not yet clear when they feel the need to use it or whether being connected is enough to feel satisfied and more in control of their health. Perhaps patients experience the connection as a supporting factor in their self-management. The virtual presence of the professional through the digital connection might have effects that could be interesting. Perhaps patients do not need to “check” the digital connection by using it after a time, as they feel confident knowing the digital connection with the provider can be made whenever they need it. The provider is always present and can be approached if the need arises. In research on social support, it is shown that merely the availability of support is helpful and related to higher levels of well-being [45,46]. More understanding of the effects on patients of

**Does It Help? Effects on Health Outcomes**

Health outcomes are important indicators for providers to guide the therapy of chronically ill patients. Health outcomes as a result of using an intervention with asynchronous communication were described as clinical and physical symptoms, psychosocial outcomes, and satisfaction. They were reported in 12 studies [9,27-33,35-37,39,41].

Outcomes for clinical symptoms were shown in four studies of diabetic patients. Improvements were shown in HbA1c level [9,29,31,32], weight, cholesterol, high-density lipoproteins [9], and blood pressure [32]. In a study of asthma patients, the forced expiratory volume (FEV) and the control of asthma were shown to increase with Internet-based support [37]. These were positive results for Internet-based interventions with asynchronous communication, but only McMahon looked at specific aspects of the intervention. He found that improved health outcomes were related to the frequency of use of the intervention [32].

Improved physical symptoms were also observed when using Internet-based self-care techniques. Berman and Lorig demonstrated a decrease in back pain in patients [27,36], and Ghahari demonstrated a decrease in fatigue-impact for patients with multiple sclerosis [28]. Nguyen reported increased arm endurance with exercise [33]. Berman discussed a relationship with a specific aspect of the intervention: logging on to the intervention seemed to decrease the patients’ pain immediately [27].

Varied psychosocial outcomes were shown in the studies of interventions with asynchronous communication for chronically ill patients. In one study, personal well-being increased [28] for both intervention groups (interactive and information only) in comparison to the control group with usual care. Meer showed improvement in quality of life for asthma patients [37]. An increased acceptance of the illness was also shown [39], as well as increased self-esteem [30,39], empowerment, and social support [30]. Weinert described a decrease in stress, depression, and loneliness [39]. Lorig found that patients felt less disabled, whereas role functioning improved and health-related distress decreased [36]. Patients seemed to feel better when they had an Internet-based connection with their providers.

**Does It Help? Effects on Patient Satisfaction**

Satisfaction with the overall care from the clinic increased in one study when patients used the Internet-based connection with their provider via the patient portal [35].
asynchronous communication could lead to increasingly tailor-made health care.

From the viewpoint of transition to integration of modern communication technologies, several threats to successful integration can be identified. It is certainly a threat if patients are not able to distinguish issues that are acute or (life)threatening versus non-acute, but we found no evidence to support this. We found that patients know when to use the telephone, because urgent messages were conveyed by the telephone [35]. They also know when to use asynchronous communication; patients preferred sending non-urgent messages such as “for your information/feeling ill” by email [34,35]. In addition, informational and psychosocial messages are sent via email as opposed to the telephone [35].

Also with regard to integration of ICT, it is interesting that patients are prepared to pay for email service with their provider [35]. The fact that 73% of messages (302/414) are sent outside of office hours suggests that time and place might be a factor [35].

The content of the electronic messages suggests that patients are willing to participate actively because they share more information than strictly necessary. They have a variety of issues they want to communicate about when using asynchronous communication. Understanding what these issues are is important for further implementation. In addition to “for your information/feeling ill” messages, they have health issues that they want to clarify, such as biomedical and medication concerns and receiving test results and assistance to interpret them. What seems to be happening is that asynchronous communication is used to communicate information that may or may not be relevant, but it satisfies patients to send it. They have taken action by sending the information, and it is now up to the health care provider to say whether it is relevant and if action is needed. This is the start of “shared-decision making”. With asynchronous communication, patients seem to make use of the option to share their worries and their psychosocial condition with their provider. This is an indication for willingness for further patient participation.

Age does not seem to be a factor in the use of asynchronous communication, given the advanced age of the participants. This is relevant because most patients with a chronic disease belong to the older segment of the population [1]. In the literature, older age has been identified as a barrier to the use of Internet communication technology [47-49]. It can of course be argued that patients who are included in the sample must have Internet access and minimum competencies to use it. It does show, however, that age is not an unsurpassable barrier. It may even be so that the benefits of having a virtual connection with the provider stimulates patients to use the Internet connection or at least understand how to use it, no matter what their age.

Results Relating to Health Behavior

In the seven studies where health behavior is described, improvements are shown when using the interventions [27,33-38]. The Internet-based intervention is therefore an option in regard to providing support self-management at a distance.

The meaning to the patient of the digital connection to the provider is interesting. Does having the connection at your fingertips give a reassuring feeling? Does sitting down and logging on to the connection feel like the first step in self-management and being assertive about your needs? Some results on health behavior may point in this direction. The two studies that used an intense (with an online coach) and a less intense intervention (without an online coach) show that a less intense intervention is just as effective [28,38]. This again raises the question of whether the connection alone is enough to improve health behavior, or whether a more complex intervention is necessary to gain an effect. In another study, it is suggested that logging on has an immediate impact on pain reduction [27]. This stresses the need to clarify which aspects of eHealth interventions are effective for patients. Is it the direct connection via Internet with the provider, is it the online coach, or is it the tailored information? The latter may be a very interesting point, as this interactive communication makes it possible to obtain detailed information about health management from the provider and the patient. In all other settings, such as in the consulting room, using the telephone or writing letters, it requires more effort to obtain the information necessary for tailor-made intervention.

Two studies found a trend to a significant decrease of health care utilization in the form of visits to physicians when using an Internet-based intervention [36,37]. It may be that asynchronous communication plays a role in this change in health behavior because patients can discuss their health concerns interactively with their provider. The triggers for this health behavior might be less time spent travelling to the physician and in the waiting room; the convenience and fact that no travel is required make the interaction more economical. However, this aspect has not been studied.

The content of the communication in the study by Ross shows that patients have precise questions about medication and tests, but that they also want to communicate about “feeling ill”. The results show that general adherence increases. However, the question of whether asynchronous communication about these issues affects the general adherence is not raised [34]. There may be some support for this conclusion in the Lin study, where patient satisfaction increased when they were able to communicate “for your information” messages through electronic messaging [35].

Results on Health Outcomes

Improved health outcomes were shown in 11 studies using Internet-based interventions, including electronic messaging. In studies where the intervention was complementary to usual care, an improvement could be expected. In studies with an intervention as a substitute for usual care, similar outcomes from intervention and usual care can be seen as a positive result. However, improvements were also reported in studies in which the intervention was a substitute, thus showing that the Internet intervention has better results than face-to-face care. This calls for more testing of these interventions as a substitute for usual care in larger samples of diverse patients.
Limitations

The Internet-based interventions in the studies consisted of different components, such as peer-support groups, sharing medical records, self-management programs, and patient portals. The component they all had in common was electronic messaging. The multicomponent aspect of the studies made it difficult to trace the exclusive effect of the intervention to the asynchronous communication.

Electronic messaging was not evaluated separately in these studies. It can be concluded that the effect of asynchronous communication is not adequately shown in these studies and that many questions can be raised about the precise effect of Internet-based asynchronous communication between patients with a chronic condition and their providers. This is a limitation. However, there were many positive findings about electronic messaging in relation to telephone messages and other forms of messaging.

Future Research

Research is needed to determine the technical characteristics of effective asynchronous communication with patients for specific disease categories where specific health behavior is needed by specific patients. The meaning of the virtual connection with the provider should be explored. This may be a very basic intervention with a large effect.

Additional testing is needed to clarify what patients want to discuss with their providers and how shared decision making about these issues can be effective.

The effects of asynchronous communication on self-management for larger samples of diverse patients with a chronic condition require examination. A clear definition of desirable outcomes is needed. The desired results for health behavior should be operationalized with regard to “the ability to adapt and self-manage in the face of social, physical, and emotional challenges” [5]. In this review, three categories of health behavior could be distinguished as outcomes: knowledge, health care utilization, and self-management/self-efficacy.

We also advise further testing of Internet interventions as a substitute for usual care because significant health outcomes were found in this review.

Conclusions

It can be concluded that using asynchronous communication in health care may be an important instrument to increase patient participation leading to self-management. After reviewing the literature, the answer to both research questions seems to be positive: asynchronous communication is used by patients and it helps to increase the effects on health behavior and health outcomes, at least for some. Patients seem to be interested in using email and understand how to use it. They use email for questions about biomedical concerns, medication, and test results, as well as to inform the providers about non-urgent health issues. They tend to prefer email to telephone for this communication. They also understand when they can use email or when contact by telephone is needed.

From the viewpoint of the new definition of health with an emphasis on self-management and patient participation, it seems possible to take steps towards sustainable health care by implementing asynchronous communication, as it enables patients to communicate effectively about their perceived health problems and their adaptation to health problems.
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Abstract

Background: Primary care is an integral part of the medical curriculum at Karolinska Institutet, Sweden. It is present at every stage of the students’ education. Virtual patients (VPs) may support learning processes and be a valuable complement in teaching communication skills, patient-centeredness, clinical reasoning, and reflective thinking. Current literature on virtual patients lacks reports on how to design and use virtual patients with a primary care perspective.

Objective: The objective of this study was to create a model for a virtual patient in primary care that facilitates medical students’ reflective practice and clinical reasoning. The main research question was how to design a virtual patient model with embedded process skills suitable for primary care education.

Methods: The VP model was developed using the Open Tufts University Sciences Knowledgebase (OpenTUSK) virtual patient system as a prototyping tool. Both the VP model and the case created using the developed model were validated by a group of 10 experienced primary care physicians and then further improved by a work group of faculty involved in the medical program. The students’ opinions on the VP were investigated through focus group interviews with 14 students and the results analyzed using content analysis.

Results: The VP primary care model was based on a patient-centered model of consultation modified according to the Calgary-Cambridge Guides, and the learning outcomes of the study program in medicine were taken into account. The VP primary care model is based on Kolb’s learning theories and consists of several learning cycles. Each learning cycle includes a didactic inventory and then provides the student with a concrete experience (video, pictures, and other material) and preformulated feedback. The students’ learning process was visualized by requiring the students to expose their clinical reasoning and reflections in-action in every learning cycle. Content analysis of the focus group interviews showed good acceptance of the model by students. The VP was regarded as an intermediate learning activity and a complement to both the theoretical and the clinical part of the education, filling out gaps in clinical knowledge. The content of the VP case was regarded as authentic and the students appreciated the immediate feedback. The students found the structure of the model interactive and easy to follow. The students also reported that the VP case supported their self-directed learning and reflective ability.

Conclusions: We have built a new VP model for primary care with embedded communication training and iterated learning cycles that in pilot testing showed good acceptance by students, supporting their self-directed learning and reflective thinking.

(J Med Internet Res 2014;16(1):e3) doi:10.2196/jmir.2616
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Introduction

Virtual Patients
The development of reliable and acceptable information technology offers opportunities to create new types of learning activities that enhance professional interaction across time and space [1]. In a review, Cook and Triola defined virtual patients as a “specific type of computer programme that simulates real-life clinical scenarios; learners emulate the roles of health care providers to obtain a history, conduct a physical exam, and make diagnostic and therapeutic decisions” [2]. Virtual patients (VPs) are currently introduced into many health care programs worldwide but are still sparsely used in medical school curricula [3]. Designing a VP is a delicate process, and the production of learning objects for multimedia consumes both time and resources [4]. VPs are found to be useful in teaching students clinical reasoning skills [2,5,6]. In clinical reasoning, both analytic and nonanalytic approaches are used [7]. Doctors in primary care often use strategies in clinical reasoning that are not always explicitly taught, and few studies have explored how these skills are acquired [8]. Examples are an important part of clinical reasoning, and VPs have something to contribute here as a complement to the real-life clinical practice. Using video in education may stimulate clinical diagnostic reasoning [9]. Primary care, with its complexity and its structure as an educational arena for students, may gain from a blended learning structure where virtual patients may help the student be introduced to learning situations similar to those they encounter during their clinical placements in primary care.

Learning in Primary Care
The same learning theories that are applicable for learning in primary care are also applicable for virtual patients. Education in primary care has a holistic perspective on patient care, and the learning is based on theories of adult learning and self-directed learning. During a clinical placement in primary care, the students meet patients with a wide variety of medical problems and have a strong internal motivation to learn from these patients. Adults learn most effectively when they do things in a real-life setting and have active roles in a meaningful context [10,11]. Students’ learning is an active process where the starting point is their pre-understanding [12]. The virtual learning experience is very similar to what may happen in real clinical practice. A virtual patient may be described as an approximation to reality and is often experienced as very authentic by learners. The knowledge the students gain from the virtual patient can be directly applied to real patients that they meet at the primary health care centre. The “sit-in” method, where students act as doctors during part of an entire patient’s encounter supervised by a tutor-observer, is a frequently used method in primary care to teach both clinical reasoning and communication skills. “Sit-in” gives the opportunity for students to learn their professional role and reflect upon it, but time constraints make its use limited. This kind of reflection may be useful as a tool for meaningful learning, and reflections are best done in an authentic context [13]. Reflections around patients in primary care are an important part of the education and may also be used in a virtual patient setting.

The aim of this study was to create a model for a virtual patient in primary care that enhances medical students’ reflective practice and clinical reasoning and training in communication skills. The main research questions were:

1. How can we embed clinical reasoning, communication skills, and reflection in a VP primary care model?
2. How can the VP primary care model be represented as a formative learning activity?
3. How do students perceive the VP, based on the model developed?

Methods

Context of the Study
Primary care is present at different stages of the study program at Karolinska Institutet (KI), Sweden. Medical students have primary care in 9 semesters of the 11-semester study program. The structure of primary care—with about 200 units that participate in clinical supervision of approximately 1500 medical students every semester and student placements in primary care at many different stages of the program—is a huge challenge when learning activities are designed. The primary care placements of medical students are only about 1 week per semester, and the students change primary health care centres three to four times during the study program.

Modeling of the Virtual Patient Primary Care Model
A reference group of 10 experienced primary care teachers from the Centre for Family Medicine were involved in developing the new model of VP for primary care with the aim of embedding communication skills, clinical reasoning, and reflection in the model. The group of teachers met on several occasions and explored different current systems for VPs. The VP system (Open Tufts University Sciences Knowledgebase, OpenTUSK) was chosen after consensus in the reference group. The decision was based on the possibilities this system offered from a pedagogical family medicine perspective. All teachers were involved in creating the VP case material about the patient with multiple diagnoses. A working group of 4 teachers (authors of this paper), together with a VP expert (NZ), created a VP prototype model based on these discussions.

The prototype was then tested with final-semester medical students to eliminate design and information ambiguities and to ensure that the case was meaningful, self-directed, and followed the learning outcomes of the study program in medicine.

The OpenTusk virtual patient system was used as a prototyping tool. This tool allows open-ended questions and free-text answers that may promote students’ own reflections and make it possible to adapt the learning with the VP case to how diagnostic decision making takes place in a primary care context. The tool also allows the use of video clips. Videos are already widely used in primary care education, and the students are trained in analyzing videotaped consultations as a part of their education in primary care. The preformulated comments from teachers after the free text provided possibilities to give students insight into experienced family doctors’ clinical reasoning. The preformulated comments (100–250 words) from teachers...
preceded the students’ reflective writing in each part. The structure of the case was visualized in the program VUE, and the case was written in a text document before it was entered in OpenTUSK.

**Representation of the Virtual Patient Primary Care Model as a Formative Learning Activity**

Experience-based education in communication skills is one of the responsibilities of the primary care part of the medical study program at KI and one of the most important learning outcomes of the primary care part of the program. The communication skills training program is based on the Calgary-Cambridge Guides [14]. A Danish patient-doctor communication model (PRACTICAL) is applied when giving feedback on patient encounters [15]. PRACTICAL has further developed the core aspects of patient-centeredness and does not only stress the importance of taking into account the patient’s ideas, concerns, and expectations, but has six more relevant aspects related to different parts of the patient encounter. The training in communication skills has a clear progression through the study program in medicine. During the first semesters, the students have training in early clinical contact and have focus on the patient’s agenda. From the third semester, they also train the doctor’s part of the patient encounter with specific questions a doctor needs to ask the patients in order to get the correct diagnosis. At later stages, the students practice how to involve the patient in decision making and how to build a common ground for shared understanding and follow-up. How to motivate the patient and how to mobilize the patient’s internal capacities is an important part of that training. The same strategy in communication training was adapted to the virtual patient environment (see Figure 1). The communication, physical examination, and clinical reasoning were highlighted in the VP model through teachers’ comments and embedded hyperlinks. To visualize and enhance the learning process, a cycle for self-directed learning was constructed (see Figure 2). The VP case learning outcomes are in alignment with the learning objectives of the study program in medicine.

Screenshots of the first learning cycle of gathering information are presented in Figures 3 to 6 with answers written by one student who performed the VP case. All text was translated from Swedish to English.
Figure 1. Example of how the different dimensions of the VP case were structured to be congruent with the Calgary Cambridge Guides and the PRACTICAL training model in communication skills.
Figure 2. Iterated learning cycle (before the first cycle of the VP case started, the student formulated their objectives for performing the case; after finishing the last cycle, the student wrote a final reflection about their educational outcomes during the VP encounter).

Figure 3. Didactic inventory.

Didactic inventory
What do I need to know?
How?
The student’s plan regarding *VP case content

Concrete experience
(video, pictures, other material)

The student’s conclusion regarding educational outcome

Pre-formulated feedback from the teacher

The student’s reflection

The student’s objectives for performing the case

*VP case content
Cycle 1: Gathering information
Cycle 2: Physical examination
Cycle 3: Preliminary diagnosis
Cycle 4: Explanation and planning
Cycle 5: Closing session

Your strategy for gathering information
How do you plan your patient encounter to make it successful?
How do you open the consultation with the patient?
What information do you need from the patient?

Consider the patient’s perspective first. Ask then specific questions about metabolic control, complications, and therapy. Then ask if there is another consultation for medical condition (e.g., vascular disease), fever, or medication is used.

“I heard from the nurse that you have an ulcer that is not healing well. How are you doing?”

Space for the student’s free-text answer
Figure 4. Concrete experience.

Feedback from the teacher on gathering information:

The consultation:

The patient's agenda:

In order to establish and maintain rapport you can use techniques such as greeting the patient, keeping eye contact, giving the patient time to tell their story undisturbed and confirming the patient emotionally when appropriate. Using open questions encourages the patient to tell their story.

Explore the patient’s reasons for the visit and explore the patient’s own thoughts about the problem.

- What are the patient’s expectations from the consultation?
- What are the patient’s ideas about the symptoms?
- Is there something that concerns the patient?

Summarise the patient’s story and leave space for the patient, if necessary, to fill in with additional information.

The doctor’s agenda:

Supplement the patient’s story with relevant medical information.

The medical information in the patient’s history and status is important for your decision to determine whether there is any indication for an acute or serious condition that requires immediate attention. At this stage you presumably use focused questions.

Make sure that the patient has understood the meaning and relevance of the questions.

To learn more about consultation skills: [http://www.internistkin.de/grid_main.asp?page=429](http://www.internistkin.de/grid_main.asp?page=429)

In this specific patient case about leg ulcers and diabetes, you would need more medical information concerning the arterial circulation, the glycemic control and what treatments the patient had used when taking care of the ulcer at home.

Figure 5. Pre-formulated feedback from the teacher.
Evaluation of the Virtual Patient Primary Care Model

All final-semester students at the KI medical program were invited to participate in a pilot session of the VP model. The VP model was evaluated by three groups (n=14) working individually on a computer. After finishing the VP session, a semistructured interview with each group was performed. The interview followed an interview guide on the following areas: technical design/structure, authenticity, learning process, feedback, and feedback-content. The interviews were recorded, transcribed, and analyzed using content analysis [16].

Results

The Virtual Patient Primary Care Model

The VP model was designed and divided into five cycles in alignment with an authentic patient consultation: Gathering information, Physical examination, Preliminary diagnosis, Explanation and planning, and Closing session (see Figure 1).

The VP started with the introduction of the learning activity, including user instructions, and the medical case was presented briefly. The first student task was to formulate their learning goals. In general, the questions were open-ended and students were asked to formulate their answers in free text. At the beginning of the first learning cycle, the student was requested...
to plan the patient encounter. The patient encounter was then introduced through a film showing the information gathering, followed by preformulated teachers’ comments that were given as feedback to the student. The learning cycle was concluded by the student’s reflection. The VP continued with iterated cycles (physical examination, preliminary diagnosis, explanation and planning, and closing session). Students finished the case by a final reflection about their educational outcome during the VP encounter. The iterative reflective writing parts could be reread and revised throughout the VP and resubmitted several times. After the VP was finalized, no further alterations could be made, and all written content was displayed on the screen.

**Characteristics of the Primary Care Virtual Patient Model as a Learning Activity**

The VP case was designed based on an authentic patient story that was modified in order to hide the identity of the patient and to highlight the intended learning outcomes of the activity. All activities were plausible in a real clinical environment. Our overall intention was to create a structure in the VP case as close as possible to what might happen in a real clinical context in primary care (see Figure 1).

The student’s iterative reflections drove the VP case forward. Reflections were designed to be part of every learning cycle (see Figure 2).

Films and other material from the patient encounter were embedded in the VP case. Video films were produced in an authentic clinical setting with a family doctor and a standardized patient. The films were based on manuscripts in which the intention was to show good communication and clinical skills. The camera viewed both the family doctor and the patient simultaneously in order to visualize the interaction in all parts of the patient encounter. The content of the VP case was created in congruence with the Calgary-Cambridge Guides [14] and the PRACTICAL [15] training model in communication skills. Open-ended questions were used as an essential part of these models.

The teachers’ preformulated comments reflected evidence-based medicine relevant for the case and the tacit knowledge of an experienced clinician. The comments were written as a short text (100-150 words) following each part of the encounter. Further in-depth knowledge was accessible through embedded hyperlinks pointing to continuously updated evidence-based pages.

The average time for students to complete the VP was about 1.5 hours. The content analysis of the three group interviews resulted in the following themes.

**Evaluation of the Virtual Patient Primary Care Model**

**The Learning Process**

Students reported that they had had a generally positive learning experience working with the VP. They felt that the VP-model supported self-directed learning as it could activate students and stimulate reflection. The opportunity not only to read text, but also to actually see the doctor’s actions on films, enriched the learning experience. The students quite liked the fact that they received immediate feedback to their answers and reflections. However, they also saw some potential to develop the model by more comprehensive information on the goals and intended learning outcomes. Some student wanted more possibilities for individualized structure; there they could exclude some points that they felt they had already learned.

**The Contents**

The students described the VP as an intermediate learning activity between theory and practice with real patients, also suitable to work with in an interprofessional student group. They appreciated that the VP dealt with common conditions that they rarely met on hospital wards. They found the texts and comments concise and comprehensive. The tutors’ comments were very relevant and gave the students deepened medical knowledge. The comments also worked well as feedback, though they were general and not individualized to the answer from each student. Students wanted more emphasis on the most important and potentially dangerous conditions when reflecting on differential diagnoses. They also wanted information on how comprehensive the answers they were expected to write should be. They also pointed out some minor incongruencies in the content.

**The Status of the Virtual Patient Model in Clinical Education in Primary Care**

Students described it as being a very good complement to the theoretical part of the course and the clinical placement, as it gave an opportunity to fill out gaps in their clinical experience. Working with the VP gave also a welcome opportunity to meaningful learning when no other organized activities were available. Students saw a great flexibility in the VP model that, with some adaptation, could be used in teaching on all levels of the medical program in primary health care, for example, to teach about typical medical cases. Such typical cases could also be used as material for peer/group discussions and seminars. Comments included “It would be beneficial to create such VP scenarios on all levels of the medical education.” and

> During lectures...you don’t listen all the time...they show PowerPoint presentations and half of the class is sleeping...but here you have to listen and you have to be sharp in your listening...you get the opportunity to relate theory to practice. If I hadn’t met a diabetic patient with a leg ulcer before, then I have the opportunity here, how it looks, how I should handle it...I can follow the whole process of care...

**The Technical Design**

The students described the model structure as being easy to follow. They appreciated the possibility to move both forward and backward in the model. They also provided some suggestions for improvement of the structure. A box with a summary of all patient data shown on each page might facilitate learning. The video film about the clinical examination could be shortened, as it contained some redundant information.
Discussion

Principal Findings

We present the preliminary results from a new model for virtual patients based on the learning theories applicable to primary care as a learning environment for medical students. The model has embedded communication training and a funnel of clinical reasoning through the case. Reflection-in-action embedded through the case is emphasized and ends with a reflection-on-action. The features that make this VP model suitable for primary care education include the way the model works with open-ended questions, allows free-text answers, and enables the visualization of communication and clinical reasoning processes in a family medicine context.

Our evaluation with student interviews shows this to be a promising model. The students found working with the primary care VP to be active and meaningful with a sense of authenticity. Realistic video clips were used, which was seen as an important part of the VP case design. Other studies have also shown that patient videos can add value to virtual educational tools, such as Adams and colleagues who advocate for the creation of a whole library of videos used as VPs in a primary care context [17]. An adaptation of the VP model as described by Hansen and colleagues [18], for example, as an app for mobile device, could facilitate the implementation of the present virtual patient concept.

For the students, it is important that they find the activity understandable, valuable, and meaningful [11,19]. The VP activity is designed to be self-instructed and easy to use so that students can take responsibility for their own education and learning process in line with the theories of self-directed learning [19]. One important learning activity by the students throughout the VP case is how they formulate the questions and problems related to each loop in their own words. Upon this they write their reflection that they then compare with the teacher’s comments.

The context is also important for the students to become motivated to achieve meaningful learning; here the students can work with the VP case in a clinical setting at the primary health care centre. For a student’s ability to apply concepts to solve new problems, active learning with multiple examples can have major effects [20]. VPs may offer students multiple examples and visualize how family doctors reason—something that is often considered as tacit knowledge. During the clinical placements, the students may then practice their knowledge from the VP case in real patient encounters so there is no long transfer process of knowledge. The integration of theory and practice should promote the students’ individual construction of meaningful learning that is readily available without a long process of transfer from a theoretical context to a clinical environment. In alignment with Mitchell and colleagues [21], our findings show that the virtual patient model presents an effective learning environment, where education in patient-centered communication and counseling skills are facilitated.

The student is guided to work with critical reflection during the case. The reflection enables the student to identify their learning needs [13]. This is a way for the student to act and think professionally as an integrated part of the formative learning throughout the case. The iterated self-regulated learning cycles, one of the essential parts of the VP model were inspired by Kolb’s learning cycle. For learning to occur, the student has to proceed through all stages of the cycle, which is based on a continuous flow of actions; Doing, Observing, Thinking, and Doing again are repeated. In our learning cycles, the student started out by planning their actions in the current VP section (doing), followed by a concrete experience via multimedia where they were prompted to reflective observation (observing), and after having read the preformulated feedback, wrote down their reflections (thinking). The student could also return to their text and revise it (doing again).

For learning to occur, the student has to proceed through all stages of the cycle. External feedback (ie, the teachers’ preformulated comments) helped the cycle go forward, especially in the “thinking” and “doing” stages. The feedback focused on the main ways of reasoning in primary health care to guide students to the next step.

Strengths

The starting point and emphasis of our model has been the primary care medical education. In our model, we have embedded ways to promote meaningful, deep learning for the students, such as reflection, clinical reasoning, and deepened subject knowledge. The chosen tool for creating the VP is especially suitable for primary care because it allows both open-ended questions and free-text answers, and the use of video clips. This also makes it possible to visualize the tacit clinical reasoning processes of family doctors. The VP case used is an authentic patient case that was slightly modified for the purpose. It is important that the case and context are as authentic as possible, contain adequate subject knowledge, and are related to a real-life situation; otherwise, the students will not understand the meaning of the task and will not be motivated to perform the case.

The students work with the case independently, without help from their teachers. They are given relevant questions related to a case that resembles the patients in their practice at the primary health care centre. Their learning with the VP is self-directed; they are able to work with the case at their own pace and go backwards and forwards in the case pathway.

Limitations

We have also experienced some aspects that can be regarded as limitations of the model. We have inserted a step in each cycle where students have to reflect and write down their thoughts, which could take time. This limits the number of cycles that can be inserted. We used five cycles, which took 1.5 hours to perform for the students. This is still doable but can be regarded as a time limit for an effective learning activity.

In the chosen prototype VP system, there is no synchronous interaction between the student and a tutor. All feedback has to therefore be preformulated. This was inherent in the otherwise best technical solution we found, but also one of our concerns.
when we started the project. Surprisingly, all the students participating in the pilot test reported that they perceived the feedback as natural, as from a real tutor. They described their experience with the VP as a dynamic process that could deepen their knowledge.

**Future Directions**

A further development of the model would encompass the progression dimension across a whole medical curriculum where the VPs are presented in all semesters of the student’s education and help to integrate theory and practice from different parts of the program. The VPs may also have a “virtual life” through the program, and progression can be designed in order to be used as an educational tool to acquire in-depth knowledge, reflective skills, and to assess the students’ developmental path towards improved competencies in medical education. The integrated learning cycle, within the VP model, can easily be adapted, not only to medical education, but also to various other health care professional educations and for interprofessional use. The VP model design enables the insertion of VP cases in various professional settings and for different learning outcomes. The content of the VP cases can be reused, repurposed, and shared in different educational contexts. A wider implication and dissemination of the present VP model could be facilitated by use of Web-based platforms such as suggested in the mEducator project [22,23]. The VP model might also serve as a tool for international collaboration and shared understanding in health care education in culturally disparate structures.

**Conclusions**

We have built a new VP model for primary care education with a patient-centered approach that was congruent with the Calgary Cambridge Guides and contained embedded communication training by allowing the student to act and think professionally and then reflect upon a visual presentation of the different parts of the patient encounter handled by an experienced family doctor. The model contained iterated learning cycles with a didactic inventory, a concrete virtual experience assisted by multimedia, preformulated feedback from experienced teachers, and the student’s reflections in free text. Pilot testing showed good acceptance by students who regarded the VP case as authentic, and the model supporting their self-directed learning and reflective thinking. Further evaluation of the model is needed.
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Abstract

Background: Virtual patients are increasingly common tools used in health care education to foster learning of clinical reasoning skills. One potential way to expand their functionality is to augment virtual patients’ interactivity by enriching them with computational models of physiological and pathological processes.

Objective: The primary goal of this paper was to propose a conceptual framework for the integration of computational models within virtual patients, with particular focus on (1) characteristics to be addressed while preparing the integration, (2) the extent of the integration, (3) strategies to achieve integration, and (4) methods for evaluating the feasibility of integration. An additional goal was to pilot the first investigation of changing framework variables on altering perceptions of integration.

Methods: The framework was constructed using an iterative process informed by Soft System Methodology. The Virtual Physiological Human (VPH) initiative has been used as a source of new computational models. The technical challenges associated with development of virtual patients enhanced by computational models are discussed from the perspectives of a number of different stakeholders. Concrete design and evaluation steps are discussed in the context of an exemplar virtual patient employing the results of the VPH ARCH project, as well as improvements for future iterations.

Results: The proposed framework consists of four main elements. The first element is a list of feasibility features characterizing the integration process from three perspectives: the computational modelling researcher, the health care educationalist, and the virtual patient system developer. The second element included three integration levels: basic, where a single set of simulation outcomes is generated for specific nodes in the activity graph; intermediate, involving pre-generation of simulation datasets over a range of input parameters; advanced, including dynamic solution of the model. The third element is the description of four integration strategies, and the last element consisted of evaluation profiles specifying the relevant feasibility features and acceptance thresholds for specific purposes. The group of experts who evaluated the virtual patient exemplar found higher integration more interesting, but at the same time they were more concerned with the validity of the result. The observed differences were not statistically significant.

Conclusions: This paper outlines a framework for the integration of computational models into virtual patients. The opportunities and challenges of model exploitation are discussed from a number of user perspectives, considering different levels of model
introduction. The long-term aim for future research is to isolate the most crucial factors in the framework and to determine their influence on the integration outcome.

(J Med Internet Res 2014;16(1):e23) doi:10.2196/jmir.2593
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Introduction

Background
Computers and Internet technologies have already entered the mainstream of health care education [1]. Although a gap still exists between what is technically possible in pilot studies and the realities of educational practice, we have reached a stage where Web-based training is regarded as routine [2,3]. The use of such technology is driven not only by the urge for innovation, a willingness to improve teaching quality, and limited personnel, but also by cost-effectiveness analysis [4].

The use of virtual patients is undeniably one of the techniques most often associated with application of computer-aided training in health care [2,5] but, as is often the case with new concepts, the understanding of the term “virtual patient” varies depending on the research community. We define a virtual patient as “interactive computer simulation of real-life clinical scenarios for the purpose of health care and medical training, education or assessment” [6]. This excludes other methods used in medical education such as human role-playing, computerized mannequins, part-task trainers, and systems requiring specialized equipment [7], as well as all non-educational virtual patients.

While complex, immersive virtual reality scenarios are technologically possible (eg, [8]), the routine use of virtual patients often focuses on technically simple solutions. Huwendiek et al attempted to classify this type of virtual patient solution with four example systems: CAMPUS, CASUS, Open Labyrinth, and Web-SP [9]. While these systems differ in many respects, they have in common the presentation of a clinical, case-based scenario divided into discrete steps displayed either (1) linearly, with a single final outcome, or (2) branched, enabling different narration paths depending on user choice. All these systems are Web-based and simply require an Internet connection through a standard browser. By common agreement, the ANSI-accredited MedBiqutious Virtual Patient (MVP) standard [10] has been adopted by the medical education community for the representation of virtual patient data. Implementation of support for the standard in four systems was achieved as part of the eViP project [11].

There are at least two significant advantages of this type of virtual patient. The first is the possibility of significant teacher involvement in the development process. This has been enabled by investment in the user-friendliness of authoring tools and the simplification of technical workflows to enable medical experts to focus on the content of virtual patients. As a result, virtual patients of this class are generally tailored to the needs of a particular teacher and institution, to the type of educational activity, and to the specific learning objectives. This might not be the case with technologically complex virtual patients. The second advantage is the high level of accessibility of this type of virtual patient to learners over the Internet with personal computers, or even “just-in-time” access with mobile devices. Accessibility is also enhanced by the low cost of licensing of these virtual patient systems.

There are several possible “next steps” in the development of virtual patients from the class described above. Our chosen step is to increase the interactivity of virtual patients by enriching them with computational models of physiological and pathological processes. Here we use the term “computational model” following the definition given by Garrido [12] as a “mathematical model implemented in a computer system that requires high performance computational resources to execute”. This usually requires the numerical solution of non-linear models. Being cognizant of the long research tradition of modeling and simulation in biomedical engineering (eg, [13]), it is not our intention to create new models but rather to seek opportunities to integrate existing models into present virtual patient systems.

Here we propose a framework to support integration of existing computational models of physiological function within virtual patients. This framework is expected to define concepts that help in formalizing the integration and evaluating the feasibility of the integration. Extending virtual patients with computational models is recognized as a promising trend in the current virtual patient literature (eg, [3,14]).

While integration frameworks for simulation in health care education have been published previously (eg, [15-17]), the focus of these earlier publications is different from that envisaged here. The “Practica continua” framework, developed by Ellaway et al [15], discusses integration of a broad range of simulation modalities, covering methods such as human role-playing (eg, standardized patients), physical equipment (eg, computerized mannequins, part-body task trainers, and haptic devices), teleconferencing, and 3D visualization tools. The framework we present is focused solely on integration of physiological computational models derived from existing research projects, such as the Virtual Physiological Human (VPH) initiative [18], within screen-based, narrative virtual patient systems (as used in the eViP project [9]).

The RICORDO framework has a more technical scope, with the aim of improving the accessibility of simulation data and model resources for physiology and pharmacology research, as well as health care education [16]. This involves selection of technical standards for the use of controlled vocabularies, ontologies, and metadata encoding representation. In addition, an open toolkit for creation of ontology composites and annotation of resources was developed. A critical appraisal of technical standards for sharing educational resources in medical
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education was also undertaken by the mEducator Best Practice Network [19]. These contributions can complement the methods described in the current paper by facilitating the discovery of new models to be integrated in existing virtual patients and by promoting dissemination of these based on clinical classification of the content.

Finally, frameworks are described within the literature, which facilitate the integration of various software libraries for high-fidelity medical simulation. For instance, Halic et al proposed a framework called SoFMIS for rendering 3D scenes in surgical simulation involving the use of haptic devices [17]. A related framework adopts the SoFMIS architecture for simulation in Web environments [20]. In contrast to this approach, our framework deals more with virtual patient authoring strategies than with concrete software solutions. The SoFMIS framework demonstrates how different software libraries may be grouped in modules supporting reusability. We intend to extend the existing, well-established systems with new elements. Furthermore, our virtual patients are directed towards improving clinical reasoning skills (as diagnostic and treatment selection processes) and do not focus on the psychomotor and procedural skills that would be required in high-fidelity surgical simulations.

Objective
The aim of this paper is to propose a conceptual framework to organize research and development towards the integration of computational models within virtual patients. In particular, we focus on (1) characteristics to be addressed while preparing the integration, (2) the extent of the integration, (3) strategies to achieve integration, and (4) methods for evaluating the feasibility of integration.

The framework will be considered successful if its application leads to practical recommendations and predictions enabling the medical education and simulation communities to collaborate in the integration of computational models within virtual patients. Our long-term aim is to isolate the crucial factors and determine their influences on the success of the integration process in supporting the practical use of the virtual patient for teaching. One way of achieving this is to evaluate the reaction of a suitable target audience to virtual patients implemented with different levels of model integration proposed by the framework. For this reason, an additional goal is to pilot an investigation of altered perceptions of virtual patients at two levels of integration.

Methods
Process for Developing the Framework
The framework will be initiated using an iterative process inspired by the Soft System Methodology (SSM) [21]. The SSM method was designed to aid analysis of situations involving groups with interacting perceptions where human-related aspects play an important role. The methodology looks for solutions that are both desirable and feasible considering the components of the system.

While developing virtual patients, we should address human-related aspects. For instance, their construction should be influenced by actual learning needs and preferences of learners and not by the accuracy of simulation results alone. This makes SSM methodology particularly suitable for the purpose of developing the framework. This methodology has been previously applied to design conceptual frameworks to introduce information technologies into health care, for instance by Ruotsalainen et al to define a framework for Trusted Pervasive Health [22].

The SSM method consists of four steps, constituting a learning cycle, which are repeated to improve the system design [21]. This involves (SSM Step 1) characterization of the system in question including description of its features, problems of interest, risks, and challenges, (SSM Step 2) expression of the ideas and planned actions in the form of models encapsulating different perceptions, (SSM Step 3) testing of the model on a real-world example, and (SSM Step 4) synthesis of the system description with verification outcomes to propose improvements for the next development cycle.

Source of Computational Models
The initial framework design is informed by experience acquired by the authors in previous projects dealing with virtual patients, health care education and biomedical modeling simulation, including eVIP [6] and the Virtual Physiological Human (VPH) initiative [18]. The recently established collaboration between the VPH Network of Excellence (NoE) and representatives of the Association for Medical Education in Europe (AMEE) health care educational community provided an appropriate environment to develop the framework.

The overarching aim of the VPH is to establish methods and tools for computational analysis of the human body, integrating the diverse nature of physiology and pathophysiology of the different organ systems [18]. The VPH combines expertise in computer modeling and clinical research to deliver a spectrum of advanced simulations of physiological function, disease development and progression, and response to intervention. The ambitious goal is to develop a technological infrastructure based on patient-specific data to deliver prediction of clinical outcomes by means of quantitative models that integrate biophysical processes across diverse scales from the molecular level, to organ systems, and even populations [23]. The clinical targets of VPH projects are diverse and address the challenges of computational modeling in cardiology (eg, euHeart), vascular pathology (eg, ARCH), or various types of cancer (eg, PASSPORT) [24]. Effort has also been allocated to address the technical aspects of the computational infrastructure required by VPH projects (eg, VPH Share).

The VPH NoE [25] has provided a central focus for VPH project output, developing best practice and support for the exposure and sustainability of VPH-related tools, training, and standards. An important task of the VPH NoE has been to ensure that the academic, medical, and industrial domains have access to a workforce that is well prepared to meet the possibilities offered by the VPH. This has been addressed through delivery of training activities (workshops, summer schools) and the development of educational materials to raise awareness of these new technologies [24]. The educational goals of VPH NoE align
well with the aims of the virtual patient community for more interactive virtual patients.

**Demonstration of the Framework**

**Selected Model for Integration**

The proposed framework is showcased using a real-world example: the VPH ARCH project [26]. This project developed vascular access modeling for surgical planning for hemodialysis in end-stage renal disease (ESRD) patients. While there are several methods to create vascular access for ESRD patients, the arteriovenous fistula (AVF) is preferred due to reduced potential complications. An AVF may be created either in the lower arm (radiocephalic fistula) or upper arm (brachiocephalic or brachiobasilic fistula) [27]. Deciding where to create the fistula is informed by preoperative physical examination and duplex ultrasound evaluation of the vasculature of the arm. Within the VPH ARCH project a computational model was developed to support clinical decision making. The simulation is based on a distributed lumped-parameter implementation of a wave propagation model [28], which has been evaluated with clinical data. The computational model is available under an open-source license as part of a software toolkit called archTk [29] and as part of a clinical Web application [30].

**The Integration Process**

Using the archTk model and a set of patient input parameters, we simulated blood flow and pressure in the upper extremity after implementing different types of AVF, incorporating simulation outcomes into a virtual patient. The case presents the story of John Jones: a 68-year-old male who was diagnosed with chronic kidney disease following an infection. The virtual patient was developed under the supervision of clinical experts by authors of this paper. The basic version contains 28 screen cards connected in a graph structure to provide branching possibilities (Figure 1). The screen cards comprise narratives, medical examination results (including simulation outcomes), and images. The integration was performed using Bit Pathways [31,32]. This authoring tool was developed by one of the paper’s authors and allows export of the graph structure, including the case data, as an MVP package [10]. Such reusable learning objects are readable by all MVP-supported virtual patient systems. Alternatively, the content may be wrapped by the Bit Pathways authoring tool into an HTML/Java Script player to form a stand-alone or Web-based application (Figure 1).

**Evaluation Event**

**Context Description**

To test the potential of the proposed framework as a tool for discriminating between different levels of simulation integration, a virtual patient exposing the archTk simulation results was prepared in two variants, reflecting the different integration levels defined by the framework. Both variants of the case were demonstrated during a dissemination and evaluation workshop organized by the VPH NoE at the European Vascular Course (EVC) conference in Maastricht in March 2013. Access to the virtual patients was offered to the participants by 10...
Internet-connected Apple iPad 2 tablets. The virtual patient variants were stored on a remote Web server. The user interface of the Web application was tailored to the size and navigation possibilities of the tablet's touch screen. Participants were allocated to one of the two virtual patient variants at random (Study Groups 1 and 2) based on the tablet the user selected to sit at in the workshop. Participants were blinded to this selection to prevent bias (Hawthorne effect).

Participation in the workshop was voluntary. Participants were recruited by email announcements broadcast by the conference organizers, posters at the conference venue, and direct invitations with pamphlets handed out during coffee breaks. Participation required registration for a specific workshop session due to a limit of 10 individuals per session. Use of the virtual patient was preceded by a 15-minute introduction to the VPH initiative and virtual patient tools. A Web-based evaluation questionnaire, authored with Google Forms, was completed immediately after the session. User identification was based only on the tablet ID and time of questionnaire completion. The questions asked pertained to the level of interest in the virtual patient and agreement with the content. In addition, the study group dealing with the higher integration level were given the possibility of commenting on the added interactivity (as explained in the results section of this paper).

**Study Participants**

Thirty-eight participants filled in the questionnaire. The distribution of the participants in study groups was well balanced with 20 (53%) in Study Group 1 and 18 (47%) in Study Group 2. Basic demographic and background data are presented in Table 1. Most of the participants were clinicians specializing in vascular surgery or nephrology (28/38, 74%). The remaining participants were nurses, biomedical engineers, and producers of medical equipment (9/38, 24%; 1 missing response).

| Table 1. Summary of the study participants’ demographic data. |
|-----------------|-----------------|
| Number of participants | Group 1 | Group 2 |
| Gender: female/male/no answer, % | 20 | 18 |
| Age, yrs, mean (SD) | 75/25/– | 61/22/17 |
| Physician, % | 41.6 (12.6) | 36.0 (11.8) |
| Work experience, yrs, mean (SD) | 85 | 61 |
| Involved in teaching, % | 11.8 (12.5) | 9.5 (9.0) |
| | 80 | 72 |

**Statistical Analysis**

Differences between the two groups were assessed using a non-parametric double-sided Mann-Whitney U-test. The significance level (alpha) was set to .05. The statistical analysis was performed using the R statistical package version 3.0.1 (the R Foundation for Statistical Computing, 2013).

**Results**

**The Integration Framework**

**System Definition**

The central element of SSM methodology is a real-world “problematic situation”. In our case, we define it as low level of interactivity of virtual patients to be increased through the integration of existing simulation technologies. We envisage a community where computational models produced by research projects are publicly available on the Internet and selected by the health care education community to extend the interactivity of existing or newly developed virtual patients.

The challenges of this approach are defined by different “worldviews” of the stakeholders (SSM Step 1) that include the biomedical modeling community, health care educators and learners, and virtual patient system developers.

The current perspective of the biomedical modeling community is well represented by the diversity of the VPH initiative. It focuses on the development and validation of patient-specific simulations to address clinical problems relevant to a particular patient population. Model construction is intellectually demanding with, as yet, little formalization. This focus is driven by researcher motivation, clinical drivers, and the availability of research funding, involving state-of-the-art technologies (eg, grid systems, cloud computing, supercomputers). One priority of the VPH initiative is to develop models and simulations that are able to provide a holistic view of the human body and able to deliver a technical infrastructure capable of providing access to different models and tools within a single computational workflow. Authoring of models and simulations is typically carried out in large international teams and requires formal consideration of ethical and intellectual property issues, particularly when industrial partners are involved. VPH researchers are largely unaware of the learning objectives of medical curricula, and the research focus of projects means that resources to adapt or maintain the tools for educational purposes are limited.

The worldviews of health care educators and learners, though clearly distinct, are closely interconnected and can be treated as one subsystem at the current stage of development of this framework. Driven by sound theoretical foundations, such as Kolb’s experiential learning theory [33], the community is building up an educational system where the learners experience the subject of interest by active experimentation, observations, and reflection. This group is willing to use simulations that clearly address learning objectives within the contemporary medical curriculum. It is important to consider factors such as the appropriate level of difficulty of the task and to promote high levels of interaction with the content or content-specific
feedback [34]. However, caution is advised because too much interactivity may be detrimental to the learning process [35]. Most educators and students are not interested in, or do not have time, to study the technology that underpins the simulation. Their major expectation is to obtain a tool that is intuitive, works without delays, is well aligned with previous learning experience, and returns valid results. This group usually has access to standard IT equipment and Internet access, and neither the faculty nor the learners are willing to cover substantial additional expenses for access to simulation.

The worldview of the virtual patient system developer is, perhaps, not as clear to an outside observer. It is important to consider this perspective as the technical infrastructure in many medical universities has been in development for several years and is well established for educational workflows, particularly in the case of virtual patient systems [36]. Replacing well-functioning systems or adding new systems to an already complex e-learning infrastructure is likely to encounter resistance. These objections will be supported by health care educators who have already invested substantial resources in creating content for existing virtual patient systems. The virtual patient format, while existing in several variants, follows similar design rules [34,37]. In practice, this involves the presentation of a consistent story for a single patient, with new information unraveling over time. Virtual patient systems, which have been implemented in different technologies, have already achieved a common technological denominator in the form of the MVP standard [10].

Feasibility Features

The different perspectives characterized within the system definition were transformed into system features (Table 2). This list contains factors that should be considered when assessing the feasibility of simulation integration. To ensure that the most significant and timely factors have been included, its completeness has been validated against features identified in previous studies presenting the views of the three stakeholder groups (sources [9,11,16,34,37-41] are shown in the third column in Table 2). The list is not assumed to be exhaustive and has the potential to be extended in future.

<table>
<thead>
<tr>
<th>Stakeholder group</th>
<th>Identified features relevant for integrating computational models with virtual patients</th>
<th>Previous study</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Computational modeling researchers</strong></td>
<td>Availability of high-quality documentation (including a clear description of modeled parameters: their permitted input ranges, simulation steps, and post-processing steps)</td>
<td>[16,38,39]</td>
</tr>
<tr>
<td></td>
<td>Validity of simulation results generated (compatibility with experimental data or expected observations)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Availability of model in machine-readable (preferably popular) format</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Availability (and preferably mobility) of the simulation software for the model</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Information on the magnitude of computational time required for simulation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Information on mobility and required storage space demands for input and output data, model, solver</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Clearance of copyright issues (information about the authors of the model and terms of use and distribution)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Description of confidentiality constraints</td>
<td></td>
</tr>
<tr>
<td><strong>Health care education (educators and students)</strong></td>
<td>Suitable learning objectives</td>
<td>[34,37,40]</td>
</tr>
<tr>
<td></td>
<td>Relevance for study</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Suitable target group</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Appropriate level of difficulty</td>
<td></td>
</tr>
<tr>
<td></td>
<td>High interactivity</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Availability of specific feedback</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Optimal use of media</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Focus of attention on relevant learning points</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Recapitulation of key learning points</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Authentic Web-based interface</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Content tailored to the clinical reasoning process</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Realistic narration to include the simulation in the case</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Support for individualized approach to learning</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Support for collaborative learning</td>
<td></td>
</tr>
<tr>
<td><strong>Virtual patient system developers</strong></td>
<td>Simulation elements supported by the virtual patient system</td>
<td>[9,11,41]</td>
</tr>
<tr>
<td></td>
<td>Simulation elements supported by the MVP standard</td>
<td></td>
</tr>
</tbody>
</table>
Integration Levels

Analysis of the feasibility features presented above depends largely on the extent to which the VPH-related data, models, or simulations are integrated within the virtual patient. This may be addressed by introducing different levels of integration. We propose three fundamental integration levels: (1) basic, (2) intermediate, and (3) advanced (Figure 2). In the discussion that follows, it is assumed that the virtual patient has a branching navigation model where the learner can select from a number of alternative options, solving the virtual patient with different possible end points [9]. The alternative linear model, where there is just one narration thread and one final end point, can be regarded as a special case of branching.

At the basic integration level, a single set of \( n \) input parameters is taken to generate a single outcome (or a single time-dependent outcome series) of biomedical variables for a single (virtual) patient. The results are reported within the narration of the virtual patient. For the intermediate level, pre-generation of simulation data over a range of input parameters is performed and included within the virtual patient package, for instance in the form of a look-up table. The execution environment enables the student to explore \( i \) different variants of data combination within the predefined constraints. The advanced level proposes a dynamic solution of the model while allowing the learner to work directly with the solver and freely specify the input within the domain of variables.

Figure 2 shows that, as the level of model integration is increased, the run-time control of the virtual patient simulation shifts from simulation infrastructure (green background in Figure 2) to the virtual patient player (red background in Figure 2). In the case of advanced integration, the model solver becomes an integral part of the virtual patient environment, enabling more self-reliance for the learner and, consequentially, supporting an explorative learning approach to a larger extent.

Integration Strategies

Overview

Integration strategies provide guidance on how to implement the integration in practice. The basic level integration strategy is to manually copy the output of the solver to the relevant places in the virtual patient narrative. In this paper, we propose four higher level strategies that apply to the intermediate and advanced levels of integration: (1) narrative integration, (2) integration with branching nodes, (3) characteristics of data, and (4) model location. The strategies are not mutually exclusive and can be applied in parallel. The list of integration strategies has the potential to be extended to encompass additional considerations in the future as both simulation and virtual patient technologies continue to develop.

Narrative Integration (s1)

This strategy determines how simulation outcomes fit within the narrative of the virtual patient. This is highlighted by the
situation where a single patient cannot have different values of various anatomical or physiological parameters. Two modes of integration are proposed: “what-if-nodes” and “multiple-case-packages”. The what-if-node interrupts the narration of a single activity node in the navigation graph with a discovery learning task. Students are presented with a simulation output following the main narrative of the virtual patient but are encouraged to reflect how the results would differ if the input parameters change. By manipulating input parameter values (eg, by sliders or combo boxes), different simulation outcomes are loaded from a set of pre-generated values (intermediate integration level) or generated by dynamic solution of the model (advanced integration level). Learners can alter the input parameters an unlimited number of times. Unless combined with an integration mechanism that influences the branching nodes, after leaving the what-if-node the case resumes the original narrative thread of the virtual patient. One single case could encompass several what-if-nodes. The multiple-case-package entails dynamic creation of a whole population of virtual patients from one virtual patient package. The narrative of the activity nodes are formulated as templates with empty locations to hold values from either a set of pre-generated values (intermediate integration level) or dynamically generated by an integrated solver (advanced level). The selection of values for input parameters could be influenced by student interaction, follow a predefined range, or be selected at random and would not be changed after virtual patient navigation has started. The generation of these multiple cases would be carried out by the virtual patient player. A similar method has been used by Tworek et al in the Open Labyrinth virtual patient system to produce 97 virtual patients [42]. However, in this latter study the input values were taken from controlled vocabularies, statistical distributions of normal values, and manual correction of pathologies by subject experts and not dynamically created by solving computational models. Kononowicz et al proposed a variant of the multiple-case-package strategy for generating virtual patients from templates in computer-interpretable guidelines [32].

### Integration With Branching Nodes (s2)

This strategy specifies whether simulated results have dynamic influence on branching nodes. In the “no influence” mode, the what-if-nodes and multiple-case-packages retain the same static branched navigation structure in all cases. No matter how the input parameter is manipulated in a what-if-node, after the student leaves this node the virtual patient player resumes the original narration thread. Similarly, a multiple-case-package would always have the same solution path. Alternatively, the definition of branching nodes could contain simulation variables encapsulated in a formal logical expression (influence on branching mode). These expressions would be evaluated dynamically by the virtual patient player during the run-time to automatically perform branching or to alter the scoring of decisions made by the student while solving the case. In this mode, the what-if-node would change the succeeding activity sub-trees. A potential scenario might involve a student trying out different levels of drug dosage to discover immediate reactions of the virtual patient before making the final decision. For the multiple-case-package, the same route taken by the student through the activity graph could result in different scoring based on the simulated output of a randomized or pre-selected input set.

### Characteristics of Data (s3)

This strategy describes the selection of model input parameters. The “simple data” mode allows selection of any combination of values from permitted input ranges. At the intermediate level of model integration, these ranges are discrete whereas, for the advanced level, they might be close to continuous. The designer of the virtual patient may wish to include input parameters that do not influence simulation outcomes to improve student motivation, include distractors as part of the learning design or increase the realism of the case. Examples of distractor parameters include the name of the virtual patient, description of the hospital setting, or physiological parameters that do not influence the simulation (eg, eye color) [42]. The “simple data with exclusion” level enables specification of a set of excluded input values (to define a subspace of the permitted input space) for which no simulation results will be generated (eg, because they are physiologically impossible). Finally, for “interdependent data” a functional connection (eg, gender specific values, values with a specific non-negligible biological feedback loop, dependencies preserving anatomical continuity, etc) would be defined between some input variables to either guide or restrict the learner’s choice of input parameters.

### Model Location (s4)

This strategy defines where simulated data or simulation software is located. For the intermediate level of integration operating in a “local” mode, the generated data are located within the virtual patient package. A “distant” mode would involve data dynamically loaded from a central repository of pre-generated data (because of substantial storage space requirements or for confidentiality due to sensitive, patient-specific information, for instance [43]). This could be managed either by the virtual patient system itself or through a service independently accessible on the Internet. For the advanced level of integration, where model solution is integrated with virtual patient navigation, the local mode requires either direct incorporation of the solver within the virtual patient package or inclusion of the solver as part of virtual patient execution environment. The advanced level of integration operating in a distant mode requires communication with an external solver service, for example, by Web Services or some other form of Web interface.

### Evaluation Profiles

Decisions about the feasibility and/or desirability of performing a particular level of integration for a given computational model should be made after considering the perspectives of the relevant stakeholders. This is represented visually in Figure 3 and forms a tool for evaluation of the feasibility of integration (SSM Step 2). The columns represent the features identified in Table 2 for particular stakeholder groups, identified by the notation $f_{[A,B,C]}$, where the subscripts define the stakeholder group and the feature reference number. The integration levels are also parameterized by the integration strategies $(s_0, s_1, s_2, ..., s_p)$.
The evaluation table can be populated through the use of evaluation profiles to guide consultation with the appropriate stakeholder communities. An evaluation profile is defined by the selection of a subset of feasibility features and specification of acceptance thresholds for critical features to reflect the priorities and requirements of the integration. These evaluation profiles can be used to determine the status of cells using colors (green—threshold passed; red—failed; yellow—borderline or unknown; grey—not relevant for decision). If a threshold is not specified for a given feasibility feature, the feature may be discussed during consultation to provide qualitative feedback, but not quantitatively evaluated. Potential evaluation profiles classes might include “integration for optimal exposure of the VPH tool” (ie, project dissemination purpose), “integration for high interactivity”, “integration for high relevance to formative assessment within a particular curriculum”, and “integration for optimal use in a particular virtual patient environment” (eg, in “Open Labyrinth” virtual patient player).

Figure 3. Method for systematic evaluation of different levels of simulation outcome integration.

Demonstration of the Framework on a Real-World Example

Profile

An evaluation profile of the type “integration for optimal exposure of the VPH tool” was defined for the archTk simulation (SSM Step 3). Tables 3 and 4 present details of the profile including feasibility features, their acceptable thresholds (Table 3), and selected integration strategy modes (Table 4). The designated thresholds reflect the requirements for presenting the project outcomes in workshops and postgraduate courses using standard PCs or tablets without significant computational delays (<5 seconds).

Table 3. VPH ARCH evaluation profile—selected feasibility factors and thresholds.

<table>
<thead>
<tr>
<th>AT</th>
<th>AT</th>
<th>AT</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. VPH researchers</td>
<td>B. Medical education</td>
<td>C. VP System Developers</td>
</tr>
<tr>
<td>fA1: computational time</td>
<td>fB1: suitable target group</td>
<td>fC1: VP player support</td>
</tr>
<tr>
<td>&lt;5s²</td>
<td>Any³</td>
<td>–</td>
</tr>
<tr>
<td>fA2: storage requirements</td>
<td>fB2: appropriate level of difficulty</td>
<td>fC2: MVP standard support</td>
</tr>
<tr>
<td>(&lt;1MB)</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>fA3: results validity</td>
<td>fA4: intellectual property</td>
<td>–</td>
</tr>
<tr>
<td>4</td>
<td>Yes</td>
<td>–</td>
</tr>
</tbody>
</table>

1AT: acceptance threshold.
2Time measured by the student.
3Within the context of health professionals.
4Face validity (system performs as a subject matter expert would intuitively expect).

Table 4. VPH ARCH evaluation profile—selected integration strategies.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>(one) what-if-node</th>
</tr>
</thead>
<tbody>
<tr>
<td>s1: narration integration</td>
<td>No influence</td>
</tr>
<tr>
<td>s2: integration with branching nodes</td>
<td>Changeable input parameters: gender, age, height, weight</td>
</tr>
<tr>
<td>s3: characteristics of data</td>
<td>Output parameters: Predicted brachial artery flow (mL/min) and pressure (mmHg)</td>
</tr>
<tr>
<td>s4: model location</td>
<td>Dependent variables: weight and height values specific to gender, typical distributions of vascular anatomy.</td>
</tr>
<tr>
<td>s5: model location</td>
<td>Local (within virtual patient player)</td>
</tr>
</tbody>
</table>
Computational Modeling Researchers Feasibility Features

The pulse wave propagation model applied in the VPH ARCH project as part of the archTk toolkit was initially developed by Huberts et al [28]. It depends on over 70 parameters, many of which are patient-specific and difficult to measure [44]. To decrease model complexity, the number of parameters may be reduced by generating typical distributions of vascular anatomy and material properties for a male and female of specific age and BMI. In the virtual patient context, the input parameters are expressed as weight, height, gender, and age. In general, the patient-specific nature of such computational models complicates the use of generic parameter sets. However, the use of this approach for the archTk model is supported by published data [45]. Assessment of the influence of the choice of input parameters on the effectiveness of model integration has not been undertaken in this study and is an important topic for further refinement of the framework.

Generation of a single set of output values on a standard PC workstation (Intel Core 2; 1.66GHz; 4GB RAM) for the archTk model takes 5 minutes. At the intermediate level of integration, we have evaluated a test case with a range of input parameters that include two values for the gender parameter and two values of age, weight, and height, which depend on gender, giving a total of 16 result sets. Calculation of this level of simulation data requires 80 minutes of computation prior to virtual patient navigation. This is feasible. The display of pre-generated values takes less than one second, which is sufficiently short to ensure acceptable results at the basic and intermediate level of integration. Dynamic generation of a dataset is not efficient enough on a standard PC with the current solver implementation (pyNS 0.4.2) to support a swift (<5s) response of the graphical user interface. Storage requirements for all levels of integration are negligible as the model output consists of small numbers of ASCII files.

We were able to test the validity of the outcomes for the basic and intermediate level of integration with the experts with whom we are collaborating. The validity of the advanced level of integration cannot be assessed with the current level of development of the simulation software. Intellectual property issues are not a barrier with this application. The software is available in an open-source form allowing unrestricted use for educational purposes.

Health Care Education Feasibility Features

An evaluation was performed of the integration potential of the VPH ARCH project virtual patient before initiating the study through collaboration with AMEE representatives. A challenge was identified during this consultation relating to the exploitation of such simulations for undergraduate level training. The high level of clinical specialization of the content exceeds the scope of the undergraduate curriculum; vascular access surgeon training was recommended as a more suitable target. A second target group identified was medical science or medical informatics students with an interest in the application of information and communications technology methods in medicine.

Virtual Patient System Developers Feasibility Features

Presentation of simulation data at the basic level of integration of the archTk is possible in any virtual patient system compatible with the MVP standard. The what-if-node is not currently supported by many virtual patient systems or by the MVP standard, and while it is possible to generate 18 activity nodes to represent each what-if node, this process is cumbersome for the end user and could result in practical limitations for large input parameter ranges. We do not regard the current status of the \( f_{C1} \) feature (virtual patient player support) as critical since we intend to extend existing open-source virtual patient systems to accommodate such features on which the intermediate level of integration relies.

The feasibility analysis of the VPH ARCH simulation integration for “integration for optimal exposure of the VPH tool” profile (Figure 4) concluded that integration is possible for the basic and intermediate levels.

Figure 4. Evaluation profile for the VPH ARCH integration.

<table>
<thead>
<tr>
<th>Relevant group</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feasibility feature</td>
<td>( f_{A1} )</td>
<td>( f_{A2} )</td>
<td>( f_{A3} )</td>
</tr>
<tr>
<td>Basic</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Intermediate</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Advanced</td>
<td>-</td>
<td>？</td>
<td>？</td>
</tr>
</tbody>
</table>

Implementation of Two Levels of Integration

Following the positive evaluation of the integration potential of the VPH ARCH project at the basic and intermediate levels, two variants of the same virtual patient were implemented reflecting these levels. The first case (Study Group 1, Basic Integration Level) presented static simulation results through manual pasting into the case (\( s_{B} \) integration strategy), whereas the second case (Study Group 2, Intermediate Integration Level) provided the user with the option to manipulate different parameters of the simulation. The narrative integration (\( s_{C1} \)) was...
implemented by adding a what-if-node at the end of the case (Figure 5).

Users of the second group could not circumvent the opportunity to use this feature as it was placed in the central navigation path. There was no influence of the parameter manipulation on the virtual patient branching ($s_2$). The input parameters of gender, age, height, and weight are interdependent and represent a set of input parameters with typical distributions of vascular anatomy for a male and female of specific age and Body Mass Index ($s_3$). The simulation data (16 result sets) were generated prior to the experiment on a standard PC workstation (Intel Core 2; 1.66GHz; 4GB RAM), at run-time loaded from a pre-generated look-up table located in the virtual patient player (deployed at a WWW server) and available locally for manipulation in the Web browser through a JavaScript method ($s_4$).

**Figure 5.** Second level computational model integration (“what-if-node”) for the VPH ARCH project virtual patient.

---

**Perception of the Framework Output by Health Care Workers**

Table 5 summarizes the responses of the participants at the EVC conference event. The virtual patient was interesting or very interesting for 84% of participants (32/38), 11% (4/38) were neutral, and 5% (2/38) found the virtual patient “not that interesting” or “not at all interesting”. The average evaluation score (Likert scale, 5=very interesting, 1=not at all interesting) was better for the intermediate integration level (4.22) than the basic level (4.10) in this sample, but the difference was not statistically significant ($P=.84$). None of the evaluators disagreed or strongly disagreed with the presented content, 76% (29/38) agreed or strongly agreed with it, and 24% (9/38) neither agreed nor disagreed. The average evaluation score (Likert scale, 5=strongly agree, 1=strongly disagree) was better in this case for the basic integration level (4.05) than the intermediate level (3.83). Again this difference was not statistically significant ($P=.32$).

In the questions directed to Study Group 2 only, “The possibility of manipulating simulation parameters (gender, age, weight, height) for the hypothetical patient was …”, 28% (5/18) responded with “very interesting”, 39% (7/18) “interesting”, 33% (6/18) “neutral”, and no one answered “not that”, “not at all interesting”. It should be stressed that no participants responded “I have not noticed this possibility” to this question, which was provided as an alternative option. The participants in Study Group 2 were also largely satisfied with the results of manipulating the simulation parameters. To the question “Did the results of manipulating the simulation parameters meet your expectations?”, 11% (2/18) answered “strongly agree”, 72% (13/18) “agree”, and 17% (3/18) “neither agree nor disagree”. No one disagreed with this statement or had not used this function.
Discussion

Summary
Integration of simulation is gaining importance in health care education informatics. After a period where isolated systems were developed, the advantages of combining systems into “continua of simulation” have become apparent [15]. This connection not only augments the value of learning activities by facilitating wider opportunities to synthesize knowledge and skills, but it also fosters reuse of existing models, thereby increasing the return on investment in their development.

We may regard the proposed framework as a specialization of a section of Ellaway’s et al “Practica continua” framework [15]. Some integration strategies we have proposed are direct responses to the desiderata of this framework. For instance, our narrative integration strategy (s) has a clear correspondence to the “narrative integration” dimension and requirements (eg, timeline and causality continua) in Ellaway et al. The added value is that we have exemplified their implementation in the context of virtual patients and computational models of physiology by concrete implementation proposals in the form of the “what-if-node” and “multi-case-package” strategies. On the other hand, our framework is not just a specialization of the “Practica continua” framework, since it discusses the integration of computational models that are products of research projects initially outside the educational sector. This consideration is given in our framework by inclusion of tools for systematic evaluation of the feasibility of integration. The framework described here is currently restricted to the integration activity phases, that is, the authoring process. This leaves the run-time and analysis phases for further iterations of framework development. The HSVO project, related to the “Practica continua” framework, demonstrated how the run-time phase of the “what-if-node” and “multi-case-package” strategies and evaluation process.

It is important to stress that current virtual patient systems and the MVP standard are not yet, in general, ready for the higher levels of integration described in this paper. However, the effort involved in extending virtual patient systems to facilitate the intermediate level of model integration does not seem to be obstructive. A graphical user interface component to handle the what-if-node manipulation of model parameters and display the simulation results is of primary importance along with a standard mechanism to manage pre-generated data in virtual patient packages. The advanced level of integration poses a more significant challenge. Many models available today have been implemented using scientific tools such as MatLab (Mathworks) or specific numerical libraries. This limits their portability in virtual patient packages. A viable strategy might be to host the solver on a remote server, but this conflicts with the self-containment rule of content of a virtual patient package, raises security concerns, and requires the maintenance of an additional service. These considerations will fuel further research as suggested by this paper (SSM Step 4).

The proposal of this framework was helpful for the authors in developing, discussing, and reporting the integration of the archTk simulation within the virtual patient. It is challenging to demonstrate, in the short term, the long-term benefits of the framework for the users of virtual patients. The evaluation study carried out at the EVC conference provided an unambiguously positive response to the approach of integrating advanced computational models of physiological processes within virtual patients. Based on the obtained feedback sample, we hypothesize an altered perception of integration depending on changes in the framework’s variables. The queried group of experts found higher integration more interesting while, at the same time, being more concerned with the validity of the results. It has to be stressed, however, that this conclusion cannot be generalized as yet because the difference is not statistically significant and the influences of other factors (eg, age or experience) could not be excluded.

Limitations
The application of the integration framework has been demonstrated by a case study involving a single computational model. Improvements for the next SSM learning cycle should aim to extend the proposed lists of feasibility features, integration strategies and scope of exemplar projects. This cycle may be repeated several times depending on the research outcomes, prioritizing different simulation aspects.

Some proposed integration modes are currently theoretical constructs that require testing on concrete examples. In particular, this applies to the advanced level of integration that was not attempted in this case because the computational load was unsuitable for target application. Future SSM iterations should focus on concrete data representations and software solutions enabling further development of the integration strategies and evaluation process.

The educational impact of the proposed integration levels is still uncertain and needs to be tested in rigorously conducted comparative studies. The integration of the archTk simulation into a virtual patient was tested with clinical experts and health care education specialists, but not on a wider scale with different virtual patient systems. The completeness and priority of the proposed framework elements could be addressed by a Delphi study to formally collect feedback from computational modeling researchers and virtual patient system developers.

Table 5. Summary of answers in the evaluation questionnaire.

<table>
<thead>
<tr>
<th>Question</th>
<th>Likert scale</th>
<th>Group 1 n=20</th>
<th>Group 2 n=18</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Was the presented virtual patient case interesting for you?</td>
<td>5=very interesting; 1=not at all interesting</td>
<td>4.10</td>
<td>4.22</td>
<td>.84</td>
</tr>
<tr>
<td>Do you agree with the presented content of the virtual patient case?</td>
<td>5=strongly agree; 1=strongly disagree</td>
<td>4.05</td>
<td>3.83</td>
<td>.32</td>
</tr>
</tbody>
</table>
Conclusions
The paper has outlined a conceptual framework for the integration of computational models into virtual patients. This includes consideration of feasibility features, levels of integration, integration strategies with various modes, and evaluation profiles. The opportunities and challenges of model exploitation have been discussed in the context of a virtual patient developed from the VPH ARCH project, incorporating archTk simulation results at different integration levels. The empirical evaluation of two variants of the virtual patient provided positive feedback on the value of this type of integration. The responses suggest further investigation of increased user satisfaction, but decreased trust, at higher levels of simulation integration. The long-term research aim is to isolate the most crucial factors in the integration framework and their influence on the integration outcome.
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Abstract

Background: The use of online health-related social networks for support, peer-to-peer connections, and obtaining health information has increased dramatically. Participation in an online health-related social network can enhance patients’ self-efficacy and empowerment, as they are given knowledge and tools to manage their chronic health condition more effectively. Thus, we can deduce that patient activation, the extent to which individuals are able to manage their own health care, also increases. However, little is known about the effects of participation in online health-related social networks and patient activation on the perceived usefulness of a website across disease groups.

Objective: The intent of the study was to evaluate the effects and benefits of participation in an online health-related social network and to determine which variables predict perceived site usefulness, while examining patient activation.

Methods: Data were collected from “Camoni”, the first health-related social network in the Hebrew language. It offers medical advice, including blogs, forums, support groups, internal mail, chats, and an opportunity to consult with experts. This study focused on the site’s five largest and most active communities: diabetes, heart disease, kidney disease, spinal injury, and depression/anxiety. Recruitment was conducted during a three-month period in which a link to the study questionnaire was displayed on the Camoni home page. Three questionnaires were used: a 13-item measure of perceived usefulness (Cronbach alpha=.93) to estimate the extent to which an individual found the website helpful and informative, a 9-item measure of active involvement in the website (Cronbach alpha=.84), and The Patient Activation Measure (PAM-13, Cronbach alpha=.86), which assesses a patient’s level of active participation in his or her health care.

Results: There were 296 participants. Men 30-39 years of age scored higher in active involvement than those 40-49 years (P=.03), 50-64 years (P=.004), or 65+ years (P=.01). Respondents 20-29 years of age scored higher in perceived usefulness than those 50-64 years (P=.04) and those 65+ years (P=.049). Those aged 20-29 years scored significantly lower on the PAM-13 scale than those aged 30-39 years (P=.01) and 50-64 years (P=.049). Men and women had similar PAM-13 scores (F9,283=0.17, P=.76). Several variables were significant predictors of perceived usefulness. Age was a negative predictor; younger age was indicative of higher perceived usefulness. Active involvement was a positive predictor. There was a negative relationship found between PAM-13 scores and perceived usefulness, as taking a less active role in one’s own medical care predicted higher perceived website usefulness. A trend toward higher frequency of website activity was associated with increased perception of usefulness.

Conclusions: Online health-related social networks can be particularly helpful to individuals with lower patient activation. Our findings add information regarding the social and medical importance of such websites, which are gradually becoming an inseparable part of day-to-day chronic disease management in the community.
KEYWORDS
Internet; social health network; Patient Activation Measure (PAM); online health network

Introduction

Overview
The use of search engines and websites to seek medical information is continuously growing. As the human life span increases due to novel medical interventions and technologies, more and more individuals are developing chronic illnesses. In this study, we distinguish between general forums where one can ask questions about health conditions, general social networks where the user is identified and “converses” with friends (e.g., Facebook), and specific forums related to a unique interest group such as a social health network. The essential difference is that a social network includes many different features (such as blogs and live chats), whereas a forum uses only one of the tools found in an interactive health site. Although information about the usefulness of medical social networks for certain conditions exists, very little attention has been paid to how patient involvement in an online health-related social network is related to how they manage their health-related conditions. Due to the increase in social health networks, this study evaluated patient activation in this context.

Patient activation describes how much a patient is involved in his or her health care. Online health-related social networks provide patients with information about their disease and the ability to learn more about it by interacting with others with a similar problem. We looked at the concepts of patient activation and online health site use in an effort to determine what factors influence how useful patients perceive the site to be. This study aimed to explore the combined effects of patient activation and involvement in an online health-related social network on the perceived usefulness of such websites. By increasing our knowledge regarding the factors that underlie how patients perceive and gain information from the Internet, we can continue to reshape and develop online medical and health information in ways that are compatible with the needs of the target users.

Background
The use of online support groups has increased dramatically in recent years. In 1998, over 50 million American adults turned to the Internet to obtain health information. By 2005, that number had increased to 117 million and in the course of a single year—from 2009 to 2010—this number rose from 154 million to 175 million [1]. Statistics from 2009 indicate that an estimated 58% of all Internet users consulted the Web for health purposes, 61% of American adults looked online for health information, and roughly one-third accessed social media related to health [2].

Individuals draw on many different sources of information for health-related decisions. The Internet adds to available resources by offering specialized blogs and by allowing individuals to seek advice from question-and-answer type health forums hosted by experts and from interactive social health networks. Participation in a social health network can help people feel connected to others by giving them the opportunity to offer and obtain information about their diseases, although individuals are more likely to consume information than they are to contribute to the dialogue [3].

Medical online support groups are designed to improve individuals’ understanding of their health conditions, change their health behaviors, and enhance their ability to manage a chronic health condition. They can also enhance self-confidence by providing increased emotional support and by enabling members to better manage their diseases [4-10]. Online health-related social networks have changed the patient-physician relationship and have benefited both parties: patients receive external support and information, whereas clinicians gain increased accessibility to new ideas and alternative therapies and approaches from their patients [11-14].

Patients who are more likely to search online for health care information include women [15,16], those with a higher education, a chronic health condition, more years of Internet experience, and those with broadband access [17,18]. Associations between factors such as income and age with online health-related information seeking are less consistent [19-21].

Patient Activation
The underlying theory behind the Patient Activation Measure is that “Activation refers to having the capability and the willingness to take on the role of managing one’s own health and health care” [22]. “Patient activation” describes the extent to which individuals are able to manage their own health care. Hibbard and her colleagues [23,24] conceptualized patient activation as encompassing a range of elements important to self-management that extend beyond any single health behavior. As a measure of this concept, they developed the Patient Activation Measure (PAM), a broad construct that encompasses self-efficacy, behavior, and knowledge. It can predict a variety of behaviors including healthy behavior, preventive care measures, disease-specific self-care behavior, and information seeking [22]. The PAM is a 13-item psychometric tool with a 4-level model of health-related behaviors that measures the latent construct of patient activation. It captures the degree to which patients have the beliefs, knowledge, and skills to “manage their condition(s), collaborate with their providers, maintain their health, and access appropriate and high-quality care” [24,25].

Studies have found that supportive social environments lead to increased activation levels [26]. Higher activation scores have also been linked with sociodemographic factors of female gender, younger age, and higher education or income levels.

Several studies have explored the relationship between patient activation and individuals with illnesses such as HIV [27], asthma [28], diabetes [29], inflammatory bowel disease [30], spine surgery [31], multiple sclerosis [32], and mental illnesses [33]. Research has demonstrated that increasing patients'
self-management with regard to their illness increased their PAM scores, which in turn was connected with more favorable health outcomes. Additionally, higher PAM scores were associated with greater degrees of optimism, hope, and control [31].

Activated patients strive to understand their health conditions, viewing problems as challenges, and displaying confidence with regard to their positive resolution [25,34]. Acquiring the attributes of self-management is a gradual process that involves the attainment of knowledge and problem-solving skills that enable individuals to confidently engage in decision-making and actions aimed at managing their chronic health condition more effectively [35-38]. Activated patients are more likely to adhere to behaviors that help control their symptoms and the progression of their disease [32]. Higher activation has been associated with less use of health care services [39].

Only two previous studies examined the effect of a Web-based intervention, similar to our site, on patient activation among individuals with a chronic health condition. One, which included patients with diabetes, asthma, or hypertension, found that the Web-based intervention had a positive effect on the patient activation levels of participants in the intervention group [40]. Likewise, a study of patients with type 2 diabetes found that patient activation improved after participation in the online diabetes self-management program [41]. However, we were unable to find a previous study that specifically examined patient activation measures in reference to use of an online health-related social network. Most existing information pertains to simple online medical question-and-answer sites, which provide a more limited scope than interactive websites that offer a range of services including blogs, patient information exchanges, and contact with physicians.

Thus, the purpose of this study was to further evaluate the effects and benefits of participating in an online health-related social network on patient activation and to determine which variables predict perceived usefulness of the site. We hypothesized that patients with higher activation scores would tend to follow the information provided by an interactive website and consequently perceive it as more useful. As patients who use an interactive website frequently become adept at obtaining relevant information quickly and efficiently, we predicted that high levels of website involvement would also predict perceived website usefulness.

Methods

The Platform

Camoni is the first Hebrew-language, nonprofit, online, social network that is targeted to individuals with chronic conditions and assists them in finding others facing similar health issues [42]. The Hebrew word “camoni” means “like me”. The Camoni site is comprised of 16 communities, defined according to the health conditions of diabetes, chronic pain, heart disease, hypertension, obesity, eating disorders, multiple sclerosis, spinal injury, lung disease, kidney disease, stroke, osteoporosis, Crohn’s disease, cancer, obesity, and depression. Figure 1 shows a page from the Camoni website. Each community is headed by a medical expert. Camoni offers advice, the opportunity to consult with experts, and the chance to converse with other patients who face the same health condition. The site includes blogs, forums, support groups, internal mail, and chats. It also explains each health condition, its diagnosis, and offers practical advice on how to maintain one’s health and cope with the disease. Registration is required for active participation on the site, which is open to all. Camoni enables people to share, to learn and gain encouragement from each other, and to provide advice based on their own experiences. Since its launch in August 2009, Camoni has grown exponentially and today has thousands of registered users. This study focused on the five largest communities: diabetes, heart disease, kidney disease, spinal injury, and depression/anxiety.
Recruitment
This cross-sectional study is based on a single sampling time. Recruitment was conducted during a 4-month period that began in February 2012 and continued through May 2012. The questionnaire was accessible through Google Docs (see Multimedia Appendix 1 for an English translation). An invitation to participate and a link were available on the Camoni home page of each of the chosen disease communities (diabetes, heart disease, spinal injury, kidney disease, and depression/anxiety). During the three-month recruitment period, reminders were placed in the monthly newsletter sent to all Camoni participants who had not declined the option. An individual could only answer once.

Instruments
Demographic and Health Characteristics
Respondents (n=296) were asked to provide information about basic demographic variables such as age group, gender, income, and diagnosis, as well as information regarding their use of the website. Descriptive information regarding the cohort is shown in Table 1.
Table 1. Demographics and health statistics of the cohort\(^a\) (n=296).

<table>
<thead>
<tr>
<th>Variable</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>135</td>
<td>45.6</td>
</tr>
<tr>
<td>Female</td>
<td>161</td>
<td>54.4</td>
</tr>
<tr>
<td>Age range, years</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-29</td>
<td>23</td>
<td>7.8</td>
</tr>
<tr>
<td>30-39</td>
<td>20</td>
<td>6.8</td>
</tr>
<tr>
<td>40-49</td>
<td>46</td>
<td>15.5</td>
</tr>
<tr>
<td>50-64</td>
<td>140</td>
<td>47.3</td>
</tr>
<tr>
<td>65+</td>
<td>64</td>
<td>21.6</td>
</tr>
<tr>
<td>Income</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Below average</td>
<td>143</td>
<td>48.3</td>
</tr>
<tr>
<td>Average</td>
<td>59</td>
<td>19.9</td>
</tr>
<tr>
<td>Above average</td>
<td>64</td>
<td>21.6</td>
</tr>
<tr>
<td>Illness</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>115</td>
<td>38.9</td>
</tr>
<tr>
<td>Heart</td>
<td>31</td>
<td>10.5</td>
</tr>
<tr>
<td>Kidney</td>
<td>25</td>
<td>8.4</td>
</tr>
<tr>
<td>Spine</td>
<td>59</td>
<td>19.9</td>
</tr>
<tr>
<td>Depression/Anxiety</td>
<td>53</td>
<td>17.9</td>
</tr>
<tr>
<td>Number of illnesses</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>95</td>
<td>32.1</td>
</tr>
<tr>
<td>2</td>
<td>143</td>
<td>48.3</td>
</tr>
<tr>
<td>3+</td>
<td>58</td>
<td>19.6</td>
</tr>
<tr>
<td>Duration of illness</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than 6 months</td>
<td>8</td>
<td>2.7</td>
</tr>
<tr>
<td>6-12 months</td>
<td>13</td>
<td>4.4</td>
</tr>
<tr>
<td>1-2 years</td>
<td>24</td>
<td>8.1</td>
</tr>
<tr>
<td>2-4 years</td>
<td>50</td>
<td>16.9</td>
</tr>
<tr>
<td>Over 4 years</td>
<td>193</td>
<td>65.2</td>
</tr>
<tr>
<td>Duration of activity on website</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than 6 months</td>
<td>104</td>
<td>35.1</td>
</tr>
<tr>
<td>6-12 months</td>
<td>73</td>
<td>24.7</td>
</tr>
<tr>
<td>1-2 years</td>
<td>85</td>
<td>28.7</td>
</tr>
<tr>
<td>2-3 years</td>
<td>32</td>
<td>10.8</td>
</tr>
<tr>
<td>Frequency of activity on website</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Every day</td>
<td>30</td>
<td>10.1</td>
</tr>
<tr>
<td>1-2 times a week</td>
<td>89</td>
<td>30.1</td>
</tr>
<tr>
<td>1-2 times every 2 weeks</td>
<td>55</td>
<td>18.6</td>
</tr>
<tr>
<td>1-2 times a month</td>
<td>41</td>
<td>13.9</td>
</tr>
<tr>
<td>Once a month</td>
<td>66</td>
<td>22.3</td>
</tr>
</tbody>
</table>

\(^a\)Does not include missing values.
Perceived Usefulness of Online Groups

Perceived usefulness of the website was measured by 13 items on a scale ranging from 1 (“very little”) to 5 (“very much”). Possible scores ranged from 0 to 65. It is a measure of the extent to which participants found the website helpful and informative (eg, “Conversations/chats with other surfers on Camoni helped me”; “Because of Camoni, I changed the type of treatment”; “On Camoni, I found new information about a treatment type”; “I use the information I obtained when I visit my doctor”). Cronbach alpha was high (.93), and a principal component factor analysis with varimax rotation yielded one main factor (Eigenvalue =7.02), which accounted for 54% of the variance. Accordingly, a mean perceived usefulness score was calculated for each respondent.

Active Involvement in Online Groups

Active involvement was measured by a 9-item scale ranging from 1 (“very little”) to 5 (“very much”), including items measuring the extent to which respondents participated in the website components (eg, reading/writing articles, reading/writing blogs, chats). Possible scores ranged from 0 to 45. Here too, Cronbach alpha was high (.84) and a principal component factor analysis with varimax rotation yielded one main factor (Eigenvalue =4.15), which accounted for 52% of the variance. Accordingly, a mean score of active involvement was calculated for each participant.

Patient Activation

We used the 13-item patient activation measure (PAM-13) to quantify patient activation. The PAM-13 is designed to elicit responses about an individual’s attitudes toward knowledge, skills, and confidence in self-managing health [23,25]. The scale is based on the Guttman technique with items ordered according to level of difficulty (eg, “When all is said and done, I am the person who is responsible for taking care of my health”). Patients are required to indicate their agreement with each item on a scale ranging from 1 (“Disagree strongly”) to 4 (“Agree strongly”), or to indicate that the item is not applicable to them. Possible scores ranged from 0 to 100. Cronbach alpha for this scale was .86. Accordingly, a mean patient activation score was calculated for each participant.

Data Analysis

Data were analyzed with the statistical software package SPSS 20. Age and gender differences were examined by analyses of variance (ANOVA), in which both were independent variables and active involvement, perceived usefulness, and patient activation were the dependent variables. The contribution of independent variables to perceived website usefulness was examined by a hierarchical regression. The first step included demographic variables (gender, age, income, duration and frequency of activity in the website, duration of illness) and the second step included the number and type of illnesses an individual has (diabetes, heart disease, kidney disease, spinal injury, and anxiety/depression). The third step included active involvement in the website and the patient activation measure.

Results

Active Involvement

Main effects for age ($F_{9,260}=2.16, P=.07, \eta^2=.03$) and gender ($F_{9,260}=1.51, P=.22, \eta^2=.01$) were not significant. However, a significant interaction of age × gender was found, ($F_{9,260}=3.36, P=.01, \eta^2=.05$). In order to discover the root of the interaction, we conducted two separate ANOVA for males and females, in which the dependent variable was active involvement and the independent variable was age. The ANOVA revealed a significant effect of age for male participants ($F_{4,120}=4.02, P=.01, \eta^2=.12$), but not for females ($F_{4,140}=0.64, P=.637, \eta^2=.01$). Scheffe’s post hoc tests demonstrated that men 30-39 years of age scored significantly higher in active involvement (mean 4.16, SD 0.99) than those 40-49 years (mean 2.62, SD 1.15; $P=.03$), 50-64 years (mean 2.46, SD 0.99; $P=.004$), and 65+ years (mean 2.58, SD 0.90; $P=.01$).

Perceived Usefulness

A significant main effect of age was found, ($F_{9,261}=3.22, P=.01, \eta^2=.05$). Pairwise comparisons demonstrated that individuals 20-29 years of age scored significantly higher in perceived usefulness (mean 2.26, SD 1.24) than those aged 50-64 years (mean 1.43, SD 1.18; $P=.04$) and 65+ years (mean 1.38, SD 1.00; $P=.049$). Gender was not significant ($F_{9,261}=2.19, P=.13, \eta^2=.01$).

Patient Activation Measure

A significant main effect of age was found ($F_{9,279}=4.41, P=.003, \eta^2=.06$). Pairwise comparisons demonstrated that individuals aged 20-29 years scored significantly lower on the PAM-13 scale (mean 48.44, SD 21.25) than those aged 30-39 years (mean 62.28, SD 19.78; $P=.01$) and 50-64 years (mean 57.50, SD 17.66; $P=.049$). Gender was not significant ($F_{9,283}=0.17, P=.76, \eta^2=.01$).

Factors Contributing to Perceived Usefulness

Several variables were significant predictors for perceived usefulness (see Table 2). Age was found to be a negative predictor: younger age was indicative of higher perceived usefulness. Active involvement was a positive predictor, thereby demonstrating that such website involvement promotes perceived usefulness. More interesting, however, was the negative connection between PAM scores and perceived usefulness, as individuals who take a less active role in their care found that the website was more useful and provided them with information regarding their ailment. Additionally, a near-significant association ($P=.06$) between higher frequency of activity and an increase in perceived usefulness was found.
Table 2. Hierarchal multiple regression analysis predicting perceived website usefulness (n=296).

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Step 1</th>
<th></th>
<th>Step 2</th>
<th></th>
<th>Step 3</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ΔR²</td>
<td>B</td>
<td>P</td>
<td>B</td>
<td>P</td>
<td>B</td>
</tr>
<tr>
<td>Step 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>.121b</td>
<td>−.33</td>
<td>.04a</td>
<td>−.29</td>
<td>.08</td>
<td>−.26</td>
</tr>
<tr>
<td>Age</td>
<td>.08</td>
<td>.001b</td>
<td>−.26</td>
<td>.001b</td>
<td>−.26</td>
<td>.001b</td>
</tr>
<tr>
<td>Income</td>
<td>−.04</td>
<td>.53</td>
<td>−.05</td>
<td>.44</td>
<td>−.01</td>
<td>.78</td>
</tr>
<tr>
<td>Duration of activity in website</td>
<td>.08</td>
<td>.27</td>
<td>.10</td>
<td>.18</td>
<td>.09</td>
<td>.17</td>
</tr>
<tr>
<td>Frequency of activity in website</td>
<td>−.21</td>
<td>.001b</td>
<td>−.21</td>
<td>.001b</td>
<td>.10</td>
<td>.06</td>
</tr>
<tr>
<td>Duration of illness</td>
<td>.05</td>
<td>.54</td>
<td>.02</td>
<td>.81</td>
<td>−.05</td>
<td>.48</td>
</tr>
<tr>
<td>Step 2</td>
<td>.036</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>−.20</td>
<td>.48</td>
<td>−.12</td>
<td>.65</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heart</td>
<td>.61</td>
<td>.08</td>
<td>.61</td>
<td>.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kidney</td>
<td>−.05</td>
<td>.85</td>
<td>−.07</td>
<td>.72</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spine</td>
<td>−.13</td>
<td>.64</td>
<td>−.13</td>
<td>.61</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression/anxiety</td>
<td>−.31</td>
<td>.32</td>
<td>−.40</td>
<td>.17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of illnesses</td>
<td>.02</td>
<td>.93</td>
<td>.02</td>
<td>.96</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Step 3</td>
<td>.142b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active involvement in site</td>
<td></td>
<td></td>
<td></td>
<td>.45</td>
<td>.001b</td>
<td></td>
</tr>
<tr>
<td>Patient Activation Measure</td>
<td></td>
<td></td>
<td></td>
<td>−.01</td>
<td>.04a</td>
<td></td>
</tr>
<tr>
<td>Total R²</td>
<td>.299</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aP<.05
bP<.001

Discussion

Principal Findings

To the best of our knowledge, this is the first study to examine how a patient’s degree of active involvement in managing their health and their participation in an online social health forum affected the perceived usefulness of such a website.

Online social groups have the broadest reach and impact when the target population is younger [43,44]. Although chronic diseases are more prevalent among older individuals, fewer use the Internet as a source of information. However, chronic illness is a growing problem among younger individuals as well [45,46]. The increase in the number of younger, computer literate individuals with chronic illness is contributing to the growth of websites like Camoni.

We found that individuals 20 to 29 years of age reported higher perceived usefulness of the website and its contents compared to those over the age of 50. The relatively low perceived website usefulness and lesser involvement among older adults may be a consequence of difficulty in accessing relevant information online. We suggest that younger people experience greater perceived usefulness because they use the Internet more [16] and enjoy sharing personal aspects of their life on the Internet (for example, Facebook). They also belong to a generation that is used to immediate results (instant messaging, instant meals, instant gratification, etc.) and therefore prefer to obtain health information online rather than wait for a physician consultation. In the past, authoritative health information originated within the physician’s office [47,48]. This is still true for many older individuals. We see a need for a longitudinal study to determine the effects of information gathering and social support from online communities and from health forums on patient-physician relationships.

Additionally, individuals 20 to 29 years of age scored significantly lower on the PAM-13 scale than those 30 to 39 and 50 to 64 years of age. We believe that these two age groups are more likely to seek health information. Individuals 30 to 39 years of age are often parents of young children and therefore seek health information to preserve their health and well-being as parents and as care providers. They also might seek health information regarding their children. The 50 to 64 age group is likely to demonstrate greater activation because they are beginning to encounter more chronic illness and are interested in preserving their health.

Unlike other studies [3], we found more men using the website than women. It is possible, since we found that men were more interested in using the site to obtain information and improve their health, they use Camoni to learn more about their condition.
rather than for peer support, as they tend to be less inclined to discuss personal issues and ask for advice than women are.

In this study, both younger age and active involvement in the site were indicative of higher perceived website value. Of interest was the negative relationship between PAM scores and perceived usefulness, as individuals who were less active in their care found that Camoni was more useful compared to those with higher PAM scores. We believe that this finding might have important ramifications regarding patients’ ability to actively participate in their own health care management. Perhaps those with lower PAM scores have more to gain from the website, both in terms of medical information and the experiences of others. Therefore, we are planning a study that will measure changes in PAM among new participants in Camoni. Several authors also found that Web-based interventions benefited participants more at the earliest stages of patient activation. They also suggested that these patients have the most to gain from these websites [40,49].

We had anticipated that higher PAM levels would predict greater perceived usefulness, because, by definition, a high PAM level means that the individual is involved in his or her care and will therefore seek a variety of resources, one of which is a health-related social network. Unexpectedly, we found that low PAM scores predicted greater perceived website usefulness. We suspect that those who newly enter the site are at an early stage in their illness and are at a low PAM level. They are more open and willing to participate and receive information regarding their health status through the site. However, at this stage, they still are not ready to actively participate in their self-care and comply with medical advice. Their activation is only at the level of interacting with a peer group with similar problems, who “know what they are going through”. We suggest that a future study that follows these individuals would find that PAM scores increase from the time of their initial participation.

Limitations of the Present Study
This study sampled Israelis and was conducted in the Hebrew language. Therefore, it should be expanded to include other nationalities. Moreover, as with many studies that concern Web activity, the sample used was self-selected; consequently, it might be difficult to infer causation from the results. Additionally, this study included five disease groups, but necessarily excluded others. We did not have information about other sources of knowledge or support that the participants might have accessed. For example, we do not know about additional medical consultations, family members who provided support, other forums or Internet sites where they received information, or avenues such as medical books or pamphlets.

Conclusions
The study results suggest that participation in an online health-related social network can be particularly helpful to individuals who have lower levels of patient activation. As these individuals might have less exposure to other sources of online medical information, they find specialized social health networks such as Camoni more useful. We can assume that such individuals are able to benefit from others seeking similar information. It may well be that once they observe how others weigh information from different sources and give support to each other, they are encouraged to do the same and subsequently take a more active role in managing their own health. Thus, we anticipate that this modeling behavior might lead to an increase in PAM measures, which in turn, will be related to better compliance with medical regimens. We are implementing a prospective study to test this theory.
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Abstract

Background: One of the advantages of Internet-based research is the ability to efficiently recruit large, diverse samples of international participants. Currently, there is a dearth of information on the behind-the-scenes process to setting up successful online recruitment tools.

Objective: The objective of the study was to examine the comparative impact of Spanish- and English-language keywords for a Google AdWords campaign to recruit pregnant women to an Internet intervention and to describe the characteristics of those who enrolled in the trial.

Methods: Spanish- and English-language Google AdWords campaigns were created to advertise and recruit pregnant women to a Web-based randomized controlled trial for the prevention of postpartum depression, the Mothers and Babies/Mamás y Bebés Internet Project. Search engine users who clicked on the ads in response to keyword queries (eg, pregnancy, depression and pregnancy) were directed to the fully automated study website. Data on the performance of keywords associated with each Google ad reflect Web user queries from February 2009 to June 2012. Demographic information, self-reported depression symptom scores, major depressive episode status, and Internet use data were collected from enrolled participants before randomization in the intervention study.

Results: The Google ads received high exposure (12,983,196 impressions) and interest (176,295 clicks) from a global sample of Web users; 6745 pregnant women consented to participate and 2575 completed enrollment in the intervention study. Keywords that were descriptive of pregnancy and distress or pregnancy and health resulted in higher consent and enrollment rates (ie, high-performing ads). In both languages, broad keywords (eg, pregnancy) had the highest exposure, more consented participants, and greatest cost per consent (up to US $25.77 per consent). The online ads recruited a predominantly Spanish-speaking sample from Latin America of Mestizo racial identity. The English-speaking sample was also diverse with most participants residing in regions of Asia and Africa. Spanish-speaking participants were significantly more likely to be of Latino ethnic background, not married, completed fewer years of formal education, and were more likely to have accessed the Internet for depression information (P<.001).

Conclusions: The Internet is an effective method for reaching an international sample of pregnant women interested in online interventions to manage changes in their mood during the perinatal period. To increase efficiency, Internet advertisements need to be monitored and tailored to reflect the target population’s conceptualization of health issues being studied.

Trial Registration: ClinicalTrials.gov NCT00816725; http://clinicaltrials.gov/show/NCT00816725 (Archived by WebCitation at http://www.webcitation.org/6LumonjZP).

(J Med Internet Res 2014;16(1):e6) doi:10.2196/jmir.2999
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Introduction

The amount of Internet-based research in recent years has increased substantially [1-3] with Internet interventions showing significant promise in both alleviating symptoms and changing behavior [2]. Internet interventions are accessible at any time from any location, can be used anonymously, and may provide a much-needed service to users who feel marginalized or stigmatized [1,2,4]. For researchers, the Internet is an effective method of data collection [5] given that it is cost-effective, efficient at recruiting large sample sizes, and provides an opportunity for sensitive topics to be examined among hard-to-reach populations [6-9].

Most Internet intervention studies have focused on depression and anxiety, but an emphasis on other health issues is gaining interest as further evidence of their effectiveness is demonstrated [2,10]. The characteristics of those who participate in Internet interventions are dependent on the target problems being addressed; however, online study samples repeatedly include a greater proportion of women than men. This trend is not surprising given that the percentage of women using the Internet has steadily increased in recent years [11], and women are reported to be the largest group of Web users searching for health information related to mental illness [12]. The higher incidence of depression among women relative to men is likely a contributing factor to the greater focus on mental health topics, such as depression, among female Internet users.

Women and women-specific health issues are well suited for technology-based interventions with perinatal women garnering much of the attention by researchers (eg, [13-17]). Currently, there are countless websites that provide information on pregnancy and postpartum health. A recent review, however, revealed that the quality of the content exhibited on websites that focused on maternal mental health was partially correct or incomplete at best, and provided few self-help tools and resources to users [18]. Thus, there is a need to develop and empirically test Internet interventions specifically designed for women that address issues that uniquely affect women, such as postpartum depression (PPD). Computer- and Internet-based methods have been used successfully to increase awareness of PPD among adolescent parents [19], to recruit and screen women at risk for PPD [20-22], or to disseminate PPD psychoeducational materials to postpartum women and clinicians, all of whom have responded positively to this platform [22,23]. Recent studies have demonstrated support for behavioral activation [24,25] and cognitive behavioral [26] Internet interventions that aim to reduce depressive symptoms among depressed postpartum women. Two recent reports describe the design, feasibility, and acceptability of Internet interventions to prevent PPD [27,28]. The study presented in this report is based on data collected as part of the Mothers and Babies/Mamás y Bebés Internet Project, an Internet-based, 2-condition, pilot randomized controlled trial (RCT) designed to examine the efficacy of a Web-adapted mood management prevention intervention (Mothers and Babies Course/Curso de Mamás y Bebés) [29]. Participants were recruited, screened, and randomized to either the mood management Internet intervention or to an information brochure [23]. Preliminary analyses from the prevention trial are currently underway.

Although the Internet offers added benefits and opportunities, there are significant concerns and barriers with recruitment to Internet-based research investigations [30]. Many of these investigations rely on traditional forms of recruitment such as face-to-face recruitment, flyers, community messages, and mass media announcements [31-33]. Earlier studies that used online recruitment strategies struggled with identifying and reaching the target population (eg, [6,34]), low rates of response [35], and possible ethical concerns with recruiting over the Internet [3]. The more common methods of online recruitment are search engine advertisements, social media sites, online forums, Web links, banners, and email lists. The chosen method of recruitment depends on the population being targeted and where their online presence is greatest. However, recent reports suggest that targeted search engine advertisements are the most successful at reaching a wide range of potential participants for Internet research and are cost-effective methods of online recruitment [6,8].

What remains unclear in the literature is how researchers should frame their Internet advertisements so that they are time-efficient and cost-effective (ie, targeted to a specific population who are most likely to enroll in the study). Graham and colleagues [36] provide a good example of delineating the process of tailoring online advertisements to recruit Latino smokers to an online smoking cessation website. As part of their process, the researchers convened a multicultural panel of experts who informed the content of banner ads that were then empirically tested among Latino smokers. The researchers found that tailoring banner ads to portray the cultural value of familismo (emphasis on the importance of family influences) was preferable among Spanish-speaking Latino smokers who indicated that the issue of smoking was not just about them, but also about the impact on the relationships they valued [36]. Perhaps more importantly, this study demonstrated that a behind-the-scenes exploration of key factors that influence the success of an online recruitment method is valuable and needs to be empirically tested to maximize the strength of online recruitment. Furthermore, it is recommended that researchers continually monitor the behaviors of users once they are actively engaged in the study website [37].

The current study adds to the growing body of literature describing online recruitment methods for Internet intervention studies. The primary goal was to examine the impact of Google AdWords campaigns to recruit Spanish- and English-speaking pregnant women to an Internet RCT to prevent PPD. Both the Spanish and English ad campaigns used identical keywords and were minimally modified throughout the recruitment period. Given that few Internet intervention studies have focused exclusively on pregnant women, we describe the demographic characteristics of participants who enrolled in the trial.
Methods

Internet Search Ads

Google AdWords sponsored link campaigns were created in Spanish and English to advertise the Mothers and Babies/Mamás y Bebés Internet Project, a RCT to test the efficacy of an Internet intervention for the prevention of PPD. Google ads consist of a 25-character headline and 2 additional 35-character text lines. In this study, the headlines were descriptive of perinatal depression, whereas the text lines described the study and provided the website link. There were 3 ad campaigns (sad, depressed, and postpartum depression) per language, each containing 2 distinctive ads for a total of 6 ads per language (see Figure 1). Ads were distributed worldwide, and the content and associated keywords of each ad remained unchanged throughout the course of the study recruitment period.

The Google AdWords account management website allows the owner of the ads to manipulate the bidding cost and content of each ad. A Google AdWords grant awarded to our team allowed for a maximum bid of US $1.00 per click. Ad owners can view the number of times the ad is shown (impressions) and the number of Web users who click on the ad (clicks); owners can also use HyperText Markup Language (HTML) code to track the impact of the ads on obtaining the desired action by the target audience (conversion). In this study, the HTML code to detect a conversion was integrated into the study website’s consent page (ie, 1 conversion = 1 consent to participate). For the purposes of this paper, we will refer to conversions as “consents” given that it is the desired outcome of online recruitment. Additional information on Google AdWords procedures and metrics can be found elsewhere [38].

Figure 1. Google ads in Spanish and English for a prevention of postpartum depression trial.

<table>
<thead>
<tr>
<th>Language</th>
<th>Spanish</th>
<th>English</th>
</tr>
</thead>
<tbody>
<tr>
<td>Campaign</td>
<td>Sad</td>
<td>Pregnancy and sadness</td>
</tr>
<tr>
<td></td>
<td>Embargado y triste</td>
<td>Join free Univ. of California study</td>
</tr>
<tr>
<td></td>
<td>Estudio gratis de Univ. de Calif</td>
<td>Learn skills to cope with your mood</td>
</tr>
<tr>
<td></td>
<td>Para lidiar con el estado de ánimo</td>
<td>healthypregnancy.ucsf.edu</td>
</tr>
<tr>
<td></td>
<td>embarazadaleslealucatotal</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Triste durante embarazo</td>
<td>Sadness during pregnancy</td>
</tr>
<tr>
<td></td>
<td>Estudio gratis de Univ. de Calif</td>
<td>Join free Univ. of California study</td>
</tr>
<tr>
<td></td>
<td>Para lidiar con el estado de ánimo</td>
<td>Learn skills to improve your mood</td>
</tr>
<tr>
<td></td>
<td>embarazadaleslealucatotal</td>
<td>healthypregnancy.ucsf.edu</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Campaign</td>
<td>Depressed</td>
<td>Pregnant and depressed</td>
</tr>
<tr>
<td></td>
<td>¿Embarazado y depresiva?</td>
<td>Join free Univ. of California study</td>
</tr>
<tr>
<td></td>
<td>Estudio gratis de Univ. de Calif</td>
<td>Learn skills to improve your mood</td>
</tr>
<tr>
<td></td>
<td>Aprenda como prevenir este problema</td>
<td>healthypregnancy.ucsf.edu</td>
</tr>
<tr>
<td></td>
<td>embarazadaleslealucatotal</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Éxito del emoformación</td>
<td>Depression and Pregnancy</td>
</tr>
<tr>
<td></td>
<td>Estudio gratis de Univ. de Calif</td>
<td>Join free Univ. of California study</td>
</tr>
<tr>
<td></td>
<td>Aprenda como mantener buen ánimo</td>
<td>Learn skills to improve your mood</td>
</tr>
<tr>
<td></td>
<td>embarazadaleslealucatotal</td>
<td>healthypregnancy.ucsf.edu</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Campaign</td>
<td>Postpartum depression</td>
<td>Postpartum depression</td>
</tr>
<tr>
<td></td>
<td>Estado de ánimo/Postparta</td>
<td>Join free Univ. of California study</td>
</tr>
<tr>
<td></td>
<td>Estudio de la Univ. de Calif</td>
<td>Learn skills to improve your mood</td>
</tr>
<tr>
<td></td>
<td>Aprenda cómo prevenir este problema</td>
<td>healthypregnancy.ucsf.edu</td>
</tr>
<tr>
<td></td>
<td>embarazadaleslealucatotal</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Depresión Postparta</td>
<td>Worried about PPD?</td>
</tr>
<tr>
<td></td>
<td>Estudio de la Univ. de Calif</td>
<td>Join free Univ. of California study</td>
</tr>
<tr>
<td></td>
<td>Aprenda cómo prevenir este problema</td>
<td>To learn skills to prevent PPD</td>
</tr>
<tr>
<td></td>
<td>embarazadaleslealucatotal</td>
<td>healthypregnancy.ucsf.edu</td>
</tr>
</tbody>
</table>

Participant Recruitment

Web users who searched the Internet between February 3, 2009 and June 15, 2012 with keyword queries associated with the ads were able to click on them and link to the Mothers and Babies/Mamás y Bebés Internet Project’s website landing page (Figure 2); this initial page briefly described the study and invited those interested to complete the eligibility screener. The study website was fully automated with items that contained logic to determine participant flow through the study. The eligibility screener contained items to assess for eligibility criteria for the RCT: being female, pregnant, age 18 years or older, and interested in the study website for themselves. Eligible women were directed to the baseline assessment, which contained the University of California institutional review board–approved consent form. Participants “signed” the form...
online by clicking “Yes, I am interested in participating in this study” and by entering a unique password that was generated in real time and provided online to the user. Eligible participants who consented and completed the baseline assessment were considered enrolled in the study regardless of their depression status or stage of pregnancy. Enrolled participants received access to the intervention sites being evaluated and were invited to complete monthly follow-up assessments up to 6 months postpartum.

Figure 2. Screenshot of the study landing page.

Measures

**Eligibility Screener**

Upon entering the study website, participants indicated their country of residence and preferred language and completed items to determine their eligibility to participate (age, gender, pregnancy status, how they planned to use the website materials). Eligible participants who entered a valid email address were directed to the baseline assessment.

**Baseline Assessment**

The initial page of the survey was the informed consent that participants were required to complete before proceeding through the study website. Consenting participants were asked to complete questionnaire items on demographic characteristics (eg, country of birth, ethnicity, race, education), Internet use (eg, previous use for health information), pregnancy history (eg, weeks pregnant, pregnancy history), and depression (eg, current symptoms).

Depression status was determined by the Center for Epidemiologic Studies-Depression Scale (CES-D) [39] and the Major Depressive Episode (MDE) Screener-Current/Lifetime version [40]. The CES-D is a 20-item self-report instrument that assesses for the presence of depressive symptoms during the past week. Total scores range from 0-60, with higher scores indicating more severe depressive symptoms. The MDE Screener is an 18-item self-report questionnaire that assesses for the presence of 5 or more MDE symptoms experienced within a 2-week or longer period of time during the past 2 weeks (current MDE) or during any period (other than the past 2 weeks) in their lifetime (past MDE). To screen positive for a MDE, significant impairment, as defined by Criterion C of the Diagnostic and Statistical Manual of Mental Disorders (Fourth Edition) (DSM-IV) must also be present [41]. The MDE Screener is a screening tool that has demonstrated good psychometric properties with diagnostic screeners and clinical interviews [42].

**Data Analysis**

Data on the performance of search engine ads were extracted from the Google AdWords management website [38]. Participant data for those who visited (eligibility), consented (started baseline), and enrolled (completed baseline) in the RCT were analyzed using SPSS for Windows 20.0 (IBM Corp, Armonk, NY, USA). Descriptive and chi-square analyses were conducted to examine group differences.

**Results**

**Participant Enrollment**

Web users interested in the Spanish- and English-language Google ads, as defined by clicking on the ad (ie, clicks), were
located in 183 countries and territories; 6745 pregnant women consented to participate with 2517 (37.32%) failing to enter any data in the baseline assessment. Data collected in the eligibility screener indicated that those who consented but did not provide baseline information were older (P < .001) and more likely to be English speakers (P < .001). Of the remaining 4228 participants, 1653 (24.51% of those who consented) failed to enroll in the intervention study because they did not complete the baseline assessment and, therefore, were excluded from further analyses. The enrolled sample consisted of 2575 participants who met the eligibility criteria, consented to participate, and completed the baseline assessment. Compared to those who consented to participate but did not enroll in the study, participants who enrolled were more likely to be Latino (P = .02), older (P < .001), employed (P = .007), and have attained higher levels of education (P < .001). Higher rates of past (11.60% vs 9.51%) and current MDE (19.06% vs 9.69%) were reported for enrolled participants relative to those who did not complete the baseline assessment (P < .001).

Impact of Internet Search Ads

The Google ads were active for approximately 40 months during which 12,983,196 impressions and 176,295 clicks were made in response to Web users’ search entries (see Table 1). In all, 25.09% of those who clicked on the ad entered the study website after reviewing the brief description provided on the study’s landing page. Over 60% of the total impressions (62.27%) were in response to Web users who searched in English, whereas 66.10% of the total clicks were made by those who searched in Spanish. In the Spanish campaign, 116,531 Web users of 4,898,063 who were presented with an ad (ie, an impression) clicked the study ad (2.38%). In the English campaign, there were 59,764 clicks in response to 8,085,133 impressions (0.74%). See Table 2 for detailed data on the performance of each ad campaign by language.

The keywords with the greatest exposure (ie, highest clicks and impressions) and which generated the highest traffic in both languages were pregnancy/embarazo and pregnant/embarazada (Table 3). For all campaigns, 113,525 clicks of 4,819,662 impressions (2.35%) and 57,197 clicks of 7,836,146 impressions (0.73%) were generated by these keywords in the Spanish and English campaigns, respectively. In addition, those who queried with these keywords were the majority of those who consented to participate—94.53% (4718/4992) and 92.87% (1823/1963), respectively. In contrast, the rate of consent was highest for English-language speakers who searched with keywords that included a reference to both pregnancy and emotions (eg, mental health during pregnancy). A similar pattern was demonstrated in the Spanish campaign with keyword phrases such as “depresión después del parto/depression after birth” or “embarazada y deprimida/pregnant and depressed” resulting in a greater proportion of consenting participants. Keywords that were descriptive of pregnancy without a reference to emotions (eg, months pregnant) also resulted in a higher rate of consent. This occurred with more frequency in the Spanish campaign (nueva mamá/new mother, meses embarazo/months pregnant, semanas embarazo/weeks pregnant) than in the English campaign (months pregnant).

Table 1. Participant online recruitment for the Mothers and Babies/Mamás y Bebés Internet Project.

<table>
<thead>
<tr>
<th>Ad or user behavior</th>
<th>Language, n</th>
<th>Total, n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Spanish</td>
<td>English</td>
</tr>
<tr>
<td>Impressions (ads presented)</td>
<td>4,898,063</td>
<td>8,085,133</td>
</tr>
<tr>
<td>Clicks (clicks on ads)</td>
<td>116,531</td>
<td>59,764</td>
</tr>
<tr>
<td>Entered site (user proceeded beyond initial page)</td>
<td>28,074</td>
<td>16,157</td>
</tr>
<tr>
<td>Screened (user answered ≥1 eligibility items)</td>
<td>11,620</td>
<td>5349</td>
</tr>
<tr>
<td>Eligible (user met eligibility criteria)</td>
<td>8728</td>
<td>3738</td>
</tr>
<tr>
<td>Consented (user agreed to consent)</td>
<td>4773</td>
<td>1972</td>
</tr>
<tr>
<td>Enrolled (user consented and completed baseline assessment)</td>
<td>2012</td>
<td>563</td>
</tr>
</tbody>
</table>

Table 2. Performance of Google AdWords campaigns from February 3, 2009 to June 15, 2012.

<table>
<thead>
<tr>
<th>Ad or user behavior</th>
<th>Ad performance, n</th>
<th>Depressed</th>
<th>Postpartum depression</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Spanish</td>
<td>English</td>
<td>Spanish</td>
</tr>
<tr>
<td>Consent</td>
<td>4855</td>
<td>1782</td>
<td>136</td>
</tr>
<tr>
<td>Clicks</td>
<td>114,902</td>
<td>53,667</td>
<td>1574</td>
</tr>
<tr>
<td>Impressions</td>
<td>4,794,470</td>
<td>7,184,384</td>
<td>92,280</td>
</tr>
</tbody>
</table>
Table 3. Spanish- and English-language ads with the highest-performing keyword(s).

<table>
<thead>
<tr>
<th>Ad character headline</th>
<th>Keyword(s)</th>
<th>Consents</th>
<th>Cost per consent (US $)</th>
<th>Clicks</th>
<th>Impressions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spanish</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Embarazada y triste</em></td>
<td>Embarazo/embarrassada (pregnancy/pregnant)</td>
<td>4718</td>
<td>$15.98</td>
<td>113,525</td>
<td>4,819,662</td>
</tr>
<tr>
<td><em>Triste durante embarazo</em></td>
<td>Meses de embarazo (months pregnant)</td>
<td>156</td>
<td>$8.55</td>
<td>2130</td>
<td>54,987</td>
</tr>
<tr>
<td>¿<em>Embarazada y deprimida?</em></td>
<td>Depresión en el embarazo (depression during pregnancy)</td>
<td>109</td>
<td>$2.89</td>
<td>739</td>
<td>11,716</td>
</tr>
<tr>
<td>English</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sadness during pregnancy</td>
<td>Pregnancy/pregnant</td>
<td>1823</td>
<td>$25.77</td>
<td>57,197</td>
<td>7,836,146</td>
</tr>
<tr>
<td>Depression and pregnancy</td>
<td>Pregnancy depression</td>
<td>82</td>
<td>$11.99</td>
<td>1301</td>
<td>97,488</td>
</tr>
<tr>
<td>Pregnancy and sadness</td>
<td>Sad pregnant</td>
<td>17</td>
<td>$12.52</td>
<td>290</td>
<td>18,095</td>
</tr>
<tr>
<td>Pregnant and depressed?</td>
<td>Depressed pregnant</td>
<td>16</td>
<td>$9.12</td>
<td>193</td>
<td>16,457</td>
</tr>
</tbody>
</table>

Enrolled Participant Characteristics

The final sample of enrolled participants (N=2575) consisted of pregnant women with a mean age of 28.16 years (SD 5.47) (see Table 4). Most completed study materials in Spanish (78.13%), were of Latino/Hispanic ethnic identity (77.89%), and self-identified their racial background as Mestizo descent (person of mixed Spanish and Indigenous ancestry; 35.16%) or European descent (30.43%). Most participants were married or living with a partner (66.99%), employed (59.90%), and college educated (70.37%).

There were no differences in pregnancy status or depression history between the Spanish- and English-speaking participants. Participants were mostly in the second trimester of their pregnancy (mean 16.56 weeks, SD 9.59) and most (69.34%) did not meet DSM-IV criteria for a MDE. However, more English speakers met the criteria for a current MDE relative to Spanish speakers (20.04% vs 18.81%, respectively), whereas a higher percentage of Spanish speakers met criteria for a past MDE when compared to the English-speaking participants (11.88% vs 10.50%, respectively), although these differences were not statistically significant (P=.61). The mean CES-D score was elevated for both samples (mean 27.51, SD 13.77) with Spanish speakers endorsing slightly higher levels of depressive symptoms (P=.01). Participants reported accessing the Internet for information related to depression when not pregnant (29.31%) and during the perinatal period (42.64%). Spanish speakers accessed the Internet for depression information at greater proportions than English speakers did, especially when not pregnant or postpartum (32.05% vs 19.35%, P<.001).

Group comparisons revealed that the Spanish-speaking women were more likely than English-speaking women to self-identify their ethnic background as Latino or Hispanic (91.45 vs 9.85%, P<.001). The racial descent varied significantly (P<.001) by language with the Spanish speakers mostly identifying as Mestizo (44.10%), European/Caucasian (32.74%), and other (16.42%), whereas the English speakers were of Asian (41.97%), European/Caucasian (21.60%), and African descent (19.75%). Similarly, Spanish speakers resided in Latin America and Spain whereas English speakers were primarily from India (Table 5).

A greater proportion of English speakers were married or living with a partner (88.63%) compared to Spanish speakers (60.92%, P<.001). English speakers were more likely to have earned advanced educational degrees (28.08% vs 8.75%) whereas Spanish speakers were mostly comprised of college educated (73.38% vs 59.60%, P<.001) women.
Table 4. Baseline characteristics of enrolled participants.

<table>
<thead>
<tr>
<th>Demographic items</th>
<th>Spanish n=2012</th>
<th>English n=563</th>
<th>Total N=2575</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD)</td>
<td>28.18 (5.68)</td>
<td>28.07 (4.60)</td>
<td>28.16 (5.47)</td>
<td>.69</td>
</tr>
<tr>
<td>Latino/Hispanic (n=2343,a), n (%)</td>
<td>1818 (91.45)</td>
<td>39 (9.85)</td>
<td>1857 (77.89)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Race (n=2343), n (%)</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mestizo b</td>
<td>819 (44.10)</td>
<td>5 (1.03)</td>
<td>824 (35.17)</td>
<td></td>
</tr>
<tr>
<td>European/Caucasian descent</td>
<td>608 (32.74)</td>
<td>105 (21.60)</td>
<td>713 (30.43)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>305 (16.42)</td>
<td>73 (15.02)</td>
<td>378 (16.13)</td>
<td></td>
</tr>
<tr>
<td>Asian descent</td>
<td>11 (0.59)</td>
<td>204 (41.97)</td>
<td>215 (9.18)</td>
<td></td>
</tr>
<tr>
<td>African descent</td>
<td>12 (0.65)</td>
<td>96 (19.75)</td>
<td>108 (4.61)</td>
<td></td>
</tr>
<tr>
<td>American Indian/Alaska Native</td>
<td>102 (5.49)</td>
<td>3 (0.62)</td>
<td>105 (4.48)</td>
<td></td>
</tr>
<tr>
<td>Married/live with partner (n=2572), n (%)</td>
<td>1224 (60.92)</td>
<td>499 (88.63)</td>
<td>1723 (67.99)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Education (n=2528), n (%)</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>12 years or less</td>
<td>353 (17.86)</td>
<td>68 (12.32)</td>
<td>421 (16.65)</td>
<td></td>
</tr>
<tr>
<td>University level/degree</td>
<td>1450 (73.38)</td>
<td>329 (59.60)</td>
<td>1779 (70.37)</td>
<td></td>
</tr>
<tr>
<td>Advanced degree</td>
<td>173 (8.75)</td>
<td>155 (28.08)</td>
<td>328 (12.97)</td>
<td></td>
</tr>
<tr>
<td>Employed (n=2561), n (%)</td>
<td>1217 (60.76)</td>
<td>317 (56.81)</td>
<td>1534 (59.90)</td>
<td>.09</td>
</tr>
<tr>
<td>Weeks pregnant (n=2564), mean (SD)</td>
<td>16.71 (9.62)</td>
<td>16.01 (9.47)</td>
<td>16.56 (9.59)</td>
<td>.13</td>
</tr>
<tr>
<td>MDE history (n=2492), n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.61</td>
</tr>
<tr>
<td>None</td>
<td>1371 (69.31)</td>
<td>357 (69.45)</td>
<td>1728 (69.34)</td>
<td></td>
</tr>
<tr>
<td>Current MDE</td>
<td>372 (18.81)</td>
<td>103 (20.04)</td>
<td>475 (19.06)</td>
<td></td>
</tr>
<tr>
<td>Past MDE</td>
<td>235 (11.88)</td>
<td>54 (10.50)</td>
<td>289 (11.60)</td>
<td></td>
</tr>
<tr>
<td>CES-D score (n=2475), mean (SD)</td>
<td>27.86 (13.89)</td>
<td>26.07 (13.22)</td>
<td>27.51 (13.77)</td>
<td>.01</td>
</tr>
<tr>
<td>Use Internet for depression information, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>During perinatal period</td>
<td>873 (43.39)</td>
<td>225 (39.96)</td>
<td>1098 (42.64)</td>
<td>.15</td>
</tr>
<tr>
<td>When not pregnant (n=2591)</td>
<td>643 (32.05)</td>
<td>107 (19.35)</td>
<td>750 (29.31)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aValid percent reflects participants who completed the item.

bMestizo: person of mixed Spanish and Indigenous ancestry.
Table 5. Country of residence of enrolled participants.

<table>
<thead>
<tr>
<th>Country</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Spanish-speaking participants (2008/2012)</strong></td>
<td></td>
</tr>
<tr>
<td>Chile</td>
<td>16.30</td>
</tr>
<tr>
<td>Mexico</td>
<td>15.24</td>
</tr>
<tr>
<td>Spain</td>
<td>12.00</td>
</tr>
<tr>
<td>Argentina</td>
<td>11.35</td>
</tr>
<tr>
<td>Colombia</td>
<td>11.20</td>
</tr>
<tr>
<td>Venezuela</td>
<td>11.00</td>
</tr>
<tr>
<td>Peru</td>
<td>5.23</td>
</tr>
<tr>
<td>Bolivia</td>
<td>3.43</td>
</tr>
<tr>
<td>Ecuador</td>
<td>2.79</td>
</tr>
<tr>
<td>Dominican Republic</td>
<td>2.54</td>
</tr>
<tr>
<td>Uruguay</td>
<td>1.34</td>
</tr>
<tr>
<td>Paraguay</td>
<td>1.14</td>
</tr>
<tr>
<td>29 Countries/territories with less than 1% each</td>
<td>6.44</td>
</tr>
<tr>
<td><strong>English-speaking participants (562/563)</strong></td>
<td></td>
</tr>
<tr>
<td>India</td>
<td>36.30</td>
</tr>
<tr>
<td>South Africa</td>
<td>12.81</td>
</tr>
<tr>
<td>Pakistan</td>
<td>7.47</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>7.12</td>
</tr>
<tr>
<td>Iran</td>
<td>2.67</td>
</tr>
<tr>
<td>Nigeria</td>
<td>2.31</td>
</tr>
<tr>
<td>United States</td>
<td>2.13</td>
</tr>
<tr>
<td>Ghana</td>
<td>1.96</td>
</tr>
<tr>
<td>Kenya</td>
<td>1.78</td>
</tr>
<tr>
<td>United Arab Emirates</td>
<td>1.60</td>
</tr>
<tr>
<td>Saudi Arabia, Maldives, Uganda, Ireland (each)</td>
<td>1.07</td>
</tr>
<tr>
<td>54 Countries/territories with less than 1% each</td>
<td>19.57</td>
</tr>
</tbody>
</table>

aBased on self-reported country of residence data.

**Discussion**

**Principal Findings**

This study examined the impact of Spanish- and English-language Google AdWords to recruit an online sample of participants to an Internet RCT for the prevention of PPD. This method of recruitment was effective at exposing a large number of female Web users to the opportunities offered by the study website, such as learning skills to manage changes in mood during the transition to motherhood. During the 3 years that the ads were active, 176,295 Web users clicked on the advertised link and 12,466 pregnant women met eligibility criteria; 54% agreed to participate and 2575 (20.66%) completed sufficient baseline information to enroll in the study. These data suggest that pregnant women from around the world are interested in learning skills to manage their mood during and after pregnancy, are willing to use Web-based resources, and that the Internet is a viable means to reach them. Although a large number of women showed interest in joining the study, a large proportion exited the site immediately after clicking the ad or failed to continue once they were informed of participation details. A possible explanation for the former is the mismatch between what Web users queried and what they eventually found on the study’s landing page. That is, the information listed on the site did not correspond with what they were looking for or hoping to find when they searched, clicked, and initially visited the study website. The burden of participation may have been a factor to dissuade eligible participants from continuing their engagement in the study once they learned the details of participation from the consent form. Clearly, we need to make such Internet research sites more interesting and less burdensome so that more of those who are eligible not only consent to participate but also complete all facets of the study.
High Performing Keywords

Our examination of the highest-performing keywords for each of the Google AdWords campaigns revealed 3 primary findings. First, keywords that were more descriptive of the website content (eg, pregnant and depressed) resulted in a higher rate of consent to participate. This pattern of user behavior was evident in both the Spanish and English ads that referenced pregnancy and emotions, and suggests that the biggest gains occur when advertisements closely relate to the product being promoted. This approach is especially important online where there is heavy competition for the user’s attention and sustaining interest in one site over another is challenging. The specificity of pairing a reference to pregnancy and emotions in the keywords resulted in a higher consent rate among Spanish versus English users. This keyword type was also the most cost-effective in both languages relative to other high-performing keyword types (eg, pregnancy without referencing emotions). Cost-effectiveness by itself is not the most important measure of usefulness. The most cost-effective keywords yielded the least number of participants. To recruit the most participants in a reasonable period of time, we must be ready to pay for keywords that yield higher cost per consent. Given that most researchers are working within budgetary constraints, being able to maximize the cost of each consented individual is of high priority and importance. Furthermore, for the English ads there were more variations of this keyword type and, therefore, more related activity. Given that both the Spanish and English ads were identical in their content and associated keywords, this finding may suggest that Spanish-speaking women are less likely to search for information related to emotional health during pregnancy than English-speaking women or that the associated keywords do not reflect how Spanish-speaking women conceptualize perinatal distress. In fact, keywords that did not reference emotions or feelings but described pregnancy characteristics (eg, months pregnant) were very high activity ads and yielded a much larger number of impressions, clicks, consents, and enrolled participants. This suggests that women may be initially attracted by information about pregnancy that does not include information on emotional health during pregnancy. Thus, ads that are more generic may result in better recruitment outcomes for more women, of whom a subset may be subsequently intrigued by the focus on such issues as mood.

Keyword Language Differences

Previous reports have suggested that Latinos and Spanish speakers manifest psychological distress through physical complaints that can stem from stigma, cultural barriers, and differences in how psychological issues are conceptualized and experienced [43,44]. This study found that ads associated with broad search terms (eg, pregnancy) had greater reach and enrollment impact. This pattern of user behavior was evident in both languages and is consistent with female patterns of online search behavior which shows that women, more than men, search for health-related issues and that pregnancy-related queries are a major topic of inquiry among childbearing-aged female Web users [45,46]. There is a high likelihood that ads that were linked to broad keywords appeared in a large number of searches, many of which did not result in a visit to the study website. However, Spanish-speaking women who used broad keywords in their queries appeared to be more interested in the ads than English-speaking women as evidenced by the higher number of clicks and consents relative to the number of impressions which were almost twice as high in the English ads. We speculate that there may be fewer such Internet resources in Spanish than in English, therefore drawing a higher number of Spanish speakers to our website. These data indicate that broad, nonspecific keywords were effective at recruiting a large, diverse sample of pregnant women. However, this approach was more costly in the long term than more-specific keywords, which were more cost-effective per consent but resulted in fewer consenting participants. Researchers need to consider what their recruitment goals are and adjust their ad campaigns accordingly. To the best of our knowledge, this is the first fully automated prevention of PPD trial to recruit a large worldwide sample of Spanish- and English-speaking pregnant women. At the start of our recruitment period, we were uncertain of the potential interest of the study among pregnant women. Thus, our initial recruitment goal, which was to reach a large number of potential female Web users across the world, was accomplished.

Participant Characteristic Outcomes

A secondary aim of this study was to examine the characteristics of individuals who consented to participate in a Web-based trial. The ads attracted a mostly Spanish-speaking sample of women who resided in Latin American countries. This was an unexpected outcome of the recruitment efforts given the lower Internet penetration rate in this region of the world relative to Oceania/Australia, Europe, and North America [47]. Although the English-speaking sample was smaller, participants were equally diverse with the largest number of participants indicating that they resided in India and across different regions of Africa. The geographic location of participants mirrors the recent gender shift in Internet access by women in developed and developing nations. Furthermore, it highlights the potential need to develop new technology-based interventions targeting women from all around the world, especially those with current limited access to online resources but whose access is growing at a rapid rate (eg, 1310.8% growth in Latin American and the Caribbean in the past 10 years) [47].

Spanish- and English-speaking participants were relatively similar on demographic characteristics with a few exceptions. The breakdown of the origin of our participants is important within a global mental health perspective, and especially critical when considering maternal mental health needs worldwide. To date, few resources exist in these regions of the world to address the day-to-day needs of pregnant women [48,49], especially as they relate to mental health issues during pregnancy. Furthermore, these women are accessing the Internet in regions of the world where the overall Internet penetration is lower and men significantly outnumber women in their use of the Internet [11,50]. This gender divide is likely to change as the global use of technology continues to grow.

Participants in this study were well educated, with a greater proportion of English-language speakers possessing advanced degrees, whereas Spanish-language speakers had mostly
attended university level or fewer years of formal education. It is clear that women with varied levels of education are using the Internet to obtain pregnancy-related information. Spanish- and English-speaking participants differed in their marital status with Spanish speakers more likely to indicate that they were single or without a current partner, thus potentially raising their risk for the onset of postpartum mood disorders [51]. Finally, the high rate of major depression found in this sample is of clinical concern and echoes a recent call-to-action to make maternal mental health a top priority [52]. Nearly one-third (30.66%) of our participants screened positive for a MDE sometime in their lifetime, yet our recruitment efforts did not seek or select participants based on their depression status. This indicates that the Internet is an effective tool to reach pregnant women who are depressed or at high risk for depression. Rates of perinatal depression range from 10%-25% [53,54], with point prevalence rates during pregnancy hovering around 12%-15% [51,55]. The higher rate of MDE found in this study may be attributed to measurement differences, the use of a self-report screening measure and not on clinician diagnostic information, the symptom overlap between pregnancy and depression, or to self-selection. Regardless, high rates of depressive symptoms were reported which is consistent with online samples of postpartum women [22]. These data highlight the need to develop multilingual, culturally considerate Internet resources for pregnant women regardless of depression risk. Many websites provide pregnancy information and many pregnant women are accessing the Internet to help guide their prenatal and postpartum health care [56]. However, the quality and reliability of the sites that include perinatal mental health topics is variable with a majority falling short of relaying complete and accurate information and even fewer providing practical skills to reduce symptoms [18]. Current studies that are in progress, such as the Mothers and Babies/Mamás y Bebés Internet Project directed by our team, as well as other prevention of PPD trials [27,28], stand to make a significant contribution to the availability of empirically tested Internet interventions to prevent PPD.

Limitations
Our findings were limited in several ways. First, the Google AdWords grant awarded to our team capped our bids at US $1.00. Second, this study solely reports on the use of minimally modified Google AdWords campaigns. We do not know how the ads would have performed if we had managed the campaigns based on their performance by adjusting the keywords, daily cost, or regional exposure. Third, given how the ads were set up and linked to the study website, we are unable to connect keyword types to participant characteristics. In order to understand how to target the ads to participants in different regions of the world who speak different languages and who conceptualize emotional distress differently, it would be beneficial to explore this further by recording the keyword entered by the user in their online search and examining their characteristics and behaviors on the study website. Finally, our data are only generalizable to Spanish and English speakers who use the Web to obtain information on the perinatal period.

Conclusions
This study contributes to the growing understanding of online recruitment for intervention trials. We provide evidence that pregnant women in many regions of the world are already seeking this type of health information and choosing to engage in Internet interventions by virtue of their participation in this study. Nonconsumable Internet interventions or those that can be reused with minimal added cost have the potential to reduce health disparities globally because they can be used an unlimited number of times from any region of the world without significant increases in cost [1]. The opportunity to share these resources with a wide range of individuals who may lack local resources requires the ability to design and test these interventions with global samples of individuals from diverse ethnic and cultural backgrounds. The health field would do well to use the potential of Internet interventions to increase health resources focused on maternal mental health and to reduce health disparities where there are few resources to protect childbearing women and advance the well-being of mothers and their babies.
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Abstract

Background: Google AdWords, the placement of sponsored links in Google search results, is a potent method of recruitment to Internet-based health studies and interventions. However, the performance of Google AdWords varies considerably depending on the language and the location of the target audience.

Objective: Our goal was to describe differences in AdWords performance when recruiting participants to the same study conducted in four languages and to determine whether AdWords campaigns can be optimized in order to increase recruitment while decreasing costs.

Methods: Google AdWords were used to recruit participants to the Mood Screener, a multilingual online depression screening tool available in English, Russian, Spanish, and Chinese. Two distinct recruitment periods are described: (1) “Unmanaged”, a 6-month period in which ads were allowed to run using only the AdWords tool itself, with no human intervention, and (2) “Managed”, a separate 7-week period during which we systematically sought to optimize our recruitment campaigns.

Results: During 6 months of unmanaged recruitment, our ads were shown over 1.3 million times, resulting in over 60,000 site visits. The average click-through rate (ratio of ads clicked to ads displayed) varied from 1.86% for Chinese ads to 8.48% for Russian ads, as did the average cost-per-click (from US $0.20 for Chinese ads to US $0.50 for English ads). Although Chinese speakers’ click-through rate was lowest, their rate of consenting to participate was the highest, at 3.62%, with English speakers exhibiting the lowest consent rate (0.97%). The conversion cost (cost to recruit a consenting participant) varied from US $10.80 for Russian speakers to US $51.88 for English speakers. During the 7 weeks of “managed” recruitment, we attempted to improve AdWords’ performance in regards to the consent rate and cost by systematically deleting underperforming ads and adjusting keywords. We were able to increase the number of people who consent after coming to the site by 91.8% while also decreasing per-consent cost by 23.3%.

Conclusions: Our results illustrate the need to linguistically and culturally adapt Google AdWords campaigns and to manage them carefully to ensure the most cost-effective results.

(J Med Internet Res 2014;16(1):e18) doi:10.2196/jmir.2986
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Introduction

The rapid advance of digital media is changing the way individuals interact with and consume information. Digital media is becoming ubiquitous in many parts of the world, quickly outpacing traditional media (eg, newspapers) [1,2]. Given the rapid growth and increasing popularity of digital media, it is important for researchers interested in recruiting...
representative samples to remain informed about the efficient and effective ways of utilizing the instruments afforded by digital media for recruitment into research studies [3].

One of the chief advantages of digital media is that much of it is available for free; the costs of media production are offset by revenue that comes largely from advertisement. A company that might be considered a preeminent example of such model is Google, which provides a variety of digital media services for consumers free of charge by having a powerful and successful platform to sell advertisements that are displayed to consumers of these services. Indeed, in the past few years, Google has been consistently ranked as the world’s most popular search engine [4]. Google, with over 660 million daily visitors is also one of the world’s most popular websites in general [5], used for information gathering, shopping, email, navigation, cloud file storage, social networking, translation, and more. This robust “ecosystem” combined with Google’s immense popularity appeals to advertisers, who use Google AdWords—Google’s advertising service—to create and carry out their ad campaigns. Google’s popularity can also benefit researchers aiming to recruit participants into their studies quickly and inexpensively [6]. With such a large proportion of Internet users relying on Google services, it is possible that using Google AdWords for recruitment might yield samples that are reasonably representative of Internet users [7,8].

Though created for advertising products and services, Google AdWords has a robust set of tools that can facilitate recruitment into research. These include customizations related to keywords that trigger the ads, targeting specific geographical areas, timing of ads, and the ability to conduct multiple campaigns with distinct options concurrently. Thus, researchers may be able to recruit only in neighborhoods of interest, and only among individuals already looking for specific information (eg, depression treatment). To facilitate the evaluation of performance of campaigns (eg, to determine whether a specific recruitment message appeals to the audience of interest), AdWords has a range of tools that evaluate specific ads and specific keywords. These include calculations of impressions (instances when an ad is displayed to the user), clicks (instances when user clicks on an ad), and conversions (instances when a desired behavior occurs, eg, a purchase, or, in case of research, a consent). AdWords automatically calculates the click-through rate (CTR: ratio of total clicks per total impressions), and conversion rate (CR: ratio of total conversions per total clicks). These terms and concepts are illustrated in Figure 1.

AdWords also has tools to monitor and manage the cost of ad campaigns. Costs are incurred whenever a displayed ad is clicked. Displaying the ad (an impression) does not cost money, however, the position of the ad (and therefore its visibility for users) is determined by the maximum amount of money an advertiser is willing to pay for the ad to be clicked, in an auction bidding system. Thus, if two ads from two advertisers could be displayed for a given keyword, the ad for which an advertiser is willing to pay more will be displayed first, increasing the likelihood of it being clicked (the actual cost of the click is US $0.01 greater than the next highest bid). For popular keywords like “depression”, research studies need to compete with advertisers who are willing to expend considerable funds for clicks (eg, pharmaceutical companies). Thus, to make the most of the limited budget of research studies as well as other ad campaigns, AdWords can suggest keywords that are likely to generate interest (ie, clicks and conversions) and will automatically preferentially display the ads to improve click counts or CRs (depending on the goal of the campaigns), based on data from past ad performance and Google’s own algorithms. However, AdWords recruitment has several drawbacks—chief among which are the strict limit on the number of characters and the fact that costs are calculated based on clicks (visits) rather than actions (eg, consent). Taken together, these drawbacks can add up to a costly campaign for studies that are difficult to describe concisely, where visitors may feel misled by the advertisement.

This paper describes our experience conducting a multilingual worldwide campaign to recruit participants to a website that screens for symptoms of depression, in four languages. We will present the results from two distinct time periods of recruitment. First, a 6-month “Unmanaged” recruitment period, in which AdWords campaigns were allowed to run only with automated optimizations offered by the AdWords tool, with no human intervention. For this period, we will describe similarities and differences in campaign performance between the four languages of recruitment (English, Spanish, Russian, and Chinese). During the second “Managed” period (a separate 7-week period), we systematically sought to optimize our recruitment campaigns beyond the optimization provided by automated AdWords tools, with the goal of increasing our conversion rate (ie, consent rate) while decreasing our costs.
Methods

Participants

Eligible participants were 18 years of age; no other condition was necessary for eligibility. Participants were speakers of either English, Spanish, Chinese, or Russian. Two distinct waves of recruitment are described: a 6-month “Unmanaged” period and a 7-week “Managed” period. During the “Unmanaged” recruitment period (no management of ads), over 60,000 people visited the Mood Screener website, 30,218 were screened for eligibility, and 26,194 individuals were eligible to participate. Among eligible participants, 3828 were English speakers, 7477 were Spanish speakers, 5395 were Chinese speakers, and 9494 were Russian speakers. Eligible participants were on average 30.9 years of age (SD 11.2), 68% (17,811) were women, and 57% (14,930) identified as white or Caucasian.

During the “Managed” recruitment period (active management of ads), over 19,000 people visited the Mood Screener website, 7786 were screened for eligibility, and 6564 individuals were eligible to participate. Among eligible participants, 1282 were English speakers, 2350 were Spanish speakers, 589 were Chinese speakers, and 2343 were Russian speakers. Eligible participants were on average 31.3 years of age (SD 12.0), 66% (4332) were women, and 47% (3085) identified as white or Caucasian.

Materials

The Demographics - 1 questionnaire asked about participants’ age, gender, race, and country of residence. The Demographics - 2 questionnaire asked about participants’ country of birth (if
were then contacted via email monthly with a link to return to a detailed suicidal behaviors assessment. Consenting participants were then invited to take part in a monthly rescreening study. Interested individuals read the consent document and signed it by personalized feedback. Starting in February 2013, consenting participants indicated current or past suicidality also completed a detailed suicidal behaviors assessment. Consent was then obtained via email monthly with a link to return to the site to rescreen their mood.

AdWords Management Procedures

This investigation focuses on two distinct recruitment periods. The first, “Unmanaged”, was the 6-month period from November 15, 2011, to May 15, 2012, when no active ad management was taking place, although automatic Google-based ad management was still in effect (via enabling the setting for showing ads that are expected to maximize conversions). The study was then paused while we transitioned to a different software vendor and was restarted in February 2013. We restarted the ads that were in place during our previous recruitment period and started managing them actively shortly thereafter. Thus, the second period, “Managed”, was the 7 weeks from March 21 to May 8, 2013, when we managed ads actively, focusing on increasing conversion (consent) rates. In order to do this, we systematically examined the performance of each ad and disabled the ones that (1) had produced no or very few conversions, because these ads were unlikely to produce future conversions or (2) had high CTRs, but low CRs, because these ads appeared to be attracting those unlikely to consent.

In both cases, our goal was to minimize the opportunity cost of presenting ads that were unlikely to result in a conversion and retain the ads that were most productive in terms of conversions. For each language, we monitored the campaign weekly performance and suspended (paused) the 2–4 worst performing ads (according to the above criteria) each week. To further optimize performance, we also managed the keywords during this 7-week period. Similarly to ad management, we focused on the performance of each individual keyword and disabled the ones that produced no or very few conversions or had high click counts, but low CRs. In addition to deleting poorly performing keywords, we continuously added keywords including misspelled variations of successful keywords (eg, “depressd” and “depresed”). This was useful to our campaign due to the high frequency of searches containing misspelled words or phrases combined with much less competition among other Google AdWords campaigns.

This study was approved by the University of California, San Francisco Institutional Review Board (Committee for Human Research).

Results

Overview

For the purpose of this study, ads that had the highest numbers of conversions were considered to be the best performing ads. Conversely, if an ad was being clicked but was not generating conversions, the ad was considered low-performing.

Unmanaged Period

The summary of the ad campaign statistics are presented in Table 1. Chinese ads had by far the highest total impressions (602,634, with other languages ranging from 241,507 to 301,493), which is perhaps indicative of both the number of Chinese speakers on the Internet and the demand for information on depression among the Chinese-speaking Internet community. Despite the high number of impressions, Chinese ads generated relatively few clicks (11,209), resulting in the lowest CTR
However, the consent rate for Chinese speakers was the highest (3.62%, with other languages ranging from 0.97% to 2.46%), resulting in the second highest number of consenting participants (406).

Although the Russian campaign had the second fewest impressions (227,391), it had by far the highest number of clicks (23,514, with other languages ranging from 11,022 to 14,459), resulting in the highest CTR of all languages (8.48%, with other languages ranging from 1.86% to 5.99%). Russian cost-per-click was likewise the lowest (US $0.20, with other languages ranging from US $0.33 to US $0.50), suggesting very low competition for ads for this language. Surprisingly, although this campaign had the highest CTR, it also had the second lowest consent rate (1.87%), which nonetheless (due to the high number of initial clicks) produced 440 consented participants.

The English campaign was mostly notable for its highest costs, both per click (US $0.50) and especially per consent (US $51.88), which was almost 5 times the costs for the other languages, which ranged from US $10.80 to US $13.40. The rate of consent among English speakers was the lowest (0.97%), resulting in a far lower number of consenting participants than other languages (107, whereas other languages ranged from 355 to 440).

The Spanish campaign resulted in 355 consented participants with the second highest consent rate (2.46%). This campaign had 241,507 impressions, 14,459 clicks, and the second highest CTRs (5.99%). The cost-per-consent for the Spanish ads was US $13.40.

We also noted both similarities and differences in the keywords (ie, search terms that trigger ads) that were the most effective in generating the most conversions (see Table 2). The most successful keyword in Russian, Chinese, and Spanish was “depression”, while the English campaign’s use of “depression” produced very few conversions; “depression test” was the most effective keyword. This is likely due to the prevalence of competing English ad campaigns that also use the keyword “depression”. Indeed, “depression test” or its variations (eg, “test de depresión”) was one of the 4 most productive keywords in all languages except Chinese. Chinese campaigns were unique in that the characters for “suicide” and “commit suicide” (Table 2) were 2 of the 4 most productive keywords, whereas no other language had “suicide” as one of the top 4 keywords (Russian keyword “не хочеться жить”, “do not want to live”, is perhaps an exception). Finally, Spanish was the only language where “anxiety” (“la ansiedad”) appeared as a top keyword, and Russian was the only language where non–mood-related keyword “психологические тесты” (“psychological tests”) was a top keyword. A list of worst performing keywords is included in Table 3.

Finally, for each language there was a particular ad that significantly outperformed other ads with respect to conversions (see Table 4). The English, Russian, and Spanish campaigns’ most successful ads all contained the word “free” when describing the study. All four languages’ most successful ads contained the name “University of California, San Francisco”, or its abbreviation, and were direct in describing the purpose of the study. Ads that contained less formal descriptions (eg, “Can’t eat, sleep, focus?”) were less successful (Table 5).

Table 1. Statistics from the unmanaged 6-month period.

<table>
<thead>
<tr>
<th></th>
<th>English</th>
<th>Russian</th>
<th>Chinese</th>
<th>Spanish</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Impressions, n</td>
<td>301,493</td>
<td>277,391</td>
<td>602,634</td>
<td>241,507</td>
<td>1,373,025</td>
</tr>
<tr>
<td>Clicks (visitors), n</td>
<td>11,022</td>
<td>23,514</td>
<td>11,209</td>
<td>14,459</td>
<td>69,204</td>
</tr>
<tr>
<td>Click-through rate, %</td>
<td>3.66</td>
<td>8.48</td>
<td>1.86</td>
<td>5.99</td>
<td>4.38</td>
</tr>
<tr>
<td>Cost-per-click, US$</td>
<td>0.50</td>
<td>0.20</td>
<td>0.42</td>
<td>0.33</td>
<td>0.33</td>
</tr>
<tr>
<td>Consented, n</td>
<td>107</td>
<td>440</td>
<td>406</td>
<td>355</td>
<td>440</td>
</tr>
<tr>
<td>Consent rate, %</td>
<td>0.97</td>
<td>1.87</td>
<td>3.62</td>
<td>2.46</td>
<td>2.17</td>
</tr>
<tr>
<td>Cost per consent, US$</td>
<td>51.88</td>
<td>10.80</td>
<td>11.71</td>
<td>13.40</td>
<td>15.15</td>
</tr>
</tbody>
</table>
Table 2. Best performing keywords.

<table>
<thead>
<tr>
<th>Language</th>
<th>Best performing keywords</th>
<th>English translation</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>depression test</td>
<td>depression</td>
</tr>
<tr>
<td></td>
<td>sad</td>
<td></td>
</tr>
<tr>
<td></td>
<td>symptoms of depression</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Am I depressed</td>
<td></td>
</tr>
<tr>
<td>Russian</td>
<td>депрессия</td>
<td>depression</td>
</tr>
<tr>
<td></td>
<td>психологоческие тесты</td>
<td>psychological tests</td>
</tr>
<tr>
<td></td>
<td>депрессия тест</td>
<td>depression test</td>
</tr>
<tr>
<td></td>
<td>не хочу съесть</td>
<td>do not want to live</td>
</tr>
<tr>
<td>Chinese</td>
<td></td>
<td>depression</td>
</tr>
<tr>
<td></td>
<td></td>
<td>depression</td>
</tr>
<tr>
<td></td>
<td></td>
<td>suicide</td>
</tr>
<tr>
<td></td>
<td></td>
<td>wanted to commit suicide</td>
</tr>
<tr>
<td>Spanish</td>
<td>Depresión</td>
<td>depression</td>
</tr>
<tr>
<td></td>
<td>Test de depresión</td>
<td>depression test</td>
</tr>
<tr>
<td></td>
<td>La ansiedad</td>
<td>anxiety</td>
</tr>
<tr>
<td></td>
<td>Síntomas de depresión</td>
<td>symptoms of depression</td>
</tr>
</tbody>
</table>

Table 3. Worst performing keywords.

<table>
<thead>
<tr>
<th>Language</th>
<th>Worst performing keywords</th>
<th>English translation</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>major depressive disorder symptoms</td>
<td>depression 1 symptoms</td>
</tr>
<tr>
<td></td>
<td>online depression test</td>
<td></td>
</tr>
<tr>
<td></td>
<td>depression screening</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Take a depression test</td>
<td></td>
</tr>
<tr>
<td>Russian</td>
<td>Имею ли депрессию</td>
<td>Do I have depression</td>
</tr>
<tr>
<td></td>
<td>депрессия симптомы</td>
<td>depression 2 symptoms</td>
</tr>
<tr>
<td></td>
<td>Depresiija</td>
<td>depression test free</td>
</tr>
<tr>
<td></td>
<td>бесплатно</td>
<td>depression screening questionnaire</td>
</tr>
<tr>
<td>Chinese</td>
<td></td>
<td>depressed</td>
</tr>
<tr>
<td></td>
<td></td>
<td>no hope</td>
</tr>
<tr>
<td></td>
<td></td>
<td>excessive pressure</td>
</tr>
<tr>
<td>Spanish</td>
<td>Inútil y triste</td>
<td>useless and sad</td>
</tr>
<tr>
<td></td>
<td>Prueba gratuita de depresión</td>
<td>free depression trial</td>
</tr>
<tr>
<td></td>
<td>Depreziom</td>
<td>depression 1</td>
</tr>
<tr>
<td></td>
<td>Estado de ánimo triste</td>
<td>sad mood</td>
</tr>
</tbody>
</table>

1Deliberate misspellings in the original language.
2Transliteration.
Table 4. Best performing ads

<table>
<thead>
<tr>
<th>Language</th>
<th>Best performing ads</th>
<th>English translations</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>Free depression test from the University of California, San Francisco</td>
<td>Test for depression. Find out if you have depression. Free mood test from UCSF.</td>
</tr>
<tr>
<td>Russian</td>
<td>Тест на депрессию. Узнайте есть ли у Вас депрессия. Бесплатный тест настроения из УКСФ</td>
<td>Do you think you might have depression? Find out – five minute survey provided by UCSF.</td>
</tr>
<tr>
<td>Chinese</td>
<td>情绪测试。找出你是否有抑郁症。来自UCSF的免费情绪测试。</td>
<td></td>
</tr>
<tr>
<td>Spanish</td>
<td>Test de depresión gratis proporcionado por la Universidad de California, San Francisco.</td>
<td>Free depression test provided by the University of California, San Francisco.</td>
</tr>
</tbody>
</table>

Table 5. Worst performing ads.

<table>
<thead>
<tr>
<th>Language</th>
<th>Worst performing ads</th>
<th>English translations</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>Can’t eat, sleep, focus? Find out if you are depressed with a free online test from UCSF.</td>
<td>Mood checker. Find out if you have depression. Free mood test from UCSF.</td>
</tr>
<tr>
<td>Russian</td>
<td>Проверка настроения. Узнайте есть ли у Вас депрессия. Бесплатный тест настроения из УКСФ.</td>
<td>Feeling sad and hopeless? Check whether your symptoms are related to depression. Free depression questionnaire.</td>
</tr>
<tr>
<td>Chinese</td>
<td>情绪测试。找出你是否有抑郁症。来自UCSF的免费情绪测试。</td>
<td></td>
</tr>
<tr>
<td>Spanish</td>
<td>Examine su ánimo. Complete gratis una evaluación de la Universidad de California, SF.</td>
<td>Examine your mood. Complete a free evaluation from the University of California, SF.</td>
</tr>
</tbody>
</table>

**Managed Period**

During the 7-week managed period, we monitored the campaigns closely, suspending underperforming ads and keywords and adding new keywords, with the goal of improving consent rate and reducing per-consent cost. Table 6 presents details on the first 2 weeks of the managed period and the last 2 weeks, to illustrate the changes. The number of impressions increased by 38.10%, clicks increased by 34.82%, conversions increased by 91.84% and the CR increased by 42.11%. The cost-per-click and cost-per-consent decreased by 16.13% and 23.31% respectively. The weekly changes in the two metrics most relevant to researchers planning to conduct AdWords campaigns—consent rate and per-consent costs—are illustrated in Figure 2.

Table 6. Changes in ad campaign performance during the managed period.

<table>
<thead>
<tr>
<th></th>
<th>First 2 weeks</th>
<th>Last 2 weeks</th>
<th>Change, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Impressions, n</td>
<td>331,273</td>
<td>457,506</td>
<td>+38.10</td>
</tr>
<tr>
<td>Clicks (visitors), n</td>
<td>8,812</td>
<td>11,881</td>
<td>+34.82</td>
</tr>
<tr>
<td>Click-through rate, %</td>
<td>2.66</td>
<td>2.60</td>
<td>−2.26</td>
</tr>
<tr>
<td>Cost-per-click, SUS</td>
<td>0.62</td>
<td>0.52</td>
<td>−16.13</td>
</tr>
<tr>
<td>Consented, n</td>
<td>184</td>
<td>353</td>
<td>+91.84</td>
</tr>
<tr>
<td>Consent rate, %</td>
<td>2.09</td>
<td>2.97</td>
<td>+42.11</td>
</tr>
<tr>
<td>Cost per consent, SUS</td>
<td>18.23</td>
<td>13.98</td>
<td>−23.31</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

The purpose of this study was to describe worldwide Google AdWords campaigns recruiting participants to a health research website consisting of a depression screening study in four languages, to illustrate similarities and differences among the four languages and to demonstrate that active management of AdWords campaigns can substantially increase the recruitment rates while decreasing costs.

Our results offer a compelling illustration of the competitive nature of Google AdWords campaigns. Given the auction system that drives AdWords, popular markets such as the English-speaking market require greater expenditures to be competitive. The low rate of consent along with very high costs likely reflect the high competition for English-language depression-related keywords as well as perhaps the perception among English speakers that multiple options for information and monitoring are available to them. Not only are there more advertisers vying for the top spot in English-language ads, thereby increasing the price, but the market itself is saturated with ads and products that cater to English speakers, which results in users being both more selective and more accustomed to ignoring advertisements. These pressures likely resulted in English-language ads having the highest cost-per-click and by far the highest per-consent cost, which was about five times higher than any of the other three languages. Thus, a researcher wishing to conduct multilingual campaigns must consider not only the relative popularity (and therefore cost) of the keywords they plan to use to trigger the ads, but also the languages of the campaign itself, and to allocate funds appropriately to ensure equal recruitment.

Another difference that appeared to emerge in our data is the timing of individuals’ commitment, as evidenced chiefly by differences in the CTRs and CRs between Chinese and Russian ads. Whereas Russian speakers were quite willing to click on ads—their CTR was the highest of all languages—they appeared reluctant to commit to participate, exhibiting a very low consent rate. This suggests that, even though the initial interest in the site among Russian speakers was high, it applied only to the initial screening, and not to any further involvement. Chinese speakers, on the other hand, may be reluctant to visit an unknown site based on a simple ad, but once they visit, they are more likely to continue participating in the study. The results suggest that both the sites and the ads may need to be structured differently depending on the language of the intended audience. For instance, a researcher might choose to design an especially attractive and thorough ad for Chinese speakers or might put more effort into the design of the recruitment message for Russian speakers.

There were notable similarities between the languages in regards to ads and keywords that were the most productive. For instance, ads briefly describing the purpose of the study (eg, depression screener) and using the word “free” resulted in highest CTRs and CRs. The ads that listed specific symptoms or ads that promoted self-improvement did not generate sufficient participant flow. This suggests that researchers wishing to
simplify their ad campaigns should consider using simple, descriptive ads that are likely to be universally acceptable. Future studies might examine whether individuals with specific characteristics might be more likely to respond to a specific type of an ad. Keywords likewise revealed similarities, with all languages having “depression” or “depression test” as one of the most productive keywords. This observation was expected: individuals are more likely to click on an ad that conforms to the terms of their search. There were some notable departures from this pattern. First, keywords related to suicide generated considerable participant flow among Chinese-speakers (and among Russian-speakers as well). The fact that Chinese speakers who searched for suicide-related terms clicked on an ad for a depression-related site might suggest that these individuals are particularly troubled by suicidal symptoms [16]. Alternatively, this might suggest the paucity of resources available online for Chinese and Russian speakers (for instance, searching for the word “depression” in English produces 62 million results, compared to 15 million results for the Chinese term for depression and less than 3 million for Russian). The same may be true for Spanish speakers (only 1.5 million results for the Spanish word for depression), for whom “la ansiedad” (anxiety) was one of the top keywords that led individuals to click on an ad for a depression screening study.

Importantly, we found that that by actively managing AdWords campaigns, it is possible to both increase the rate of recruitment and decrease costs. Our strategy targeted both ads and keywords. We removed under-performing keywords in an attempt to weed out individuals who may be less likely to participate (based on data from previous visitors using the same keywords to enter the study). We also removed under-performing ads to ensure that individuals would see ads that were more likely to bring them into the study. These efforts resulted in higher traffic and lower per-person costs. In the era of shrinking research budgets, being able to significantly increase the consent rate while decreasing per-consent cost should be a relief for researchers attempting to do large-scale recruitment with Google AdWords. Although Google AdWords has built-in tools to improve ad performance, researchers who wish to maximize the efficiency of their ad campaigns are advised to actively manage and optimize their ad campaigns. No person-hours were spent during the 6-month “Unmanaged” campaign. During the 7-week managed period, a research assistant spent approximately 1.5-2 hours per week examining the campaigns, pausing keywords and ads, and adding keywords. Slightly more time was spent during the beginning weeks of the managed period to make adjustments to the campaigns, and time commitments lessened somewhat during the final weeks. The personnel cost, however, was offset by the greater efficiency and effectiveness of the recruitment campaigns, and we believe that this investment in person-hours is well justified.

Limitations
This study has several limitations. The study describes two distinct recruitment periods that took place 1 year apart, with the managed period being conducted in the spring, while the unmanaged period was conducted over winter and the beginning of spring. It is possible that seasonal differences could have affected the flow and the type of participants searching depression-related terms. The numbers from these periods are not directly comparable given the rapid changes in Internet and its users and in Internet advertisement. To illustrate changes in ad performance, we selected a short management period (7 weeks) to minimize the historical influence of changes in Internet and Internet advertisement. We report changes in ad performance in a “pre-post” design; conducting two campaigns simultaneously, one managed and one unmanaged, would have been a more powerful illustration. However, such a design may introduce considerable undesirable confounds as ads in such two campaigns would be competing against each other. For Chinese and Russian speakers, Google is not the dominant search engine (Baidu and Yandex have larger market shares in China and Russia, respectively), thus our data may not be fully representative of Chinese- and Russian-speaking Internet users. Given the evolving nature of Internet users, the specifics of our results may not reflect future Internet users; however, our conclusions regarding the need to monitor and carefully manage ad campaigns to optimize their performance will most likely remain applicable well into the future.

Conclusions
The Internet made it possible to conduct research in the global community, on populations that would otherwise not be represented in research samples, and to do so quickly, efficiently, and inexpensively. Researchers who wish to take advantage of such tremendous research opportunities can make use of sophisticated tools specifically designed to reach individuals on the Internet and deliver targeted recruitment messages. The enormous diversity of global populations calls for a similar diversity of outreach, both to make research opportunities appealing to as many people as possible, as well as to increase the efficiency of such endeavors. This study demonstrates the potential of a tool such as Google AdWords for recruitment of research participants, illustrates the differences in effectiveness of recruitment campaigns between four different languages, and emphasizes the value of actively managing recruitment. Understanding both differences and similarities of outreach approaches will help advance research practices and, consequently, the research itself.
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Abstract

Background: Web-based interventions for the early treatment of depressive symptoms can be considered effective in reducing mental complaints. However, there is a limited understanding of which elements in an intervention contribute to effectiveness. For efficiency and effectiveness of interventions, insight is needed into the use of content and persuasive features.

Objective: The aims of this study were (1) to illustrate how log data can be used to understand the uptake of the content of a Web-based intervention that is based on the acceptance and commitment therapy (ACT) and (2) to discover how log data can be of value for improving the incorporation of content in Web-based interventions.

Methods: Data from 206 participants (out of the 239) who started the first nine lessons of the Web-based intervention, Living to the Full, were used for a secondary analysis of a subset of the log data of the parent study about adherence to the intervention. The log files used in this study were per lesson: login, start mindfulness, download mindfulness, view success story, view feedback message, start multimedia, turn on text-message coach, turn off text-message coach, and view text message. Differences in usage between lessons were explored with repeated measures ANOVAs (analysis of variance). Differences between groups were explored with one-way ANOVAs. To explore the possible predictive value of the login per lesson quartiles on the outcome measures, four linear regressions were used with login quartiles as predictor and with the outcome measures (Center for Epidemiologic Studies—Depression [CES-D] and the Hospital Anxiety and Depression Scale—Anxiety [HADS-A] on post-intervention and follow-up) as dependent variables.

Results: A significant decrease in logins and in the use of content and persuasive features over time was observed. The usage of features varied significantly during the treatment process. The usage of persuasive features increased during the third part of the ACT (commitment to value-based living), which might indicate that at that stage motivational support was relevant. Higher logins over time (9 weeks) corresponded with a higher usage of features (in most cases significant); when predicting depressive symptoms at post-intervention, the linear regression yielded a significant model with login quartile as a significant predictor (explained variance is 2.7%).

Conclusions: A better integration of content and persuasive features in the design of the intervention and a better intra-usability of features within the system are needed to identify which combination of features works best for whom. Pattern recognition can be used to tailor the intervention based on usage patterns from the earlier lessons and to support the uptake of content essential for therapy. An adaptable interface for a modular composition of therapy features supposes a dynamic approach for Web-based treatment; not a predefined path for all, but a flexible way to go through all features that have to be used.

(J Med Internet Res 2014;16(1):e27) doi:10.2196/jmir.2991
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Introduction

Web-based interventions for mental health treatment are promising. Clients prefer these treatments to face-to-face treatments alone, and Web-based interventions are successful in realizing the objectives of treatment [1-4]. Such interventions can be considered effective in access to and reduction of mental complaints comparable to traditional face-to-face therapy [2], although the reach of interventions is quite biased; most users are female and highly educated. To understand the effects of Web-based interventions, it is important to know which elements of an intervention contribute to effectiveness [2]. Many studies focus on whether and which user characteristics explain or predict the effects of an intervention, thereby overlooking the characteristics of the Web-based intervention that can influence the effects. From prior studies we know that interactivity (eg, support from a counselor [5]), dose-response, frequent updates of content, and persuasive technology (eg, reminders) increase adherence to a Web-based intervention [6].

Adherence, the usage of a system as intended, appears to be a mediator for realizing treatment objectives. In this connection, log data are important to get objective and real-time information about the usage of the intervention, how users “walk through the intervention” when they log in, and what actions they carry out during the login period. Log data as such can provide a broad and in-depth insight into adherence or (non)adherence during a treatment process. The number of logins, the number of actions per participant, and the proportion of completed modules (lessons, actions) and time spent in the treatment course have been used as metrics to identify the attrition curve and the differences between user groups, for example adherers, nonadherers, or lower active users [7]. A higher number of completions of activities or modules per login led to a greater benefit of the treatment program than little login activity or medium activity per login [7]. This can imply that support for login can improve outcomes.

Recent studies have shown that adherence to a Web-based intervention can be predicted on the usage patterns of an intervention [8,9]. For example, the number of logins in the first week of a treatment process or the number of active days in the first week can be used as predictors for adherence to the interventions. Understanding how users interact with technology is important to increase the ease of using a Web-based intervention and to avoid dropouts. In particular, log data from the early usage of the intervention can provide valuable prompts for employment of persuasive triggers to remind low-active users to login. For example, log data from a lifestyle (weight loss) Web-based intervention that combines social networking tools (blogs, discussion forum) with an online dietary intervention program [8] showed that high usage of the intervention during the first weeks (early interaction) was highly correlated with retention of the user to the intervention. Usage was a stronger predictor for a return than behavior intentions or demographics. The usage of persuasive features, such as social support, influenced the return and adherence to the intervention.

To improve the ease of use and persuasiveness of the Web-based interventions, insight is needed into not only the number of logins or proportion of completed modules but also the usage of the features of the intervention over time. The study [9] used log data to understand whether high and low adherers differ in the usage of the features of the intervention. The log files contained data about actions taken by each participant: user ID, action type (for example “logged in”), action specification (to know how they “walk” through the intervention, eg, lesson 1, screen 11), and which elements were “visited” (clicks on, eg, feedback), the time, and day. Based on that data, the number of times each participant performed an action in the Web-based intervention was extracted. For logins, this meant that not only the total number of logins per participant during the intervention period was extracted, but furthermore, the number of logins per participant per lesson of the intervention. From this data it was possible to observe, for each participant, which elements in the intervention (lessons) had been reached and which specific actions were undertaken (viewing feedback for example) at what moment. The emergent patterns in usage (low/high visited elements) and differences between users (low/high adherence) can be of value to know the critical moments for employment of persuasive features to support motivation, to explain the risks of dropout, and to stimulate users in a positive way to achieve their goals. The differences in user patterns can be used to motivate low or medium adherers to log in and to remind them to use the content that is crucial for progress in treatment.

To optimize a Web-based intervention, log data can be used to predict what features and what combination of features correlate with adherence and effects. From a previous study [6], we know that Web-based interventions consist of different content features such as education, information, exercises, monitoring, in combination with a variety of persuasive features, such as SMS text messaging (short message service, SMS) and reminders, to support users during the treatment process. In most cases, the content in Web-based interventions is based on therapies to change behaviors or lifestyles, similar to the traditional face-to-face behavior change interventions [2]. Research on the format or design of the content of Web-based interventions is scarce; most research is done to compare Web-based interventions with traditional interventions in terms of perceived helpfulness, satisfaction or reached goals, and effect sizes (meta-analysis) [2]. The content element for a Web-based intervention is often applied straight to a Web-based environment, usually organized in accordance with the traditional face-to-face approach, providing a scheme and schedule for doing homework, exercises, and for providing feedback. The employment of persuasive features (reminders, etc) seems rather ad hoc and intuitive [6].

Log data analysis can provide rich and worthwhile knowledge about how an intervention works in practice and which elements in an intervention (content and system) should be improved in such a way that participants can benefit more from the intervention. In particular, it is important to know how the content of a Web-based therapy should be presented to encourage participants to follow the treatment path. In particular, for content-driven interventions delivered via the Internet, the use of persuasive features, such as reminders, can be important.
to motivate participants to take up the education, information, and exercise modules from the therapy. This requires that log data are incorporated appropriately in the intervention in order to measure the performance in practice. To do so, a log protocol can be developed to gather information about users (login ID, informed consent), action types (login/logout, start lesson, start exercise, download exercise, view feedback message, etc), action specification (eg, name of text message that was viewed, visited page of system), time, and day [9-11].

The results of log data can be used to optimize the usability of the system and the persuasiveness of the content of the intervention. For example, when certain features are not used as expected, the log files and usage patterns can be considered for investigating problems related to ease of use, for example, features that are not well incorporated in the system and as such could be overlooked. Reminders, for example, might not be well connected to the content, which could result in no actions. As such, log data can provide the prompts for a more dynamic and flexible presentation of content for a Web-based therapy than a “self-help-book on the Internet”. Therefore, the aims of this study were (1) to illustrate how log data can be used to understand a Web-based intervention that is based on acceptance and commitment therapy (ACT) and (2) how log data can be of value for improving the incorporation of content in Web-based interventions.

This study was built on the findings of a prior study [9] using log data to identify differences in usage activities of adherers and nonadherers. The study found that the predictive value of characteristics of participants on adherence is very small and that for realizing effects the uptake of all features of the intervention is important. The aforementioned studies [7,9] found that high active users can benefit more from the intervention, but that more insight is needed in how use of a program of therapy impacts outcomes. Therefore, the focus of this study was on the usage of elements or features of a therapy-based program, that is, ACT, which is a form of cognitive behavioral therapy (CBT) rapidly being implemented in mental health care. Although the content of some exercises and education in ACT may be slightly different from CBT, the generic approach of the intervention is similar. As in CBT in general, we expect that many new Web-based interventions based on ACT will be built.

Methods

Parent Study and Participants

In this study, we carried out a secondary analysis of a subset of the log data of a Web-based treatment aimed at reducing depression from the Web-based “Living to the Full” intervention.

The analyses described in this paper have been performed on a subset of data collected in the parent study on the adherence of the Web-based intervention for the prevention of depression. Participants were adults with mild to moderate depressive symptoms, that is, >9 and <39 on the Center of Epidemiologic Studies—depression scale (CES-D) [12], who completed our online screening procedure. Participants were recruited from the general public (advertisement) and were selected to avoid users who are not a target of therapy. For the current study, data from participants who started the first of nine lessons were used. Therefore, we used the data of 206 out of the 239 participants of the parent study [9].

The Web-Based “Living to the Full” Intervention

Context

The Web-based “Living to the Full” intervention is based on ACT [13] and mindfulness [14,15] and has been published as a self-help book [16]. The intervention has been shown to be effective in reducing depressive and anxiety symptoms as a group and self-help course with email support [17-19]. The Web-based intervention is an individually based self-help program. Participants can access the Web-based intervention at any time, from any place, free of charge. The intended usage is 3 hours per week.

ACT consists of three main processes: open, centered, and engaged responding [20]. The first process, open responding, consists of acceptance of negative emotions and feelings and cognitive defusion. The opposite of acceptance, experiential avoidance (EA), has been defined as the attempt to escape or avoid personal events (emotions, memories, thoughts), even when the attempt to do so causes psychological harm [21]. Avoidance strategies, such as the excessive use of medication, food, or alcohol, or refraining from work or social activities, are common reactions to distress and are often effective in the short term. However, in the long term, EA tends to foster feelings of frustration and escalating psychological distress. Cognitive defusion is the ability to let go of entanglement with negative thoughts by viewing them from a distance in a non-judgmental way. The second process, centered responding, consists of mindfulness. Mindfulness refers to a state of being attentive to and aware of experiences (including physical sensations, emotions, thoughts, imagery) occurring in the present moment in a non-judgmental or accepting way [14,22]. The third process, engaged responding, refers to knowing one’s personal values and to committing one’s self to actions based on these values, even in the presence of undesired feelings and thoughts [23]. From the perspective of ACT, values can be seen as an intrinsic motivating framework for leading a meaningful life. When a person is open, centered, and engaged, they are considered to be psychologically flexible, that is, able to act effectively in accordance with personal values in the presence of negative private experiences [24]. The three main processes of ACT are highly interrelated, and one cannot be psychologically flexible without responding in all three ways [20].

Content

When participants log in to the Web-based intervention, they start in the “cockpit”. This home page of the Web-based intervention is presented in Figure 1. The Web-based intervention included a number of features, which can be grouped as general features, content features, and supportive or persuasive features. General features within the intervention are My Account (Figure 1, number 6), where participants can edit personal information as their username and password; Help
Content Features

The ACT-based intervention consisted of nine lessons (see Figure 1, number 1) that had to be completed in a chronological order in a 12-week period. Participants were free to choose whether they worked through a lesson in one session or in multiple sessions. Participants were expected to follow all nine lessons to receive the full extent of the ACT processes.

Lessons 1, 2, and 3 focused on becoming aware of the negative consequences of EA among participants (so they became aware of the consequences of not responding openly, the first process of ACT). For example, in Lesson 2, participants made a list of all the stresses they were experiencing. They mapped all the coping strategies they used in the past in order to get control of their distress and the investments (eg, time, money) that were involved in applying these control strategies. The participants were then asked to consider the effectiveness of these strategies in the short term and in the long term and to consider that these strategies were not effective in reducing distress in the long term despite the large amount of time and money they invested. This gave rise to a feeling of creative hopelessness [13]. They became aware that the agenda of control has not been working for them, and this awareness created feelings of hopelessness.

At the same time, these feelings opened up the possibility of an alternative coping strategy: acceptance of negative emotions, feelings, and thoughts. In Lessons 4, 5, and 6, participants practiced open responding. The participants learned to accept undesired emotions and to defuse negative thoughts and to disidentify with outer world aspects such as status or luxury goods and inner states such as feelings. In Lesson 5 for example, the participants had to write down five thoughts that bothered them a lot. As a second step, they had to write before each thought “I have the thought that…”. This exercise helped them to become aware that what they were thinking were mere thoughts and not reality. Another exercise was a mindfulness exercise in Lesson 4 in which they had to focus on a difficult situation they had experienced. The participants learned to notice and accept unpleasant feelings in their bodies and stay present with any negative emotions that might arise.

Important transitions are between Lessons 3 and 4 and between Lessons 6 and 7. Between Lessons 3 and 4, participants had to let go of the agenda of control and avoidance and to adopt the agenda of acceptance of distress. An example of an exercise was the tug-of-war metaphor. Participants were invited to imagine themselves in a tug of war with their unwanted emotions and thoughts. This is an exhausting battle that cannot be won. As an alternative, they could decide to drop the rope.
and end the tug of war. Between Lessons 6 and 7, participants were invited to make decisions and change their behavior based upon their values even in the presence of unwanted feelings and thoughts. In the last three lessons, participants had to “walk the talk”.

The nine lessons were structured as follows. Each lesson started with an introduction of the topic of that specific lesson related to the aforementioned ACT and lessons. Every lesson incorporated exercises, homework, mindfulness exercises, metaphors (like the tug of war), and information related to that specific lesson. A diary could be used starting in Lesson 2. In each lesson, a short mindfulness meditation exercise was introduced that participants had to practice on a daily basis at home. In Lessons 1, 2, 5, 6, and 8, a new mindfulness exercise was presented in an online audio player, but participants had the opportunity to download the exercise as an MP3 file as well (see Multimedia Appendix 1). In Lesson 3, the participant was asked to repeat the exercises of Lessons 1 and 2. In Lessons 4 and 7, the mindfulness exercise was presented through text instruction. In Lesson 9, no new exercise was introduced. Rather, the participants were advised to integrate mindfulness exercises in their daily life. Users could start an exercise and download the exercise for practicing (see Multimedia Appendix 1).

**Persuasive Features**

The persuasive features that were available through the nine lessons for all participants were feedback (Figure 1, number 3), a diary (Figure 1, number 4), and success stories (Figure 1, number 5). Participants received feedback via the system after completing a lesson. They had to view the feedback by clicking on the feedback option (see Multimedia Appendix 1). The feedback was provided when a participant had viewed all psychoeducational material and had completed all the exercises. Furthermore, the feedback was sent to the Web-based system at least 5 days after the participant had started the lesson. This was done to ensure that a participant spent enough time on each lesson to be able to fully process the information. All feedback was designed to support the participant in the uptake of the content and was intended to strengthen the ACT principles. Participants could use the diary feature to monitor their behavior and their learning of the ACT processes. The diary was not an obligatory feature of the intervention and was purely for the participant; the counselor had no access to the diary entries.

The intervention included nine success stories; after the completion of each lesson, a new success story became available for the participants (Multimedia Appendix 1). Each story had the same format in which a fictional earlier participant answered questions on the meaning of the course to them, positive experiences with the course, difficult moments within the course, and what advice they could give the current participant. Each story was different in that it focused on the content of the lesson in which the story was released. The goal of the success stories was to support the uptake of the content of each lesson and for the participants to be able to identify themselves with other users of the intervention.

Apart from persuasive features that were available for all participants, there were two features that were available for only a part of the participants. These features were part of the fractional factorial randomized controlled trial design of the parent study; both features were available for approximately half of the participants. Inclusion of these features was randomized, so a participant could have both features present, a single one, or neither of them. These features were the inclusion of multimedia (ie, video clips) within the lessons and the inclusion of an SMS coach (Multimedia Appendix 1).

For the participants in the scenario that included video, Lessons 1 to 8 included a clip in which an expert in ACT gave a thorough explanation of the ACT process central to that lesson. The videos were intended to support the understanding of the ACT processes, but the same content was also explained in the psychoeducational material available for all participants.

The participants in the scenario that included an SMS coach had the opportunity to turn on the SMS coach. This meant they received three SMS text messages per lesson on their mobile phone. Regardless of whether the SMS coach was turned on or off, for the participants in that scenario, all SMS text messages were presented within the Web-based intervention as well (Multimedia Appendix 1). The messages were intended to remind the participants to continue the lessons and to do the mindfulness exercises, but they were also intended to support the uptake of the ACT processes in daily life. This was done, for example, by posing ACT-related questions tailored to the lesson the participant was working on.

**Data Collection and Analysis**

In this study, we focused on a subset of the data that was collected in the larger study. Our focus was on the usage of the content and persuasive features per participant per lesson. These data were collected by automatically logging the actions of each participant within the Web-based intervention. From these data, the number of specific actions per participant per lesson were extracted.

Of the content features, the number of logins within a certain lesson was logged. We did not log viewing of the different screens of psychoeducational material and exercises within each lesson because of the obligatory and chronological nature of each lesson (ie, all the screens in each lesson had to be viewed in order for the participant to be able to go to the next lesson). Of the mindfulness exercises, the number of times a participant started and/or downloaded each exercise was logged (Multimedia Appendix 1).

Of the persuasive features that were available for all participants, we logged the number of feedback messages viewed and the number of success stories viewed. Usage of the diary feature was not logged due to the optional nature of this feature and because the diary was purely for the participants themselves. Of the persuasive features that were available to some participants, we logged the number of video clips viewed, the number of SMS text messages viewed within the Web-based intervention, and the number of times the SMS coach was turned on and off.

To summarize, the log files used in this study were per lesson: login, start mindfulness, download mindfulness, view success
story, view feedback message, start video, turn on SMS coach, and view text message. Action specifications were, for example, the name of the mindfulness exercise that was started or which text message was viewed and was used to identify the number of unique actions per lesson (eg, did the participant view the same feedback message multiple times or did the participant view different messages?).

Statistical analysis was done with SPSS 20. For all analysis an alpha of .05 was used as the level of significance. Differences between lessons were explored with repeated measures analysis of variance (ANOVA) where the factor “time” had nine levels (one for each lesson of the intervention). For the trend analyses, we were mainly interested in whether there was a linear trend (eg, whether during the 9 time points, the overall score increased or decreased). However, significant fluctuations over time may also be of interest. Therefore, we also investigated whether there was a quadratic, cubic, or order 4 until order 8 effect. For this paper, significant higher order effects were interpreted as a significant fluctuation in use over the nine lessons. The higher the order, the stronger the fluctuations in usage.

To explore differences between higher and lower active users, a quartile split was used to divide the participants into four groups based on the average number of logins per started lesson. Differences between these groups on usage of the different features were explored with one-way ANOVAs. Differences between the groups on the number of participants who turned the SMS coach on were explored with a chi-square test.

To explore the possible predictive value of the login per lesson quartiles on the outcome measures, four linear regressions were used with login quartiles as predictor and with the outcome measures (CES-D and Hospital Anxiety and Depression Scale—Anxiety [HADS-A] at post intervention and follow-up) as dependent variables. Depressive symptoms were measured with the CES-D (20 items, score 0-60); higher scores mean more depressive symptoms [12,25] at baseline, post intervention, and follow-up. Anxiety symptoms were measured with the HADS-A (7 items, score 0-21; higher scores mean more anxiety symptoms) [26,27] at baseline, post intervention, and follow-up.

Missing data on clinical measures (CES-D and HADS-A) were imputed with the expectation-maximization method in PASW 18. This method estimates the unmeasured data based on maximum likelihood estimates using observed data in an iterative process [28]. Observed data on CES-D, HADS-A, gender, age, education, lesson reached, and support situation were used for estimation.

Results

Usage of Content and Persuasive Features per Lesson

Of the 238 participants that were randomized and received login information, 206 participants logged in (Lesson 1) and 118 participants completed Lesson 9 (Table 1). The use of the intervention (adherence rate) fluctuated over time; critical moments for dropout appeared in Lessons 3 and 6 [9].

Table 1 presents the mean login and the mean use of features that were available for all participants per lesson. Over time, the mean login activities for the features available for all participants decreased significantly: linear effect, P<.001, F₁=13.656 (see Figure 1). Table 1 shows that not all features have been used in all the lessons, like mindfulness (unique messages, downloaded, success stories; mean score below 1).

Table 1. Mean logins and mean use of features available for all participants per lesson.

<table>
<thead>
<tr>
<th>Lesson No. (n)</th>
<th>Login, mean (SD)</th>
<th>Feedback, mean (SD)</th>
<th>Unique feedback, mean (SD)</th>
<th>MF started, mean (SD)</th>
<th>Unique MF started, mean (SD)</th>
<th>Unique MF downloaded, mean (SD)</th>
<th>Success stories, mean (SD)</th>
<th>Unique success stories, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (206)</td>
<td>4.40 (3.05)</td>
<td>2.04 (2.34)</td>
<td>1.36 (1.00)</td>
<td>1.75 (1.59)</td>
<td>0.88 (0.33)</td>
<td>0.50 (0.50)</td>
<td>1.67 (1.53)</td>
<td>1.28 (0.78)</td>
</tr>
<tr>
<td>2 (194)</td>
<td>4.12 (2.82)</td>
<td>2.10 (2.37)</td>
<td>1.53 (1.18)</td>
<td>1.28 (1.31)</td>
<td>0.78 (0.49)</td>
<td>0.51 (0.58)</td>
<td>1.03 (1.40)</td>
<td>0.87 (1.06)</td>
</tr>
<tr>
<td>3 (174)</td>
<td>3.92 (2.58)</td>
<td>2.20 (2.94)</td>
<td>1.53 (1.56)</td>
<td>0.83 (1.41)</td>
<td>0.57 (0.77)</td>
<td>0.03 (0.17)</td>
<td>0.84 (1.29)</td>
<td>0.68 (1.00)</td>
</tr>
<tr>
<td>4 (159)</td>
<td>4.27 (2.34)</td>
<td>2.44 (3.60)</td>
<td>1.68 (1.78)</td>
<td>0.11 (0.55)</td>
<td>0.06 (0.29)</td>
<td>0.03 (0.22)</td>
<td>0.73 (1.20)</td>
<td>0.63 (0.97)</td>
</tr>
<tr>
<td>5 (152)</td>
<td>3.70 (2.00)</td>
<td>1.99 (2.53)</td>
<td>1.50 (1.38)</td>
<td>1.08 (1.01)</td>
<td>0.73 (0.47)</td>
<td>0.40 (0.59)</td>
<td>0.51 (1.05)</td>
<td>0.44 (0.84)</td>
</tr>
<tr>
<td>6 (149)</td>
<td>4.26 (3.25)</td>
<td>1.87 (2.54)</td>
<td>1.46 (1.59)</td>
<td>1.03 (1.32)</td>
<td>0.64 (0.56)</td>
<td>0.40 (0.63)</td>
<td>0.58 (1.28)</td>
<td>0.52 (1.08)</td>
</tr>
<tr>
<td>7 (135)</td>
<td>3.96 (3.79)</td>
<td>2.29 (3.36)</td>
<td>1.73 (2.09)</td>
<td>0.05 (0.45)</td>
<td>0.02 (0.15)</td>
<td>0.06 (0.40)</td>
<td>0.76 (1.76)</td>
<td>0.58 (1.27)</td>
</tr>
<tr>
<td>8 (125)</td>
<td>3.54 (2.90)</td>
<td>2.99 (6.58)</td>
<td>1.98 (3.11)</td>
<td>0.82 (1.13)</td>
<td>0.58 (0.73)</td>
<td>0.50 (0.75)</td>
<td>0.94 (2.31)</td>
<td>0.76 (1.59)</td>
</tr>
<tr>
<td>9 (118)</td>
<td>3.95 (4.22)</td>
<td>2.97 (3.97)</td>
<td>2.19 (2.61)</td>
<td>0.23 (1.03)</td>
<td>0.15 (0.63)</td>
<td>0.34 (1.14)</td>
<td>0.95 (2.10)</td>
<td>0.80 (1.63)</td>
</tr>
</tbody>
</table>

aFeedback messages viewed.
bUnique per lesson, that is, the number of different messages or exercises that a participant used in a particular lesson.
cMF: mindfulness exercise.

Feedback

Figure 2 shows the feedback per lesson. Participants received feedback after having completed all the exercises of that lesson. The use of feedback messages did not change significantly during the treatment process. By contrast, the number of unique feedback messages viewed increased significantly during the treatment process (linear effect, P=.025, F₁=5.176). This shows that at the beginning the participants viewed the same messages multiple times (more total messages, but not more unique or...
different messages), and later on, participants viewed different messages, but each of these messages fewer times (the same number of total messages, but more unique messages).

**Figure 2.** Login and feedback per lesson.

![Graph showing login, feedback messages, and unique feedback messages](image)

## Mindfulness

Mindfulness exercises were introduced in each lesson for daily practice. The use of mindfulness exercises decreased significantly over time: linear effect, $P<.001$, $F_1=99.029$ (see Figure 3). Furthermore, there were differences over time, where Lessons 4 and 7 showed the least use of mindfulness exercises: quadratic ($P<.001$), cubic ($P<.001$), order 5 ($P=.016$), order 6 ($P<.001$), order 7 ($P<.001$), and order 8 ($P=.025$) effect.

There were more participants who started to use the mindfulness exercises than participants who downloaded these exercises (for offline practicing). The pattern for the usage of unique mindfulness exercises is the same. There was a significant decrease over time (linear effect, $P<.001$, $F_1=100.042$) and a variance in usage over time: quadratic ($P<.01$), cubic ($P<.001$), order 5 ($P=.015$), order 6 ($P<.001$), order 7 ($P<.001$), and order 8 ($P<.001$) effect. Downloading of mindfulness exercises did not increase or decrease over time (linear effect, $F_1=0.340$, $P=.561$), but there was a significant variance in usage during the treatment process: quadratic ($P<.001$), cubic ($P<.01$), order 5 ($P<.001$), order 6 ($P<.001$), and order 7 ($P<.001$) effect (see Figure 3).

Lesson 3 mindfulness exercises were repeated from Lessons 1 and 2, and Lessons 4 and 7 had only text as content for the mindfulness exercises. The use of started (linear effect, $P<.001$, $F_1=41.511$) and unique started ($P<.001$, $F_1=24.975$) online mindfulness exercises in Lessons 1, 2, 5, 6, and 8 decreased significantly.

A comparison of Lessons 1, 2, 3, 5, 6, and 8 showed a similar pattern for started (linear effect, $P<.001$, $F_1=36.787$) and unique started (linear effect, $P<.001$, $F_1=22.485$) exercises. There was a decrease of unique downloaded mindfulness exercises for Lesson 3 (order 4 and 5; $P<.001$, $F_1=34.152$).

**Figure 3.** Mindfulness per lesson.

![Graph showing mindfulness per lesson](image)
Success Stories
After completion of each lesson, a new success story was introduced. The use of success stories decreased significantly over time (viewed, linear effect, $P<.001$, $F_1=17.020$; and unique viewed, $P<.001$, $F_1=13.745$). A significant fluctuation over time was observed: quadratic effect, $P<.001$ for both viewed and unique viewed (see Figure 4).

Figure 4. Success stories per lesson.

Usage of Text Messages and Multimedia per Lesson
Table 2 presents the number of participants that received the SMS and video features and the mean use of these features, per lesson. The SMS coach was available in the Web-based system, and participants were also able to turn on the SMS coach on their mobile phone. All SMS text messages were presented within the Web-based system, regardless of whether the mobile phone option was activated or not. Table 2 shows that only a few used the mobile phone option for SMS messages.

Table 2. Mean use of features, per lesson for the features SMS and video.

<table>
<thead>
<tr>
<th>Lesson No.</th>
<th>SMS feature$^a$, n</th>
<th>SMS on$^b$, n</th>
<th>SMS off$^b$, n</th>
<th>SMS viewed$^c$, mean (SD)</th>
<th>Unique SMS viewed$^d$, mean (SD)</th>
<th>Video feature$^a$, n</th>
<th>Videos viewed, mean (SD)</th>
<th>Unique videos viewed, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>105</td>
<td>13</td>
<td>3</td>
<td>1.44 (2.35)</td>
<td>0.95 (1.27)</td>
<td>116</td>
<td>0.59 (0.94)</td>
<td>0.40 (0.49)</td>
</tr>
<tr>
<td>2</td>
<td>98</td>
<td>2</td>
<td>0</td>
<td>1.32 (2.43)</td>
<td>0.99 (1.62)</td>
<td>109</td>
<td>0.44 (0.87)</td>
<td>0.28 (0.45)</td>
</tr>
<tr>
<td>3</td>
<td>85</td>
<td>0</td>
<td>0</td>
<td>1.09 (2.29)</td>
<td>0.86 (1.68)</td>
<td>96</td>
<td>0.61 (1.32)</td>
<td>0.39 (0.49)</td>
</tr>
<tr>
<td>4</td>
<td>79</td>
<td>0</td>
<td>0</td>
<td>1.54 (3.39)</td>
<td>1.19 (2.39)</td>
<td>91</td>
<td>0.74 (1.05)</td>
<td>0.45 (0.50)</td>
</tr>
<tr>
<td>5</td>
<td>74</td>
<td>0</td>
<td>0</td>
<td>0.96 (2.62)</td>
<td>0.84 (2.19)</td>
<td>90</td>
<td>0.66 (0.96)</td>
<td>0.46 (0.54)</td>
</tr>
<tr>
<td>6</td>
<td>73</td>
<td>1</td>
<td>0</td>
<td>1.21 (3.86)</td>
<td>0.99 (2.55)</td>
<td>87</td>
<td>0.49 (0.54)</td>
<td>0.40 (0.56)</td>
</tr>
<tr>
<td>7</td>
<td>71</td>
<td>1</td>
<td>0</td>
<td>0.86 (2.26)</td>
<td>0.68 (1.80)</td>
<td>79</td>
<td>0.66 (1.32)</td>
<td>0.42 (0.52)</td>
</tr>
<tr>
<td>8</td>
<td>66</td>
<td>0</td>
<td>0</td>
<td>2.44 (2.14)</td>
<td>2.14 (5.95)</td>
<td>71</td>
<td>0.66 (0.99)</td>
<td>0.48 (0.61)</td>
</tr>
<tr>
<td>9</td>
<td>63</td>
<td>0</td>
<td>2</td>
<td>1.92 (6.05)</td>
<td>1.48 (4.56)</td>
<td>64</td>
<td>0.05 (0.38)</td>
<td>0.03 (0.25)</td>
</tr>
</tbody>
</table>

$^a$Number of participants who received the intervention with the feature included.
$^b$Number of participants who turned the SMS coach on/off in a particular lesson.
$^c$Number of SMS messages viewed within the Web-based intervention.
$^d$Unique per lesson, that is, the number of different messages that a participant used in a particular lesson.

SMS Coach
The SMS coach provided messages per lesson to remind participants to do the exercises and to support them via tailored messages during the lessons. Figure 5 shows the viewed and unique viewed SMS messages, per lesson. The number of viewed SMS messages over nine lessons did not increase or decrease over time. However, there was a significant fluctuation in usage: SMS viewed (linear effect, $P=.579$, $F_1=0.311$; quadratic effect, $P=.032$; and order 8 effect, $P=.018$) and unique SMS viewed (linear effect, $P=.274$, $F_1=1.219$; and order 8 effect, $P=.004$).
Multimedia

Videos to explain the treatment and to understand the content of a particular lesson were provided from Lessons 1 to 8. The videos viewed (linear effect, $P=.01$, $F_{1}=7.133$) and unique videos viewed (linear effect, $P<.001$, $F_{1}=15.935$) over nine lessons showed a significant decrease and a fluctuation in usage (quadratic) over time (videos viewed: quadratic effect, $P<.001$; order 5 effect, $P<.01$, and unique videos viewed: quadratic effect, $P<.001$; cubic effect, $P<.001$; order 4 effect, $P=.041$; order 5 effect, $P<.01$) (see Figure 6). Without Lesson 9 (because there was no video for Lesson 9), there was no significant decrease in videos viewed and unique videos viewed (videos viewed: linear effect, $P=.977$, $F_{1}=0.001$; and unique videos viewed: linear effect $P=.244$, $F_{1}=1.382$). Only a difference in usage over time was observed for unique videos viewed (order 4 effect, $P<.1$).

Use of Content and Persuasive Features for Different Users

Table 3 shows the average actions per started lesson (mean use of features), by level of logins per started lesson (quartile of logins). The average number of logins per started lesson was used as a measure to divide users into higher (3rd, 4th quartile) and lower active users (1st, 2nd). Higher logins over time (9 weeks) corresponded with a higher usage of features (in most cases significant; see Table 3) and vice versa.
Table 3. Mean logins and mean use of features, for different users (1st-4th quartile, n=206).

<table>
<thead>
<tr>
<th>Feature</th>
<th>1st quartile logins (n=51)</th>
<th>2nd quartile logins (n=57)</th>
<th>3rd quartile logins (n=49)</th>
<th>4th quartile logins (n=49)</th>
<th>F (df)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Login, mean (SD)</td>
<td>1.95 (0.46)</td>
<td>3.18 (0.31)</td>
<td>4.24 (0.38)</td>
<td>6.55 (2.30)</td>
<td>139.376</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Feedback, mean (SD)</td>
<td>0.97 (0.77)</td>
<td>1.63 (1.07)</td>
<td>2.19 (1.62)</td>
<td>3.34 (2.36)</td>
<td>20.867</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Unique feedback, mean (SD)</td>
<td>0.75 (0.43)</td>
<td>1.08 (0.49)</td>
<td>1.17 (0.56)</td>
<td>1.54 (0.71)</td>
<td>17.090</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>MF started, mean (SD)</td>
<td>0.74 (0.66)</td>
<td>0.75 (0.53)</td>
<td>0.95 (0.74)</td>
<td>1.15 (0.71)</td>
<td>4.464</td>
<td>.005</td>
</tr>
<tr>
<td>Percentage MF started, mean (SD)</td>
<td>70.1 (34.7)</td>
<td>66.6 (30.3)</td>
<td>76.3 (27.7)</td>
<td>80.2 (30.0)</td>
<td>2.030</td>
<td>.111</td>
</tr>
<tr>
<td>Percentage MF downloaded, mean (SD)</td>
<td>24.0 (33.0)</td>
<td>48.9 (40.9)</td>
<td>47.3 (40.1)</td>
<td>62.8 (40.5)</td>
<td>8.652</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Success stories, mean (SD)</td>
<td>0.61 (0.59)</td>
<td>0.92 (0.68)</td>
<td>0.83 (0.65)</td>
<td>1.29 (0.96)</td>
<td>7.474</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Percentage success stories, mean (SD)</td>
<td>49.1 (47.3)</td>
<td>61.8 (34.6)</td>
<td>54.9 (31.9)</td>
<td>70.4 (28.5)</td>
<td>3.189</td>
<td>.025</td>
</tr>
<tr>
<td>SMS feature, n</td>
<td>25</td>
<td>30</td>
<td>25</td>
<td>25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SMS turned on, %</td>
<td>16.0</td>
<td>36.7</td>
<td>12.0</td>
<td>32.0</td>
<td>Chi-square: 6.201 (df=1)</td>
<td>.102</td>
</tr>
<tr>
<td>SMS viewed, mean (SD)</td>
<td>0.42 (0.77)</td>
<td>0.73 (1.04)</td>
<td>1.36 (1.72)</td>
<td>2.37 (2.86)</td>
<td>6.111</td>
<td>.001</td>
</tr>
<tr>
<td>Percentage SMS viewed, mean (SD)</td>
<td>11.8 (23.4)</td>
<td>18.5 (22.9)</td>
<td>28.1 (30.1)</td>
<td>41.1 (37.0)</td>
<td>4.992</td>
<td>.003</td>
</tr>
<tr>
<td>Multimedia feature, n</td>
<td>22</td>
<td>34</td>
<td>30</td>
<td>30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Videos viewed, mean (SD)</td>
<td>0.34 (0.54)</td>
<td>0.38 (0.56)</td>
<td>0.45 (0.53)</td>
<td>0.80 (0.83)</td>
<td>3.236</td>
<td>.024</td>
</tr>
<tr>
<td>Percentage videos viewed, mean (SD)</td>
<td>24.3 (36.0)</td>
<td>26.5 (35.8)</td>
<td>35.7 (40.1)</td>
<td>43.4 (41.7)</td>
<td>1.508</td>
<td>.216</td>
</tr>
</tbody>
</table>

Usage and Impact

To explore the possible predictive value of the login per lesson quartiles on the outcome measures, we performed exploratory linear regressions with the login quartiles as predictor and with the outcome measures (depressive and anxiety symptoms on post intervention and on follow-up) as dependent variables. Tables 4 and 5 show that only when predicting depressive symptoms at post intervention, the linear regression yielded a significant model with login quartile as a significant predictor. However, the percentage of explained variance was only 2.7%.

Table 4. Linear regression with login quartiles as predictor.

<table>
<thead>
<tr>
<th>Model</th>
<th>Included</th>
<th>B (SE)</th>
<th>P</th>
<th>Odds ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicting CES-D at post intervention</td>
<td>Constant</td>
<td>20.8 (0.90)</td>
<td>&lt;.001</td>
<td>19.0-22.6</td>
</tr>
<tr>
<td></td>
<td>Login quartile</td>
<td>−1.17 (0.49)</td>
<td>.018</td>
<td>−2.14 to −0.20</td>
</tr>
<tr>
<td>Predicting CES-D at follow-up</td>
<td>Constant</td>
<td>18.1 (0.95)</td>
<td>&lt;.001</td>
<td>16.2-20.0</td>
</tr>
<tr>
<td></td>
<td>Login quartile</td>
<td>−0.63 (0.52)</td>
<td>.229</td>
<td>−1.65 to 0.40</td>
</tr>
<tr>
<td>Predicting HADS-A at post intervention</td>
<td>Constant</td>
<td>8.16 (0.35)</td>
<td>&lt;.001</td>
<td>7.46-8.86</td>
</tr>
<tr>
<td></td>
<td>Login quartile</td>
<td>−0.37 (0.19)</td>
<td>.057</td>
<td>−0.72 to 0.01</td>
</tr>
<tr>
<td>Predicting HADS-A at follow-up</td>
<td>Constant</td>
<td>7.44 (0.33)</td>
<td>&lt;.001</td>
<td>0.78-8.10</td>
</tr>
<tr>
<td></td>
<td>Login quartile</td>
<td>−0.23 (0.18)</td>
<td>.210</td>
<td>−0.59 to 0.13</td>
</tr>
</tbody>
</table>
Discussion

Principal Results

The aims of this study were (1) to illustrate how log data can be used to understand the uptake of the content of a Web-based intervention based on ACT and (2) to show how log data can be of value for improving the incorporation of content in Web-based interventions.

The log files used in this study were per lesson: login, and use of features by means of starting a feature (click) and/or downloading a feature (click) for practicing. We were interested in which features of the intervention were used, in what way (viewing and/or downloading for practicing), and in what intensity (did the participant view the same features multiple times or did the participant view different features?). In addition, we wanted to know the impact of logins (high/low active uses) on outcomes and the impact of the features on outcomes. The results were of relevance for tailoring the incorporation of the content of the Web-based intervention to the stages of the program of therapy to reduce depression. The log data of this study showed that the uptake of the content is not quite in accordance with the underlying principles of therapy, and as such, it provides insights for improvement to the program.

Overall, the pattern that emerged from the log data showed a decrease in logins and a decrease in the use of content and persuasive features over time (nine lessons). The decrease in logins might be a learning effect; from the parent study [9] it appeared that adherers needed fewer sessions (logins) to complete a lesson at the end of the treatment than during the first lessons of the treatment program. The pattern of the usage of content and persuasive features varied significantly (quadratic, cubic, and in high order) over time, except for the usage of Feedback messages. The use of Feedback did not change over time, in contrast with the use of unique Feedback messages. This might be related to a need for tailored feedback during the end of the treatment process, when commitment to “value-based living” is the focus of therapy (Lessons 7, 8, and 9). The use of success stories fluctuated over time and increased after Lesson 5. The content of each story was tailored to the essence of a particular lesson and stage of therapy. Lessons 6 to 8 were part of a transition process to change behaviors based upon personal values for engaged living [21,24]. This may have influenced the need for stories with experiences of others and their advice. The use of SMS text messages fluctuated over time and increased at the end of the treatment process, after Lesson 7. An explanation might be that at the end of the treatment process, more SMS messages were available than in the earlier lessons.

The quadratic, cubic, and high order effects in usage were important to understanding the connection between the uptake of features per lesson and the three main processes of ACT that guide the lessons of the intervention (content). According to Hayes [24], these main processes are highly interrelated, and one has to go through all three stages. The underlying principle of the “Living to the Full” intervention is that participants benefit from therapy when they use all features related to the three main processes of ACT. In addition, the lessons must be done in chronological order. Mindfulness is the focus of all lessons and refers in particular to the centered responding process. The decline in mindfulness in Lessons 3, 4, and 7 was related to the mindfulness content in those particular lessons (repetition of Lessons 1 and 2, and text only in Lesson 7). In addition, the suboptimal use of online and offline features (downloaded mindfulness for practicing) indicated that participants did not benefit from all the mindfulness features that were available, which is relevant given that mindfulness is an integral part of the intervention and a central feature of ACT-based interventions. At the end of the course (Lessons 8 and 9), users were asked to integrate mindfulness exercises in their daily lives. This may have resulted in a more intensive use, which aligns with the increase in unique downloaded mindfulness exercises. Moreover, at the end, users received an overview of all the exercises done. After week 9, they were not allowed to return to the intervention with all features. So it may be that users wanted to complete all possible exercises at the end of the lessons because they knew they could not return to the features after week 9. Overall, the increase of persuasive features at the end of treatment, the engaged responding stage, might indicate that participants needed motivational support to comply with the “value-based-living” stage.

The log data from this study can be useful for understanding how the incorporation of content in a Web-based therapy can be improved, in such a way that participants can benefit more from the intervention. The study revealed that higher logins over time correlate with a higher usage of most features. Higher active users consume all features more than low active users, which may indicate a need to stimulate users to log in to stick to the program of therapy. The login per lesson did not predict the outcomes; only when predicting depressive symptoms at post intervention was the login a significant predictor, although the explained variance was low. This sheds light on the dose-response relationship: a higher active usage per lesson might lead to better results in terms of outcomes. When entering the use of the content and persuasive features per lesson as predictors (a separate model per lesson), none of the models significantly predicted reduction of depression. These findings questioned the importance of the uptake of all features or

Table 5. Characteristics of the tested linear regression models.

<table>
<thead>
<tr>
<th>Model</th>
<th>$F$ (df=1, 204)</th>
<th>$P$</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicting CES-D at post intervention</td>
<td>5.697</td>
<td>.018</td>
<td>.027</td>
</tr>
<tr>
<td>Predicting CES-D at follow-up</td>
<td>1.457</td>
<td>.229</td>
<td>.007</td>
</tr>
<tr>
<td>Predicting HADS-A at post intervention</td>
<td>3.660</td>
<td>.057</td>
<td>.018</td>
</tr>
<tr>
<td>Predicting HADS-A at follow-up</td>
<td>1.582</td>
<td>.210</td>
<td>.008</td>
</tr>
</tbody>
</table>
content experts use different “mental spaces” and different “vocabularies”. Second, the incorporation of log data can be laborious. Third, advanced data analytics are needed to identify and predict usage patterns. The debate involves an inquiry on several levels. At the level of content, we need to decide which features are integral parts of the therapy and lessons, what kind of support (guided, unguided) is intended, and what kind of persuasive features can motivate the uptake of content and offline exercises. At a system level, it is a matter of considering the logical order of content and persuasive features to be available during the lessons, as well as discussing flexibility in the “walking-path-route” through the system (eg, have participants go through the content in a chronological order, through all lessons once). At the level of users, what is the supposed eHealth literacy? At the level of evidence, what data should be collected to be able to identify factors that influence adherence, outcomes, and retention? These questions are relevant before the design of the intervention system starts. To guide such an early stage development debate, we developed guidelines with an accompanying toolkit [30,31] and a protocol for incorporating log data into Web-based interventions [9,11,29].

Limitations
There are several limitations regarding this study. First, log data studies are in their infancy, and more insight is needed into real-time usage data to learn what works in practice and for whom. Some studies are available that report on the uptake of content in percentages of modules that are used (eg, [32]), and some have preliminary results about which features support persistence (eg, [8]). Advanced analysis techniques are needed to develop interventions that are dynamic and flexible. For example, machine learning techniques are needed to search for paths for success, to tailor the routing in the intervention to learning profiles, and to know how much effort is needed for success in outcomes (eg, the minimal, maximal amount of sessions to complete the therapy). Markov models might be of value to identify successful combinations of features. Furthermore, presentation techniques are needed to visualize the data in such a way that therapists and designers can discuss it. For the development of theory-driven Web-based interventions, an advanced login system should be built in the intervention to be able to gather data that meet the requirements for advanced analytics (machine learning, Markov models).

The other limitation we have is a reduced sample of participants that used the SMS coach and multimedia, due to a fractional factorial design in the prior study [9]. In this study, we used only log data to evaluate how the content and persuasive features have been used. The opinion of participants about the added value of these features has not been reported in this study; we will report on this in another study.

Future Research
The findings of this study can be used for the development of a log protocol to enable advanced analytics to measure the uptake of content of a Web-based intervention and for improving the incorporation of content and persuasive features.

In addition, the use of action-related persuasive features can strength the effects on adherence. A different study showed that exposure to an action-related persuasive feature (social support to reduce weight) influenced the persistence with the Web-based intervention [8]; not the action per se but the repercussions of the action influenced persistence [8]. These results are preliminary, but promising for Web-based interventions to tailor content and persuasive features to therapy and involved actions, for example, using online and offline exercises like mindfulness. Via the log data, we observed that participants, for example, started with viewing an exercise but never downloaded the exercise. This is relevant information for the developers of the intervention (identification of action-related triggers for extra support to download exercises). Log data are an objective registration of online usage. In combination with surveys, self-reports, and interviews during the intervention period, it is possible to gain insight into the reasons for activities carried out or not and in the evaluation of the system and content. The react button, one of the features of the intervention of this study, shows that most of the remarks were on the quality of the system (bugs, confusion about how the system works) and service (availability of intervention after completion) [29]. For improving the incorporation of content that plays a major role in therapy, insight into the capacities of persuasive features to activate or to engage users is important.

To benefit from log data, content experts (eg, therapists) have to communicate with designers in an early stage of intervention development about which features should be incorporated into the Web-based system and in which logical order (paths, combinations). A well-thought out activity log protocol that describes which features of an intervention should be logged and how log data can be incorporated in the intervention should guide this debate, in order to capture data for the purpose of identifying which combinations and paths (routing) facilitate the uptake of content and which combination of features (content and persuasive) works best for whom. From our research [29-31], we know that such a debate is fruitful but often complicated. First, the collaboration between developers and content experts is often problematic because developers and
To develop Web-based interventions, a protocol should be developed that explains what kind of log files to build into the system to get data that are manageable and that make sense for usage analysis. Such a protocol can be published as part of the description of the Web-based intervention, for reasons of transparency and replications. In current studies, the use of log data is not reported comprehensively. A log protocol, for example, can include information about login (reach of an intervention), the time, moments of usage (exposure), the activities performed (which features are used), the intensity of usage (how many activities in 1 session), the description of a session (interaction time period after login, eg, 30 minutes, to avoid calculating when participants are inactive), the reactions (eg, a reaction on feedback), and so on. An example of this can be found in [11,29].

For an in-depth analysis of how participants can benefit more from the intervention and which combinations of features matter most to whom, advanced methods are needed to perform log data analyses and to recognize and predict usage patterns automatically. Pattern recognition can be relevant to guide participants through the intervention based on their usage and return patterns from earlier lessons and to support them in the uptake of content essential for therapy, like mindfulness. In a study on Web-based interventions for depression [33], further investigation was suggested into the relationship between viewing interactive content features aimed at improving engagement and the usage of other features of the program. In our study, no simple linear relationship was found between features and the use of content. To be able to reveal other nonlinear relationships, we will use more complex models or more advanced techniques (machine learning) in future research.

By means of log data, a better incorporation of content and persuasive features in the intervention is possible and a better intra-usability of content and persuasive features within the system (home page and accompanied subpages). The findings of this study revealed that the incorporation of content features and action-related persuasive features can be improved for a better connection of the therapy program with lessons and exercises, and to foster the practicing of exercises (not just viewing, also downloading for practicing). Furthermore, based on the findings, a discussion is needed between designers and content experts about the pacing of the therapy program. For example, do the participants need to go through the content in a chronological order, through all the lessons once? How should flexibility be built into the program for coping with the new behaviors and for self-reflection? Although the therapy program is obligatory, this does not imply a one-size-fits-all approach. Participants may differ in needs for support at different moments and might have different learning and e-learning styles and needs for self-reflection during a treatment process. The fluctuation in high orders (above 4) can be used to review the principles of treatment taking into account a variable and momentary use of features instead of completing lessons and exercises equally.

An interactive and adaptable interface for a modular composition of therapy features supposes a new concept of the Web-based treatment approach: not a predefined path for all but a flexible way to go through major features that had to be used to benefit from therapy. In terms of technology, such a flexible presentation of content is not a problem, but it first requires a debate among content experts and designers to review the benefits and drawbacks of such an approach and its implications for therapy (eg, online vs blended formats). The log data revealed that the integration of online and offline activities should be considered for improvements. There is a lack of balance between the started exercises and the downloaded exercises for practice. A better integration with mobile support (eg, to download exercises) and the incorporation of action-related persuasive triggers could be an option. The integration with mobile services has been addressed in a study about a Web-based program for depression because of the underuse of SMS text messages to create updates via mobile phone [33].

To identify the potential features for supporting better interaction with the system, we think the Persuasive System Design (PSD) model [34] can be valuable. The PSD model provides a taxonomy for incorporation of persuasive features into the system, to support tasks (eg, exercises), dialogue, social support, and to support the credibility of the system. These persuasive features can be tested in an experimental design (like the Multi-Phase Optimization Strategy [MOST] [35]) in order to assess the added values for the uptake of content of the Web-based intervention. This helps avoid a more intuitively based choice of persuasive features.

In the end, technology can support therapy. But to achieve success, the development of theory-driven content should be interwoven with the development of technology. The process of development of Web-based interventions and built-in log data should be described in a way that enables replications.

Conclusions

It can be concluded that the log data are valuable for gaining insight into the usage of content of the Web-based “Living to the Full” intervention. Based on the log data, it is possible to tailor the content and persuasive features of the intervention to the main processes of acceptance and commitment therapy. To gain more detailed insight into how participants can benefit more from the intervention, advanced analytic methods are needed to identify which navigation route facilitates the uptake of content and which combination of features (content and persuasive) works best for whom.

The pattern that emerged from the log data showed a decrease in logins and a decrease in the use of content and persuasive features over time (nine lessons). The usage of content and persuasive features varied significantly (quadratic) during the treatment process. The uptake of mindfulness, which is an integral part of ACT, varied substantially during the treatment process. The uptake of mindfulness, which is an integral part of ACT, varied substantially during the treatment process. The usage of persuasive features like SMS, multimedia, and success stories and feedback increased during the third part of the ACT (commitment to value-based living), which might indicate that at this stage, motivational support is relevant.

To improve the uptake of content of the intervention, a better integration of lessons and persuasive features in the intervention and a better intra-usability of features within the system are
needed. It is preferable to have an overarching view of the composition of features that are an integral part of the ACT intervention and features that are supportive. A well-planned activity log protocol that describes which features of an intervention should be logged and how log data can be incorporated into the intervention should be developed in the early stage of design. Such a protocol enables us to identify which navigation route in the system facilitates the uptake of content and which combination of features (content and persuasive) works best for whom.
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