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Abstract

Background: Excessive alcohol use is a widespread problem in many countries, especially among young people. To reach more people engaging in high-risk drinking behaviors, a number of online programs have been developed in recent years. Change Your Drinking is a German, diary-based, fully automated alcohol intervention. In 2010, a revised version of the program was developed. It is more strongly oriented to concepts of relapse prevention than the previous version, includes more feedback, and offers more possibilities to interact with the program. Moreover, the program duration was extended from 10 to 14 days.

Objective: This paper examines whether the revised version of Change Your Drinking is more effective in reducing alcohol consumption than the original version.

Methods: The effectiveness of both program versions was compared in a Web-based, open, randomized controlled trial with follow-up surveys 6 weeks and 3 months after registration. Participants were recruited online and were randomly assigned to either the original or the revised version of Change Your Drinking. The following self-assessed outcomes were used: alcohol use days, alcohol intake in grams, the occurrence of binge drinking and risky drinking (all referring to the past 7 days prior to each survey), and the number of alcohol-related problems.

Results: A total of 595 participants were included in the trial. Follow-up rates were 58.0\% after 6 weeks and 49.6\% after 3 months. No significant group differences were found in any of the outcomes. However, the revised version was used by more participants (80.7\%) than the original version (55.7\%). A significant time effect was detected in all outcomes (alcohol use days: $P= .002$; alcohol intake in grams: $P< .001$; binge drinking: $P< .001$; alcohol-related problems: $P=.004$; risky drinking: $P< .001$).

Conclusions: The duration and complexity of the program played a minor role in reducing alcohol consumption. However, differences in program usage between the versions suggest the revised version was more attractive to participants.
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Introduction

Excessive alcohol use is associated with numerous health and social consequences and represents a major challenge for public health activities. It is estimated that approximately 4% of all deaths worldwide are due to the consumption of alcohol [1]. In Germany, more than 70,000 people die from alcohol use-related consequences each year [2]. Typically, people are introduced to alcohol at a young age, which makes the earliest possible prevention a priority. In
Germany, the average age of the first binge drinking experience is between 15 and 16 years [3]. To a certain extent, experimenting with alcohol can be regarded as a normal part of adolescence [4,5]. However, regular binge drinking not only represents a direct health risk, it also can impair brain development substantially [6,7].

In Germany, the prevalence of excessive drinking is highest among young adults. Forty-two percent of those aged between 18 and 25 years engage in binge drinking at least once a month [3]; 40% of those aged between 18 to 20 years meet the criteria for problematic alcohol use as defined by the Alcohol Use Disorders Identification Test (AUDIT) [8]. Despite high levels of problematic alcohol use, few young people seek professional help. Globally, the World Health Organization (WHO) estimates that 78% of those in need for treatment due to alcohol abuse or dependence remain untreated although effective intervention methods are available [9].

Internet-based self-help programs can help to reduce this gap. Their advantages include easy accessibility and discreetness; therefore, they provide an appealing alternative especially to those who would abstain from face-to-face treatment because of fear of exposure or embarrassment. Meta-analyses show that online self-help programs have a rather small effect size, but because of their scalability they are a cost-effective way to reduce alcohol consumption in the population [10,11]. Online self-help alcohol interventions have been shown to be effective in the general adult population [12-15] as well as in college student samples [16-18], underage drinkers [19], and with young people in the workplace setting [20].

Since 2009, the German Federal Centre for Health Education, Bundeszentrale für gesundheitliche Aufklärung (BZgA), has offered Change Your Drinking, a free online self-help program for young adults with problematic alcohol use. Based on cognitive behavioral principles, it provides a consumption diary for 10 days and 1 brief tailored feedback at the end of this period. Statements from users previously collected in an unpublished Web survey, however, indicated a need for further and more elaborate feedbacks. Moreover, some users regarded the consumption diary as too simple. Based on this information, the intervention was revised and extended to 14 days, aiming to involve the users more deeply into the program and to provide them with a more sophisticated version of the consumption diary. These goals reflect recent findings according to which elaborated self-help alcohol interventions spanning over different sessions are more effective than single-session feedback interventions [12,13], and a higher degree of interactivity is associated with higher effect sizes [21]. Moreover, Web-based interventions with a higher intended usage were found to be more likely to be adhered to [22].

This paper examines whether the revised version of Change Your Drinking is more effective in reducing alcohol consumption than the original version. Outcomes were the alcohol use days, the total intake in grams, the occurrence of binge drinking (yes/no), and binge drinking (yes/no) for the past 7 days prior to each survey as well as the number of alcohol-related problems.

**Methods**

**Study Design**

A randomized controlled trial (RCT) was conducted to compare the 2 versions of Change Your Drinking with follow-up surveys 6 weeks and 3 months after registration. Participants were invited by email and reimbursed with a €10 shopping voucher for their participation. The study was approved by the ethics committee of the Department of Applied Human Sciences at the University of Magdeburg-Stendal (Ref 4973-15) and was registered with Current Controlled Trials (ISRCTN: 31586428).

The intervention and the study were purely Web-based on the addiction prevention website Drugcom [23] and the alcohol prevention website Kenn dein Limit (Know Your Limit) [24] both run by the BZgA. Recruitment of participants started in December 2010 and ended in March 2012. All users of the freely accessible Check Your Drinking self-assessment were invited for the study if they met the eligibility criteria described subsequently. The results of the self-assessment were used both for the Change Your Drinking program and as baseline data for the trial.

If the eligibility criteria (see Study Criteria) were met, users were informed about the study. A portable document format (PDF) file containing all relevant study details was offered for download (see Multimedia Appendix 1). Users who were willing to participate were then asked to register and to provide their informed consent by clicking an “I agree to participate” button. After successfully confirming their email addresses, participants were randomly assigned either to the original (version 1) or the revised program (version 2) by random number generator software. Researchers could not influence nor predict the randomization result. The participants were blind to the results of the randomization because they only received detailed information about the program version they were allocated to.

Those who opted not to participate in the study or who did not meet the eligibility criteria had full access to the original version of the program and were not included in any follow-up surveys.

**Measures**

Trial data were collected via self-assessment in the baseline survey, as well as 6 weeks and 3 months afterwards. The past 7 days were used as reference period for alcohol consumption. In order to quantify the alcohol intake, participants were first asked to indicate their number of alcohol use days in the previous 7 days. Afterwards, they were requested to specify the number and type of alcoholic beverages consumed on each drinking day. Using these details, the amount of pure alcohol and the number of standard glasses (SG) per day was calculated. According to the BZgA, 1 SG in Germany corresponds to 10 grams of pure alcohol [25]. If 5 or more SG were consumed on any of the previous 7 days, this was classified as binge drinking. Another outcome was risky consumption in the past 7 days, as defined by the following factors: (1) an average of more than 24 or 12 g for males and females, respectively) of pure alcohol per day (these are the tolerable upper alcohol intake levels for males and females in Germany according to Burger and colleagues [26]), or (2) more than 5 days of consumption, or...
(3) at least 1 incident of binge drinking in the reference period. The definition of risky alcohol use has been derived from the guidelines for low-risk consumption as defined by the BZgA [27].

Alcohol-related problems were measured by a German version of McGee and Kypri’s [28] Alcohol Problems Scale (APS). The scale consists of 14 items describing negative consequences of alcohol consumption, such as vomiting, unprotected sexual intercourse, or blackouts, during the last 30 days. Each item is to be answered with yes, no, or “no answer.”

The AUDIT was used as part of the baseline survey to test for the study criteria. A cut-off of 8 points as suggested by Babor et al [29] was used to define risky alcohol consumption. As a measure of the program usage we tracked the diary usage (used at least once: yes/no).

### Study Criteria

To be invited for the study, participants had to be Internet literate, at least 18 years old, and had either reached the cut-off of 8 points in AUDIT or have consumed more than 24/12 g (male/female) of pure alcohol per day on average in the past week. We did not use stricter study criteria (eg, exclusion of individuals currently in other treatment) because we wanted to increase the generalizability of the results to the regular users of Change Your Drinking.

### Interventions

Change Your Drinking is an Internet-based self-help program based entirely on automated tailored feedbacks. A comparison of both versions of the intervention is displayed in Table 1. Exemplary feedbacks of each version in German language are included in Multimedia Appendix 2.

### Table 1. Comparison of both Change Your Drinking versions.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Version 1</th>
<th>Version 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aim</td>
<td>No alcohol use or low-risk usea</td>
<td>No alcohol use or low-risk usea</td>
</tr>
<tr>
<td>Duration</td>
<td>10 days</td>
<td>14 days</td>
</tr>
<tr>
<td>Interventions</td>
<td>Detailed tailored feedback at baseline with advice regarding the participant’s alcohol use (Check Your Drinking)</td>
<td>Detailed tailored feedback at baseline with advice regarding the participant’s alcohol use (Check Your Drinking)</td>
</tr>
<tr>
<td></td>
<td>General information on control strategies</td>
<td>General information on control strategies</td>
</tr>
<tr>
<td></td>
<td>10-day alcohol use diary</td>
<td>14-day alcohol use diary including a tool to help developing control strategies</td>
</tr>
<tr>
<td></td>
<td>On day 10: Tailored feedback on the individual alcohol consumption</td>
<td>On day 14: New detailed tailored feedback on one’s alcohol use and tips on how to cope with risk situations</td>
</tr>
</tbody>
</table>

**a**Low-risk use was defined as (1) no more than 24/12 g (male/female) of pure alcohol per day [26], (2) no more than 5 alcohol use days, and (3) no incidents of binge drinking in past 7 days [25].

### Original Version (Version 1)


The first step in the program is a self-assessment tool (Check Your Drinking) which provides users with tailored feedback on their drinking behavior. If indicated, users are recommended to participate in the Change Your Drinking program.

At the beginning, participants of Change Your Drinking are to choose a use-related goal which must fall within the limits for low-risk consumption (for a definition of low-risk use see Table 1). Afterwards, the participants are given access to an online diary to keep track of their alcohol use over the next 10 days. Static information on alcohol control strategies is also given. The program aims to develop self-awareness and self-regulatory skills [31,32].

On the tenth day, participants receive feedback based on their current alcohol use and on how well the use-related goal was met. The feedback is based on Miller and Rollnick’s principles of Motivational Interviewing [33].

### Revised Version (Version 2)

To promote confrontation with one’s own consumption pattern, the original version of Change Your Drinking was revised and supplemented with new modules. Based on the principles of relapse prevention [34,35], participants are now asked daily to confront their risk situations and to develop or refine control strategies. Short and motivating feedbacks are provided to reinforce the reflection of one’s own alcohol use.

Moreover, 2 tailored and motivating feedbacks after 7 and 14 days were introduced in the intervention, thus extending the...
program’s length from 10 to 14 days. Both feedbacks address the participant’s current consumption levels, comparing those with the initial values (as reported in the Check Your Drinking self-assessment tool), and the previously chosen use-related goals. Tailored tips to cope with risk situations are also provided in the feedbacks. In addition, data entered in the diary is displayed graphically to give participants a quick look at changes in their alcohol use. Screenshots of version 2 of the intervention are shown in Figure 1.

Figure 1. Screenshots of the Change Your Drinking intervention (version 2).

Statistical Analysis
The comparison of both program versions was conducted with generalized estimating equations (GEE) using Stata 11 (StataCorp LP, College Station, TX, USA), accounting for all 3 data collection points. The GEE analyses were modeled with unstructured correlation matrices between the data collection points. We assumed to have binary distributed data (binge drinking yes/no), Poisson-distributed data (alcohol use days and alcohol-related problems), and a negative binomial distribution with log link in the alcohol intake data (intake in grams).

In the GEE analyses, a group difference was assumed in case of a significant group × time interaction. To measure the development of both groups, the time effect of each outcome was examined. In case of any statistically significant result, Cohen’s $d$ was calculated.

In a first step of data analysis, we tested whether group differences at baseline or the program usage (operationalized by online diary used: yes/no) moderated the effects of the group assignment on the study outcomes. In case of significance, the respective measure and its interaction with the group factor were included in the GEE; otherwise, it was not considered in the effectiveness testing.

For the intention-to-treat analyses (ITT), missing data was estimated by multiple imputations with Stata’s “ICE” command. We performed 10 imputations. The results from the multiple imputations were compared with complete analyses and last observation carried forward (LOCF) analyses. In the completer analyses, missing follow-up data was not imputed, so only those
cases that provided follow-up data were analyzed. In the LOCF analyses, missing data was replaced with data from the preceding data collection point.

To compare both groups at study baseline and to determine whether baseline measures were predicting follow-up participation, logistic regression analyses were performed. In all analyses, we used a 2-sided significance level of alpha=.05. The study was powered to detect a group difference of $d\geq0.20$. Therefore, we aimed for a sample size of $N=624$ (alpha=.05; power=.80).

The research is reported in accordance with the E-CONSORT checklist [36] (see Multimedia Appendix 3).

**Results**

**Flow of Participants**

Each time the Change Your Drinking starting page was opened, it was checked whether data for the Check Your Drinking self-assessment were available and whether the study criteria were fulfilled or not. In the trial period, Check Your Drinking was completed 10,887 times. A total of 5823 cases did not meet the study criteria and 4469 users refused to participate. Thus, 595 persons were included in the trial and were randomized, resulting in 2 approximately equally sized groups (see Figure 2). Participation in the trial ($N=595$) compared to refusing to participate ($n=4469$) was predicted by female gender (odds ratio [OR] 1.68, 95% CI 1.40-2.00, $P<.001$) and higher education (OR 1.39, 95% CI 1.22-1.58, $P<.001$). Thus, in the group of participants, females (38.8%) and individuals with high school education (65.0%) were more highly represented than in the group of nonparticipants (females: 27.4%, participants with high school education: 52.9%). Significant group differences were also found for the utilization of professional treatment (OR 1.83, 95% CI 1.10-3.03, $P=.02$) and age (OR 0.99, 95% CI 0.99-1.00, $P=.04$). That is, participants in the trial tended to use professional help more often (10.3% vs 5.9%) and were slightly younger (between-group $d=0.09$) than individuals who refrained from participating. Baseline alcohol use was not associated with trial participation (use days: OR 1.00, 95% CI 0.96-1.04, $P=.95$; intake in grams: OR 1.00, 95% CI 1.00-1.00, $P=.16$).

In total, 345 persons participated in the first follow-up and 295 in the second, resulting in follow-up rates of 58.0% and 49.6%, respectively. Although loss to follow-up was not predicted by group allocation (OR 0.82, 95% CI 0.56-1.20, $P=.31$), the level of education, program usage, and alcohol use were significant predictors. Thus, those who took part in the follow-up surveys were more highly educated (OR 1.36, 95% CI 1.14-1.61, $P=.001$), used the diary more often (OR 6.56, 95% CI 4.39-9.81, $P<.001$), and consumed less alcohol (OR 0.97, 95% CI 0.94-1.00, $P=.04$). However, we do not expect any significant bias on that account because these measures were all included in the equations of the multiple imputations.

**Sample Description**

There were no significant group differences at baseline (see Table 2). Mean age of participants was approximately 30 years and most participants (364/595, 61.2%) were male. The education level of the participants was relatively high, with 387 of 595 (65.0%) having attended high school. A total of 534 of 595 (89.7%) of the participants were currently not using any other professional help to deal with their alcohol use.

In contrast to the baseline measures, the usage of the diary was significantly higher in the revised version of the program (OR 3.33, 95% CI 2.30-4.81; $P<.001$). According to the analysis plan, the diary usage was included in the first step of the effectiveness analyses.

**Effectiveness Results**

Diary usage did not moderate the effects of the group assignment on any of the study outcomes (alcohol use days: beta = −0.04, 95% CI −0.22 to 0.14, $P=.66$; alcohol intake: beta = −0.01, 95% CI −0.13 to 0.11, $P=.85$; binge drinking: beta = 0.27, 95% CI −0.32 to 0.85, $P=.37$; alcohol-related problems: beta = 0.04, 95% CI −0.11 to 0.19, $P=.56$; risky drinking: beta = −0.49, 95% CI −1.02 to 0.03, $P=.07$); therefore, it was removed from the analysis.

There were no significant group differences in any of the primary outcomes of the study (see Table 3). Thus, the number of alcohol use days, the alcohol intake, the frequency of binge drinking, the number of use-related problems, and the indicators for risky consumption follow a similar direction in both groups. However, significant overall reductions in alcohol use can be noted. Thus, after 3 months, participants in both program versions consumed on average 1.2 days ($d=0.46$) and 133.3 grams ($d=0.59$) less than at baseline. A significant reduction in alcohol-related problems ($d=0.36$), binge drinking incidents (reduction of 31.1%), and risky drinking (reduction of 23.6%) were seen. All the results were confirmed through completer and LOCF analyses.
Figure 2. CONSORT flow diagram of participants.

- Assessed for eligibility
  - (n=10,887)
  - Self-assessment
  - Check Your Drinking completed

  Excluded (n=10,292):
  - Not meeting inclusion criteria (n=5823)
  - Not interested in participating (n=4469)

  Randomized (n=595)

  Allocated to version 1 (n=300)
  - Lost to follow-up
    - 6 weeks (n=136)
    - 3 months (n=160)
    - (Questionnaires not returned)

  Allocated to version 2 (n=295)
  - Lost to follow-up
    - 6 weeks (n=114)
    - 3 months (n=140)
    - (Questionnaires not returned)

  Analyzed
  - 6 weeks (n=300)
  - 3 months (n=300)

  Analyzed
  - 6 weeks (n=295)
  - 3 months (n=295)
### Table 2. Participants' characteristics at baseline and usage of the Change Your Drinking program (N=595).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Version 1 (n=300)</th>
<th>Version 2 (n=295)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>177 (59.0)</td>
<td>187 (63.4)</td>
</tr>
<tr>
<td>Female</td>
<td>123 (41.0)</td>
<td>108 (36.6)</td>
</tr>
<tr>
<td><strong>Age, mean (SD)</strong></td>
<td>29.0 (9.4)</td>
<td>29.0 (9.4)</td>
</tr>
<tr>
<td><strong>Currently no professional help, n (%)</strong></td>
<td>266 (88.7)</td>
<td>268 (90.8)</td>
</tr>
<tr>
<td><strong>Educational level, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Basic school (Hauptschule)</td>
<td>25 (8.3)</td>
<td>23 (7.8)</td>
</tr>
<tr>
<td>Middle school (Realschule)</td>
<td>57 (19.0)</td>
<td>64 (21.7)</td>
</tr>
<tr>
<td>High school (Gymnasium)</td>
<td>203 (67.7)</td>
<td>184 (62.4)</td>
</tr>
<tr>
<td>Other school</td>
<td>15 (5.0)</td>
<td>24 (8.1)</td>
</tr>
<tr>
<td><strong>Alcohol use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol use days&lt;sup&gt;a&lt;/sup&gt;, mean (SD)</td>
<td>4.1 (1.8)</td>
<td>4.3 (1.9)</td>
</tr>
<tr>
<td>Alcohol intake&lt;sup&gt;b&lt;/sup&gt; (g), mean (SD)</td>
<td>313.4 (193.0)</td>
<td>318.5 (194.4)</td>
</tr>
<tr>
<td>Binge drinking&lt;sup&gt;a&lt;/sup&gt;, n (%)</td>
<td>278 (92.7)</td>
<td>271 (91.9)</td>
</tr>
<tr>
<td>Alcohol-related problems, mean (SD)</td>
<td>2.4 (1.8)</td>
<td>2.3 (1.9)</td>
</tr>
<tr>
<td><strong>Usage of the program diary, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diary used at least once</td>
<td>167 (55.7)</td>
<td>238 (80.7)</td>
</tr>
<tr>
<td>Diary used on all 10/14 days</td>
<td>127 (42.3)</td>
<td>163 (55.3)</td>
</tr>
</tbody>
</table>

<sup>a</sup>During the past 7 days.

#### Table 3. Effectiveness results<sup>a</sup> of study primary outcomes.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Version 1 (n=300)</th>
<th>Version 2 (n=295)</th>
<th>Group × time interaction&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Main effect of time (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline</td>
<td>6 weeks</td>
<td>3 months</td>
<td>Baseline</td>
</tr>
<tr>
<td>Alcohol use&lt;sup&gt;c&lt;/sup&gt; (days), mean (SD)</td>
<td>4.1 (1.8)</td>
<td>2.9 (3.1)</td>
<td>2.9 (4.1)</td>
<td>4.3 (1.9)</td>
</tr>
<tr>
<td>Alcohol intake&lt;sup&gt;c&lt;/sup&gt; (grams), mean (SD)</td>
<td>313.4 (193.0)</td>
<td>162.2 (171.6)</td>
<td>183.3 (272.8)</td>
<td>318.5 (194.4)</td>
</tr>
<tr>
<td>Binge drinking&lt;sup&gt;c&lt;/sup&gt; (yes), n (%)</td>
<td>278 (92.7)</td>
<td>190 (63.4)</td>
<td>194 (64.5)</td>
<td>271 (91.9)</td>
</tr>
<tr>
<td>Alcohol-related problems&lt;sup&gt;d&lt;/sup&gt;, mean (SD)</td>
<td>2.4 (1.8)</td>
<td>1.6 (2.1)</td>
<td>1.5 (3.2)</td>
<td>2.3 (1.9)</td>
</tr>
<tr>
<td>Risky drinking&lt;sup&gt;c&lt;/sup&gt; (yes), n (%)</td>
<td>300 (100.0)</td>
<td>231 (77.1)</td>
<td>238 (79.3)</td>
<td>295 (100.0)</td>
</tr>
</tbody>
</table>

<sup>a</sup>ITT analyses following multiple imputation. Results of complete case and LOCF analyses can be found in Multimedia Appendix 4.

<sup>b</sup>Comparison between version 1 and 2 was conducted with the group × time interaction.

<sup>c</sup>During the past 7 days.

<sup>d</sup>During the past 30 days.
Discussion

This study examined the effectiveness of the revised version of the fully automated alcohol intervention Change Your Drinking as compared to the original version of the program. The revised version lasts 14 days instead of 10 days, contains more feedback and interaction options, and is more strongly oriented toward the concept of relapse prevention [34,35]. However, in terms of drinking days, alcohol intake, and other use-related outcomes, the revised version did not yield superior results compared to the original version of the program. Instead, users of both versions reduced their use behavior in a similar way. For example, risky alcohol consumption was reduced in both groups by 23.6% after 3 months. Although trial participants differed from regular users of Change Your Drinking in terms of gender and education level, we assume that the results can largely be generalized to all users of the program.

The results suggest that the higher degree of interactivity, the improved feedback, the stronger emphasis on relapse prevention, and the program extension were not sufficient to significantly enhance the program effects. This is consistent with other findings that the effectiveness of a Web-based alcohol intervention is not increased by more feedback [17] or by the provision of a more elaborate and tailored intervention [37]. The findings are also reflected in the meta-analysis of Rooke and colleagues [10] on the effectiveness of computer-delivered alcohol and tobacco interventions. In this study, no association between the number of intervention sessions and the emphasis on relapse prevention and the intervention’s efficacy was found [10]. These results suggest that the effectiveness of self-help alcohol interventions can only be increased to a very limited extent by these features. To significantly enhance their effectiveness it might be necessary to include additional means of interaction, such as personal support by a counselor or therapist [14,38]. Moreover, it has to be noted that Web-based trials using an active comparison group (like ours) often yield very limited effects [10].

These results might question the time and costs spent developing elaborate automated programs. However, if an intervention is less sophisticated, it probably will be less attractive and, thus, be utilized by less people. This point is supported by the usage statistics of Change Your Drinking because the more elaborate version was used by more participants than the original version.

Limitations

A key limitation to this study was the reliance on self-reported data. However, this type of data has repeatedly been shown to be reliable and valid [39,40]. Moreover, verification with urine samples or clinical interviews was not a practical option considering the widely scattered sample.

Because of the financial compensation given for follow-up participation, it cannot be ruled out that several participants tried to register more than once for the study. Although technical measures were taken to prevent this from happening, the anonymous study setting allowed a participant to sign up with different email addresses. However, we do not expect any bias in favor of any group due to this reason because multiple registrations (if any) presumably were equally distributed among both study groups.

Moreover, it should be noted that a significant number of participants did not take part in the final follow-up surveys. Therefore, we included all relevant participant data in the multiple imputations to estimate their follow-up data and crosschecked those results with completer analyses and LOCF analyses which came to very similar results.

To elucidate the effects of the interventions more thoroughly, it would have been desirable to collect additional data on their acceptability and usability. However, to keep the questionnaires short and the respondent burden as low as possible, we did not include these outcomes in this survey. A future evaluation study will deal with this topic in detail.

We did not include a no-intervention control group; therefore, we cannot determine the de facto effectiveness of the intervention. A comparison with other RCTs on Web-based alcohol interventions can provide only rough hints whether the reduction of alcohol use in the Change Your Drinking intervention exceeds mere trial participation. The overall reduction of alcohol intake (d=0.59) is considerably stronger than the effects of no-intervention control groups in other trials [20,41] (the difference of weekend drinking between baseline and 30-day follow-up in the trial of Doumas et al [20] and the difference of typical weekly drinking between baseline and 3-month follow-up in the trial of Cunningham et al [41], where effect sizes below d=0.10 were achieved). However, other RCTs on Web-based alcohol interventions show that nontreated groups can attain considerable performances up to d=0.40 (the difference of drinks last week between baseline and 3-month follow-up in the trial of Blankers et al [14] and the difference of alcohol intake in the past 7 days between baseline and 3-month follow-up in the trial of Jonas et al [42]). So these comparisons only suggest that both versions of Change Your Drinking to be somewhat effective, which leads to no clear conclusion. Hence, we cannot say whether the alcohol use reductions found in both groups are a consequence of the program participation, response bias, regression to the mean, or spontaneous remission. Nevertheless, since the original version of the intervention is freely accessible on the study website, a no-intervention control group was not feasible.

Conclusion

The revised version of Change Your Drinking is not more effective in reducing alcohol use than the original version of the program. The extension of the program and its stronger elaboration presumably played a minor role in reducing alcohol consumption. However, analyses of the program usage suggest that it may be more attractive to participants. Acceptability and usability of both program versions will be examined in a future study.

http://www.jmir.org/2013/6/e110/
Acknowledgments

The study was funded by the Federal Centre for Health Education (BZgA).

Conflicts of Interest

Marc-Dennan Tensil and Benjamin Jonas are researchers at Delphi Gesellschaft, which developed Check Your Drinking and Change Your Drinking on behalf of the BZgA. Evelin Strüber is a research consultant at the BZgA.

Multimedia Appendix 1

Information about the trial (German).

[PDF File (Adobe PDF File), 86KB - jmir_v15i6e110_app1.pdf]

Multimedia Appendix 2

Exemplary feedbacks of both program versions.

[PDF File (Adobe PDF File), 221KB - jmir_v15i6e110_app2.pdf]

Multimedia Appendix 3

CONSORT-EHEALTH checklist (V1.6.2) [36].

[PDF File (Adobe PDF File), 996KB - jmir_v15i6e110_app3.pdf]

Multimedia Appendix 4

Results of the complete case & LOCF analyses.

[PDF File (Adobe PDF File), 7KB - jmir_v15i6e110_app4.pdf]

References


Abbreviations

- APS: Alcohol Problems Scale
- AUDIT: Alcohol Use Disorders Identification Test
- BZgA: Bundeszentrale für gesundheitliche Aufklärung (German Federal Centre for Health Education)
- GEE: generalized estimating equations
- ITT: intention-to-treat
- LOCF: last observation carried forward
- RCT: randomized controlled trial
- SG: standard glasses
Cardiovascular Health Effects of Internet-Based Encouragements to Do Daily Workplace Stair-Walks: Randomized Controlled Trial

Lars Louis Andersen¹, PhD; Emil Sundstrup¹, MSc; Marianne Boysen¹, MSc; Markus Due Jakobsen¹, MSc; Ole Steen Mortensen², MD, PhD; Roger Persson³, PhD

¹National Research Centre for the Working Environment, Copenhagen, Denmark  
²University Hospital Køge, Department of Occupational Medicine, Køge, Denmark  
³Lund University, Department of Psychology, Lund, Sweden

Corresponding Author:  
Lars Louis Andersen, PhD  
National Research Centre for the Working Environment  
Lersø Parkalle 105  
Copenhagen, 2100  
Denmark  
Phone: 45 39165300  
Fax: 45 39165301  
Email: lla@nrcwe.dk

Abstract

Background: Although the hazardous health effects of a sedentary lifestyle are well known, many adults struggle with regular physical activity. Simple and efficient encouragements for increased physical activity are needed.

Objective: To determine the effect on cardiovascular health of email-based encouragements to do daily stair-walks at work together with colleagues among adults in sedentary occupations.

Methods: A single-blind randomized controlled trial was performed at a large administrative company in Copenhagen, Denmark. Participants were 160 office workers (125 women, 35 men; mean age 42 years, SD 10; sitting 89.5% of work time). At baseline, aerobic fitness was 37 mL/min/kg (SD 9), mean blood pressure was 118/79 mmHg (SD 14/9), and mean body mass index (BMI) was 23 kg/m² (SD 4). Participants were randomly assigned (2:1 ratio) to an email group receiving weekly email-based encouragements to walk the stairs for 10 minutes a day or to a control group receiving weekly reminders to continue their usual physical activities. The primary outcome was the change from baseline to 10-week follow-up in aerobic fitness determined from a maximal cycle test. The examiner was blinded to group allocation.

Results: Adherence to the email encouragements was fairly high with 82.7% of the participants performing at least 3 sessions of 10-minute stair-walks per week (mean 3.3, SD 1.3). Mean heart rate reached 167 beats/min (SD 10) during stair-walks. In the intention-to-treat analysis, aerobic fitness increased 1.45 mL/min/kg (95% CI 0.64-2.27) at 10-week follow-up in the email group compared with the control group. In participants with low aerobic fitness at baseline (n=56), aerobic fitness increased 1.89 mL/min/kg (95% CI 0.53-3.24), and systolic and diastolic blood pressure decreased 4.81 mmHg (95% CI 0.47-9.16) and 2.67 mmHg (95% CI 0.01-5.32), respectively, in the email group compared with the control group. Body weight decreased in the email group of those with low aerobic fitness compared with the control group, but this was not statistically significant.

Conclusions: Simple and inexpensive email-based encouragements to do daily stair-walks together with colleagues at work improves cardiovascular health among adults in sedentary occupations. There exists an enormous potential to prevent the hazardous health effects of a sedentary lifestyle through the use of email-based encouragements to do short bouts of physical activity at the workplace.
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Introduction
According to the World Health Organization, lack of physical activity is ranked as the fourth leading cause of all deaths worldwide [1]. To promote and maintain health, the American College of Sports Medicine (ACSM) and the American Heart Association (AHA) recommend that healthy working-age adults perform moderate aerobic physical activity for at least 30 minutes on 5 days each week or vigorous aerobic physical activity for at least 20 minutes on 3 days each week [2]. In spite of this knowledge, surveys from North America and Britain show that only one-quarter to one-half of adults self-report that they meet public recommendations for physical activity [3,4]. Thus, lack of sufficient physical activity in the population remains a problem.

The workplace may provide an optimal setting to encourage a healthier lifestyle because most adults spend the majority of their waking hours at work together with colleagues, many with similar needs for physical activity [5]. Furthermore, in modern society most adult workers have the opportunity to communicate and organize physical activities through emails or Internet-based media. In addition, overcoming the motivational barriers for performing regular physical activity is easier in a social setting, such as the workplace, than individually [6]. Internet technology helps create social networks; thus, social media may be used as a community setting at workplaces to encourage a healthier lifestyle and motivate physical activities. However, the need for special facilities and subsequent showering limits the feasibility of prolonged and strenuous physical exercise programs at the workplace. Further, lack of time is often cited as the major reason among adults for not being physically active [7]. Thus, short bouts of vigorous physical activity at the workplace that can easily be organized by using Internet technology and without the need for special facilities and subsequent showering may be preferred [8]. Robroek and coworkers [9] showed that employees receiving monthly email prompts were 6 times more likely than those not receiving email prompts to continue using an Internet-based physical activity and healthy nutrition program at the workplace. Thus, emails and Internet-based media may be an efficient and inexpensive method to organize and motivate participation in such physical activities.

Stair-walking is a vigorous form of physical activity requiring 5 to 10 times the energy expenditure of rest [10]. As most office buildings have accessible stairways, stair-walking may be a feasible form of physical activity at the workplace that can be encouraged and organized using Internet technology. Most stair-walk interventions at the workplace have reported positive effects on aerobic fitness, blood pressure, and/or blood lipids [11-15], which is important from a preventive perspective because a high level of aerobic fitness is associated with decreased risk for cardiovascular and all-cause mortality [16,17]. However, methodological limitations were present in many of the previous stair-walk studies, for example, no control group or no blinding of examiners. Further, none of the aforementioned studies used Internet technology as part of the intervention. Thus, high-quality randomized controlled trials investigating the health effects of Internet-based encouragements to do daily physical activity at the workplace are needed. Companies play an important role in health promotion, but randomized studies have failed to show positive return of investment of health-promoting activities at the workplace probably because the cost of interventions are often high [18]. Consequently, as many companies have limited resources for health-promoting activities, the implementation must be simple and inexpensive. Email-based encouragements are cheap, easy to administer, and have the ability to reach virtually all employees at office workplaces; thus, they may result in mutual benefit for employees and employers. One option could be to send out emails to encourage using the stairs as part of daily routine, for example, when having meetings on another floor, and using the stairs instead of elevators [14]. Encouragements could also be delivered through emails to form groups with colleagues and do planned stair-walking as an active break to supplement overall physical activity. The present study uses this approach.

The aim of the present study is to determine the effect of email-based encouragement to do daily stair-walks together with colleagues on cardiovascular health among adults in sedentary occupations. It was hypothesized that email-based encouragements to do daily stair-walking improves aerobic fitness (primary outcome).

Methods
Ethical Approval and Trial Registration
The Local Ethical Committee approved the study protocol (H-3-2010-062). The trial was registered prior to enrollment of participants (Clinicaltrials.gov NCT01293253), which ensured that the study aim, hypothesis, and primary outcome were predefined. There were no changes in outcomes after the trial commenced. All participants gave written informed consent in agreement with the Declaration of Helsinki.

Study Design and Flow of Participants
A randomized controlled trial was performed in Copenhagen, Denmark, from February to June 2011. The CONSORT-EHEALTH checklist was followed to ensure transparent and standardized reporting of the trial [19]. Figure 1 shows the flow of participants through the trial. A screening questionnaire on health, physical activity, and working conditions went out by email to 468 office workers in a large administrative company (ie, a single workplace), and 345 replied. All participants had computer/Internet literacy. The inclusion criterion were willingness to participate in the study (N=199). Exclusion criteria were (1) a medical history of life-threatening disease (n=8), (2) current pregnancy (n=2), (3) unavailable during the study period (n=3), and (4) blood pressure greater than 160/100 mmHg (determined later during physical
examination). An invitation for a physical examination was sent to the remaining 186 employees, and 161 showed up. During the physical examination, 1 employee was excluded because of blood pressure greater than 160/100 mmHg. Thus, the final sample size was 160 participants. A blinded examiner measured blood pressure and aerobic fitness of the employees at baseline and at 10-week follow-up as described subsequently.

Figure 1. CONSORT flow diagram of participants through the study.

Randomization and Blinding
Using a computer-generated random numbers table, the 160 participants were randomly allocated to the email group or control group (2:1 ratio) following the baseline examination. Simple randomization was used. The 2:1 ratio was chosen to ensure an adequate number of participants in the email intervention to form stair-walking groups together with colleagues. The examiner remained blinded to group allocation, and participants were instructed via email not to reveal their group allocation during follow-up examination. Author LLA performed the randomization and informed participants via email about group allocation.

Primary Outcome: Aerobic Fitness
Aerobic fitness was estimated from a maximal cycle ergometer test, which has previously shown very good validity with direct measurements of oxygen uptake [20]. Men and women started the test with workloads of 105 and 70 watts, respectively, on a Monark cycle ergometer (model 874E, Monark AB, Stockholm, Sweden) and maintained a pedaling frequency of 70 revolutions per minute. The examiner added 0.5 kg resistance (35 watts) every other minute until the participant was not able to maintain a pedaling frequency of 70 revolutions per minute. The final workload (watts) and time using the final workload (seconds) determined maximal power output (MPO), calculated as MPO (watts) = final workload - 35 + (35 × number of seconds at final workload/120). From this, the maximal oxygen uptake (VO$_{2\text{max}}$) was estimated using the equation VO$_{2\text{max}}$ (L/min) = 0.16 + (0.0117 × MPO) [20], and then divided by body weight (kg) and multiplied by 1000 to determine aerobic fitness (mL/min/kg).

Subgroup With Low Aerobic Fitness
For exploratory subgroup analysis of employees with low aerobic fitness at baseline, participants were categorized according to the methods of Åstrand [21], defining women aged <30, 30-39, 40-49, 50-59, and >60 years with aerobic fitness of <35, <34, <32, <29, and <29 mL/min/kg, respectively, and men aged <30, 30-39, 40-49, 50-59, and >60 years with aerobic fitness of <44, <40, <36, <32, and <27 mL/min/kg, respectively, as having low aerobic fitness.
Secondary Outcomes

Blood pressure (systolic/diastolic) was measured during the physical examination after 15 minutes rest. The examiner performed 3 measurements, and the average of these measurements was calculated. Participants were weighed on a Tanita scale (model Tanita Innerscan 543) providing information on body weight and body fat percentage. Height was measured with a Soehnle Foldable Ultrasound Height Rod. Body mass index (BMI) was calculated as BMI (kg/m²)=body weight/(height)².

Interventions

Before the study, a meeting was held with the management of the company who agreed to let employees in the email group walk the stairs for 10 minutes a day during work time. The management of the company felt that 10 minutes of group-based physical activities per day would not impair productivity and could perhaps contribute to improved social climate. Information about the aim and content of the project was posted on the intranet of the company. Further, the employees were invited via email to participate in an informational meeting about the project.

After baseline testing and randomization, participants in the email group were advised and reminded via email each Monday at 9 am over 10 weeks (ie, a total of 10 emails) to walk the stairs for 10 minutes a day during working days (typically 5 days a week). We chose this type of encouragement because emails are cheap, easy to administer, and have the ability to reach virtually all employees at office workplaces. Thus, even companies with limited resources would be able to implement such an intervention as opposed to physical activities requiring gyms, training equipment, and instructors. Furthermore, emails are the preferred source of information among employees [22]. However, no previous studies have documented the optimal frequency of emails to encourage physical activity. Whereas email overload may be a problem for some people [23], emails can be dealt with at one’s own convenience and, therefore, have limited impact on the normal workflow [24]. The frequency of once per week was chosen to not unnecessarily disturb the employees with too many emails, yet still frequently remind the employees to walk the stairs. This frequency of emails was based on experience from a previous workplace exercise study in office workers [25].

Participants in the email group were encouraged via email to form small groups with their colleagues in the same group and, if possible, to schedule the daily stair-walks. In detail, participants were advised to (1) walk at the same time each day to make it a habit, for example, before lunch or when meeting at work in the morning, (2) make an appointment in their work calendar (Outlook) with colleagues to use and improve social networks at the workplace, and (3) vary the stair-walks sometimes by changing the speed between flights of stairs and alternating between single and double steps to make it more challenging and avoid boredom. The content of the emails did not build on any specific behavioral theories, but varied slightly from week to week with the following 3 progression phases to ensure organization, intensity, and variation: (1) during the first weeks, the goal was to organize the stair-walking by scheduling and forming groups, (2) during the middle weeks, the goal was to increase exercise intensity by increasing the speed of stair-walking to ensure effectiveness, and (3) during the later weeks, the goal was also to introduce variation in the stair-walking (eg, varying between single and double steps) to avoid boredom.

The office building had 3 staircases with 3 to 4 floors. Stair-climbing is generally considered a vigorous type of physical activity [10]. In the present study, participants were offered to participate in heart rate measurements during stair-walking on the Wednesday of week 5 between 10 am and 12 am, during which time a research assistant presented with heart rate monitors at the main stair of the company. These measurements confirmed that the intensity of activity was high, with mean heart rate reaching 167 beats/min (SD 10) after 10 minutes of stair-walking (n=23), corresponding to 90% (SD 9%) of the heart rate reserve, calculated as (heart rate during stair-walk-resting heart rate)/(max heart rate-resting heart rate) × 100%. Figure 2 shows the recorded heart rate from 1 of the participants of the email group during 1 of the daily stair-walks.

Feasibility

After the first week of the intervention, the participants replied to an Internet-based questionnaire about sweating during stair-walking: “Did you experience sweating during the 10-minute stair-walks?” Participants had 3 response options: (1) no, (2) yes, but not to an extent that it bothered me, and (3) yes, to an extent that it bothered me. Participants also replied to an Internet-based questionnaire at 10-week follow-up. Adherence was evaluated by the question: “How many days per week during the last 10 weeks have you walked the stairs for at least 10 minutes at a time?” (0, 1, 2,..., 7 days per week). Asking specific questions about adherence to workplace physical exercise in retrospect has shown good validity to day-to-day training diary registrations [26]. Participants also replied to the question: “During the last week, did you walk the stairs (1) together with colleagues, (2) alone, (3) alone and together with colleagues to an equal extent.” Multiple-choice questions concerning reasons for not participating as often as required (due to lack of time, lack of interest, illness, etc) were also given. Further, to determine the potential for long-term implementation of daily stair-walk, participants were asked whether they wished to continue daily stair-walking after termination of the research project, with the response options (1) yes, (2) yes, maybe, and (3) no.

Other Physical Activities

We included questions to assess for initiation of other physical activities during the study period that could affect the primary outcome. At baseline and follow-up, participants filled in a modified version of the Saltin and Grimby [27] questionnaire concerning low-, medium-, and high-intensity leisure time physical activity. On an exploratory basis, we included this question as a covariate in the analyses on changes in fitness and blood pressure. Further, participants from both the control and
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email groups replied to the follow-up question regarding weekly frequency of 10-minute stair-walks.

Statistics

The main outcomes were analyzed according to the intention-to-treat principle using a $2 \times 2$ mixed-factorial design, with time and group as independent categorical variables (fixed factors). The last-observation-carried-forward was not used because all methods of imputation have limitations. Instead, efforts were made at follow-up to explain to all participants, including dropouts, that their data were still required regardless of their level of actual participation, and we used the PROC GLIMMIX (general linear mixed models) of SAS version 9.2. (SAS Institute, Inc, Cary, NC, USA), which inherently accounts for missing values. Baseline values are reported as means (SD) and differences from baseline to follow-up as means (95% confidence interval).

Figure 2. Heart rate recording from one of the participants during one of the daily stair-walks. This participant walked five times from the ground floor to the fourth floor of the building in 10 minutes.

Results

Adherence and Feasibility

In the email group, 82.7% (86/104) of the participants performed at least 3 stair-walking sessions per week. On average, the number of weekly stair-walking sessions was 3.3 (SD 1.3). During the last week of the intervention, participants from the email group replied that they had walked together with colleagues (65.3%, 68/104), alone (31.7%, 33/104), and alone and together with colleagues to an equal extent (2.9%, 3/104), respectively. Regarding the question after the first week of the intervention whether experiencing sweating during the 10-minute stair-walks, in the email group 5.2% (5/96) replied no, 71.8% (69/96) replied yes, but not to an extent that it bothered me, and 22.9% (22/96) replied yes, to an extent that it bothered me. In the email group, reasons for not participating as often as required were lack of time (51.0%, 53/104), illness (18.3%, 19/104), lack of interest (11.5%, 12/104), lack of motivation to start the program after vacation (7.7%, 8/104), difficulties in starting the program after illness (2.9% 3/104), lack of benefit from the stair-walk program (1.9%, 2/104), and lack of acceptance from nearest leader (1.0%, 1/104). None of the participants cited lack of acceptance from colleagues as a reason. In the email group, 26.2% (27/103) wished to continue stair-walking after the research project had ended, 53.4% (55/103) stated that maybe they wished to continue, and 20.4% (21/103) did not wish to continue stair-walking.

Attrition

In the email group, 11 participants (10.4%) dropped out during the intervention period because of pregnancy (n=1), leaving the company (n=2), long-term vacation (n=1), stress (n=1), lack of time (n=2), and knee or ankle/foot injuries (n=4) of which 2 reported stair-walking as the cause of injury. In the control group, 5 participants (9.2%) dropped out during the intervention period because of long-term sickness absence (n=1) and with no reason given (n=4). Three and 2 of the dropouts from the email group and control group, respectively, presented for the follow-up examination, and 10 and 5, replied to the follow-up questionnaire, respectively. All dropouts were included in the intention-to-treat analyses.

Intention-to-Treat Analysis

Table 1 shows baseline demographics of all participants of the 2 groups. Table 2 shows results from the intention-to-treat analysis for the change in fitness, blood pressure, and other variables from baseline to follow-up. A priori hypothesis testing
showed a significant group × time interaction for aerobic fitness ($P<0.001$). The email group improved aerobic fitness significantly more than the control group with a between-group difference of $1.45$ mL/min/kg (95% CI 0.64-2.27). For the remainder of variables, there were no significant group × time interactions. We also performed exploratory analyses adjusting for the baseline level of physical activity on the changes in fitness and blood pressure. This had only minor influence on the results and the between-group difference for the change in fitness was $1.34$ mL/min/kg (95% CI 0.51-2.16), and still nonsignificant for the changes in blood pressure.

**Subgroup With Low Aerobic Fitness**

Table 3 shows baseline demographics of participants with low aerobic fitness of the 2 groups. Table 4 shows results from the subgroup analysis among individuals with low aerobic fitness at baseline for the change in fitness, blood pressure, and other variables from baseline to follow-up. There was also a significant group × time interaction for aerobic fitness ($P=0.008$), and systolic ($P=0.03$) and diastolic blood pressure ($P=0.04$). There was also a tendency for the email group to decrease body weight ($P=0.08$) compared with the control group, although this did not reach statistical significance.

**Other Physical Activities**

The weekly duration of leisure time physical activity did not change significantly in any of the groups during the intervention period. Based on the follow-up questionnaire replies, 4 participants from the control group had performed 1 (n=2) and 2 (n=2) weekly sessions of 10-minute stair-walks.

**Test-Retest Reliability**

Using the baseline and 10-week follow-up data from the control group (n=50), test–retest reliability was determined as the intraclass correlation coefficient (ICC) for the different outcomes, with ICC 0.98 for aerobic fitness, ICC 0.90 for diastolic and systolic blood pressure, and ICC 0.99 for weight, BMI, and body fat percentage.

**Table 1.** Baseline characteristics of participants in the email group and control group (N=160).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Email group (n=106)</th>
<th>Control group (n=54)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographics</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>42 (10)</td>
<td>43 (11)</td>
</tr>
<tr>
<td>Height (cm), mean (SD)</td>
<td>171 (9)</td>
<td>172 (10)</td>
</tr>
<tr>
<td>Weight (kg), mean (SD)</td>
<td>69 (14)</td>
<td>71 (11)</td>
</tr>
<tr>
<td>Body mass index (kg/m$^2$), mean (SD)</td>
<td>23 (4)</td>
<td>23 (3)</td>
</tr>
<tr>
<td>Body fat %, mean (SD)</td>
<td>28 (8)</td>
<td>29 (9)</td>
</tr>
<tr>
<td>Gender (women), n (%)</td>
<td>84 (79.2%)</td>
<td>41 (75.9%)</td>
</tr>
<tr>
<td>Cardiovascular, mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aerobic fitness (mL/min/kg)</td>
<td>36 (8)</td>
<td>38 (10)</td>
</tr>
<tr>
<td>Systolic blood pressure (mmHg)</td>
<td>118 (14)</td>
<td>118 (14)</td>
</tr>
<tr>
<td>Diastolic blood pressure (mmHg)</td>
<td>79 (9)</td>
<td>78 (8)</td>
</tr>
<tr>
<td>Work-related, mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sitting (% of work time)</td>
<td>89 (18)</td>
<td>90 (19)</td>
</tr>
<tr>
<td>Weekly working hours</td>
<td>38 (3)</td>
<td>39 (4)</td>
</tr>
<tr>
<td>Leisure time physical activity (hours/week), mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low intensity</td>
<td>3.2 (1.7)</td>
<td>3.3 (1.7)</td>
</tr>
<tr>
<td>Moderate intensity</td>
<td>1.8 (1.5)</td>
<td>1.9 (1.6)</td>
</tr>
<tr>
<td>Vigorous intensity</td>
<td>0.3 (0.8)</td>
<td>0.6 (1.3)</td>
</tr>
<tr>
<td>Other, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smokers</td>
<td>8 (7.5%)</td>
<td>6 (11.1%)</td>
</tr>
</tbody>
</table>
Table 2. Changes from baseline to 10-week follow-up (N=160).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Within-group differences from baseline to 10-week follow-up</th>
<th>Between-group differences from baseline to 10-week follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Email group (n=106)</td>
<td>Control group (n=54)</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>95% CI</td>
</tr>
<tr>
<td>Cardiovascular</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aerobic fitness (mL/min/kg)</td>
<td>2.32</td>
<td>1.84, 2.79</td>
</tr>
<tr>
<td>Systolic blood pressure (mmHg)</td>
<td>−2.62</td>
<td>−4.32, −0.93</td>
</tr>
<tr>
<td>Diastolic blood pressure (mmHg)</td>
<td>−2.85</td>
<td>−3.90, −1.81</td>
</tr>
<tr>
<td>Leisure time physical activity (hours/week)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low intensity</td>
<td>−0.15</td>
<td>−0.48, 0.18</td>
</tr>
<tr>
<td>Moderate intensity</td>
<td>0.00</td>
<td>−0.30, 0.30</td>
</tr>
<tr>
<td>Vigorous intensity</td>
<td>0.10</td>
<td>−0.05, 0.25</td>
</tr>
<tr>
<td>Other</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>−0.24</td>
<td>−0.60, 0.13</td>
</tr>
<tr>
<td>Body fat percentage (%)</td>
<td>−0.44</td>
<td>−0.71, −0.17</td>
</tr>
</tbody>
</table>

Table 3. Baseline characteristics of participants with low aerobic fitness in the email group and control group (n=56).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Email group (n=38)</th>
<th>Control group (n=18)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographics</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>44 (11)</td>
<td>46 (12)</td>
</tr>
<tr>
<td>Height (cm), mean (SD)</td>
<td>170 (8)</td>
<td>166 (7)</td>
</tr>
<tr>
<td>Weight (kg), mean (SD)</td>
<td>76 (14)</td>
<td>71 (10)</td>
</tr>
<tr>
<td>Body mass index (kg/m²), mean (SD)</td>
<td>26 (5)</td>
<td>25 (4)</td>
</tr>
<tr>
<td>Body fat %, mean (SD)</td>
<td>33 (7)</td>
<td>33 (8)</td>
</tr>
<tr>
<td>Gender (women), n (%)</td>
<td>32 (84.2%)</td>
<td>15 (83.3%)</td>
</tr>
<tr>
<td>Cardiovascular, mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aerobic fitness(mL/min/kg)</td>
<td>28 (5)</td>
<td>28 (5)</td>
</tr>
<tr>
<td>Systolic blood pressure (mmHg)</td>
<td>119 (17)</td>
<td>119 (14)</td>
</tr>
<tr>
<td>Diastolic blood pressure (mmHg)</td>
<td>80 (10)</td>
<td>79 (8)</td>
</tr>
<tr>
<td>Work-related, mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sitting (% of work time)</td>
<td>85 (22)</td>
<td>86 (18)</td>
</tr>
<tr>
<td>Weekly working hours</td>
<td>38 (3)</td>
<td>38 (3)</td>
</tr>
<tr>
<td>Leisure time physical activity (hours/week), mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low intensity</td>
<td>3.0 (2.0)</td>
<td>3.0 (2.0)</td>
</tr>
<tr>
<td>Moderate intensity</td>
<td>1.0 (1.0)</td>
<td>1.0 (1.0)</td>
</tr>
<tr>
<td>Vigorous intensity</td>
<td>0.0 (1.0)</td>
<td>0.0 (0.0)</td>
</tr>
<tr>
<td>Other, n (%)</td>
<td>5 (13.2%)</td>
<td>4 (22.2%)</td>
</tr>
</tbody>
</table>
Table 4. Changes from baseline to 10-week follow-up in participants with low aerobic fitness at baseline (n=56).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Within-group differences from baseline to 10-week follow-up</th>
<th>Between-group differences from baseline to 10-week follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Email group (n=38)</td>
<td>Control group (n=18)</td>
</tr>
<tr>
<td></td>
<td>Mean 95% CI</td>
<td>Mean 95% CI</td>
</tr>
<tr>
<td><strong>Cardiovascular</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aerobic fitness (mL/min/kg)</td>
<td>2.80 ± 2.04, 3.62</td>
<td>0.95 ± 0.15, 2.05</td>
</tr>
<tr>
<td>Systolic blood pressure (mmHg)</td>
<td>–3.19 ± 5.70, 0.68</td>
<td>1.63 ± 1.92, 5.17</td>
</tr>
<tr>
<td>Diastolic blood pressure (mmHg)</td>
<td>–3.46 ± 4.99, 1.93</td>
<td>–0.79 ± 2.96, 1.37</td>
</tr>
<tr>
<td><strong>Leisure time physical activity (hours/week)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low intensity</td>
<td>0.11 ± 0.51, 0.72</td>
<td>0.00 ± 0.88, 0.88</td>
</tr>
<tr>
<td>Moderate intensity</td>
<td>0.16 ± 0.25, 0.58</td>
<td>–0.06 ± 0.65, 0.54</td>
</tr>
<tr>
<td>Vigorous intensity</td>
<td>0.00 ± 0.22, 0.22</td>
<td>–0.06 ± 0.37, 0.26</td>
</tr>
<tr>
<td><strong>Other</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>–0.81 ± 1.56, 0.07</td>
<td>0.33 ± 0.72, 1.38</td>
</tr>
<tr>
<td>Body fat percentage (%)</td>
<td>–0.68 ± 1.16, 0.21</td>
<td>–0.14 ± 0.81, 0.54</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

In the present study, email-based encouragements to do 10 minutes of daily stair-walks together with colleagues resulted in 82.7% of the participants waking the stairs regularly, i.e., at least 3 times per week. This resulted in improved aerobic fitness. This fairly high adherence shows that email-based encouragements to do daily stair-walks is a feasible way of implementing vigorous physical activity among employees in sedentary occupations.

The intention-to-treat analysis showed that aerobic fitness increased approximately 6% in the email group and 2% in the control group. Because aerobic fitness is an independent predictor of future cardiovascular disease [16,17], the results of the present study may be relevant from a preventive perspective. Although other studies using more comprehensive exercise protocols have found larger improvement in aerobic fitness [28], the simplicity and low cost of email-based encouragements to do daily stair-walks add positively to the arsenal of health-promoting initiatives to improve aerobic fitness of adults in sedentary occupations.

Most participants adhered to the email-based encouragement to do daily stair-walks, with 83% performing at least 3 sessions of 10 minutes per week, and a weekly average of more than 3 sessions, equivalent to 30 additional minutes of vigorous physical activity per week. The major reason for not participating as often as required was lack of time. Although this observation is consistent with Kruger et al.’s [29] general observation concerning participation in health promotion programs, we have no underlying knowledge whether the reports reflect an actual lack of time or a more socially accepted way to express a disinterest or even laziness. Interestingly, few participants reported colleagues or the nearest leader as reasons for not participating. This seems to imply that important organizational circumstances were present and that the email-based encouragements to do daily stair-walks were generally accepted. Thus, a feeling of support from the employer may be important to successfully implement physical exercise by means of email-based encouragements at the workplace. The high acceptance level is also implied by the fact that almost 80% of the participants stated that they wished to continue with daily stair-walking after the project.

For health promotion, the ACSM and the AHA recommend moderate aerobic physical activity for at least 30 minutes on 5 days each week or vigorous aerobic physical activity for at least 20 minutes on 3 days each week [2]. However, many working-age adults lack the time for being physically active during leisure [7], and short bouts of physical activity at the workplace have been suggested as a solution [8]. The present study supports this notion and shows that email-based encouragements to do daily stair-walks at the workplace with colleagues can partly contribute toward reaching the recommended weekly dose of vigorous physical activity.

The participants in the subgroup with low fitness showed a 10% increase in aerobic fitness over 10 weeks of email-based encouragements to do daily stair-walks. This subgroup also showed a reduction in both systolic and diastolic blood pressure. Thus, the health benefits of email-based encouragements to increase physical activity appear to be higher among people with low fitness. Importantly, even small changes in blood pressure reduce the risk for cardiovascular mortality [30].

Adverse events in terms of knee or ankle/foot injuries directly related to the daily stair-walks were reported by 2 participants. Thus, a small risk for injury during stair-walks exists, which should also be considered by companies and employees when implementing such types of physical activity at the workplace. Nevertheless, stair-walking appears to be a relatively safe type of physical activity compared with different types of sports [31].
The intention of the weekly emails was to encourage short bouts of vigorous physical activity during the workday without the need for changing clothes and subsequent showering. Heart rate measurements clearly showed that the exercise intensity of stair-walking was high with heart rate reaching an average of 167 beats per minute. Approximately 3 of 4 participants (72%) did not experience sweating to a bothersome extent during stair-walking. However, only 5% did not experience sweating at all, whereas 23% experienced sweating to a bothersome extent. This may limit the feasibility of stair-walking at the workplace for approximately one-quarter of individuals because bothersome sweating may decrease motivation and require additional time for bathing. Moderate-intensity physical activities, for example, walking outside, which does not evoke sweating provides similar health-protective effects as more vigorous types of activity provided that the energy expenditure is equivalent [32]. Moderate-intensity activities, such as walking outside, although more time-consuming, may be preferred when sweating from vigorous activity is bothersome. Such activities can also be organized using Internet technology and reminder emails for the mutual benefit of employees and employers.

In the email group, 26% replied yes, 53% replied yes, maybe, and 20% replied no to the question about whether they wished to continue daily stair-walking after the research project. This indicates a certain potential for long-term sustainability of email-reminders to stimulate brief group-based physical activities at the workplace, but also shows that not all employees find stair-walking an attractive solution. Preferences and available time should be considered when implementing health-promoting physical activities at the workplace.

Strengths and Limitations

There are both strength and limitations of the present study. The simplicity and low cost of email-based encouragements to form groups with colleagues to do physical activity strengthens the potential for wide-scale implementation of the research results at other companies. The randomized controlled design, blinding of examiners, the high follow-up percentage, and the low level of initiation of other physical activities during the intervention period improves the validity of the present results. The test methods were highly reliable over a 10-week period, allowing for very precise estimates of the intervention. However, because of the study design, participants were not blinded. Also, the risk of cross-contamination exists because all participants were from the same company. Based on the follow-up questionnaire, 7% of the participants from the control group participated in the 10-minute stair-walks, which may have slightly decreased between-group differences. Self-selection, ie, due to ethical reasons only volunteers are included, is a general limitation of randomized controlled trials. Thus, adherence may have been lower at the company level if all employees were included. Further, because of the email-based encouragement to form groups to do stair-walks, unknown cluster effects may have occurred. Further, not all office companies have accessible stairways, limiting the generalizability of the present findings to companies with accessible stairways. Finally, a limitation may be that the present study focused primarily on vigorous physical activity in terms of email-based encouragements to do stair-walks, and not specifically on breaking sedentary behavior several times during the working day. Future studies should combine both aspects (ie, reducing sitting time and increasing physical activity in sedentary populations) because they present distinct risk factors for adverse health outcomes [33]. Web or mobile applications to remind the employees to break sedentary behavior after a certain period, for example, every 30 minutes of continuous keyboard typing or mouse use, may be developed and tested in randomized controlled trials. Another target for future studies may be to investigate the effect of different theory-based motivators toward stair-walking (self-efficacy, goal setting, action planning, etc). This could be combined with research in delivering the encouragements in different ways (eg, emails, websites, text messages, smartphones) or with different frequencies (eg, daily, twice weekly, once weekly). Another possibility could be to develop smartphone applications interacting with the built-in 3D accelerometer of the phone to activate the buzz function after a certain period of inactivity to remind the employee to break sedentarism.

Conclusions

In conclusion, email-based encouragements to do 10 minutes of daily stair-walks together with colleagues improve aerobic fitness among office workers. The high adherence shows that email-based encouragements to do daily stair-walks is a feasible way of implementing vigorous physical activity among employees in sedentary occupations. The weekly duration of stair-walking performed in the present study corresponds to approximately half of the ACSM and AHA recommended weekly amounts of vigorous physical activity.
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Abstract

Background: Evidence suggests that Internet-delivered cognitive behavioral therapy (CBT) may be as effective as face-to-face delivery for depression, but attrition and engagement rates remain a challenge.

Objective: This service-based study aimed to evaluate an online, therapist-supported, CBT-based program for depression. The program was specifically designed to address engagement issues, most notably by integrating online therapist support and communication within the platform.

Methods: Participants were 80 adults who were registered university students. Participants used the modular online program over 8 weeks, supported by a therapist. Engagement information was gathered automatically by the online system, and analyzed for all participants. Severity of participants' self-reported symptoms of depression were assessed preintervention and postintervention using the Beck Depression Inventory-II (BDI-II). Postintervention measures were completed by 53 participants.

Results: A high level of engagement was observed compared to a previous study within the same service, along with extensive use of a range of program features. A statistically significant ($P<.001$) decrease in self-reported depressive symptomatology from preintervention (mean BDI-II 25.47) to postintervention (mean BDI-II 15.53) with a large effect size ($d=1.17$) was also observed.

Conclusions: The results indicate the potential of unintrusive and easily provided online support to enhance engagement with online interventions. The system described in the paper also illustrates how such online support can be tightly integrated with interactive online programs by using a range of design strategies intended to improve the user experience.

Introduction

Background

Many adults experience depression in their lifetime, but a relatively small number seek or receive effective or evidence-based treatment for their difficulties [1]. This may be due to a number of factors, including stigma associated with seeking help for mental health difficulties, a lack of knowledge about different treatment options, as well as logistical or fiscal reasons. Computerized or Internet-delivered treatment programs are the latest and most innovative approach to improving access to effective treatment options.
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to psychological treatments for mental health difficulties, including depression. A large number of programs have been
developed and evaluated to date, targeting a variety of disorders, including depression, panic disorder, generalized anxiety
disorder, phobias, obsessive compulsive disorder, eating disorders, and addictions [2]. Computerized programs have used a
variety of therapeutic approaches, although cognitive behavioral therapy (CBT) is the most common treatment
approach in such programs. CBT is perhaps particularly suited to adaptation to a computerized medium because of its
well-structured protocol and clearly delineated activities and homework exercises [3].

Existing Evidence Base
The integration of computerized interventions into mainstream mental health services offers a number of benefits, including
the means to increase capacity in mental health services, reduce costs, and improve convenience to therapist and client [4,5]. In
addition, online interventions have the ability to surmount geographical barriers as well as barriers associated with stigma
that may prevent clinic attendance [6,7]. Not only is it important to establish that computerized interventions do what they
are intended for, but it is also crucial that they are designed to be engaging, usable, and acceptable to those who need them [8],
otherwise these factors may mask the effectiveness of the intervention. Much of the literature is concerned with 2 themes
of enquiry which are central to the development of a clinically useful body of knowledge related to computerized
psychotherapeutic interventions.

Clinical Efficacy
The first theme relates to the actual clinical efficacy of the computerized intervention. This line of enquiry seeks to
ascertain if completion of the intervention leads to any significant increase in well-being or decrease in distress for the
user. Typically, this manifests as an outcome study that assesses symptomatology and other clinically relevant variables
preintervention and postintervention. Results are promising: in a comprehensive meta-analysis of the effectiveness of
Internet-based psychotherapeutic interventions, Barak et al [2]
reported a similar effect size to that expected with more
traditional face-to-face therapy. A review of the literature
centered solely with depression tallies with this [9]. Multiple
studies and meta-analyses conclude that computerized and online
psychotherapeutic interventions (most CBT-based) offer a
promising and potentially effective treatment of depression and
anxiety [6,7,10-12]. Many researchers highlight, however, that
cautions are advised in generalizing these conclusions too widely
or too prematurely, and emphasize that more systematic research
is needed to clearly delineate the precise factors that contribute
to the effectiveness of online and computerized interventions.
For instance, efficacy can vary according to factors, such as
level of therapist support, the presenting difficulty of the client,
the length of treatment, the age of the client, the media and
technology used to deliver the program, and the interactivity of
the program [2,6]. Even seemingly small differences among
programs and their delivery can have implications for outcomes.
In particular, research suggests that even a minimal amount of
therapist support can increase the efficacy of an online or
computerized program [7,9], particularly in the treatment of
depression [5]. Some research suggests both supported and
unsupported online interventions may be effective [13,14].
A recent meta-analysis of online interventions for depression
highlighted the superiority of supported interventions in terms
of outcomes, but noted that unsupported interventions may also
have a useful role to play in treatment provision [15]. At present,
it seems reasonable to conclude that some form of support has
an added beneficial effect for program outcomes, but the
absolute necessity of therapist support, the optimum level of
such support, or its precise nature remains to be established
[5,13,15]. It is unclear which elements of the guidance or support
are responsible for any observed benefits, with Andersson et al
[16] suggesting that positive reinforcement for work completed
by the client may be the most important contribution of the
person supporting the online intervention.

Engagement
The second theme of enquiry relates to the issue of how
engaging computerized interventions are and how willing clients
are to use them as they are intended. Related to this, researchers
have also begun to examine the characteristics of the individuals
most likely to both engage with and benefit from a computerized
intervention [1,17,18]. Although attrition from psychotherapy
is an issue that affects services offered in more traditional ways
[19,20], it has been repeatedly highlighted as a significant issue
in online interventions in both research and practice [14,21-23].
There are a number of factors that may predict engagement with
and adherence to online interventions, including factors related
to the program itself and how it is delivered [2,23,24], as well
as characteristics of the program users, such as age, gender,
education, duration and severity of psychological distress, and
personal psychological factors [20,23-26]. To improve
engagement, a number of researchers have successfully included
direct therapist support alongside the Internet intervention, such
as motivational interviewing and regular telephone conversations
with therapists [7,9], suggesting that human contact is vital for
achieving high levels of engagement. A meta-analysis of the
literature has suggested that although overall dropout rates from
online programs for depression may exceed 50% [15], this can
be substantially reduced by the addition of some form of support
or guidance [14].

A Therapist-Supported Online Program
We can see from the literature that the efficacy of online
programs can vary as a function of delivery and context, and
that difficulties remain surrounding engagement and attrition.
This motivates development and exploration of innovative
strategies for improving engagement in realistic service
environments. To this end, we present an initial clinical
evaluation of a highly interactive therapist-supported
Internet-based intervention for depression, namely the Mind
Balance program. We report the engagement patterns of clients
using the therapist-supported program, and outcome data on
changes in self-reported depression symptomatology following
use of the program.
Program Content
Mind Balance is a 7-module online CBT-based intervention for depression, delivered on a Web 2.0 platform using media-rich interactive content. The structure and content of the program modules follow evidence-based principles of a traditional CBT program, incorporating ideas from mindfulness. The content of each module is described briefly in Table 1. Each module is structured in an identical way and incorporates introductory quizzes, videos, informational content, interactive activities, as well as homework suggestions and summaries. In addition, personal stories and accounts from other clients are incorporated into the presentation of the material.

Engagement Strategies Employed Within the Program
The Mind Balance program employs a number of innovative engagement strategies for improving the user experience, described subsequently. These features are also presented in the SilverCloud Platform Overview video (Multimedia Appendix 1). The design emerged from an extensive user-centered design process and was refined through a number of formative evaluations.

Personal
The client has their own secure home page (Figure 1), which is about who they are and where they are in the program. For example, the client can fill in a profile with basic information about themselves, such as age and interests. This establishes a sense of ownership, and provides useful information for the therapist, allowing them to provide feedback that is more personal. The home page is intended to provide a reflective space; the client can document their thoughts and feelings, and these can be elaborated on within the journal application, which also acts as the vehicle for therapeutic writing exercises. The user has actions suggested to them, and as they complete modules of the program, their achievements are noted. Users are free to access the modules in any order they wish, in either a linear or nonlinear manner, contributing to a sense of empowerment. A range of satellite applications are provided along with the central content, such as a goal-setting application, which can be used independently of the program content. Applications are released as the user goes through the program, with the intention of maintaining engagement by introducing new features over time and not overwhelming the client initially. Clients can also control which applications appear on their home page.

Interactive
The program includes a number of interactive elements and graphical exercises (an example is shown in Figure 2), which are aimed at engaging clients with the therapeutic content, for example, reflecting on their own thinking. Clients also have the ability to respond to content, indicating whether they like it, and also to comment on it. The client is provided with immediate feedback wherever possible; for example, when a charting exercise, such as a mood chart, is completed, the application item is graphically updated on the home page. Likewise, items are ticked off on the to-do list when completed, and achievements unlocked in each module summary.

Table 1. Mind Balance: description of module contents.

<table>
<thead>
<tr>
<th>Module name</th>
<th>Brief description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Getting Started</td>
<td>Outlines the basic premise of CBT, some information about depression, and introduces some of the key ideas of Mind Balance. Users are encouraged to begin to chart their own current difficulties with depression.</td>
</tr>
<tr>
<td>Tune In 1: Getting to Grips with Mood</td>
<td>Focuses on mood monitoring and emotional literacy. Users can explore different aspects of emotions, physical reactions, action and inaction, and how they are related.</td>
</tr>
<tr>
<td>Tune in 2: Spotting Thoughts</td>
<td>This module focuses on noting and tracking thoughts. Users can explore the connection between their cognitions and their mood, and record them graphically.</td>
</tr>
<tr>
<td>Change It 1: Boosting Behavior</td>
<td>This module focuses on behavioral change as a way to improve mood. Ideas about behavioral activation are included, and users can plan and record activities, and chart their relationship with their mood.</td>
</tr>
<tr>
<td>Change It 2: Challenge Your Thoughts</td>
<td>This module supports users to challenge distorted or overly negative thinking patterns, with thought records, as well as helpful coping thoughts.</td>
</tr>
<tr>
<td>Change It 3: Core Beliefs</td>
<td>This module outlines the role that deeply held core beliefs can play in mood and depression. Users can use a range of interactive activities to identify, challenge, and balance any unhelpful core beliefs.</td>
</tr>
<tr>
<td>Bringing It All Together</td>
<td>Users are encouraged to bring together all the skills and ideas they have gathered, note their personal warning signs, and make a plan for staying well.</td>
</tr>
</tbody>
</table>
Figure 1. Program home page.
Supportive

Each client has an assigned therapist, who provides weekly reviews of their progress on the program. This support is asynchronous, whereby the therapist sets a date to review their client’s progress, and they do not provide feedback, support, or contact outside this time. This is an important program feature in terms of maintaining the therapeutic boundary in the online space. The therapist can support multiple clients, logging in once weekly for instance, and reviewing the work of all their online clients within an allocated time period. Such asynchronous online contact may be logistically easier to implement for many services compared with motivational interviewing and telephone support, and should be more attractive to users who are unwilling to have direct contact with a service. The system supports the exchange of messages between the client and therapist, but goes beyond email because the client is encouraged to share their content (such as completed exercises and comments) with their therapist (see Figure 2). This shared content allows the therapist to respond in a more personal way and provide guidance as well as encouragement to keep using the program. Adherence information is also available to the supporter, and they can keep track of the client’s progress. This is all personally sensitive information; for this reason, a shared view is provided in the client interface where they can see the therapist’s view of their data. By making the visibility of their data to the therapist more transparent, as well as the ability to explicitly change the sharing status of data, the client is provided with a greater sense of control while facilitating a meaningful interaction with the therapist.

Social

Although group therapy and peer group support are well established, introducing contact with other clients within any online system raises a number of ethical concerns regarding the possibility for unhelpful or negative content or communications. As a first step, the client can see anonymous indications of other people in the system. The intention is to reassure clients that they are not alone in experiencing difficulties and that many other people have experienced similar problems and overcome them. Users can respond to content by indicating that they “like” it, and can see how many other people liked it, helping to reduce the sense of isolation. More detailed shared content (such as tips and ideas) is subject to therapist moderation.
A key innovative aspect of the program is the way in which these different strategies are combined within the overall design. For example, the interactive features of the program generate content which can be shared with the therapist (enhancing the quality of feedback which can be provided), and in some cases with peers (further enhancing the experience of other users).

**Methods**

A service-based design was used to assess engagement with the Mind Balance program delivered by the mental health service of an Irish university (Trinity College, Dublin). As a first exploratory trial, it was felt that a service-based design would be informative regarding the potential of the program to engage clients, provide initial evidence regarding the potential effectiveness of the treatment, and establish the feasibility of incorporating low-intensity online therapist support in a real-world environment. Part of the appeal of the program to this population was expected to be the relative anonymity of the online mode of delivery; therefore, face-to-face contact was not required to sign up for the program. The protocol for use was kept as close as possible to the actual practice for use of online interventions within the service; this degree of fidelity was borne out by the subsequent incorporation of the program into the day-to-day practice of the service following the same protocol. Client log-ins and use of program features were automatically monitored. Changes in symptoms of depression were also assessed through measures taken before and after use of the program. Ethical approval was secured from the Research Ethics Committee of Trinity College prior to the study.

**Recruitment**

Participants were recruited in 2 ways as the program was rolled out, in parallel with the usual practice of the counseling service.

**Self-Sign-Up**

Recruitment began in January 2011, with all first- and third-year students emailed through the university emailing system to inform them of the opportunity to receive this online intervention as part of a research study. In September 2011, all fourth-year and postgraduate students were similarly emailed. Finally, in January 2012, all first years were again emailed to inform them of this opportunity. This rolling recruitment model was used to manage the numbers of students simultaneously availing of the intervention because of limited therapist resources. Specific-year groups were chosen at various times based on existing records of service engagement patterns in the student counseling service. Participants were informed that they would be required to register with the student counseling service in order to avail of the program. Interested students were instructed to follow a Web link embedded in the text of the email and were directed from there to the sign-up page. Students could also access this Web link from the University’s online mental health portal. Once an individual had navigated to the sign-up page, they were presented with a comprehensive information sheet and an electronic consent form. Following confirmation of informed consent, students were required to complete the preprogram measures electronically and were then free to explore the online program as they wished. Postintervention measures were sent out automatically after completion of the final review.

**Directly Added by Face-to-Face Therapist**

A number of participants were referred directly to the program by staff in the counseling service. Those receiving face-to-face therapy in conjunction with the program were excluded from the research sample.

**Participants**

Participants were 80 students who identified themselves as having an existing difficulty with low mood, mean age 23.29 years (SD 4.84) and 69% female, who were all part of the population supported by the student counseling service. All of the participants were registered students. Demographic details for the main and subsample are detailed in Table 2.

Inclusion criteria were as follows: (1) at least 18 years of age, (2) having at least self-reported mild symptoms of depression with a Beck Depression Inventory-II (BDI-II) score $\geq 14$, and (3) have received no face-to-face therapy since program commencement. A breakdown of how this final sample was reached through exclusions from the initial sample is provided in Figure 3.

<table>
<thead>
<tr>
<th>Group</th>
<th>Age, mean (SD)</th>
<th>Age range</th>
<th>Male, n (%)</th>
<th>Female, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall sample (N=80)</td>
<td>23.28 (4.84)</td>
<td>18-46</td>
<td>25 (31%)</td>
<td>55 (69%)</td>
</tr>
<tr>
<td>Pre-post subsample (n=53)</td>
<td>22.69 (5.17)</td>
<td>18-46</td>
<td>13 (25%)</td>
<td>40 (75%)</td>
</tr>
</tbody>
</table>
Figure 3. Exclusion pathway to determine sample and sub-sample.

- Includes all those who signed up for program
- 96 recruited via self-sign-up
- 43 recruited via therapist

- 26 participants who scored “severe” in BDI-II were assessed for suitability
- 3 participants declined interview and were excluded
- 3 participants choose not to use Mind Balance after interview

- Those with BDI-II score in “minimal” range excluded from the research sample but permitted to complete program with therapist support (n=18)

- Those receiving face-to-face therapy in conjunction with the online intervention excluded from the research sample (n=35). Final research sample for analysis of engagement data, N=80

- 27 participants did not complete postintervention measures. Final research sample for analysis of date related to symptomatology of depression, n=53

Ethical Considerations

Telephone and email contact details for support services (including the counseling service, public emergency services, and relevant non-government organizations) for crises or out-of-hours emergencies were provided to users in the “help now” section of the website, which was visible at all times regardless of the page the user had navigated to. Any individual who scored 29 or more on the BDI-II or who scored 2 or more on BDI-II item 9 (suicidality) in their online screening was automatically alerted that a counselor would get in touch with them. They were telephoned within 1 working day to invite them for an interview, and contacted by email if they could not be reached by telephone. The screening interviews were carried out by a counseling psychologist and focused on the client’s own description of the problem, including duration of the problem and their understanding of the causes, their psychiatric or mental health history, current alcohol and drug use, current health and functioning (sleeping, eating, attending lectures, keeping up with commitments, etc), and current support network. A clinical decision was made on the basis of this assessment in relation to whether the client could go ahead and use the online program on a standalone basis. Alternatively, it was recommended that they attend face-to-face counseling instead of or in conjunction with the online program. Three clients declined to attend for interview and were excluded. Three others chose not to use the program following the interview and were excluded. Those receiving face-to-face therapy combined with the program were not included in the research sample presented here. Although the primary concern was client safety, the approach taken was one which would be applied in the normal practice of the service.

Measures

Engagement

The online system collected anonymized descriptive information relating to engagement and usage. Data collected included the number of sessions completed, mean time spent on the program, average number of sessions per client, and average length of a session. A session was defined as an instance when a client logged on to the system. Session time estimation will always be an imperfect calculation because users may be interrupted or take breaks within a session, and may not formally log out of the system. All client activity within the system, such as reading a content page, saving a journal entry, or updating an activity, was logged with a time stamp. Starting with the log entry of the client logging on, the total time was calculated by adding up the time that elapsed between each subsequent log record. On its own, this yields a result vulnerable to overestimation of session time. To avoid counting periods when the user was not actively engaged with the system, any interactions taking longer than 30 minutes were counted as 1 minute. Any period of inactivity longer than 3 hours started the count on a new session, rather than extending the time of the current session. Use of different program components was also measured. Data related to therapist reviews were also collected. In the interests of examining engagement and usage patterns in a fair and meaningful way, all 80 participants were included in that analysis regardless of whether or not they had completed...
the BDI-II postintervention. Dropout is analyzed in terms of the last time a participant used the system.

**Symptomatology of Depression**

The BDI-II was used to assess the severity of self-reported symptomatology of depression preintervention and postintervention. Cut-off scores suggested for the BDI-II are minimal symptoms: 0-13; mild symptoms: 14-19; moderate symptoms: 20-28; and severe symptoms: ≥29 [27]. Reliability, validity, and test-retest reliability have been established across various populations and cultural groups [27-31].

All data were collected and stored electronically on a secure server.

**Program Delivery**

Following initial sign-up, clients were assigned a therapist who would support them online. This happened automatically and randomly in the case of those clients recruited via self sign-up. In the case of those who signed up following a recommendation by a face-to-face therapist, the same therapist was assigned as their online supporter. While the program suggested that clients complete 1 module per week, clients were free to dictate the pace and order of their work. Therapists were asked to provide 7 weekly reviews of each client’s work. Allowing for 1 final session for the client to consider the final review, this corresponds to a target of 8 sessions per client, and also matches the target of 8 sessions in the program previously used within the service evaluated in Richards [32]. The service scheduled 1 hour per week for the 6 participating therapists to complete their Mind Balance reviews. The program content was identical for each client, but each therapist was free to provide reviews congruent with their own therapeutic persuasion. Therapists were given training and a treatment manual containing a broad guide of how to respond in their reviews (supporting progress, giving encouragement, specific feedback on activities shared), but could be flexible if they wanted to add to this. For the most part, this was only expected to happen when the users shared large amounts of personal content. In these cases, therapists were advised that this was not email counseling, and so very lengthy detailed responses were not advised. A dashboard interface was provided to therapists that gave an overview of their clients and the overall level of engagement of each, with additional detailed engagement information and shared data available for each client. In the interests of transparency, this information was available to clients under a “shared” tab in the interface. When the client was not engaging with the system, more generic messages could be used, and a template system was provided to facilitate this. All therapists held postgraduate qualifications and consisted of 3 counseling psychologists; 1 CBT therapist; 1 marriage, family, and child counselor; and 1 psychotherapist. Clients were informed at each review of the precise date for the next review. If the therapist wished, they were free to continue to provide reviews for their client past the seventh recommended review, if they saw this as clinically justified, again with the aim of allowing a natural service-based pattern of use. Email technical support was available to both clients and therapists.

**Results**

**Engagement**

Figure 4 illustrates the level of engagement with the program for the overall sample (N=80). This graph depicts the number of users who were engaged at a given week or later, and conversely the week at which users dropped out. Looking at the graph, it is evident that relatively few users dropped out in the initial weeks of the program, and 79% were engaged at the target week 8 or later.

Table 3 presents key descriptive statistics relating to program usage. An examination of the log data reveals that 50% of reviews were read by the recipient (client) within 24 hours. Therapists reported that reviewing a client’s work took 10 to 15 minutes per review on average, varying by the degree of engagement and content shared. The template feature allowed therapists to quickly send more generic encouragement to clients not logging in to the program.

Viewing the engagement data by BDI-II category (Table 4), clients in the severe category spent more time on average in the program than clients in the mild and moderate categories. A demographic breakdown of those reaching the target of 8 sessions is presented in Table 5.

Usage of different program features is illustrated in Figure 5. These refer to the percentage of clients sending notes to the therapist, sharing content with the therapist, viewing the therapist review, commenting on the content, performing a charting exercise, completing a psychoeducational quiz, setting a goal within the goal-setting tool, giving feedback on what they thought of a module, entering their own take-home point, “liking” content, sending brief updates via short message service (SMS) text messaging, writing within the journal, making brief updates from the home page, filling in the backup and support network, and filling in personal information in the profile.
Table 3. Usage statistics for overall sample (N=80).

<table>
<thead>
<tr>
<th>Statistic description</th>
<th>Mean (SD)</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time (minutes:seconds)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Length of time per session</td>
<td>11:35 (18:00)</td>
<td>0:00-125:11</td>
</tr>
<tr>
<td>Total time spent on program</td>
<td>151:09 (141:48)</td>
<td>0:00-712:09</td>
</tr>
<tr>
<td><strong>Sessions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of sessions per user</td>
<td>11.95 (9.79)</td>
<td>1-53</td>
</tr>
<tr>
<td><strong>Reviews</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of reviews per client</td>
<td>7.4 (4.2)</td>
<td>2-33</td>
</tr>
</tbody>
</table>

Table 4. Usage by Beck Depression Inventory-II (BDI-II) category for the overall sample (N=80).

<table>
<thead>
<tr>
<th>BDI-II category</th>
<th>Mild (n=19)</th>
<th>Moderate (n=41)</th>
<th>Severe (n=20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (minutes:seconds), mean</td>
<td>120:33</td>
<td>132:43</td>
<td>231:37</td>
</tr>
<tr>
<td>Sessions, n</td>
<td>9</td>
<td>10.6</td>
<td>18</td>
</tr>
<tr>
<td>Target of 8 sessions, %</td>
<td>47</td>
<td>54</td>
<td>95</td>
</tr>
</tbody>
</table>

Table 5. Demographics of session target completers and noncompleters.

<table>
<thead>
<tr>
<th>Number of sessions</th>
<th>Age (years), mean (SD)</th>
<th>Age range</th>
<th>Male, n (%)</th>
<th>Female, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>≥8 sessions</td>
<td>22.6 (5.1)</td>
<td>18-46</td>
<td>13 (26%)</td>
<td>37 (74%)</td>
</tr>
<tr>
<td>&lt;8 sessions</td>
<td>24.5 (4.4)</td>
<td>18-34</td>
<td>12 (40%)</td>
<td>18 (60%)</td>
</tr>
</tbody>
</table>

Figure 4. Dropout of clients over time.
Change in Symptomatology of Depression

The reliability of the BDI-II was assessed using Cronbach alpha and was found to be in the acceptable range for both the overall sample (N=80) and the subsample (n=53), being Cronbach alpha=.78 and Cronbach alpha=.79, respectively. This indicates satisfactory internal reliability for the BDI-II for the present sample. Table 6 presents the mean BDI-II scores for the present sample both preintervention and postintervention, as well as results of the repeated measures $t$ tests of difference.

As illustrated in Table 6, results indicate a statistically significant ($P<.001$) decrease in symptomatology of depression, as assessed by the BDI-II, from preintervention to postintervention. Cohen’s $d$ was calculated as $d=1.17$, suggesting a large pre-post effect size for BDI-II [33]. An independent samples $t$ test revealed no significant difference between preintervention BDI-II scores of those who completed postintervention measures (n=53) and those who did not (n=27), $t_{78}=-0.382$, $P=.70$. Table 7 outlines the number and percentage of participants in each category of severity of symptomatology preintervention and postintervention for the subsample (n=53) only. Postintervention, 74% of participants’ (n=39) BDI-II scores had reduced and placed them in a lower category of severity (eg, from moderate to mild) than that suggested by their preintervention BDI-II score.

Table 6. Comparison of BDI-II scores preintervention (pre) and postintervention (post) and repeated measures $t$ test.

<table>
<thead>
<tr>
<th>BDI-II score</th>
<th>Pre, mean (SD)</th>
<th>Post, mean (SD)</th>
<th>$t$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall sample (n=80)</td>
<td>25.71 (7.80)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Subsample (n=53)</td>
<td>25.47 (7.95)</td>
<td>15.53 (9.06)</td>
<td>7.70</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No post-BDI (n=27)</td>
<td>26.19 (7.64)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Table 7. Participants in each severity category preintervention and postintervention (subsample only).

<table>
<thead>
<tr>
<th>BDI-II category (score range)</th>
<th>Preintervention, n (%)</th>
<th>Postintervention, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimal (0-13)</td>
<td>0 (0)</td>
<td>28 (53)</td>
</tr>
<tr>
<td>Mild (14-19)</td>
<td>13 (25)</td>
<td>7 (13)</td>
</tr>
<tr>
<td>Moderate (20-28)</td>
<td>23 (43)</td>
<td>11 (21)</td>
</tr>
<tr>
<td>Severe (29+)</td>
<td>17 (32)</td>
<td>7 (13)</td>
</tr>
</tbody>
</table>
Discussion

Engagement

Poor treatment adherence and dropout have been repeatedly highlighted in the literature as significant issues to overcome in the delivery of Internet interventions [20,21]. Looking at the present study, it is evident that dropout for this interactive therapist-supported program is gradual up to the end of the supported treatment period. Viewing dropout in terms of the number of participants not engaged at session 8, the dropout rate for the present study stands at 37.5%. This compares favorably with the reported dropout rate of 74% for an unsupported program [32]. Given that the interventions were delivered in the same setting and with a similar population, this implies that delivering online programs incorporating online therapist support may enhance engagement and completion rates. This concurs with previous research [23,24] that suggests characteristics of program delivery, such as the presence of therapist support, may significantly influence client engagement with online programs. As a further point of reference, internal statistics within the service put average session attendance for face-to-face treatment at 3.49 and 3.73 sessions over the 2 years that this study took place. Approximately 12% of clients attended for 8 sessions or more.

On the demographic breakdown, we must note that this is a relatively homogeneous population compared with what may be seen in other environments. The student population supported by the service has a majority of women (59% in 2010/2011), and the greater number of women signing up for the program mirrors the use of the service generally. The incidence of depression also differs by gender. The size of the sample for male participants precludes us from making any statements regarding the lower number of males completing the target, but this issue would be worth investigating in future studies.

We can see from Figure 5 that key features regarding therapist support, such as sharing, therapist notes, and therapist reviews, were used by most users. However, social features, such as the like button, also received significant numbers of users, and the progress point, take-home point, and goal-setting features, which required more active participation, were also used by many users. The SMS text messaging feature that allowed users to make brief updates via mobile phone was only used by 7 of 80 users (9%). The Mind Balance program did not place emphasis on these updates, and further work is needed on how best to integrate mobile support into this type of intervention. Another interesting direction for analysis would be to investigate the relationship between viewing the content of particular modules and usage of the other features of the program. Overall, we can see from this data that the interactive features of the program were used to a significant extent, and that the system was not used simply as a multimedia delivery medium. Features within the program intended to improve engagement cover many, but not all, of the persuasive framework elements presented in Kelders et al [34]. As such, there are further design opportunities to be explored within this form of intervention, particularly in the area of social support.

Therapist Support

The primary aim of online interventions is to maintain clinical gains while reducing the amount of therapist time required per client. It is worth reflecting on the precise nature of the support needed to maintain an optimum pre-post clinical effect as well as satisfactory completion rates [5]. A number of studies have used therapist support that is reasonably time consuming (eg, motivational interviewing or weekly telephone calls), which may counteract some of the benefits of using online interventions. Even for low-intensity interventions using telephone support in which the overall amount of therapist contact time is similar (eg, 64 minutes [35]), it can be argued that the overhead in the online case is likely to be lower because of the lack of scheduling problems, and the flexibility available to the therapist in terms of when to perform the reviews. The system integrated therapist support into the same online space to maximize efficiency and ease-of-use for the therapist, while still maintaining the clinical benefits of therapist input. The fact that pre-post outcome effect size and completion rates for the present study were satisfactory despite using a relatively low level of therapist input is encouraging. Investigating the cost-effectiveness of this form of support would be an interesting direction for future work.

The nature of the support given by the therapist also deserves further exploration. Taking persuasive technology as encompassing both direct interaction with a computer system and computer-mediated communication [34], there is a need to explore and validate models for Internet interventions [36] that are useful for design and that encompass this human support. An initial theoretical model for human-supported eHealth interventions has been proposed by Mohr et al [37] that provides a number of testable hypotheses. This model also generates a number of useful suggestions regarding the nature of the support or coaching provided to clients. Exploring and refining such a model together with emerging best practice surrounding this program constitutes a promising direction for future work. However isolating the effects of a large number of interdependent program features is a significant challenge and motivates the development of new approaches that leverage finer grained analysis of usage data. Qualitative exploration of the issues surrounding the perception of a therapeutic relationship with both the system and the supporter, and the most appropriate forms of feedback would also be valuable. Previous work suggests the impact is spread across several factors that both reduce and enhance engagement [38].

Outcomes

A main focus of the development of the program was to improve client engagement; therefore, the outcome data are encouraging, with a significant reduction in depressive symptomatology following program completion, with a pre-post effect size estimate of d=1.17. This concurs with the current body of literature, which does suggest a reasonably robust pre-post outcome effect size for online CBT-based interventions [7]. As Andersson and Cuijpers [9] point out, it is important to distinguish between interventions that are therapist supported and those that are not when estimating efficacy. Pre-post clinical outcome effect sizes for therapist-supported programs have been
estimated at $d=0.61$ and $d=1.0$ in meta-analyses by Andersson and Cuijpers [9] and Spek et al [7], respectively. Thus, the pre-post effect sizes for the present study are consistent with those found with existing comparable interventions.

**Recruitment**

Recruitment for the study also illustrates the appeal that online interventions may have for some clients. All students are eligible for free face-to-face treatment, but the offer of online treatment led many people with clinically significant symptoms of depression to make contact with the service for the first time. This suggests that therapist-supported online interventions, such as Mind Balance, may attract people who are reluctant to engage with face-to-face treatment; hence, improving access to psychological interventions for those in need of them.

**Limitations**

The findings of the study are promising, but they should be interpreted with caution. Although the results were statistically significant, the modest sample size motivates continued long-term data gathering. Further replication of the research is also needed. Similarly, the absence of a control group does not allow us to draw specific conclusions with regards the efficacy of the program in relation to spontaneous symptom improvement [39]. As a repeated measures experiment, care should also be taken when comparing to independent group effect sizes [40]. A further controlled study should also examine the maintenance of gains at follow-up, as this was a further limitation of this initial study. Given the service-based nature of the study, clients included those who had contact with the service before commencing the program, which is an additional potential confound. However, in terms of representing a realistic client mix, this is a group that needs to be supported by the service, and for whom online treatment options should be available.

The study did not automatically exclude potential participants who reported symptoms of depression in the severe range. Although this results in a sample that may differ from that in several comparable studies, it mirrors a service-based pattern of use. The level of engagement with the program exhibited by this group was high, and together with the positive outcome data, suggests that clients along the full span of the symptom severity spectrum may benefit from supported online programs. This service-based study provides an example of how online interventions may be used and fit in with existing mental health services in this setting. The program is now embedded within the day-to-day practice of the service, following the same procedure described here, illustrating the ecological validity of the deployment within the study. Knowledge gained through the study has also been fed into the development of a more detailed treatment manual for supporters to be used in future trials. All data related to time spent on the program, modules viewed, exercises completed, and so on were collected electronically. This ensured a high level of accuracy in determining the level of system usage because there was no reliance on self-reports of time spent on the program.

**Conclusion**

In this paper, we have presented a study of a new and innovative program for online CBT integrating a range of features intended to increase client engagement. Both client and therapist users were able to use the system successfully, and they made use of a range of program features. The findings suggest that a low level of asynchronous online therapist support is a promising avenue for the development of online interventions, when appropriately integrated into the delivery of the online intervention. As a new mode for delivery of online guided self-help, it contributes to the exploration of the optimum level and nature of therapist input needed to achieve clinical gains in an accessible manner and provides an indication of the many possibilities within the design space for such systems. It strongly motivates exploration of issues of clinical efficacy within a service-based randomized controlled trial and of the potential effectiveness of this form of interactive delivery for other types of intervention.
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Abstract

Background: Lifestyle modification is the most important factor in the management of obesity. It is therefore essential to enhance client participation in voluntary and continuous weight control.

Objective: The aim of this study was to develop an obesity management ontology for application in the mobile-device domain. We considered the concepts of client participation in behavioral modification for obesity management and focused on minimizing the amount of information exchange between the application and the database when providing tailored interventions.

Methods: An obesity management ontology was developed in seven phases: (1) defining the scope of obesity management, (2) selecting a foundational ontology, (3) extracting the concepts, (4) assigning relationships between these concepts, (5) evaluating representative layers of ontology content, (6) representing the ontology formally with Protégé, and (7) developing a prototype application for obesity management.

Results: Behavioral interventions, dietary advice, and physical activity were proposed as obesity management strategies. The nursing process was selected as a foundation of ontology, representing the obesity management process. We extracted 127 concepts, which included assessment data (eg, sex, body mass index, and waist circumference), inferred data to represent nursing diagnoses and evaluations (eg, degree of and reason for obesity, and success or failure of lifestyle modifications), and implementation (eg, education and advice). The relationship linking concepts were “part of”, “instance of”, “derives of”, “derives into”, “has plan”, “followed by”, and “has intention”. The concepts and relationships were formally represented using Protégé. The evaluation score of the obesity management ontology was 4.5 out of 5. An Android-based obesity management application comprising both agent and client parts was developed.

Conclusions: We have developed an ontology for representing obesity management with the nursing process as a foundation of ontology.
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Introduction

Overview

Advancements in socioeconomic status and lifestyle changes in Korea have led to an increasing number of obese people and a consequent increase in the importance of obesity management to prevent illness and promote health among the population [1]. There has been an emphasis on the development and implementation of various programs to help clients who wish to manage obesity effectively. Since lifestyle modification is the most important aspect of obesity management, such programs must be able to enhance the client’s participation in voluntary and continuous weight control [2-4].

This study investigated two strategies for empowering clients to effectively manage their obesity: (1) use of mobile devices, which are now an integral part of everyday life in many countries [5], and (2) use of evidence-based knowledge. It is important to provide a nursing service whenever a client requires it, without time or space limitations, and especially for a problem such as obesity that requires continuous self-monitoring. Previous research has demonstrated that mobile devices such as smartphones are very effective tools for self-monitoring in obesity management [6,7]. In addition, mobile devices allow users to input and communicate data in real time, regardless of their physical location [8].

Some clients lack knowledge regarding how to manage obesity, and the information provided through mobile devices should be based on the available evidence. The best sources for evidence-based knowledge are published clinical practice guidelines. The content for obesity management should vary with the health behavior and diet patterns of the individual client. The effectiveness of obesity management can be improved if time-stamped behavioral data are collected and tailored coaching is provided remotely, based on published clinical practice guidelines, using mobile devices [2,9].

Since these guidelines are written in natural language, it is necessary to translate them into a computer-interpretable format. Ontology is a computer-interpretable knowledge model for formalizing and representing shared concepts in a specific domain of interest. It is considered to be a highly effective way of improving the integration, interoperability, and sharing of data. Moreover, the enhanced reusability of clinical data and evidence-based knowledge support clinical decision making by explicitly defining and delivering semantic concepts in a specific domain [10-12].

Background

This project is a part of the Health Avatar Project in Korea, which promotes health and manages health problems using personal data and knowledge in virtual space. The health avatar consists of an agent avatar, which is a representation of the expert knowledge or published knowledge (such as clinical practice guidelines), and a client avatar, which is a representation of personal data from molecular to community levels (Figure 1). The health avatar collects data from the client avatar and provides it with tailored care solutions based on the personal data and knowledge or evidence provided by the agent avatar. The client avatar collects and sends personal data to the agent avatar. Upon receiving that personal data, the agent avatar makes judgments and provides the client avatar with tailored recommendations.

The obesity management application is a type of health avatar. The client avatar can be represented by data such as weight, height, abdominal circumference, physical activity, and diet, while the agent avatar can be represented by the clinical practice guidelines published by the National Institute for Health and Clinical Excellence (NICE). Personal data such as weight and height, and tailored recommendations, alarms, or reminders such as “educate about low-calorie diet” are transferred between the client and agent avatars. The front end serves as a user interface to collect these personal data and display tailored recommendations suggested by the agent avatar.

Objectives

This study considered two objectives during the development of the obesity management ontology. The first objective was to identify concepts related to client participation in behavioral modification for obesity management, since it is important to identify the factors that motivate and encourage participation in the process. The possibility of using the nursing process as a foundation of ontology was explored, since that process is a patient-focused clinical reasoning method for nursing problems, and each phase of the nursing process emphasizes the active participation of the client [13]. The second objective was to minimize information exchange between the application and the database when providing tailored interventions. The obesity management application program developed in this study operates on a platform that requires real-time, two-way data communication with the database, storing an enormous volume of individual life-log data. In addition, this application program could ultimately share the database and platform with other health care management services, such as those for diabetes and dyslipidemia. Thus, it is important to distinguish between the types of data used in different phases of the service to minimize data communication between the database and the application. With this background, a clinical practice guideline-based obesity management ontology was developed by identifying the concepts and relationship between concepts according to the nursing process, using ontology development methods that are used in the biomedical arena. In addition, concepts describing client participation in the application program, which is the most important aspect of obesity management, were identified and reflected in the ontology, and finally, the ontology was evaluated.

Methods

Overview

An obesity management ontology was developed using the General Formal Ontology method [14], which comprises seven phases: (1) defining the scope of obesity management, (2) selecting a foundational ontology, (3) extracting the concepts, (4) assigning relationships among these concepts, (5) evaluating representative layers of ontology content, (6) representing the ontology formally using Protégé (an open-source ontology editor
and knowledge-based framework), and (7) developing a prototype Android application for obesity management.

**Defining the Scope for Obesity Management**

To determine the scope of obesity management services for adult clients, a guideline developed by NICE [15] was referenced as an evidence-based clinical practice guideline. This guideline was chosen because there is a version for patients/clients. Five experts (1 physician who cares for obese patients, 2 nurses who have participated in obesity-related research for over 2 years, and 2 informatics nurses with more than 5 years of work experience) participated in this process. Intervention strategies were selected from the guideline using a consensus method.

**Selecting a Foundational Ontology for Obesity Management**

We reviewed top-level ontologies such as Basic Formal Ontology and a theoretical framework to determine the most appropriate foundational ontology for obesity management, thus minimizing errors during the creation of a domain-specific ontology [10,16,17]. The first criterion used for selecting a foundational ontology was whether it meets two of the purposes of an obesity management ontology: (1) enhancing client participation and (2) minimizing real-time data traffic when providing client-specific interventions. The second criterion used was whether it can be used as a basic framework when translating text-based guidelines into computer-interpretable knowledge [10,12]. An initial ontology was constructed according to the information types used during the care process for obesity management. This initial ontology was elaborated using concrete concepts extracted in the next phase.

**Extracting Concepts From the Guidelines on Obesity Management**

The concepts needed to assess the client, make a diagnosis, determine client-specific interventions, and evaluate the outcome of those interventions within the scope of obesity management were extracted. These concepts included those used to represent not only personal information but also client-specific interventions from the guidelines based on personal data. This phase considered the concepts needed to enhance the client participation, together with ways to operationalize those concepts.

**Assigning Relationships Among These Concepts**

The extracted concepts were specified as classes, individuals, and relationships between classes and individuals in order to define the obesity management ontology according to the foundational ontology determined in the second phase [18]. The “OBO relationship ontology of the Open Biological and Biomedical Ontologies” (OBO) [19,20] and the linkage concept hierarchy of SNOMED CT (Systematized Nomenclature of Medicine Clinical Terms) were referred to when defining the relationships.

**Evaluation of Representative Layers of Ontology Content for Obesity Management**

The content of the obesity management ontology was evaluated using scenarios via peer-review by 3 ontology and domain experts [12,21,22]. This was a necessary modeling process to evaluate the quality and consistency of the ontology [23]. We evaluated whether the selected foundational ontology was sufficiently valid to represent the obesity management ontology. In addition, we determined whether the obesity management ontology developed with concepts extracted from clinical practice guideline was representative of the concepts identified from real clinical cases. Representation/semantic-layer evaluation criteria were used as one of the basic internal dimension evaluations. Nine-item Likert scales with 5-point scores (from “strongly agree” to “strongly disagree”) were used as evaluation tools. The nine items were as follows: match between formal and cognitive semantics, consistency (no formal contradictions), clarity (context and background knowledge), explicitness (understanding the concept semantics), interpretability (formal, informal, logical specification, and documentation), accuracy (fit between ontology and corpus terms), comprehensiveness (extent of the target domain covered), granularity (fine-grained coverage vs loose coverage), and relevance (for users) [22]. Three experts with experience in ontology development participated in the evaluation, with five case studies on obesity management published in Korean used as cases for evaluation [24,25].

**Formal Representation of the Ontology With Protégé**

The extracted concepts and relationships were formalized using Protégé. The feasibility of the representation of the nursing-process ontology based on Protégé was assessed.

**Development of a Prototype Application for Obesity Management**

A prototype application was developed based on an obesity management ontology incorporating the two key features of client participation and minimizing information exchange between the application and the database.

**Results**

**The Scope for Obesity Management**

The clinical practice guidelines on obesity reported by NICE (2006) [15] include lifestyle interventions, behavioral interventions, physical activity, dietary advice, pharmacological interventions, and surgical interventions as strategies for the management of overweight and obesity. In this study, lifestyle interventions, behavioral interventions, physical activity, and dietary advice were proposed as obesity management strategies. With respect to behavioral interventions, keeping a diary of physical activity and diet, and cognitive restructuring such as realistic goal setting were included according to the scope and sustainability of clients’ behavioral change. Pharmacological and surgical interventions were excluded because these strategies cannot be self-managed by clients, as they require the intervention of a health care provider.
A Foundational Ontology: the Nursing Process

The nursing process met the requirements of promoting client participation and minimizing data transactions between databases and the obesity management application in this study. The nursing process comprises five cyclical phases: assessment, nursing diagnosis, outcome identification, implementation, and evaluation. The nursing process as a framework for nursing practice is a systematic, patient-centered, and goal-oriented method with the following phases: (1) identifying client status and need, (2) making nursing diagnoses based on the available client data, (3) determining the expected outcome for a nursing problem for the client, (4) determining and implementing the best nursing interventions to reach the goal, and (5) evaluating whether the expected outcome has been reached. This framework was selected as a foundation of ontology because it describes well both the obesity management process and the client participation therein. In obesity management, the expected outcome is determined by the clients, the evaluation is performed repeatedly to determine whether the outcome has been reached, and the tailored best intervention is implemented to reach expected outcomes based on the client’s assessment data.

Figure 2 illustrates the nursing process used for obesity management as a foundation of ontology. The nursing process can be subdivided into five phases according to the time taken to access the application when specifying the obesity management ontology. This was represented as a dynamic ontology with a spiral reflecting two cyclical nursing processes that are connected to each other. The blue color in the figure (ie, boxes 1, 2, 3, and 4) indicates the initial process of the obesity management service from the beginning to the end, while the green color (ie, boxes 5 and 6) indicates the repetitive process of obesity management from the beginning of the revisit to the service until a client reaches his or her identified outcome. These two cyclical nursing processes contribute to minimizing the amount of data transactions. The nursing diagnosis inferred using the personal data and evidence-based knowledge in a single, long-interval process can be reused in short-interval periodic processes; therefore, data needed in short-interval, periodic processes would be minimized.

Figure 3 shows the obesity management information, which in part reflects the cyclical characteristics of the service provision and login information, with client information guiding that cyclic process. This initial nursing process ontology was elaborated based on these information characteristics. The model has three levels of category: temporal, nursing process, and analytical. The temporal level was an abstract category corresponding to the obesity management. This was divided into assessment, nursing diagnosis, goal, outcome evaluation, and implementation phases, according to the nursing process. The analytical category shows the data linkage to each phase of the nursing process. In the assessment phase, data are collected from a client, and the nursing diagnosis phase defines the degree of obesity using the data collected in the assessment phase. A target weight loss and the date by which to achieve that goal are set in the goal phase, while the intervention for obesity management is provided in the implementation phase. Finally, the state of the client after the intervention is defined in the outcome evaluation phase by comparing the goal with the reassessment data.

Concepts Extracted From the Guidelines on Obesity Management

The concepts required to make nursing diagnoses, generate client-specific interventions to enable the individual to reach the goal that they have set, and evaluate outcomes in the obesity management process were extracted. In total, 127 concepts were identified (Multimedia Appendix 1). The extracted concepts included data collected in the assessment, the degree of obesity, interventions, and outcomes categories. Examples include personal information such as sex, height, weight, waist circumference, intention to lose weight, and risk factors that the client entered when they accessed the application for the first time, and the calorie gap calculated using the diet and physical activity monitoring data. Other examples are a nursing diagnosis such as “obese due to lack of physical activity” made by the application using data entered by the client, and an intervention such as “educate about physical activity” recommended by the application based on the nursing diagnosis.

Relationships Between Classes and Individuals and Relationships Based on These Concepts

The 127 concepts extracted in the previous phase were arranged as classes and individuals depending on the foundational ontology, using the relationship-linking classes listed in Table 1.

Results of Evaluation of the Obesity Management Ontology

The evaluation scores of the nursing-process-based obesity management ontology for various criteria are presented in Table 2. All nine items scored above 4, with interpretability and consistency items scoring 5 points. The category with the lowest grade was the granularity criterion. Ontology and domain experts recommended that the concepts representing activity level and diet should be defined in more detail.
Table 1. Relationship-linking classes in the obesity management ontology.

<table>
<thead>
<tr>
<th>Relationship name</th>
<th>Defined at concept</th>
</tr>
</thead>
<tbody>
<tr>
<td>Part of</td>
<td>Relationship between class and subclasses</td>
</tr>
<tr>
<td>Instance of</td>
<td>Relationship between instances and class</td>
</tr>
<tr>
<td>Derives from</td>
<td>Relationships of nursing diagnosis and evaluation to assessment data</td>
</tr>
<tr>
<td>Derives into</td>
<td>Relationships of assessment data to nursing diagnosis and evaluation</td>
</tr>
<tr>
<td>Has plan</td>
<td>Relationships of nursing diagnosis and evaluation to implementation</td>
</tr>
<tr>
<td>Followed by</td>
<td>Relationships of implementation to nursing diagnosis and evaluation</td>
</tr>
<tr>
<td>Intention</td>
<td>Relationship of nursing diagnosis to goal identification</td>
</tr>
</tbody>
</table>

Table 2. Grades of evaluation on the representation layer.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>Match between formal and cognitive semantics</td>
<td>4.7</td>
</tr>
<tr>
<td>Clarity</td>
<td>4.0</td>
</tr>
<tr>
<td>Explicitness</td>
<td>4.3</td>
</tr>
<tr>
<td>Interpretability</td>
<td>5.0</td>
</tr>
<tr>
<td>Accuracy</td>
<td>4.7</td>
</tr>
<tr>
<td>Consistency</td>
<td>5.0</td>
</tr>
<tr>
<td>Comprehensiveness</td>
<td>4.3</td>
</tr>
<tr>
<td>Granularity</td>
<td>4.1</td>
</tr>
<tr>
<td>Relevance</td>
<td>4.8</td>
</tr>
<tr>
<td>Total</td>
<td>4.5</td>
</tr>
</tbody>
</table>

Artifact Using Protégé

Figure 4 shows some of the relationships among the classes represented by obesity management using Protégé. The rectangles represent classes and the arrows represent the relationship between the 127 concepts. The color of the arrow reflects the relationship among the classes and individuals. For example, red arrows (n=1) represent the relationship between each individual and class, which is “instance of”; green arrows (n=2) mean the relationship of “part of”; purple arrows (n=3) represent “followed by”, which is the relationship between implementation and evaluation in this figure; and gray arrows (n=4) represent “derives into”, which is the relationship between the assessment data and evaluation.

A Prototype Application for Obesity Management

The prototype application consisted of two parts: an agent avatar and a client avatar as described in the Figure 1. The agent avatar as a knowledge base was developed using an XML schema made from the obesity management ontology including 37 classes and 90 individuals in Protégé. The XML schema was translated into database schema with 11 tables for assessment, diagnosis, and outcome identification. In addition, classes such as diagnosis, implementation, and evaluation in XML were converted into Java classes with methods to call recommendations according to data entered, which were linked to database. The client avatar as a user interface consisted of 41 screens to collect client’s health data and deliver recommendations provided from the agent avatar. With JDK (Java development kit) 1.7.0, Eclipse having ADT (Android Development Tool) Plugin for Eclipse, and the Android SDK platform 4.0.3, the client avatar and the agent avatar were integrated. Figure 5 is a screen shot providing one of tailored recommendations.
Figure 1. The Health Avatar Project model.

Figure 2. Cyclical process for obesity management.
Figure 3. Initial obesity management ontology based on the nursing process.

Figure 4. Some of the relationships among classes represented using Protégé.
Figure 5. Screenshot showing an example of a client-specific recommendation.

**Nutrition and Activity**

- Intake calories: 0 Kcal
- Consumption calories: 0 Kcal
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Self-monitoring

"You need to monitor your diet and exercise."


Discussion

Principal Findings and Conclusions

Ontology is an effective way of representing specific domain knowledge in the field of biomedicine. It is also used for knowledge model development to support the clinical decision making of health care providers [18,26,27]. Most of the published ontologies have been developed to aid health care providers in clinical decision making [28,29]. However, the ontology developed in this study was designed to be used with a mobile-device-based application to provide tailored interventions to clients who want to manage their obesity by themselves.

The nursing process was used as a foundation of ontology to describe the client participation in obesity management. Since the nursing process is a scientific and systematic problem-solving framework that allows the client to participate in their own care [13], it was considered a valid representation of the client participation in obesity management. The findings of this study confirm that belief.

The client was considered to be the principal agent of goal setting and outcome evaluation in obesity management. The nursing-process–based obesity management ontology developed in this study allows the client to participate in setting a goal, such as a target weight loss and duration to reach to the target weight, and to monitor and evaluate their behavioral modification toward obesity management. To this end, a set of concepts was introduced to describe whether the goal and rate of weight loss were realistic and adequate, and another set was designed to describe whether the obesity management behavior was adequate based on the self-monitoring data.

One of the success factors in the existing Web-based intervention programs is login intervals by clients reflecting client participation [3]. The ontology developed in this study reflects this by introducing a concept to describe the continuity of the obesity management process based on the interval between two logins. If a client does not use the application within one-third of the target interval, which is the criterion used to judge the continuity of the care process, it was considered that the continuity of the obesity management process was deficient. In that case, the client must restart the long-interval, single process from the assessment point and will have to set a new goal. In order to promote the continuity of the obesity management process, reminder and alarm functions were implemented.

Another key characteristic of the nursing process is that it comprises cyclical phases. In this study, two cyclical nursing processes were connected to each other based on the sequences of logins to the application in our obesity management ontology: the first and second cycles of the nursing process correspond to the first visit and revisits, respectively. At the first visit, the degree of obesity is inferred based on height, weight, abdominal circumference, sex, and past history, and a goal is set. From the second visit, obesity management is evaluated by comparing current weight with the defined outcome. Based on the login information, which is used to guide the cyclical process of obesity management, if the client is either a first-time user of the application or a previous user who did not meet the continuity criteria, a long-interval, single process will start; otherwise, a short-interval, periodic process starts. This feature minimizes the real-time data traffic.

The obesity management ontology developed in this study was compatible with the Initial Clinical Information Ontology of the Danish General Electronic Patient Journal Conceptual Model [17]. This Danish model was introduced to clearly explain the clinical information created during the general care process using ontology. Even though the nursing process model used in this study as one of the care-process models was developed specifically to describe an obesity management process, it is compatible with the Danish model because the nursing process can be regarded as a type of general care process. However, some of the processes differ between the model developed in this study and the Danish model. The Danish model categorized the process into two different groups, ie, observation and intervention, whereas the model developed in this study included five different phases of the care process: assessment, nursing diagnosis, outcome identification, implementation, and evaluation.

Concepts extracted based on the nursing process are specified as classes and individuals. The relationships between these concepts were extracted from the OBO [19,20] and the linkage concept hierarchy of SNOMED CT. No new relationships were defined in this study. Thus, the ontology developed in the present study based on the nursing process has proved to be sufficiently universal to be integrated with others, since all of these concepts describing relationships are from the OBO and SNOMED CT linkage concept hierarchy. This is important because this study is a part of the Health Avatar Project. The design of this mobile-device-based ontology was based on three major criteria: practical relevance, incorporation of existing standards and ontologies, and extensibility towards future relevant domains [30].

The obesity management ontology developed herein was evaluated at a representation layer of the basic internal layers from various dimensions of the ontology [22]. The representation layer was evaluated for ontology semantics, with nine items. It was found that the concepts and the relationships between concepts used for obesity management were well represented, with a score of 4.5 out of 5. Furthermore, the nursing process was found to be adequate as a foundational ontology for obesity management ontology development. A nursing process with five distinctive phases with unique characteristics may have helped to improve the consistency of the ontology.

Limitations

This study was subject to the following limitations. First, the developed ontology cannot be used for other types of nursing problems because the concepts used in its development were extracted specifically from obesity management guidelines. We recommend further development of this ontology for other types of nursing problems to determine whether the nursing process can be used as a foundation of ontology to represent nursing care in general. Second, the effectiveness of the prototype
Android application developed in this study was not tested. The effectiveness of the application will be established in another study in the near future.
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Abstract

Background: Most of the world’s women living with human immunodeficiency virus (HIV) reside in sub-Saharan Africa. Although efforts to reduce mother-to-child transmission are underway, obtaining complete and accurate data from rural clinical sites to track progress presents a major challenge.

Objective: To describe the acceptability and feasibility of mobile phones as a tool for clinic-based face-to-face data collection with pregnant women living with HIV in South Africa.

Methods: As part of a larger clinic-based trial, 16 interviewers were trained to conduct mobile phone–assisted personal interviews (MPAPI). These interviewers (participant group 1) completed the same short questionnaire based on items from the Technology Acceptance Model at 3 different time points. Questions were asked before training, after training, and 3 months after deployment to clinic facilities. In addition, before the start of the primary intervention trial in which this substudy was undertaken, 12 mothers living with HIV (MLH) took part in a focus group discussion exploring the acceptability of MPAPI (participant group 2). Finally, a sample of MLH (n=512) enrolled in the primary trial were asked to assess their experience of being interviewed by MPAPI (participant group 3).

Results: Acceptability of the method was found to be high among the 16 interviewers in group 1. Perceived usefulness was reported to be slightly higher than perceived ease of use across the 3 time points. After 3 months of field use, interviewer perceptions of both perceived ease of use and perceived usefulness were found to be higher than before training. The feasibility of conducting MPAPI interviews in this setting was found to be high. Network coverage was available in all clinics and hardware, software, cost, and secure transmission to the data center presented no significant challenges over the 21-month period. For the 12 MLH living with HIV (MLH) took part in a focus group discussion exploring the acceptability of MPAPI (participant group 2). Finally, a sample of MLH (n=512) enrolled in the primary trial were asked to assess their experience of being interviewed by MPAPI (participant group 3).
Conclusions: Mobile phones were found both to be acceptable and feasible in the collection of maternal and child health data from women living with HIV in South Africa.
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**Introduction**

One-half of people living with human immunodeficiency virus (HIV) globally are women and 76% of all HIV-positive women live in sub-Saharan Africa [1]. Sub-Saharan Africa accounts for almost half of the world’s maternal, newborn, and child deaths with 4.7 million children and 276,000 women dying annually [2,3]. Mothers living with HIV (MLH) are particularly vulnerable and at risk of adverse maternal outcomes with at least 20% of maternal deaths being HIV-related [1]. South Africa makes up a large proportion of this disease burden with 3.2 million women living with HIV [1], of whom 200,000 annually are pregnant [4]. The Province of KwaZulu-Natal has the highest HIV prevalence in South Africa [5]. The national prevalence is approximately 11% [5], whereas 40% to 60% of pregnant women in rural KwaZulu-Natal are HIV-positive [6,7].

In response to this crisis, South Africa has implemented the Prevention of Maternal-to-Child Transmission (PMTCT) package as recommended by the World Health Organization (WHO). The PMTCT program requires newly pregnant women to complete a series of sequential steps, also known as the PMTCT cascade [8], that are aimed at first diagnosing and then treating HIV infection [9]. Under ideal circumstances, in which no barriers exist to the completion of all tasks, PMTCT has been shown to be highly effective at reducing HIV transmission to less than 2% at childbirth [10]. Under the less than ideal circumstances faced by many MLH in low- and middle-income countries, transmission can occur in approximately 1 in 4 deliveries [11]. Some of the challenges that make adherence to each of the PMTCT tasks difficult are being unable to afford transportation to the clinic, fear of stigmatization, increased household conflict, and lack of partner support [8]. To better understand these barriers and their impact on the loss of women through the PMTCT cascade requires accurate, timely, and detailed information. Yet gathering data that tracks women’s progress through PMTCT to determine how well the system is performing is beset by its own challenges.

One of the major challenges faced in the collection of high-quality data is human resource constraints. Trained and qualified health staff are in short supply in many resource-constrained settings [12]. Task-shifting strategies used to address these shortages, have led to a perceived increased burden for data collection and collation [13]. Minimal support, delayed feedback, little understanding of the usefulness of the data, and no interpretation of raw scores mean that the completion and submission of multiple paper-based registers for statistical purposes is often regarded as a low priority for busy and overburdened staff [13]. Therefore, it is unsurprising that register data has been shown to be fragmented, error prone, incomplete, and inaccessible [14,15].

The usefulness of this register data is further compromised by the fact that it is unlinked, ie, it is not possible to link individual clinic visits to the same person. This means that although aggregate data may be available, it is difficult to track the path of individuals through the PMTCT cascade. This makes it difficult to identify and understand the bottlenecks in the cascade. These constraints and challenges raise the question whether there is not a more efficient way to support staff and perform monitoring and evaluation of the PMTCT program in geographically remote primary health care facilities [16].

There is currently a groundswell of interest in the use of mobile phones and information communication technologies in the support of health [17,18]. The growing body of mHealth literature provides examples of the use of mobile phones as data collection tools in low- and middle-income countries. Although evidence is mixed, the use of mobile phones as data collection tools has been found to increase data quality, speed up the turnaround time from collection to analysis, and improve interfacility communications [19-22]. Poor follow-up rates could potentially be improved with mobile phones by providing links to participants that are cheaper and more immediate than travel to facilities. These advantages over traditional paper-based clinic registers suggest mobile phones are a potential tool with which to address some of the challenges currently experienced in collecting health information through the PMTCT cascade. The aim of this paper is to describe the feasibility and acceptability of using a mobile phone survey application to collect data from pregnant women living with HIV enrolled into the PMTCT program in KwaZulu-Natal, South Africa.

**Method**

**Study Design**

This study was nested within a larger clinic-based randomized cluster trial known as Project Masihambisane (“let us walk together”; Clinicaltrials.gov NCT00972699) [23]. The primary study aimed to improve mental and physical health outcomes of HIV-positive mothers and their babies by supplementing the PMTCT with paraprofessional peer mentors. Using a mixed-methods design, qualitative data from a single, small focus group were supplemented with 2 quantitative questionnaires collected using a mobile phone survey application. Paradata, or data on the data collection process, were gathered in order to examine the feasibility of mobile phone-assisted personal interviewing (MPAPI).
Mobile Phone-Assisted Personal Interviewing

The MPAPI survey platform was supplied by Mobenzi Researcher [24], a commercial vendor based in South Africa. The solution offered by Mobenzi includes both a mobile application and a Web portal. The Java Platform Micro Edition (Java ME) application runs on all handsets compliant with mobile information device profile (MIDP) 2.0. It provides full survey functionality, including the ability to create various question types, mark fields as mandatory, and intelligently manage survey branching (Figure 1). The software is now also available for Android handsets. The Java ME application was installed on Nokia E61 handsets. These mobile phones run on the Symbian S60 operating system, have a 2.9-inch thin film transistor screen, 64 megabyte random-access memory (RAM), Bluetooth, Wi-Fi, a QWERTY keyboard, and a 1500 milliamp hour battery.

Once installed, the software was able to communicate, using either Wi-Fi or a cellular data link, with the Mobenzi server. The server provided, for download, the surveys designed using the Web portal (Figure 2). The server also received, stored, and aggregated the surveys completed on the handset (Figures 3-5) for download as a comma-separated file. Mobenzi offered programmatic access to both surveys and data through an application programming interface (API).

If no data connection was available at the time of survey completion, the response was saved on the handset until a connection was re-established. The MTN mobile network was used to upload survey responses from the handset to server. Figure 6 depicts a typical example of a fieldworker conducting a mobile phone–assisted personal interview outside a primary health care facility.

Figure 1. Example of the Mobenzi Researcher application running on a Nokia handset.

Figure 2. Example of Mobenzi Researcher Web portal: survey design.
Figure 3. Example of Mobenzi Researcher Web portal: interviewer management.

Figure 4. Example of Mobenzi Researcher Web portal: charting and analytics.
Participants and Procedures

Three groups of participants took part in this study. The first group of participants (participant group 1) included the 16 interviewers recruited and trained on MPAPI for the primary study. Although these participants were all familiar with pen-and-paper questionnaires, none had ever used MPAPI. Before receiving any training on MPAPI, the group were asked to complete a short questionnaire with items from the Technology Acceptance Model proposed by Davis [25]. The
scale contains 12 items, 6 relating to the perceived usefulness of mobile phones for research purposes and 6 related to the perceived ease of their use (Table 1). Each item was rated on a 5-point Likert-type scale ranging from extremely likely to extremely unlikely. Following 3 days of training, a posttraining assessment was conducted using the same questionnaire. After completing training, the interviewers were dispatched to 8 primary health care clinics in a rural district typical of those found in the region where the interviewers were originally interviewing pregnant women living with HIV for the primary study. After 3 months, the questionnaire was administered for a third time to gauge if use of the phone in the field had altered perceptions and attitudes toward the tool.

The second group (participant group 2), recruited for participation in the focus group, consisted of 12 pregnant women with HIV living in this region of South Africa who were enrolled through community forums set up for the larger study. Before the focus group was held, each woman was interviewed by a research assistant using a mobile phone. The questions asked ranged from general health questions about the participants’ knowledge of HIV to more sensitive questions about recent sexual activity, condom use, and disclosure of HIV status to their partners. After completing the questionnaire, the group was brought together to participate in a focus group about their experience. Five questions were designed to facilitate the discussion about general mobile phone ownership and their reactions to the interview conducted by mobile phone. The focus group lasted for an hour with extensive notes being taken about responses.

The third group of participants (participant group 3) were pregnant women living with HIV recruited through the primary study. Participants were recruited in the Umgungundlovu District of KwaZulu-Natal, a province in South Africa with 10 million people, over half (57%) living in rural areas. The Umgungundlovu District includes 7 local authorities, has 48 fixed clinics, 4 community health centers, 9 tertiary hospitals, and an estimated population of some 995,000 persons according to a 2007 estimate [26]. From this district, 8 clinics were selected through a clinic audit conducted in December 2007. The selection criteria, applied to all potential clinics in the district during the audit, were presence of other research trials, clinic size, availability of antenatal and postnatal services, and uptake of antenatal and postnatal services at the clinic. The clinic audit resulted in the selection of 4 pairs of clinics for the study, matched on size (small vs large) and geography (rural vs urban). Women who met the eligibility criteria of being 18 years or older, less than 34 weeks pregnant, and planning to reside in the study area for the duration of their pregnancy were invited to participate in the primary study. If they accepted, a baseline health questionnaire was completed by an interviewer using a mobile phone survey application. Using a cross-sectional design and a continuous sampling strategy that started approximately halfway through the primary study, 512 of the 1204 women enrolled into the primary study were recruited to participate in this substudy. This cross-section of women completed a second questionnaire, again using MPAPI, in which they were asked to describe their views about the mobile phone survey.

Statistical Analysis

A thematic analysis was performed on the qualitative data generated by focus group discussions. This data was supplemented with exploratory data analysis techniques, such as frequency analysis and chi-square ($\chi^2$) statistics, performed on the quantitative questionnaire data. Univariate analysis was used to analyze perceived ease of use and perceived usefulness scale data. Data was downloaded as comma-separated values from the online Mobile Research database. This comma-separated values file was then imported into SPSS 19 (IBM Corp, Armonk, NY, USA).

Table 1. Technology Acceptance Model scale.

<table>
<thead>
<tr>
<th>Items per subscale</th>
<th>Question text</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Perceived usefulness</strong></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Using cell phones to collect data in my job would enable me to accomplish tasks more quickly</td>
</tr>
<tr>
<td>2</td>
<td>Using cell phones to collect data would improve my job performance</td>
</tr>
<tr>
<td>3</td>
<td>Using cell phones to collect data in my job would increase my productivity</td>
</tr>
<tr>
<td>4</td>
<td>Using cell phones to collect data would enhance my effectiveness on the job</td>
</tr>
<tr>
<td>5</td>
<td>Using cell phones to collect data would make it easier to do my job</td>
</tr>
<tr>
<td>6</td>
<td>I would find cell phones useful in my job</td>
</tr>
<tr>
<td><strong>Perceived ease of use</strong></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Learning to operate a cell phone would be easy for me</td>
</tr>
<tr>
<td>2</td>
<td>I would find it easy to get a cell phone to do what I want it to do</td>
</tr>
<tr>
<td>3</td>
<td>My interaction with cell phones would be clear and understandable</td>
</tr>
<tr>
<td>4</td>
<td>I would find cell phones flexible to interact with</td>
</tr>
<tr>
<td>5</td>
<td>It would be easy for me to become skilful at using a cell phone</td>
</tr>
<tr>
<td>6</td>
<td>I would find a cell phone easy to use</td>
</tr>
</tbody>
</table>
Fieldwork Supervision and Ethical Approval

A team of 16 data collectors administered the questionnaire and 2 coordinators employed by the primary trial supervised all aspects of the study in the field. The coordinators' role included managing informed consent, supporting field activities, and monitoring data quality through quality assurance checks and ongoing training and supervision of interviewers. Ethical approval for the study was obtained from the Committee for Research on Human Subjects (Medical) Witwatersrand Human Ethics Committee (M091035). A study information sheet was presented to all participants and the study was explained in detail before participants signed a form giving written consent to participate.

Results

Acceptability

Participant Group 1: Interviewers

Sixteen interviewers were recruited, trained, and dispatched to 8 health facilities as part of the primary trial. All participants were female with an average age of 27 years. Phone ownership was high with 15 of 16 owning their own mobile phone. All interviewers had completed their secondary education, with 14 having completed a 3-year tertiary degree. All had previous experience with paper-and-pen questionnaires, but none reported ever having performed a mobile phone–assisted interview.

A 2-way repeated measures ANOVA was performed on the 2-factor Technology Acceptance Model scale (ease of use and usefulness) across 3 time points (pretraining, posttraining, and postuse). There was a significant main effect for the time point at which the data was collected ($F_{1.189,16.649}=8.62$, $P=.007$). However, there was no significant main effect between perceived ease of use and usefulness ($F_{1.14}=0.924$, $P=.35$) nor any interaction effect between these factors and time ($F_{2.28}=0.621$, $P=.54$). The findings are presented in Figure 7. A maximum score of 55 implies extreme dislike of the tool; therefore, interviewer attitudes toward ease of use and usefulness of mobile phones were already positive before training.

After 3 days of training, interviewers reported perceiving the mobile phones as significantly easier to use than at the baseline. Further, the perception of mobiles as a useful tool with which to collect data underwent an even greater positive shift. The training also increased positive perceptions of the mobile as a useful way in which to collect data. The positive perceptions were linked to the insight that the mobile phones would allow more accurate data to be collected in a timely manner with less administrative burden than paper forms. After 3 months of use, perceptions of both the usefulness and ease of use of mobile phone–assisted questionnaires decreased, but remained above levels reported pretraining. This decrease in perceived usefulness and ease of use is thought to be related to a more realistic view of the device’s potential being realized through practical experience. It is important to note that real world use did not significantly reduce perceptions of either usefulness or ease of use.

Figure 7. Estimated marginal means for the main effect of time.
Participants Group 2: Focus Group With 12 Mothers Living With HIV

All focus group participants were HIV positive and pregnant. Most (9/12) had learned of their HIV status through the PMTCT program during their first pregnancy. For 4 of the women, this was their first pregnancy and only 1 of the 4 already knew that she was HIV positive. The mean age of the focus group participants was 26 years. Despite an estimated household (not per capita) income, in South African rand (R), of R1600 (equivalent to US $177) per annum for rural communities in this district [26], all 12 woman in the focus group had access to a mobile phone at home, with a full two-thirds (8/12) personally owning a phone. The 4 women who did not own a cell phone had access to a sibling’s phone. When asked how important access to a cell phone was for them, all but 1 stated that it was extremely important.

Reflecting on the experience of being interviewed using a mobile phone, a number of women reported initial feelings of anxiety about the multimedia capabilities of the phone. In particular, women were concerned about being filmed or photographed by the camera, which had a lens situated on the back of the phone. One woman said, “I feel it is ok [to be interviewed on the phone], but it is slightly scary. I feel as though you are recording a video of me. But it's all right. It was not nice when the interviewer held the phone too close to me because I was worried about the phone camera...whether I was being recorded.”

Two important factors mediated this experience. Firstly, the model of Nokia phone used influenced how comfortable the interviewees felt. The less familiar—looking Nokia E61 business phone raised more concerns from participants than the more familiar candy bar–shaped Nokia 2630. Secondly, the interview style adopted by the interviewer impacted significantly on the experience. Although all interviews were one-on-one, some interviewers took a position directly opposite the woman whereas other interviewers adopted a side-by-side style. For those women who experienced the side-by-side interview, being filmed was reported as being less of a concern. Women who were interviewed by an interviewer sitting directly opposite them felt that side-by-side interviewing would have alleviated much of their anxiety about being photographed. The side-by-side approach had the added benefit of allowing women, who reported being curious about the questionnaire, to see what had been asked and captured on the phone screen. One participant said, “I enjoyed that the interviewer let me see the questions and shared with me what was being recorded.” This information was incorporated into the primary trial by training field workers to offer MLH the opportunity to sit alongside them during the interview. Table 2 presents other significant themes that emerged from the analysis.

Participant Group 3: Questionnaire About Mobile Phone-Assisted Personal Interviews

From October 2010 to March 2011, Project Masihambisane conducted 708 interviews with 520 participants (some participants completed interviews at 2 different time points). Of these 520 participants, 512 (98.5%) agreed to take part in the mobile phone questionnaire. The mean age of participants was 27 years with participants speaking primarily isiZulu (93.4%). A small minority had either no schooling (1.6%) or a tertiary qualification (5.8%). Of the remaining 92.6%, 36.4% completed primary education, 39.9% started but did not complete secondary schooling, and 16.3% graduated from secondary school. Approximately the same percentage of women were married (10%) as were living alone (11.9%); the others were either married and living together or apart, or single and in a coresident or non-coresident relationship. There was a 60/40 split between women living in rural vs periurban areas with 35.5% having running water on the premises, 59.2% having flush toilets, and 82.6% having electricity.

Despite 42.4% of the sample being unemployed, 84.0% stated that they owned a mobile phone. Most of these handsets were manufactured by Nokia, running on the Symbian operating system and were able to run Java ME applications (87.4%), a version of the Java programming language designed to run on resource-constrained devices such as mobile phones. From self-reports, the mean length of ownership was 3.3 years with a median amount of R30 being spent on airtime per month. Table 3 compares the demographic profile of those who owned vs those who did not own a mobile phone. Chi-square tests found significant associations between age (χ² = 6.34, P = .04), education (χ² = 33.52, P < .001), socioeconomic status (χ² = 27.65, P < .001), occupation (X² = 8.16, P = .004), and housing characteristics (water: χ² = 9.79, P = .002; electricity: χ² = 9.6, P = .002; flush toilet: χ² = 12.68, P < .001), and ownership of a mobile phone. Examining confidence intervals for each demographic category support these results for all but age. Pregnant women with HIV were less likely to own a phone if they were 20 years old or younger, had a primary school education, were in the lowest socioeconomic status group, and did not have household luxuries, such as running water, electricity, or flushing toilets.

On a 3-point scale, the participants rated the experience of the mobile questionnaire as positive, neutral, or negative. Of the 512 participants, 485 (94.7%) reported a positive experience (Table 4). There were 24 (4.7%) neutral responses from participants and 3 (0.6%) who disliked the mobile questionnaire. With respect to questionnaire mode preference, one-third (29.5%) had no preference, two-thirds preferred the mobile questionnaire (67.8%), and 2.7% preferred pen-and-paper questionnaires.

A 1-way ANOVA revealed a significant increase in positive ratings when comparing the number of interviews completed before taking the questionnaire. That is, people who had completed 4 MPAPI interviews before taking the questionnaire were significantly more likely to rate the questionnaire experience positively than those participants taking an MPAPI questionnaire for the first time (F = 6.795, P = .009).
Feasibility

**Participant Group 3: Questionnaire About Mobile Phone-Assisted Personal Interviews**

Over the course of the primary study (July 2008 to April 2010), 13,653 mobile phone–assisted questionnaires were submitted and 13,650 were received by the data center. This number includes the questionnaires that were used to capture 3 full-length health assessments, the patient-carried maternal health cards, and the daily clinic attendance registers. All clinics had good network coverage and questionnaires were received, on average, 4.2 minutes after being completed. Participants were identified through the capturing of 2 unique numeric identifiers. Of the 3012 full-length questionnaire assessments, 57 (1.9%) were not able to be linked to a participant because of errors in the first 11-digit unique identifier. All 57 cases were resolved by referring to the second 5-digit identifier.

Of the 18 mobile phones that were bought for the study, 1 handset was stolen during a mugging and 1 became unusable 13 months into the study after a hardware failure. The remaining handsets are still functional and in use. Over the course of the study, there were very few hardware and/or software challenges.

To deal with the possibility that phones would be used for private calls and other electronic communications, mobile phones were loaded with a fixed amount of airtime (US $25) at the beginning of every month. When this allocation was consumed, interviewers were responsible for airtime top-ups. This situation occurred only a few times during the course of the study. During these times, interviewers were able to come to the office and upload the data using a Wi-Fi connection. Automatic processing of submitted data enabled field team leaders to monitor the number of interviews, length of interviews, and quality of interview responses being submitted by interviewers on a Web-based dashboard page. An example from the remote monitoring Web dashboard is presented in Figure 8. At a glance, field coordinators were able to see the minimum and maximum number of interviews per clinic, typical monthly range, current performance, and a trend indicator. These figures could be filtered by questionnaire, year, and month. This quick access to reliable data made it possible to rapidly respond to the ever-changing challenges faced by interviewers working in a rural clinic environment. The approach would also be more easily scaled up to the monitoring of many more clinics than alternative management strategies based on paper and data capturing into a locally stored database.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Indicative quotea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Connectivity</td>
<td>My phone is important to me as it allows me to communicate immediately with people who want to contact me. [Gladys Bhengu, 22 years]</td>
</tr>
<tr>
<td></td>
<td>I use it to get in contact with my family members and people who are living around me, like my neighbors. [Ethyl Zuma, 36 years]</td>
</tr>
<tr>
<td>Safety</td>
<td>Public phones are far away from where I live. Cell phones [is] convenient and allows one to get help from others through communication. [Marsha Ntuli, 22 years]</td>
</tr>
<tr>
<td></td>
<td>...to be able to reach people when I have a problem and vice versa. [Gladys Bhengu, 22 years]</td>
</tr>
<tr>
<td></td>
<td>I use it for emergencies...to get help. [Mavis Sithole, 24 years]</td>
</tr>
<tr>
<td>Functionality</td>
<td>I put reminders in my phone to help remind me of the times when I must take my medication. So I am on time with my medication. [Ethyl Zuma, 36 years]</td>
</tr>
<tr>
<td>Knowledge</td>
<td>Because you first explain everything before taking any information on the cell phone it will be ok. [Wendy Zulu, 28 years]</td>
</tr>
<tr>
<td></td>
<td>As long as the interviewer will explain the study well people won’t mind. [Ayanda Sithole, 31 years]</td>
</tr>
<tr>
<td>Privacy and confidentiality</td>
<td>They will think that researchers are taking pictures of HIV-positive people to label them. [Zama Ndwandwe, 33 years]</td>
</tr>
<tr>
<td></td>
<td>Researchers are using the devices to film people and to put them on television. [Ethyl Zuma, 36 years]</td>
</tr>
<tr>
<td></td>
<td>Information will be between the two of us because the phone probably will have a code...I don’t think the data will have a possibility to be lost. [Wendy Zulu, 28 years]</td>
</tr>
</tbody>
</table>

aAll names are fictitious.
Table 3. Demographic characteristics of sample (N=512).

<table>
<thead>
<tr>
<th>Respondent characteristics</th>
<th>Do not own phone (n=82)</th>
<th>Own phone (n=430)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>%</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤20</td>
<td>19</td>
<td>23.2</td>
</tr>
<tr>
<td>21-30</td>
<td>39</td>
<td>47.6</td>
</tr>
<tr>
<td>31-40</td>
<td>24</td>
<td>29.3</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary schooling&lt;sup&gt;a&lt;/sup&gt;</td>
<td>28</td>
<td>34.1</td>
</tr>
<tr>
<td>Secondary schooling&lt;sup&gt;a&lt;/sup&gt;</td>
<td>53</td>
<td>64.6</td>
</tr>
<tr>
<td>Tertiary schooling</td>
<td>1</td>
<td>1.2</td>
</tr>
<tr>
<td>Socioeconomic status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lower&lt;sup&gt;a&lt;/sup&gt;</td>
<td>25</td>
<td>30.5</td>
</tr>
<tr>
<td>Middle</td>
<td>53</td>
<td>64.6</td>
</tr>
<tr>
<td>Upper&lt;sup&gt;a&lt;/sup&gt;</td>
<td>4</td>
<td>4.9</td>
</tr>
<tr>
<td>Occupation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time&lt;sup&gt;a&lt;/sup&gt;</td>
<td>6</td>
<td>7.3</td>
</tr>
<tr>
<td>Part-time</td>
<td>27</td>
<td>32.9</td>
</tr>
<tr>
<td>Unemployed</td>
<td>44</td>
<td>53.7</td>
</tr>
<tr>
<td>Other</td>
<td>5</td>
<td>6.1</td>
</tr>
<tr>
<td>Region</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Local government administration</td>
<td>36</td>
<td>43.9</td>
</tr>
<tr>
<td>Traditional administration</td>
<td>46</td>
<td>56.1</td>
</tr>
<tr>
<td>Housing</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Running water of premises&lt;sup&gt;a&lt;/sup&gt;</td>
<td>48</td>
<td>58.5</td>
</tr>
<tr>
<td>Electricity&lt;sup&gt;a&lt;/sup&gt;</td>
<td>58</td>
<td>70.7</td>
</tr>
<tr>
<td>Flush toilets&lt;sup&gt;a&lt;/sup&gt;</td>
<td>34</td>
<td>41.5</td>
</tr>
</tbody>
</table>

<sup>a</sup>Statistically significant (P<.05).
Figure 8. Webpage dashboard example summarizing research assistant interview performance for a baseline interview conducted in September 2009.
Table 4. Questionnaire experience and preference of sample (N=512).

<table>
<thead>
<tr>
<th>Respondent responses</th>
<th>Do not own phone (n=82)</th>
<th>Own phone (n=430)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>%</td>
</tr>
<tr>
<td>Questionnaire experience</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>76</td>
<td>92.7</td>
</tr>
<tr>
<td>Neutral</td>
<td>6</td>
<td>7.3</td>
</tr>
<tr>
<td>Negative</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Questionnaire preference</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phone</td>
<td>50</td>
<td>61.0</td>
</tr>
<tr>
<td>Paper and pen</td>
<td>5</td>
<td>6.1</td>
</tr>
<tr>
<td>No preference</td>
<td>27</td>
<td>32.9</td>
</tr>
<tr>
<td>Questionnaire concerns</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Concerned about privacy</td>
<td>9</td>
<td>11.0</td>
</tr>
<tr>
<td>Concerned about confidentiality</td>
<td>6</td>
<td>7.3</td>
</tr>
</tbody>
</table>

Discussion

The present study evaluated the acceptability and feasibility of using mobile phones to collect data from pregnant women living with HIV who were enrolled into the PMTCT program in KwaZulu-Natal, South Africa. Results suggest acceptability of the method by both affected women and the interviewers trained to collect the mobile phone questionnaires. Feasibility of collecting data from remote primary health care facilities was found to be high in this particular context.

Acceptability

Women Living With HIV (Participant Groups 2 and 3)

To prepare for interviewing in a clinic environment pregnant women living with HIV, a focus group with 12 women was undertaken. The experience of completing a face-to-face mobile phone–assisted interview was acceptable to most women. The major concerns raised in the focus group discussion suggested 2 important recommendations. First, if mobile phones are to be used in health settings as data collection tools, it is advisable for health staff to adopt an open side-by-side interviewing style. By placing themselves alongside the women, concerns about data privacy, participant confidentiality, and interview anxiety can be minimized. Secondly, using the informed consent process to explain exactly how data will be collected, how it will be transmitted, and who will have access to this private information may reduce participant anxiety about the MPAPI process. Taking these considerations into the clinic-based questionnaire, 512 women were asked to complete a short questionnaire about their experience. Overall, acceptability of this interview method was confirmed with 94.7% of women, who viewed the experience positively. Only 3 women reported the experience as being negative for them. Given a choice as to whether future interviews should be conducted using mobile phone–assisted interviewing or paper-and-pen, only 2.7% expressed a preference for paper-and-pen.

Ownership of mobile phones among pregnant MLH, although high at 84%, was significantly associated with age, education, socioeconomic status, and occupation. This has both positive and negative implications. Positively, the potential of mHealth to reach MLH was confirmed with 8 out of every 10 women owning a mobile phone. However, caution must be exercised to ensure that mHealth programs, which often aim to increase access to marginalized and underresourced individuals, do not inadvertently further disadvantage the most disadvantaged MLH.

Interviewers (Participant Group 1)

Perceived ease of use and perceived usefulness of MPAPI were consistently rated highly by clinic-based interviewers. It is not clear whether this rating is in response to a dislike of paper-based data collection or an affinity for mobile phones. Although perceived ease of use and perceived usefulness dropped after 3 months of field use, they remained above pretraining perceptions. The decrease is likely linked to the fact that real world use is often more limited that portrayed under the ideal conditions made possible in a controlled training environment. Nevertheless, the decrease was not significant and remained high for both perceived usefulness and ease of use. This finding suggests that after extended clinic-based use, the mobile phone–assisted interviews remained useful and easy. Training was found to significantly increase perceived ease of use and perceived usefulness and highlights the importance of providing a comprehensive training package to familiarize interviewers with both the concepts and practice of MPAPI.

Feasibility

The feasibility of using mobile phone–assisted interviews as part of a clinic-based PMTCT program was monitored for 21 consecutive months. During this time, over 13,000 data forms were submitted with only 3 reported as being sent by interviewers and not received. Very few phones were lost, broken, or stolen and network coverage was good at all 8 clinic facilities. A number of strategies were used to control airtime use, the most effective being a fixed amount of airtime loaded onto the handset at the beginning of the month and interviewers topping up if they depleted this amount. Other strategies included interviewers requesting small amounts of airtime as they needed, weekly checks by a coordinator of what numbers
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had been dialed, and a usage policy that outlined what the phone may and may not be used for. Initial concerns about charging handset batteries were unfounded as all clinics had electricity.

These limited challenges were supplemented by a number of perceived benefits. The management of geographically dispersed interviewers was improved through the use of real-time data presented in visually appealing summaries. This allowed problems to be flagged much quicker than if data was captured on paper and collected from the clinics on a monthly basis. Although not used in this study, the ability to geotag questionnaire responses could also assist in the management of community health workers providing home-based care. Questionnaire management was also found to be improved with a virtual dashboard giving valuable up-to-date information on key project indicators. Whenever a new questionnaire needed to be introduced or changes made to an existing questionnaire, updates could be rolled out immediately to each clinic without the need to recall out-of-date paper forms. This problem besets current paper-based registers. Whenever a new indicator needs to be collected or a change in indicator definitions occur, old forms continue to be submitted by facilities who either do not receive the updated forms or prevent wastage by continuing to use old form stock. Finally, this study found it feasible to track and link the PMTCT data of participants over a 10- to 14-month period. Although 2% of the records could not be linked because of data entry errors in the unique identifier, the use of a second identifier resolved these cases.

Relevance to the Prevention of Maternal-to-Child Transmission Cascade

Paper-based records that inform the KwaZulu-Natal District Information System have been shown to be of poor quality and in a format that make the tracking of women through the PMTCT cascade difficult [15]. Proposed as an alternative in other settings [19,27], little is known about the acceptability and feasibility of using mobile phones to collect data from WLH in this setting. The findings presented here suggest that MPAPI is indeed acceptable to both MLH and interviewers. The use of mobile phones for data collection also proved feasible and provided a number of advantages to the data collection process over traditional ways of collecting data in a rural clinic setting. One key benefit for the PMTCT program was the ability to link women’s data over a number of visits. This made it possible to track enrollment, uptake, and loss of individual women through the PMTCT cascade.

Limitations and Future Work

The results obtained in this study suggest that MPAPI may be both feasible and acceptable to use within the South African PMTCT program. South Africa is unique among African countries in its broad mobile network coverage, well-maintained mobile infrastructure, and electrification of rural health facilities. How well this approach to the collection of PMTCT data would perform in the context of other low- and middle-income countries is, therefore, a limitation of this work.

The bidirectional communication abilities of mobile phones also holds promise as a way to provide regular and relevant feedback to clinics. With a large proportion of women owning mobile phones, future studies should explore the acceptability and feasibility of using mobile phones to collect data from WLH in other settings [19,27], little is known about the acceptability and feasibility of extending PMTCT data collection into the community using mobile phone–assisted self-interviewing.
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Abstract

Background: Epidemiological studies on physical activity often lack inexpensive, objective, valid, and reproducible tools for measuring physical activity levels of participants. Novel sensing technologies built into smartphones offer the potential to fill this gap.

Objective: We sought to validate estimates of physical activity and determine the usability for large population-based studies of the smartphone-based CalFit software.

Methods: A sample of 36 participants from Barcelona, Spain, wore a smartphone with CalFit software and an Actigraph GT3X accelerometer for 5 days. The ease of use (usability) and physical activity measures from both devices were compared, including vertical axis counts (VT) and duration and energy expenditure predictions for light, moderate, and vigorous intensity from Freedson’s algorithm. Statistical analyses included (1) Kruskal-Wallis rank sum test for usability measures, (2) Spearman correlation and linear regression for VT counts, (3) concordance correlation coefficient (CCC), and (4) Bland-Altman plots for duration and energy expenditure measures.

Results: Approximately 64% (23/36) of participants were women. Mean age was 31 years (SD 8) and mean body mass index was 22 kg/m² (SD 2). In total, 25/36 (69%) participants recorded at least 3 days with at least 10 recorded hours of physical activity using CalFit. The linear association and correlations for VT counts were high (adjusted $R^2=0.85$; correlation coefficient 932, 95% CI 0.931-0.933). CCCs showed high agreement for duration and energy expenditure measures (from 0.83 to 0.91).

Conclusions: The CalFit system had lower usability than the Actigraph GT3X because the application lacked a means to turn itself on each time the smartphone was powered on. The CalFit system may provide valid estimates to quantify and classify physical activity. CalFit may prove to be more cost-effective and easily deployed for large-scale population health studies than other specialized instruments because cell phones are already carried by many people.
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**Introduction**

Physical inactivity now ranks as the tenth leading cause of premature mortality worldwide [1,2]. Inactivity has increased substantially over the past 15 years [2]. Physical inactivity contributes to the development of major chronic diseases, such as coronary heart disease, stroke, hypertension, colon cancer, breast cancer, Type 2 diabetes, and osteoporosis [3].

Information on physical activity in epidemiological studies is generally obtained by questionnaires and more recently with accelerometers [4]. The latter is becoming the accepted method because of better accuracy and reliability of the physical activity measures [4]. Accelerometers use the acceleration in the subjects’ movements to quantify intensity over short epochs of time. Although an improvement over questionnaires, deploying accelerometers is labor intensive and burdensome to the participant at times and may lead to potential changes in behavior, such as not wearing the accelerometer or increasing the measured behavior [5,6].

To address these problems and take advantage of the increased use and improved technology of smartphones, we developed CalFit [7-10]. CalFit is open-source software that runs on Android smartphones. The system makes use of the accelerometry and Global Positioning System (GPS) sensors that are built into smartphones to record physical activity and the time and location in which an activity occurs. It has the potential to reduce cost and allow for enrollment of more participants because smartphones are now in widespread use in the general population [11]. Smartphones equipped with CalFit could potentially make better physical activity measurements compared to a common accelerometer, particularly because of the addition of GPS measurements that can help researchers better understand the spatial context of activity [12]. Calibration and validation work of CalFit has been conducted thus far only under laboratory conditions [13].

The aim of this research is to study the usability of CalFit software and to assess the validity of its physical activity measures in real world situations by comparing its physical activity measures under free-living conditions with those obtained from a well-known and validated accelerometer, the Actigraph GT3X [14].

**Methods**

**Sample**

We enrolled volunteers to wear the CalFit phone and a conventional accelerometer for 5 days. Thirty-six participants were recruited by way of emails sent to colleagues from the Centre for Research in Environmental Epidemiology (CREAL) and to friends of colleagues as part of a larger study based on active travel behaviors. Inclusion criteria were to live and work or study in Barcelona, to live more than 10 minutes walking distance from the workplace or school, and be able to ride a bike for at least 20 minutes. Volunteers who met the eligibility requirements were enrolled in the study after an information session in which they were provided with details on study objectives and procedures. The field study took place from November 2011 to February 2012.

Our study protocol was approved by the Ethics Committee of Hospital del Mar Research Institute, and written informed consent was obtained from all the participants.

**Instruments**

Each participant was given an Actigraph GT3X accelerometer [15] and a smartphone fitted with the CalFit application (see Table 1). The devices were worn during 5 consecutive days on a belt attached to the waist (see Figure 1). Participants were instructed to remove devices only when performing aquatic activities or sleeping, or when necessary to charge the smartphone battery.

**Table 1. Characteristics of CalFit and Actigraph GT3X.**

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Google G1 with CalFit</th>
<th>Actigraph GT3X</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>11.7x5.6x1.7 cm</td>
<td>3.8x3.7x1.8 cm</td>
</tr>
<tr>
<td>Weight</td>
<td>158 g</td>
<td>27 g</td>
</tr>
<tr>
<td>Placement</td>
<td>Frontal mean point between both anterior superior iliac spines</td>
<td>Anterior superior iliac spine of the right hip</td>
</tr>
<tr>
<td>Sample rate</td>
<td>10 Hz</td>
<td>30 Hz</td>
</tr>
<tr>
<td>Data storage</td>
<td>16 GB</td>
<td>16 MB</td>
</tr>
<tr>
<td>Battery life</td>
<td>18 hours</td>
<td>31 days</td>
</tr>
<tr>
<td>Accelerometer sensor</td>
<td>AK8976A triaxial accelerometer (Asahi Kasei Microsystems, Japan)</td>
<td>ADXL335 triaxial accelerometer (Analog Devices, Norwood, MA)</td>
</tr>
<tr>
<td>Registered range of acceleration</td>
<td>±2.8 g</td>
<td>±3 g</td>
</tr>
<tr>
<td>Outcomes (measured)</td>
<td>Acceleration of the 3 axes</td>
<td>Acceleration of the 3 axes</td>
</tr>
<tr>
<td>Outcomes (estimated)</td>
<td>Not wearing; energy expenditure and duration of physical activity</td>
<td>Not wearing; standing, sitting, and lying; energy expenditure and duration of physical activity</td>
</tr>
</tbody>
</table>
Data Treatment

Data from both devices were summarized to 1-minute intervals. We merged data streams from both accelerometers identifying the time alignment that yielded the highest association (adjusted $R^2$) between the 2 vertical (VT) axis measures, within a maximum of 5-minute differences in time. To maximize the comparability [16], the intensity of physical activity measured in metabolic equivalents (METs) by both devices was calculated according to the equation of Freedson et al [17], which uses a linear function based on vertical axis counts to produce their estimates: ActiGraph GT3X METs=$1.439008 + (0.000795 \times$ VT counts/min). Because VT axis measures were recorded by each instrument with different units (counts from Actigraph GT3X versus g-force from CalFit), we first developed a linear regression between the 2 vertical measures to convert the CalFit g-force/min into counts/min, leading to the following adaptation to the Freedson equation for estimating METs from smartphone data: CalFit METs=$1.2907087 + (0.4141791 \times$ VT g/min).

The accelerometer nonwear intervals were defined as episodes of at least 40 consecutive minutes of 0 counts and below 0.3g in vertical axis for Actigraph GT3X and CalFit, respectively. The latter threshold was established after analyzing CalFit nighttime measurements. The American College of Sports Medicine considers having at least 3 days with at least 10 hours of recorded activity as a valid assessment of physical activity [18]. We measured the usability of CalFit and of Actigraph GT3X, understood as the ease of use to reach valid assessment of physical activity, in 4 ways: (1) number of subjects with valid assessments of physical activity (previous definition); (2) number of recorded days per participant (ie, reflecting participants’ ability to keep CalFit turned on); (3) total recorded time per participant (ie, reflecting participants’ ability to keep batteries charged); and (4) percent wearing time from total recorded time (ie, reflecting participants’ ability to wear CalFit).

Physical activity was defined as any minute with intensity equal or greater than 1.5 METs. Physical activity was partitioned into light, moderate, and vigorous levels of physical activity following the conventional cutoffs of 3 and 6 METs. The main summary measures of physical activity were vertical axis counts, and duration and intensity of physical activity.

Figure 1. Set of devices that were worn during 5 consecutive days.

Analysis

Participants and physical activity characteristics are presented as number (percentage) for categorical variables, mean (SD) for continuous variables with normal distribution, or median (interquartile range, IQR) for continuous variables with non-normal distribution.

The comparison between CalFit and Actigraph GT3X was conducted using several approaches. First, to assess differences on usability as defined above, we performed a Kruskal-Wallis
rank sum test (difference of medians components of usability). Second, the correlation and association between the vertical axis measures during coinciding time periods were assessed through a Spearman correlation and linear regression, respectively. Third, the agreement in the main summary measures of physical activity, as previously defined and during coinciding time periods, was studied using Lin’s concordance correlation coefficient (CCC) [19] and Bland-Altman plots. The CCC can be conceptualized as the ratio of between-subject variance to total variance [20]. In other words, it provides a measure of the percentage of differences attributable to the participants, and its complement (1-CCC) gives the percentage of differences attributable to the method (ie, CalFit vs Actigraph GT3X). The bias between instruments was evaluated using a linear regression analysis between the differences (CalFit-Actigraph GT3X) and the mean, as 0.5*(CalFit-Actigraph GT3X), of the 2 physical activity measures, considering the bias to be significant when the confidence interval of the coefficient did not contain the value zero. Both regression coefficient and regression line of bias were also plotted into Bland-Altman plots indicated with red letter and line, respectively.

As a sensitivity analysis, previous comparisons were also performed during coinciding days with at least 10 hours of recorded activity, without control of the coinciding time periods, to test the influence of nonmeasured periods on physical activity agreement. All analyses were conducted using R-2.14.1 2011 (The R Foundation for Statistical Computing).

**Results**

The sample consisted of 36 participants, most of which were women (23/36, 64%), with a mean age of 30.9 years (SD 7.9), and mean body mass index of 22.2 kg/m^2 (SD 2.4) (Table 2). Approximately 83% (30/36) were of Spanish nationality, 92% (33/36) had high school or greater education, and 50% (18/36) earned more than €2000 per month.

**CalFit Usability**

Of 180 possible days for recorded data, 19 were missing from CalFit and 8 from the Actigraph GT3X. During recorded days, there was a significant difference between the median time recorded: 22 hours for CalFit and 24 hours for Actigraph GT3X (Table 3). Also, there were differences for the percent of wear time between CalFit and Actigraph GT3X (52% vs 59%) (Table 3). The median number of days with at least 10 wearing hours was 3 and 5 for CalFit and Actigraph GT3X, respectively.

The main reasons for failed CalFit data collection among the 11 subjects who recorded less than 3 valid assessment of physical activity were: (1) 6 lost an average of 2 days of recording because CalFit was inadvertently turned off, (2) 2 had problems with phone battery life and their daily routine, and (3) 3 did not wear the phone.

Table 2. Sociodemographic and physical characteristics of all participants (N=36).

<table>
<thead>
<tr>
<th>Sample characteristics</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>31 (8)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>13 (36)</td>
</tr>
<tr>
<td>BMI (kg/m^2), mean (SD)</td>
<td>22 (2)</td>
</tr>
<tr>
<td><strong>Educational level, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>More than high school</td>
<td>33 (92)</td>
</tr>
<tr>
<td>Less than high school</td>
<td>3 (8)</td>
</tr>
<tr>
<td><strong>Nationality, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Spanish</td>
<td>30 (83)</td>
</tr>
<tr>
<td>Others</td>
<td>6 (17)</td>
</tr>
<tr>
<td><strong>Monthly income (€)</strong></td>
<td></td>
</tr>
<tr>
<td>More than 2000</td>
<td>18 (50)</td>
</tr>
<tr>
<td>Less than 2000</td>
<td>18 (50)</td>
</tr>
<tr>
<td><strong>Working status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Working</td>
<td>32 (89)</td>
</tr>
<tr>
<td>Studying</td>
<td>4 (11)</td>
</tr>
</tbody>
</table>
Table 3. Comparison of usability characteristics between Actigraph and CalFit.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Actigraph GT3X</th>
<th>CalFit</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Days recorded (day), median (IQR)</td>
<td>5 (5-5)</td>
<td>5 (4.8-5.0)</td>
<td>.03</td>
</tr>
<tr>
<td>Recorded time (min), median (IQR)</td>
<td>7200 (7200-7200)</td>
<td>6474 (4635-7068)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Wearing time (min), median (IQR)</td>
<td>4109 (3735-4373)</td>
<td>2938 (2269-3652)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Time coincident (min), median (IQR)</td>
<td>2825 (2110-3556)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recorded time within recorded days (hour/day), median (IQR)</td>
<td>24 (24-24)</td>
<td>22 (20-24)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Worn time within recorded days (hour/day), median (IQR)</td>
<td>14 (12.5-15)</td>
<td>11 (10-13)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Percent of worn time on recorded time within recorded days (%) median (IQR)</td>
<td>58.5 (53-63)</td>
<td>51.6 (46-58)</td>
<td>.03</td>
</tr>
<tr>
<td>Number of days with at least 10 wearing hours (day), median (IQR)</td>
<td>5 (4-5)</td>
<td>3 (2-4.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Participants with valid assessment of physical activity, n (%)</td>
<td>34 (94)</td>
<td>25 (69)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Validity of Physical Activity

The linear regression and correlation analysis for average vertical (VT) axis measures from both devices during coinciding wear-time periods showed a high association (adjusted $R^2=0.85$; Spearman correlation coefficient .932, 95% CI 0.931-0.933) (Figure 2, part A). During coinciding time periods (mean time/day, 2600 min), the mean difference between Actigraph GT3X and CalFit for the duration of active time (>1.5 METs) was 2.24% (95% CI 0.76-3.72) and for intensity of physical activity was 0.07 METs (95% CI 0.04-0.1) (Figures 2, parts B and C). The comparison for both the duration and intensity of physical activity showed that the variability attributable to the measurement method (which is the complementary to the ratio of between-subject variance to total variance) was less than 20% (Figures 2, parts B and C). There was no association between difference and average of both measures neither for duration ($P = .55$) nor for intensity ($P = .22$) of physical activity.

Validity of Physical Activity Through the Different Intensity Thresholds

The comparison of measures of light, moderate, and vigorous physical activity showed that less than 30% of the variability was attributable to the method of measurement (Figure 3). In contrast to light and moderate physical activity, the CalFit measures of vigorous physical activity showed a tendency to underestimate the duration in vigorous physical activity as activity levels increased ($P = .01$) compared to the Actigraph GT3X measure (Figure 3, part C). Figure 4 shows there was a significant underestimation in the intensity recorded by CalFit when participants performed vigorous activity according to Actigraph GT3X (CalFit: mean 5.9, SD 1.0; Actigraph: mean 7.1, SD 1.1; $P < .001$).

Sensitivity to Measurement Period

Depending on the time inclusion criteria selected, the average difference between Actigraph GT3X and CalFit during light physical activity changed from a small but significant overestimation of 1.7% (95% CI 0.4-3.1) for coinciding time periods to a nonsignificant underestimation of –11.5 min (95% CI –27 to 4.3) for coinciding valid days (Figure 3, part A vs Figure 5, part A). There were no differences in duration of moderate and vigorous physical activity across time inclusion criteria (Figures 3, parts B and C vs Figures 5, parts B and C).
Figure 2. Agreement between CalFit and Actigraph GT3X in vertical axis, duration, and energy expenditure in physical activity within the coinciding measurement time periods. (A) accelerometer vertical axis measures, (B) duration in physical activity, and (C) intensity of physical activity.
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Adjusted R-squared = 0.85

Figure 3. Agreement between CalFit and Actigraph GT3X for duration of light, moderate, and vigorous physical activity within the coinciding measurement time periods. (A) duration of light physical activity, (B) duration of moderate physical activity, and (C) duration of vigorous physical activity.

![Figure 3](image2)
Figure 4. Comparison of average intensity recorded by CalFit and Actigraph GT3X within light, moderate, and vigorous physical activity identified by Actigraph.

Figure 5. Agreement between CalFit and Actigraph GT3X during light, moderate, and vigorous physical activity within the coinciding days with at least 10 hours of recorded activity. (A) duration of light physical activity per day, (B) duration of moderate physical activity per day, and (C) duration of vigorous physical activity per day.
Discussion

Principal Results

This study assessed the usability and validity of CalFit software in a group of free-living volunteers. We compared CalFit to physical activity measures with those obtained from the Actigraph GT3X. The several approaches used to assess the properties of the CalFit showed that (1) there is a strong association between vertical axis measures from both devices; (2) the measures of duration and energy expenditure in overall, light, and moderate physical activity were highly concordant between devices, whereas vigorous physical activity was underestimated; (3) CalFit had lower usability compared to Actigraph GT3X resulting in a lower proportion of participants with valid assessment of physical activity; and (4) sensitivity analysis that compared the agreement within coinciding time periods to the agreement within coinciding days with at least 10 hours of recorded activity showed that the disparities in wearing-time periods between devices did not contribute to any significant bias into the measured validity.

Comparison With Prior Work

To our knowledge, this is the first study to compare accelerometer use on smartphones to measure physical activity with a currently well-validated instrument [12]. Previous research on physical activity assessment with mobile phones has shown that they are a useful tool to perform interventions [21] and are helpful for activity recognition [22-24]. In addition to these advantages, using smartphones for physical activity research opens up opportunities for reaching large numbers of participants at a relatively low cost [9]. The acceptance and usability of smartphones to measure physical activity on free-living conditions was previously unknown. Here, we showed that 25 of 36 (69%) participants who used CalFit recorded at least 3 valid days, which is the minimum recommended to assess daily physical activity [25]. The greatest weakness in CalFit usability was loss of data because of the phone turning off and not having CalFit restart when the phone was powered back on (50% of the missing data). In the current version of CalFit, this problem has been solved by automatically restarting CalFit each time the phone is turned on. The second weakness was the battery life (recorded time and wearing time), which was responsible for the other half of the missing data. The difference in wearing time with the accelerometer was partly because of participants having to charge the smartphone during waking hours (as they were instructed to do). Since conducting our study, we have found that newer generation smartphones have improved battery life, and current field tests indicate that CalFit is recording for longer durations without charging [26].

This is also the first study to compare the validity of the vertical axis measures and to use the same algorithm for estimating physical activity in 2 different instruments. The association of the vertical axis measures between the 2 tools was high (adjusted $R^2$ 0.86; correlation coefficient .932; 95% CI 0.931-0.933), which is within the range of the literature comparing different models of Actigraph [27]. The concordance found in duration and energy expenditure in physical activity measures of CalFit and Actigraph GT3X showed that the measures from CalFit and Actigraph GT3X are interchangeable (less than 20% of the variability is attributable to differences between instruments). Concordance in physical activity measures across different definitions of time inclusion criteria showed that the results remained constant despite the shorter wearing time of CalFit. This suggests that the time charging the smartphone or the shorter battery life did not have a significant influence on the final measures. There was also a statistically significant bias toward underestimation in measures of vigorous physical activity estimated by CalFit compared to Actigraph GT3X. This may be partially explained by the fact that we used average VT measures instead of all measures per minute per participant and because we assumed a linear relationship between acceleration forces from smartphone and counts from Actigraph GT3X.

Strengths

One of the main strengths of this study is the use and testing under free-living conditions. Participants maintained their daily routines, which is difficult to replicate in controlled environments. Another strength was the use of the concordance measures for quantifying physical activity in addition to the commonly used correlations. A third was using the Freedson algorithm of physical activity for both instruments, which is a valid algorithm for the different Actigraph models (CSA 1764, GT1M, and GT3X) [28] that maximized the comparability between the instruments [16]. Furthermore, because we used a first-generation smartphone, our findings can be generalized and expected to be better for the latter generations of smartphones as a consequence of hardware evolution. Also, future versions on CalFit will be developed for Android and iPhone platforms.

The validation of smartphone accelerometry-based energy expenditure has implications for both epidemiologic research on physical activity as well as for the growth of the practice of medicine and public health by mobile applications (mHealth applications). Beyond the current CalFit application, which is focused on unobtrusive sensing of physical activity, may be novel mHealth smartphone applications that not only record physical activity, but attempt to intervene upon behavior [11,21]. For example, future use of smartphones may allow for recognition of patterns of physical activity to better tailor interventions to personal baselines and goals. Additionally, future interventions may employ other aspects of smartphone technology (eg, call, text messaging, and Internet communication capabilities) to combine physical activity monitoring with motivational social interactivity [21]. There are many possibilities for creative uses of smartphones, and the research presented here provides a foundation for better understanding the energy expenditure estimates from this technology.

The CalFit smartphone system has several advantages over conventional accelerometers because of geolocation information both from cell phone towers and Wi-Fi networks and from GPS satellites. This geolocation will allow us to improve the current physical activity algorithm by including information such as velocity of displacements, topographical challenges faced by participants (stairs, slopes), and the environments (home, work).
where physical activity occurred. Furthermore, this tool also allows assessments of how the built and natural environment may affect behavior or lead to other exposures. Our research group has begun to demonstrate some of these advantages with the same participants by characterizing where the physical activity was done and quantifying the amount of pollution inhaled by participants in these environments [29].

**Limitations**

One limitation of the present study was the use of a convenience sample of 36 participants with a high educational level to assess CalFit usability. However, this design has been efficient in detecting the problems in usability. Further work needs to be conducted in the population at large. Second, the use of the Actigraph GT3X accelerometer as a gold standard could be seen as a limitation, but it is the reference tool for assessing physical activity in real life for 5 days and has well-established validity [30]. The use of an algorithm for the METs estimation that only takes into account the vertical axis of the accelerometers is a limitation that we could not avoid because there are currently no published Actigraph GT3X algorithms using the 3 axes of the accelerometer [31,32]. Finally, our definition of CalFit wearing time was an operational definition and should not be considered as a reference until it is tested in studies specifically designed for this purpose.

**Conclusions**

Compared to the current gold standard instrument for population studies, the smartphones fitted with CalFit supply useful and valid estimates for quantifying and classifying physical activity under free-living conditions. Although user compliance for CalFit was lower than with the Actigraph GT3X, this difference would likely diminish if participants were allowed to load CalFit onto their existing smartphones, which will be feasible in the future. Such deployment would provide a cost-effective approach for large epidemiological studies and mHealth applications that rely upon measured physical activity.
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Abstract

Background: New possibilities for mHealth have arisen by means of the latest advances in mobile communications and technologies. With more than 1 billion smartphones and 100 million tablets around the world, these devices can be a valuable tool in health care management. Every aid for health care is welcome and necessary as shown by the more than 50 million estimated deaths caused by illnesses or health conditions in 2008. Some of these conditions have additional importance depending on their prevalence.

Objective: To study the existing applications for mobile devices exclusively dedicated to the eight most prevalent health conditions by the latest update (2004) of the Global Burden of Disease (GBD) of the World Health Organization (WHO): iron-deficiency anemia, hearing loss, migraine, low vision, asthma, diabetes mellitus, osteoarthritis (OA), and unipolar depressive disorders.

Methods: Two reviews have been carried out. The first one is a review of mobile applications in published articles retrieved from the following systems: IEEE Xplore, Scopus, ScienceDirect, Web of Knowledge, and PubMed. The second review is carried out by searching the most important commercial app stores: Google play, iTunes, BlackBerry World, Windows Phone Apps+Games, and Nokia’s Ovi store. Finally, two applications for each condition, one for each review, were selected for an in-depth analysis.

Results: Search queries up to April 2013 located 247 papers and more than 3673 apps related to the most prevalent conditions. The conditions in descending order by the number of applications found in literature are diabetes, asthma, depression, hearing loss, OA, anemia, and migraine. However when ordered by the number of commercial apps found, the list is diabetes, depression, migraine, asthma, low vision, hearing loss, OA, and anemia. Excluding OA from the former list, the four most prevalent conditions have fewer apps and research than the final four. Several results are extracted from the in-depth analysis: most of the apps are designed for monitoring, assisting, or informing about the condition. Typically an Internet connection is not required, and most of the apps are aimed for the general public and for nonclinical use. The preferred type of data visualization is text followed by charts and pictures. Assistive and monitoring apps are shown to be frequently used, whereas informative and educational apps are only occasionally used.

Conclusions: Distribution of work on mobile applications is not equal for the eight most prevalent conditions. Whereas some conditions such as diabetes and depression have an overwhelming number of apps and research, there is a lack of apps related to other conditions, such as anemia, hearing loss, or low vision, which must be filled.
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apps; mHealth; mobile applications; prevalent conditions; World Health Organization (WHO)
**Introduction**

Since the creation of the Internet, its massive use, especially in developed countries, has generated new forms of technology in almost every aspect of life [1]. One of these aspects is health care; Internet technologies have initiated major advances in telemedicine and telehealth, now present in every modern health care organization [2]. In the field of telehealth, eHealth has arisen as a paradigm involving the concepts of health, technology, and commerce, with commerce and technology as tools in the service of health [3]. Chang Liu et al (2011) perceive eHealth applications as the software applications that provide tools, processes, and communications in order to support electronic health care practice [4]. In addition to this, with the advent of wireless communications, there are no longer barriers of space and time between health care providers and patients [5]. The use of new wireless communications technology, such as mobile telecommunications networks (2.5G, 3G, 4G, HSPA+), Wireless Local Area Networks (WLAN), Wireless Personal Area Networks (WPAN) including Bluetooth and ZigBee, Wireless Body Area Network (WBAN), Wireless Sensor Networks (WSN), Radio-frequency Identification (RFID), and Worldwide Interoperability for Microwave Access (WiMAX), has greatly boosted telemedicine and eHealth [5-12].

In this context and thanks to these advances in communications, a new term arises: mHealth, a component of eHealth. The Global Observatory for eHealth (GOe) of the World Health Organization (WHO) defines mHealth or mobile health as "medical and public health practice supported by mobile devices, such as mobile phones, patient monitoring devices, personal digital assistants (PDAs), and other wireless devices" [13]. While new wireless technologies were being developed, new mobile devices were being created. In this way, PDAs, tablets, and smartphones appeared on the market. Although PDAs experienced a boom in the 1990s and early 2000s, they have been replaced by smartphones and tablets with new functions and utilities, which are common now in developed countries [4]. There are already more than 1.08 billion smartphones of a total of 5 billion mobile phones around the world, with 80% of the population having a mobile phone [14]. Regarding tablets, International Data Corporation (IDC) conducted research on their shipments showing 70.9 million shipments of tablets worldwide in 2011 and an estimated 117.1 million and 165.9 million in 2012 and 2013 respectively [15]. Thus, there is great opportunity for mHealth in using these mobile devices and, in fact, a significant number of mHealth applications have been already developed for these platforms.

Telecommunications technology aside, it is clear that there is still a long way to go in defeating illness. In 2008, WHO estimated a total of 56.8 million deaths and only 5.1 million of them were caused by injuries. The rest were caused by communicable disease, maternal and perinatal conditions and nutritional deficiencies (15.6 million deaths), and noncommunicable conditions (36.1 million deaths) [16]. Nevertheless, attention should be focused not only on the diseases that cause death, but also the diseases or conditions that can cause a disability or loss of health. In 2004, 2.9% of the world’s population were severely disabled, and 12.4% were moderately long-term disabled. In this context, it is essential to know the prevalence of an illness or condition, i.e., the number of people who have the condition at any moment [17].

According to WHO’s latest update (2004) of the Global Burden of Disease (GBD) [17], the most prevalent conditions are iron-deficiency anemia (IDA), hearing loss, migraine, low vision, asthma, diabetes mellitus, osteoarthritis (OA), and unipolar depressive disorder. The prevalence of each condition is shown in Figure 1. IDA represents 50% of the total cases of anemia (even though both terms are usually used interchangeably, they are not the same). The biggest percentage of affected can be found in underdeveloped and developing zones, in Africa, South East Asia, and Western Pacific, most of them women of reproductive age and children [18-20]. There are two types of hearing loss: moderate or greater hearing loss, which affect 275.7 million individuals, and mild hearing loss, with 360.8 million individuals [21-24]. Migraines are the most prevalent chronic neurological disorder in adults [25], with 11% of affected in Western countries [26-30].

The Global Data on visual impairment 2010 [31] indicates 246 million people with low vision and 39 million blind, equating a total of 285 million people with any type of visual impairment [32-34]. Asthma is the most common chronic disease in childhood, and most asthma-related deaths take place in poor and developing countries [35-38]. It is estimated that 347 million people have diabetes mellitus [39], commonly named diabetes, but different from diabetes insipidus [40-55]. OA is the most prevalent musculoskeletal disease, and it is thought that 9.6% of men and 18% of women over 60 years have this condition [56-59]. Finally, there are more than 350 million individuals with any unipolar or bipolar depressive disorder [60-63].

To date, there are many published articles about types of wireless connections for mobile devices [8,9,64,65], articles about evaluations of apps for specific objectives [66-68], and reviews of apps of a determined device, software, or field [4,69,70], but there are not articles about the deadliest or the most prevalent conditions and diseases. Hence, the main aim of this paper is to study the existing applications for mobile devices exclusively dedicated to the eight most prevalent conditions [17] and to analyze a sample of the apps for each condition. The goal was to find the number of apps related to each condition, their common features, comparing the commercial ones with those used in research, and finding possible gaps in the development of these types of applications and whatever else might arise. For these purposes, a review has been done: (1) research of published articles containing specific target strings, obtained by search queries in a number of databases, and (2) research of applications related to these conditions in mobile phone application stores.
Methods

Two different reviews were developed. The first was a literature review and the second, a commercial applications review. Both were current as of April 2013. Finally, one app for each review and each condition was chosen for an in-depth analysis and comparison.

Literature Review

The literature review was developed on the following systems and databases: IEEE Xplore, Scopus, ScienceDirect, Web of Knowledge, and PubMed. After trying several combinations of words and expressions, the following combinations of terms were sought in the metadata field on each of these databases: “condition name” AND mobile AND (applications OR application OR apps OR app); m-health AND “condition name”; “mobile phone” AND “condition name”; smartphone AND “condition name”, where “condition name” is the name of each of the most prevalent conditions as they are issued by [17]. The results are limited to the last 10 years, from 2003 forward. The eligibility criteria were the following: publications not centered on applications using mobile phones or devices were dismissed, as were Web applications not optimized for mobile phone displays. Only papers published in English were studied. Papers on applications for several different diseases or conditions were rejected except for those with an important part of the application dedicated to the related condition. Some aspects were added due to the lack of sufficient results when executing some searches: instead of the search strings with “iron-deficiency anemia”, just “anemia” was used and the British term “anaemia”. Similarly, on IEEE Xplore, the search string with “anemia” was changed for the string anemia AND applications. Finally, the strings with “unipolar depressive disorders” were replaced by strings with “depressive disorder”, “depressive disorders”, “depressive episodes”, “depressive episode”, and “depression”.

Commercial Apps Review

The second review, the study of the commercial applications, was carried out on the application stores of the most popular smartphones brands [14,71] which are, in descending order of market share, Google play of Google Android [72], Apple iTunes [73], BlackBerry World of BlackBerry (previously RIM or Research In Motion Limited) [74], Windows Phone Apps+Games Store of Microsoft [75], and Nokia’s Ovi Store [76].

For this research, the name of the condition was searched (e.g., “hearing loss”) and the eligibility criteria used were the following: applications not centered on the specific condition, not in English, or those included in the category of games, entertainment, or music were dismissed, as well as applications designed for pets or animals, and applications that are actually journals or magazines about the condition. During the search, the following issues were faced:

- On iTunes, apps for iPod and iPhone were separate from the ones for iPad, hence only apps for the first ones were searched, excluding the apps exclusively designed for the Apple tablet.
- Instead of “iron-deficiency anemia”, the word searched was “anemia” due to the lack of results.
• The Ovi search engine does not handle search phrases nor logical operators such as “AND” or “OR” correctly; therefore, the results for “hearing loss” and “low vision” were totally distorted and these results were not considered. In the case of “diabetes mellitus”, no problems were presented because both words are very specific about the condition.
• In the case of diabetes mellitus, the strings “diabetes mellitus” and “diabetes” were used.
• For “unipolar depressive disorders”, instead of this string, “depressive disorders” and “depression” were used because of the absence of results.
• There were some issues with Google play: when searching for “depression” and “diabetes”, the store indicated at least 1000 results but showed only 480. Google was asked about this conflict and the issue is still under investigation, but it is assumed that the first number is the correct one (>1000). In other cases such as the search for anemia, a certain number of results had been found but while exploring the results pages, the last pages (usually between one and three) were blank. Consequently, the number indicated by the store was different from the number of apps shown. In these cases, the number of apps shown was the one used.
• In the case of depression and diabetes, only the first 20 applications were analyzed due to the number of results; therefore, there is potential for completely new investigative work.

Eligibility Criteria for the In-Depth Analysis and Procedure
For the in-depth analysis, two applications were chosen for each condition: one obtained from the literature research and the other from the commercial apps review.

For the mobile applications found in publications, we decided to study the most recent paper on each condition taking into account only the year. In the case of two or more articles published in the same year, the final article was selected considering the impact factor of the journal where it is published (a conference article is considered at a lower level than journal articles), and its number of citations. If, again, two or more articles were published in the same journal and had the same number of citations, these papers were read and the most interesting according to the authors’ opinion was chosen. Articles about reviews of several apps or with insufficient information about the app were dismissed. If the app studied was available in stores, it was downloaded and personally tested on an iPhone 4 in the case of an iOS app or a Samsung Galaxy S SCL GT-I9003 in case of an Android app.

To evaluate the papers, after reading them individually, the authors convened to discuss opinions and fill in a table of features. For apps available on the market, one of the authors downloaded them for a joint evaluation at the meeting.

In the case of commercial apps, we preferred to choose apps from the same store for every condition and to use the store with the most extended software for smartphones. Therefore, Google play was selected because Android fulfilled this prerequisite [71]. For each condition, it was determined to opt for the first relevant free app with a rating, by users, of 3 or more stars, which Google play shows when searching by the condition sorted by popularity. In addition, another prerequisite was that the app had to be designed for patients, not for health care providers. This way, the most popular free app related to the condition with an evaluation over the mean and designed for the general public was analyzed. However, in the case of anemia, every result with a rating of 3 stars or more was aimed at caregivers; hence, we made an exception where the selected app was not intended for patients and did not fulfill all the previous requisites. The apps were tested on a Samsung Galaxy S SCL GT-I9003.

For the analysis of the commercial apps, the procedure followed was similar to the one developed with the research papers. The authors downloaded them on the mentioned mobile phone Samsung Galaxy S before meeting to study the apps together and complete the previously initiated table of features.

Results
Mobile Applications in Literature
The results of relevant papers on each database and each condition are shown in Table 1. The last row contains the number of different papers found for each condition.

Diabetes was the most investigated condition followed by asthma and depression. There is a significant gap between these three conditions and the rest since the next most investigated conditions were hearing loss and low vision with 9 different publications; this contrasts significantly with the 32 papers on depression. The order of the remaining conditions is: OA sixth, anemia seventh, and migraines last.

Mobile Applications in Stores
The findings on the commercial apps review are shown in Table 2. It shows the number of relevant applications out of the total number of applications found in each store. In the case of diabetes mellitus and depression, the results obtained were separated by “diabetes mellitus” and “diabetes” in the first case, and “depressive disorders” and “depression” in the second case. The last row shows the addition of all the applications located in all the stores for each condition, but it is important to note that some of the applications designed for a specific system were also designed for other systems. Thus, an application developed for Apple iOS can also be developed for Android or Windows Phone, for example.

These results illustrate that the store with most apps is Google play, followed closely by iTunes. The rest of the stores have fewer apps for the conditions searched. Windows Phone Apps+Games Store is the third in number of applications, and it seems that Ovi Store has more applications than BlackBerry World, although that is not clear because of the malfunction of its searching engine mentioned in the Methods section.

Comparing the number of conditions, it is obvious that the conditions with more applications are diabetes and depression. After these two, migraine and asthma are equal with 112 apps, followed by low vision, hearing loss, OA, and finally anemia.
Analysis of a Sample of Reference Apps

The papers and the commercial apps studied are summarized in Table 3 [77-97]. Figures 2 to 9 show snapshots from the commercial apps. Tables 4 and 5 show the results from the analysis of some characteristics of the selected applications.

### Table 1. Results of the literature review.

<table>
<thead>
<tr>
<th></th>
<th>Anemia</th>
<th>Hearing loss</th>
<th>Migraine</th>
<th>Low vision</th>
<th>Asthma</th>
<th>Diabetes mellitus</th>
<th>OA</th>
<th>Depression</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>8</td>
<td>16</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>Scopus</td>
<td>3</td>
<td>8</td>
<td>2</td>
<td>7</td>
<td>29</td>
<td>112</td>
<td>6</td>
<td>22</td>
</tr>
<tr>
<td>ScienceDirect</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>WoK</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>3</td>
<td>25</td>
<td>79</td>
<td>5</td>
<td>18</td>
</tr>
<tr>
<td>PubMed</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>16</td>
<td>53</td>
<td>3</td>
<td>13</td>
</tr>
<tr>
<td>Total</td>
<td>5</td>
<td>9</td>
<td>3</td>
<td>9</td>
<td>36</td>
<td>140</td>
<td>6</td>
<td>32</td>
</tr>
</tbody>
</table>

### Table 2. Results of the commercial apps review.

<table>
<thead>
<tr>
<th></th>
<th>Anemia</th>
<th>Hearing loss</th>
<th>Migraine</th>
<th>Low vision</th>
<th>Asthma</th>
<th>Diabetes</th>
<th>OA</th>
<th>Depression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Google Play</td>
<td>7/74</td>
<td>17/42</td>
<td>57/201</td>
<td>33/43</td>
<td>44/226</td>
<td>&gt;1000</td>
<td>19/67</td>
<td>16/46</td>
</tr>
<tr>
<td>iTunes</td>
<td>7/21</td>
<td>32/37</td>
<td>46/102</td>
<td>30/46</td>
<td>57/124</td>
<td>605</td>
<td>17/21</td>
<td>5/16</td>
</tr>
<tr>
<td>BlackBerry</td>
<td>0/0</td>
<td>0/0</td>
<td>5/6</td>
<td>0/0</td>
<td>6/7</td>
<td>33</td>
<td>0/0</td>
<td>13</td>
</tr>
<tr>
<td>Windows</td>
<td>0/0</td>
<td>3/5</td>
<td>4/8</td>
<td>1/1</td>
<td>4/14</td>
<td>81</td>
<td>2/3</td>
<td>2/2</td>
</tr>
<tr>
<td>Ovi Store</td>
<td>0/0</td>
<td>-</td>
<td>0/0</td>
<td>-</td>
<td>1/2</td>
<td>40</td>
<td>15/40</td>
<td>1/1</td>
</tr>
<tr>
<td>Total</td>
<td>14</td>
<td>52</td>
<td>112</td>
<td>64</td>
<td>112</td>
<td>&gt;1759</td>
<td>53</td>
<td>24</td>
</tr>
</tbody>
</table>

http://www.jmir.org/2013/6/e120/
<table>
<thead>
<tr>
<th>Health condition</th>
<th>Name of the paper/app</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anemia</td>
<td>Activity and school attendance monitoring system for adolescents with Sickle cell disease [77]</td>
<td>Paper about the app SickleSAM, designed for Android, whose purpose is monitoring the school attendance of children affected by sickle cell disease, which usually causes anemia</td>
</tr>
<tr>
<td></td>
<td>MD Series: Anemia - Free [78]</td>
<td>App for caregivers that provides some educational tools for the diagnosis and management of different types of anemia in adult patients</td>
</tr>
<tr>
<td>Hearing loss</td>
<td>Mobile software Apps support personalized-SRO and serial monitoring with results indicating early detection of hearing loss [79]</td>
<td>Article presenting a software application called OtoID used in a PDA connected to an audiometric unit for monitoring hearing change because of ototoxic medication and others factors, using a testing protocol called Sensitive Range for Otoxicity (SRO)</td>
</tr>
<tr>
<td></td>
<td>Hearing Tests [80]</td>
<td>App with a hearing test that uses sounds of different frequencies in order to check the user’s hearing</td>
</tr>
<tr>
<td>Migraine</td>
<td>From a traditional behavioral management program to an mHealth app: Lessons learned in developing mHealth apps for existing health care programs [81]</td>
<td>Application for behavioral migraine management for iPad called iBMM, which can be used for learning relaxing and pain management techniques, tracking migraine attacks and contacting a counselor</td>
</tr>
<tr>
<td></td>
<td>My Headache Log Pro [82]</td>
<td>App for tracking headache attacks by creating a diary of them, with its triggers, symptoms and medications used, and it also allows emailing these notes to the doctor</td>
</tr>
<tr>
<td>Low vision</td>
<td>Crowdsourcing subjective fashion advice using VizWiz: Challenges and opportunities [83]</td>
<td>The authors use VizWiz [84] for assisting people with vision impairments in matching garments and being dressed in a fashion way, with the advice of some volunteers</td>
</tr>
<tr>
<td></td>
<td>A.I.type EZReader Theme Pack [85]</td>
<td>Keyboard design for Android smartphones with big keys, high contrast, helpful colors, and audio aid, specially developed for people with visual problems</td>
</tr>
<tr>
<td>Asthma</td>
<td>Control of Allergic Rhinitis and Asthma Test (CARAT): dissemination and applications in primary care [86]</td>
<td>The authors talks about an app called m.Carat [87] developed for Android and iOS, consisting of several modules in which asthma and allergic rhinitis (ARA) patients can read news about ARA, record daily events and medications, quantify the level of control of their ARA, and note tasks or reminders</td>
</tr>
<tr>
<td></td>
<td>SIGN Asthma Patient Guide [88]</td>
<td>Guidance for asthmatic patients and relatives in order to know and take control over their condition. It has a section dedicated to patients and other dedicated to parents or carers of asthmatic children</td>
</tr>
<tr>
<td>Diabetes</td>
<td>The development of an innovative mobile phone App for Type 1 diabetes alcohol education [89]</td>
<td>The authors develop the app for iOS and Android Type 1 diabetes friend: alcohol guide [90,91], which tries to educate young people with type 1 diabetes about alcohol, meeting clinical guidelines</td>
</tr>
<tr>
<td></td>
<td>OnTrack Diabetes [92]</td>
<td>App for managing diabetes by tracking several data, such as blood glucose and pulse, medication, exercise, and weight</td>
</tr>
<tr>
<td>OA</td>
<td>PAGAS Portable and accurate gait analysis system [93]</td>
<td>Paper about a system called PAGAS (Portable and Accurate Gait Analysis System), which includes an Android app in a smartphone connected via Bluetooth to a sensor positioned on the foot and whose purpose is monitoring the gait of patients with altered gait because of different health conditions</td>
</tr>
<tr>
<td></td>
<td>Osteoarthritis of knee [94]</td>
<td>App with information and animated exercises specially designed for osteoarthritis of knee</td>
</tr>
<tr>
<td>Depression</td>
<td>CBT for depression: a pilot RCT comparing mobile phone vs computer [95]</td>
<td>The authors use in their study the application VirtualClinic - The Get Happy Program [96] for iOS, which is a cognitive therapy intervention for the management of depression through a comic book story in which users will learn how to manage their depression</td>
</tr>
<tr>
<td></td>
<td>Positive Thinking [97]</td>
<td>App that contains many quotes for helping depressed people and even allows users to write and share their own thoughts</td>
</tr>
<tr>
<td>Condition</td>
<td>Name</td>
<td>Rating</td>
</tr>
<tr>
<td>---------------</td>
<td>--------------------------------------------------------</td>
<td>--------</td>
</tr>
<tr>
<td>Anemia</td>
<td>SickleSAM (not commercial)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MD Series: Anemia – Free</td>
<td>4.9</td>
</tr>
<tr>
<td>Hearing loss</td>
<td>OtoID (not commercial)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Hearing Tests</td>
<td>3</td>
</tr>
<tr>
<td>Migraine</td>
<td>iBMM (not commercial)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>My Headache Log Pro</td>
<td>4.1</td>
</tr>
<tr>
<td>Low vision</td>
<td>VizWiz</td>
<td>4.5</td>
</tr>
<tr>
<td></td>
<td>EZReader Theme Pack</td>
<td>4.4</td>
</tr>
<tr>
<td>Asthma</td>
<td>m.Carat</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SIGN Asthma Patient Guide</td>
<td>4.9</td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>Type 1 diabetes friend: alcohol guide</td>
<td></td>
</tr>
<tr>
<td></td>
<td>OnTrack Diabetes</td>
<td>4.5</td>
</tr>
<tr>
<td>Osteoarthritis</td>
<td>PAGAS (not commercial)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Osteoarthritis of knee</td>
<td>5</td>
</tr>
<tr>
<td>Depression</td>
<td>VirtualClinic – The Get Happy Program</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Positive thinking</td>
<td>4.3</td>
</tr>
<tr>
<td>Name</td>
<td>Context awareness</td>
<td>Therapist intervention</td>
</tr>
<tr>
<td>-------------------------------------------</td>
<td>-------------------</td>
<td>-------------------------</td>
</tr>
<tr>
<td>SickleSAM (not commercial)</td>
<td>User, location</td>
<td>Yes</td>
</tr>
<tr>
<td>MD Series: Anemia – Free</td>
<td>No</td>
<td>-</td>
</tr>
<tr>
<td>OtoID (not commercial)</td>
<td>Ambient noise</td>
<td>Yes</td>
</tr>
<tr>
<td>Hearing Tests</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>iBMM (not commercial)</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>My Headache Log Pro</td>
<td>Preferences, location</td>
<td>Possible</td>
</tr>
<tr>
<td>VizWiz</td>
<td>Location</td>
<td>No</td>
</tr>
<tr>
<td>EZReader Theme Pack</td>
<td>Language</td>
<td>No</td>
</tr>
<tr>
<td>m.Carat</td>
<td>User, preferences, language</td>
<td>No</td>
</tr>
<tr>
<td>SIGN Asthma Patient Guide</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Type 1 diabetes friend: alcohol guide</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>OnTrack Diabetes</td>
<td>Preferences</td>
<td>Possible</td>
</tr>
<tr>
<td>PAGAS app (not commercial)</td>
<td>Sensor</td>
<td>Possible</td>
</tr>
<tr>
<td>Osteoarthritis of knee</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>VirtualClinic – The Get Happy Program</td>
<td>Unknown</td>
<td>No</td>
</tr>
<tr>
<td>Positive thinking</td>
<td>Preferences</td>
<td>No</td>
</tr>
</tbody>
</table>
Figure 2. Snapshot of MD Series: Anemia–Free.

Figure 3. Snapshot of Hearing Tests.
Figure 4. Snapshot of My Headache Log Pro.

Figure 5. Snapshot of AI type EZReader Theme Pack.
Figure 6. Snapshot of SIGN Asthma Patient Guide.

Figure 7. Snapshot of OnTrack Diabetes.
**Figure 8.** Snapshot of Osteoarthritis of knee.

**Figure 9.** Snapshot of Positive Thinking.

Believe in yourself! Have faith in your abilities! Without a humble but reasonable confidence in your own powers you cannot be successful or happy.

- *Norman Vincent Peale*
Discussion

The results of the literature and the commercial reviews show several interesting conclusions. First, the literature review indicates that there are few results compared to the commercial review. This means that the development of mHealth apps has a commercial and economic motivation more than a research motivation. Maybe it would be better to merge both, ie, first developing an app while investigating and then using it for commercial purposes.

Another important finding is the difference in the number of mobile applications for different conditions. There are conditions with more than 1000 apps, such as diabetes or depression while there are others with a range between 14 and 112 apps. The most prevalent condition (anemia) is surprisingly the second with less research and the first with less commercial apps, while two of the less prevalent (diabetes and depression) are the object of a huge number of applications and research. This may be because the majority of IDA cases are located in underdeveloped or developing countries [17,18] where smartphones or tablets are not as widely spread as in the developed countries, and therefore, it is not worthwhile developing apps for IDA. Meanwhile, diabetes or unipolar depression are common conditions associated with modern lifestyles typical of developed zones where there is a strong social conscience of these conditions. However, this is not borne out when comparing the numbers of those affected by diabetes or depression and by IDA in developed countries, because IDA is more extended in these zones than the others. Hence, the probable explanation for this lack of apps for IDA is that the social conscience of it is much less than that of the others and, therefore, it is underinvestigated. For this reason, in light of the numbers, it could be profitable and worthwhile creating apps for IDA.

Following the previous finding, the four most prevalent conditions have fewer apps and research than the remaining four, excluding OA. In addition, there is an important social factor for some of the most prevalent conditions, such as hearing loss or low vision. Therefore, it seems that there is a lack in the research on apps for these conditions and an opportunity for developers.

Contrasting the literature review with the commercial review, it is worth highlighting the cases of asthma and migraines. In the literature, asthma has more results than depression, but it has far fewer results in the commercial review. The opposite occurs with migraines, which move from the last position in number of literature results to the third position in the commercial review. Therefore, there is more work done on commercial apps for migraines than in research applications, as opposed to the situation for asthma.

Finally, comparing the number of apps available on each store, it is clear that application developers prefer Android and iOS for their projects, followed distantly by Windows Phone. Ovi Store and BlackBerry World suffer from a significant lack of apps, which means that developers are not interested in these markets. This is somewhat surprising in the case of BlackBerry since it is the third smartphone platform in market share [71]; hence, there may be an opportunity for developers to fill this empty space in BlackBerry’s app store.

Determined criteria were followed in order to select the latest apps published in literature and the most popular and best valued by users’ apps in commercial stores. The goal was to choose a sample of reference apps to analyze. These findings are given below.

The majority of apps are for monitoring, assistance, or informing about the condition. In general, apps for diabetes, migraines, and asthma are designed for monitoring the condition, and many have informative sections (or stand-alone informative apps). Apps for low vision are principally assistive, and the aim of most apps for depression is to raise the mood of the affected in several ways. But there are also informative and educational apps, which cover the other conditions, except for anemia, for almost every app is aimed for professional caregivers. For OA, there are an equal number of educational tools and apps with remedies or exercises for managing the pain, and for hearing loss the apps are divided between apps for hearing checks and informative apps.

Table 4 shows that for most apps, the Internet is not required or only required for some functions such as sending emails, which is useful for circumstances or situations where an Internet connection is not available. However, there are apps where an Internet connection is required, eg, for VizWiz. Typically the apps are not designed only for clinical purposes; proof of this is that only some apps developed for research are intended for clinical use. Others can have nonclinical and clinical use (always with the consent of the professional caregiver), but the majority have nonclinical purposes. In addition, there is a link between clinical apps and therapist intervention: if the app is clinical, the therapist intervention is needed. If the app is applicable for both clinical and nonclinical use, the therapist intervention is possible, but not obligatory. With respect to users’ interaction, most of the apps do not have this functionality and work as stand-alone apps. Only those conditions that can be relieved in some way with the collaboration of other affected individuals or a determined community of users, such as depression or diabetes, have apps with modules used for these communications.

According to the results, the preferred method of data visualization is text, followed by graphs and pictures or photos. Whereas text visualization is used in almost every case, the use of graphs is common in monitoring or tracking applications in order to show data in a more comfortable and visual way. Something similar occurs with pictures and videos, which are normally used in apps with educational or informational purposes, while audio is a typical aid of low vision apps and is also used for hearing tests in hearing loss apps. Apps with only text visualization or with text and pictures have generally a basic or simple interface, whereas those with graphs or more than two visualization types have a more complex interface, not necessarily intuitive at first use. It is not shocking for apps with several types of data visualization to have a complex interface with several functions, but it is surprising that some of them have such unintuitive ones. Developers need to be careful when designing the interface and its use.
Generally there is no relation between the type of apps and the types of context awareness. Only location awareness can be linked to tracking and monitoring apps where it is important to state the place where an event occurs. For frequency of use, monitoring and assistive apps have a continuous or very frequent use, depending in some cases, such as migraine or asthma, on the frequency of the attacks. The same happens with apps designed to provide some kind of treatment. On the other hand, educational or informative apps are used more infrequently. It might be a good idea to merge monitoring and educational tools in the same app in order to improve frequency of use, number of users, and economic profit, but always with special attention to the interface design. Finally, the majority of the apps analyzed are aimed for the general public who are affected by each condition, which is logical because usually developers do not want to reduce their user circle.

For future work there are various paths to take. It is necessary to fill the lack of anemia apps by creating one aimed for patients, first educational and informative and then exploring other possible opportunities. Another field to populate is related to low vision and hearing loss apps because, as said before, there are few compared with other less prevalent conditions. Nevertheless, in this case it is important to carefully select the intended user because most people with severe hearing loss or low vision problems are over 60 years old in developed countries and do not usually use a smartphone [98]. Hence, designing an assistive app for a 16-50 year-old deaf/blind (or with a severe disability) target group that typically has smartphones can be very useful for the user and even profitable for the developers. In addition to this, the possibilities for creating assistive apps in these fields are enormous.
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Crowdsourcing Participatory Evaluation of Medical Pictograms Using Amazon Mechanical Turk

Bei Yu, Matt Willis, Peiyuan Sun, Jun Wang
School of Information Studies, Syracuse University, Syracuse, NY, United States

Abstract

Background: Consumer and patient participation proved to be an effective approach for medical pictogram design, but it can be costly and time-consuming. We proposed and evaluated an inexpensive approach that crowdsourced the pictogram evaluation task to Amazon Mechanical Turk (MTurk) workers, who are usually referred to as the “turkers”.

Objective: To answer two research questions: (1) Is the turkers’ collective effort effective for identifying design problems in medical pictograms? and (2) Do the turkers’ demographic characteristics affect their performance in medical pictogram comprehension?

Methods: We designed a Web-based survey (open-ended tests) to ask 100 US turkers to type in their guesses of the meaning of 20 US pharmacopeial pictograms. Two judges independently coded the turkers’ guesses into four categories: correct, partially correct, wrong, and completely wrong. The comprehensibility of a pictogram was measured by the percentage of correct guesses, with each partially correct guess counted as 0.5 correct. We then conducted a content analysis on the turkers’ interpretations to identify misunderstandings and assess whether the misunderstandings were common. We also conducted a statistical analysis to examine the relationship between turkers’ demographic characteristics and their pictogram comprehension performance.

Results: The survey was completed within 3 days of our posting the task to the MTurk, and the collected data are publicly available in the multimedia appendix for download. The comprehensibility for the 20 tested pictograms ranged from 45% to 98%, with an average of 72.5%. The comprehensibility scores of 10 pictograms were strongly correlated to the scores of the same pictograms reported in another study that used oral response–based open-ended testing with local people. The turkers’ misinterpretations shared common errors that exposed design problems in the pictograms. Participant performance was positively correlated with their educational level.

Conclusions: The results confirmed that crowdsourcing can be used as an effective and inexpensive approach for participatory evaluation of medical pictograms. Through Web-based open-ended testing, the crowd can effectively identify problems in pictogram designs. The results also confirmed that education has a significant effect on the comprehension of medical pictograms. Since low-literate people are underrepresented in the turker population, further investigation is needed to examine to what extent turkers’ misunderstandings overlap with those elicited from low-literate people.
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Introduction

The Department of Health and Human Services defines health literacy as “the degree to which individuals have the capacity to obtain, process, and understand basic health information and services needed to make appropriate health decisions” [1]. This concept of health literacy is prevalent in the written materials a patient may receive at a hospital, in pharmaceutical instructions, verbal instructions, and any health information encountered online.

Lengthy, purely text-based medical instructions have been reported to result in poor patient attention, comprehension, recall, and adherence. This challenge is particularly acute for patients with low literacy levels, since medical instructions are commonly written at a level exceeding the average American’s reading level, and the average reading level is even lower in certain regions, like inner cities and impoverished areas [2,3].

Many interventions have been designed to improve patients’ understanding of medication. One promising approach is to add pictorial aids or pictograms to patient information materials. Many studies have shown that pictograms can enhance text-based instructions by increasing patients’ attention to the instructions and their comprehension and recall of the content details [2-10].

Studies have also shown that for pictograms to effectively communicate medical instructions, consumers, patients, and health professionals should be involved in the process of iterative design and testing [10-12]. However, the cost for participatory design can be high, considering the variety of medical instructions and the time expenditure for patients, health professionals, and designers. Therefore, to date, participatory design studies have been conducted only on a small scale [2,7,9].

Crowdsourcing, with its low cost of recruiting participants and almost immediate access to a large number of Internet users, provides an attractive option for participatory design and evaluation of medical pictograms [13-18]. We envisioned building a crowdsourcing tool in which Internet users could create a variety of pictograms for any medical instruction, and then the best pictograms would be selected by the crowd and be evaluated for their comprehensibility.

Our concept has two critical components: crowdsourced pictogram design and crowdsourced evaluation. In this study, we focused on the crowdsourced evaluation. Specifically, we aimed to assess the comprehensibility of standard US Pharmacopeial Convention pictograms using Amazon Mechanical Turk (MTurk). With hundreds of thousands of turkers from over 100 countries, MTurk can help recruit a large number of diversified turkers to work on microtasks in a very short time period at a very low cost, such as a few cents per user response.

Our research questions are: (1) Is the turkers’ collective effort effective for identifying design problems in medical pictograms? and (2) Do the turkers’ demographic attributes affect their performance in medical pictogram comprehension? We hypothesized that turkers would be able to identify common design problems in medical pictograms. We also expected that turkers with higher educational level and caregivers would perform better in this task.

Methods

Our study consisted of three steps: first, searching for samples of medical pictograms; second, programming and deploying the Web-based survey; and third, setting up our survey on MTurk. This section describes the details of each step of the survey set-up.

Selecting the Medical Pictograms

The ideal pictogram candidates for this evaluation study would be pictograms that were standardized, freely available for others to use, and found on US pharmacological products. Based on these criteria, we chose to use the US Pharmacopeial Convention’s Pictogram Library as the set of pictograms for evaluation. The pictogram library contains 81 pictograms and can be downloaded for free from their website. Many of the pictograms include identical or similar elements. For example, the only difference in the two pictograms in Figure 1 is the order of actions. If a person can understand the first pictogram, it is reasonable to expect he or she could understand the second one as well. Therefore, we selected a set of representative pictograms to minimize redundancy and maximize the inclusion of unique elements. To avoid discomfort, we excluded the pictograms illustrating private parts of human body. At the end, 20 pictograms remained in the test sample set. Figure 2 displays the pictogram images and their official textual interpretations.

Figure 1. Pictogram redundancy.
Designing the Web-Based Survey

We designed and implemented a Web-based survey in the form of open-ended tests. We chose the free Web service provided by the Google App Engine to develop and host the survey app. The survey included 20 guesses, one for each test pictogram, followed by a short demographic questionnaire at the end. For each guess, the turkers viewed a medical pictogram and answered a question: “What does this medical picture tell you to do?” by typing in their responses in the textbox (see Figure 2).

<table>
<thead>
<tr>
<th>Pictogram</th>
<th>Official description</th>
<th>Correct guesses</th>
<th>Partially correct</th>
<th>Incorrect guesses</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Pictogram" /></td>
<td>Take 1 hour before meals</td>
<td>75.5%</td>
<td>13.3%</td>
<td>11.2%</td>
<td>82.1</td>
</tr>
<tr>
<td><img src="image2" alt="Pictogram" /></td>
<td>Wash hands, place drops in nose, wash hands again</td>
<td>82.3%</td>
<td>14.1%</td>
<td>3.5%</td>
<td>89.4</td>
</tr>
<tr>
<td><img src="image3" alt="Pictogram" /></td>
<td>Store in refrigerator</td>
<td>87.6%</td>
<td>6.9%</td>
<td>5.4%</td>
<td>91.1</td>
</tr>
<tr>
<td><img src="image4" alt="Pictogram" /></td>
<td>Do not take if pregnant</td>
<td>97.0%</td>
<td>2.5%</td>
<td>0.5%</td>
<td>98.3</td>
</tr>
<tr>
<td><img src="image5" alt="Pictogram" /></td>
<td>Call your doctor</td>
<td>79.5%</td>
<td>17.0%</td>
<td>3.5%</td>
<td>88.0</td>
</tr>
<tr>
<td><img src="image6" alt="Pictogram" /></td>
<td>Dissolve in water</td>
<td>5.5%</td>
<td>93.5%</td>
<td>1.0%</td>
<td>52.2</td>
</tr>
<tr>
<td><img src="image7" alt="Pictogram" /></td>
<td>Injection</td>
<td>41.0%</td>
<td>54.0%</td>
<td>5.0%</td>
<td>68.0</td>
</tr>
<tr>
<td><img src="image8" alt="Pictogram" /></td>
<td>Shake well</td>
<td>51.0%</td>
<td>49.0%</td>
<td>0.0%</td>
<td>75.5</td>
</tr>
<tr>
<td><img src="image9" alt="Pictogram" /></td>
<td>If this medicine makes you dizzy, do not drive</td>
<td>18.8%</td>
<td>75.7%</td>
<td>5.4%</td>
<td>56.7</td>
</tr>
<tr>
<td><img src="image10" alt="Pictogram" /></td>
<td>Do not smoke</td>
<td>94.6%</td>
<td>5.0%</td>
<td>0.5%</td>
<td>97.0</td>
</tr>
<tr>
<td><img src="image11" alt="Pictogram" /></td>
<td>Check your pulse</td>
<td>95.0%</td>
<td>5.0%</td>
<td>0.0%</td>
<td>97.5</td>
</tr>
<tr>
<td><img src="image12" alt="Pictogram" /></td>
<td>Do not take other medicines with this medicine</td>
<td>23.5%</td>
<td>43.0%</td>
<td>33.5%</td>
<td>45.0</td>
</tr>
<tr>
<td><img src="image13" alt="Pictogram" /></td>
<td>Take in the morning</td>
<td>68.3%</td>
<td>14.4%</td>
<td>17.3%</td>
<td>75.5</td>
</tr>
<tr>
<td><img src="image14" alt="Pictogram" /></td>
<td>Wear medical alert</td>
<td>38.1%</td>
<td>46.0%</td>
<td>15.8%</td>
<td>61.1</td>
</tr>
<tr>
<td><img src="image15" alt="Pictogram" /></td>
<td>Dilute with water</td>
<td>11.9%</td>
<td>88.1%</td>
<td>0.0%</td>
<td>55.9</td>
</tr>
<tr>
<td><img src="image16" alt="Pictogram" /></td>
<td>Use this medicine as a gargle</td>
<td>9.0%</td>
<td>80.6%</td>
<td>10.4%</td>
<td>49.3</td>
</tr>
<tr>
<td><img src="image17" alt="Pictogram" /></td>
<td>Do not use additional salt</td>
<td>5.0%</td>
<td>90.6%</td>
<td>4.5%</td>
<td>50.2</td>
</tr>
<tr>
<td><img src="image18" alt="Pictogram" /></td>
<td>Do not chew</td>
<td>61.9%</td>
<td>12.4%</td>
<td>25.7%</td>
<td>68.1</td>
</tr>
<tr>
<td><img src="image19" alt="Pictogram" /></td>
<td>Take with glass of water</td>
<td>95.0%</td>
<td>3.0%</td>
<td>2.0%</td>
<td>96.5</td>
</tr>
<tr>
<td><img src="image20" alt="Pictogram" /></td>
<td>Drink additional water</td>
<td>6.9%</td>
<td>90.1%</td>
<td>3.0%</td>
<td>52.0</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>52.4%</strong></td>
<td><strong>40.2%</strong></td>
<td><strong>7.4%</strong></td>
<td><strong>72.5</strong></td>
<td></td>
</tr>
</tbody>
</table>
The demographic questionnaire asked for the participants’ gender, age, educational level, number of children or senior members in household, frequency of computer use, and frequency of reading medical labels (see Figure 4).

In addition to the textual responses, we recorded the turkers’ IP addresses for the purpose of removing redundant responses because some turkers may have created multiple accounts to be able to perform the same task multiple times in order to earn more. Of course, more than one turker may share a computer, resulting in identical IP addresses in multiple records. However, we should be able to distinguish these turkers by checking the differences in their pictogram interpretations and their answers to the demographic questions.

Once a participant finishes the entire survey, the survey app generates a random eight-digit code. The participants should submit this code to MTurk upon completion to verify that they went through the whole survey procedure and to receive payment.

Figure 3. Interface of survey part I.

MEDICAL PICTOGRAM
Pictogram #1 of 20
© 1997 USPC

What does this medical picture tell you to do?

Next

Figure 4. Interface of survey part II.

MEDICAL PICTOGRAM
Thank you for describing the pictures.
Please fill out this brief survey.

Gender: ○ Male ○ Female
Age: 23

Education (please select your level of completed education): Graduate Degree
Are there any children or seniors living in your household? ○ Yes ○ No
How many of them are living there? 3

Computer use (in hours/week): 40

How often do you read prescription labels? Weekly

Comments:

Submit
Setting Up the Task on MTurk

We created an MTurk requester account to deploy the task, titled “Guess what the image tells you.” Turkers would also see a brief description: “Please view each image and write an instruction of what the image is telling you to do and answer the short survey at the end.” A turker was paid US$0.30 for interpreting the 20 pictograms and completing the short demographic questionnaire. The requested number of turkers for this task was set to 100.

To avoid spammers, we screened the turkers by setting the minimum prior approval rate to 95%. We also restricted the participants’ location to the United States. Considering that previous studies have shown that cultural backgrounds and ethnicity can have significant effects on people’s comprehension of pictograms [4,10], it is our future work to extend this survey to turkers outside the United States to study the effect of cultural backgrounds.

Results

Data Quality Control

We collected the required number of responses within 3 days. We received 104 responses in total, which means 4 respondents were not paid because they did not submit the confirmation code. We ran the following investigation to ensure the quality of the data. First, we checked for duplicate records. After sorting the data by participants’ IP addresses, we found three pairs of responses with the same IP address. In two pairs, the pictogram interpretations and the demographic survey answers were nearly identical, but the participation dates were different. We counted them as duplicate records and kept only the first record of each on file. In the third pair, the answers were different but valid; the second participation record was not paid. It is most likely that someone else “on-site” with that participating turker took the survey voluntarily but did not submit the code. In this case, we kept both records. Second, we identified the unpaid “volunteers”. We checked to see which random codes assigned by our app were not submitted to MTurk—these were unsolicited volunteers who might have happened to find our website through the participating turkers and who did the survey out of curiosity. We found 4 such “volunteers”, one of whom used the same IP address as 1 participating turker. An examination of the volunteers’ answers shows that they were not spammers; therefore, we kept their answers in the dataset.

Finally, we manually checked the quality of all responses. Only 1 participant was identified as a spammer; this record was deleted from the dataset.

At the end of the process, the data that remained included responses from 101 valid participants. The data are publicly available for download (see Multimedia Appendix 1).

Coding Open-Ended Interpretations

The comprehension test method we used in this study is open-ended testing, which is easier to construct and more accurate than multiple-choice testing, and is considered as a gold-standard in measuring symbol comprehension [19,20]. However, since the answers given by participants are usually short and ambiguous, it is difficult for judges to score them as either correct or incorrect [21]. To facilitate judges’ scoring the correctness of an interpretation and improving the reliability of their scoring, we used the 4-point rating scale (see Table 1). For example, for pictogram “take 1 hour before meals”, the interpretation “take the pill one hour before eating” would be rated as 1; “take before eating” as 2; “take medicine with food” as 3; and “take one hour after eating” as 4.

Two coders independently rated all the interpretations. The intercoder agreement was 0.83, based on the Krippendorff’s alpha measurement, demonstrating a high concordance between the 2 coders. A review of the disagreements showed that a large portion of the discrepancies were caused by the coders’ judgments on whether to make inferences about the implicit meaning in the responses. For example, for pictogram “take in the morning”, a number of participants gave interpretations like “take upon waking up”. In this case, one coder rated it 3 and the other, 2.

For each pictogram, we calculated the percentages of correct, partially correct, and incorrect (wrong or completely wrong) guesses by each coder’s assessment and then averaged the percentages over the 2 coders (see Figure 2). On average, 52.4% of the interpretations were correct, 40.2% were partially correct, and 7.4% were incorrect. To help readers better understand the distribution of correct, partially correct, and incorrect guesses, Figure 5 presents a visualization of the distribution for each of the 20 pictograms. If a pictogram falls on the dotted diagonal line, it means all of its interpretations are either correct or partially correct; all pictograms under the diagonal line received at least one incorrect guess.

Table 1. Criteria for judging open-ended interpretations.

<table>
<thead>
<tr>
<th>Rating</th>
<th>Category</th>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Correct</td>
<td>The interpretation is the same as, or very close to, the official description. The description maintains the important meaning and semantics of the official description.</td>
</tr>
<tr>
<td>2</td>
<td>Partially correct</td>
<td>The interpretation misses some information, or adds information not included in the official description. However, the discrepancies are minor.</td>
</tr>
<tr>
<td>3</td>
<td>Wrong</td>
<td>The interpretation is very different from the official description; it is difficult to understand or is confusing.</td>
</tr>
<tr>
<td>4</td>
<td>Completely wrong</td>
<td>The interpretation has no resemblance to the official description. It is completely wrong.</td>
</tr>
</tbody>
</table>
Estimating Comprehensibility of Pictograms

Comprehensibility is usually estimated as the percentage of correct answers given by participants. However, as shown in Figures 2 and 5, 40% of guesses were partially correct in our data. To differentiate correct and partially correct guesses, we adopted ISO’s symbol testing procedures, which count partially correct guesses as a fraction in the total correct [20]. For the sake of simplicity, we counted each partially correct answer as 0.5 correct. With this treatment, the comprehensibility scores for the 20 pictograms ranged from 45% to 98%, with an average of 72.5% (Figure 2).

There have been several studies on the comprehensibility of the US pharmacopeial pictograms conducted with local people in South Africa [4], Finland [22], Portugal [23], and Hong Kong [24]. Among the four studies, the Portuguese one used multiple-choice test method—a method that could lead to an inflation of 30% in the comprehension scores when distractor alternatives were less plausible [25]. For the other three studies that used open-ended testing, 10 pictograms in the Hong Kong study, 7 pictograms in the Finland study, and 5 pictograms in the South Africa study, were the same or very similar to the ones that we used. Thus, we can conduct a comparison with the Hong Kong study (the study with the closest pictograms to ours). The education background of the participants in the Hong Kong study is also the closest to ours: 81% postsecondary education in the Hong Kong study and 92% in our study. In contrast, the participants in the Finland study were children, and the participants in the South Africa study were low-literate. Note that the Hong Kong study used a different scoring mechanism: 3 judges marked each response as either correct or incorrect, and the final decision would be correct or incorrect in case of perfect agreement and 0.5 correct otherwise.

Figure 6 shows the comparison between our study and the Hong Kong study on 10 pictograms. In the figure, the dotted diagonal line represents that any pictogram falling on the line receives the same score from the two studies. The Pearson correlation between the two studies was .85 (P=.002). The strong correlation suggests that the pictogram evaluation result, which was obtained through recruiting online turkers to type in responses, is comparable to the result from recruiting local people to provide oral responses to open-ended tests.
Content Analysis of Common Misinterpretations

Figure 7 lists common misinterpretations (similar misinterpretations given by at least 2 turkers) for 9 pictograms. The number in the parentheses shows how many turkers described the pictogram in a similar way. For instance, in pictogram “take 1 hour before meals”, 7 participants described it as “take with food”, and 4 interpreted as “take 1 hour after food”. Such critical misinterpretations may well explain why Mansoor and Dowse added clocks in their redesign of the pictogram to prevent people from making the time order error [4,11].

An observation from these common misinterpretations is that some concepts are difficult to represent graphically. For example, it is hard to represent the modifier “additional” in the text “do not use additional water” or “drink additional water”, the verb “chew” in the text “do not chew”, and “morning” in “take in the morning”. To solve this problem, pictogram designers would use alternative strategies such as semantic associations [10,26]. In pictogram “drink additional water”, the US Pharmacopeial Convention used two (extra) glasses of water as an example to represent “additional water”. However, the concept “additional water” was still misunderstood as literally two glasses, three glasses (including the one in hand), or even four glasses (illusion). Hence, semantic associations may not be reliable because their interpretation depends on whether the underlying association or analogy can be identified by users.

Overall, the content analysis result showed that turkers’ misinterpretations shared common errors that exposed design problems in the tested pictograms. This finding validates the utility of the crowdsourcing approach for the participatory evaluation of medical pictograms.

Participant Demographics and Pictogram Comprehension Score

Table 2 shows the demographic characteristics of the turkers in our study and the relationships between the turkers’ demographics and their comprehension performance. The gender distribution in our study, in which females accounted for 63%, was similar to the general US turker population that Ipeirotis reported in 2010 [27], in which females accounted for 65%. The age distribution was slightly different, with turkers aged 35 years or more accounting for 51% in our study and 45% in their study. The education distribution was also slightly different, with turkers who had college degrees or above accounting for 59% in our study and 54% in their study.

We used a two-tailed t test to compare male and female performance, and Spearman rank correlation to measure the correlations between the other ordinal demographic factors and participant performance. Females performed slightly better than males, but the difference was not significant (P=.078). Turkers with higher levels of education had better comprehension scores (Spearman rho=.25, P=.013), which is consistent with previous studies [28,29]. Educational level is the only factor that affected participant performance.

We also used Gamma test to measure the correlations among the ordinal demographic factors. No correlation was found except an interesting but not surprising one, which was that the number of children or seniors living in a household was negatively correlated with the frequency of computer use (gamma=-.33, P=.001).
**Figure 7.** Common misinterpretations.

<table>
<thead>
<tr>
<th>Pictogram</th>
<th>Description</th>
<th>Common misinterpretations</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Picto" /></td>
<td>Take 1 hour before meals</td>
<td>Take medication with food (7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Take one hour after eating (4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Take pill before you eat (3)</td>
</tr>
<tr>
<td><img src="image2" alt="Picto" /></td>
<td>Dissolve in water</td>
<td>Put the pill in water and drink it (7)</td>
</tr>
<tr>
<td><img src="image3" alt="Picto" /></td>
<td>Injection</td>
<td>Needle or syringe (12)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Get vaccinated (3)</td>
</tr>
<tr>
<td><img src="image4" alt="Picto" /></td>
<td>Do not take other medicines with this medicine</td>
<td>Do not take this medication (9)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Do not take any pills (6)</td>
</tr>
<tr>
<td><img src="image5" alt="Picto" /></td>
<td>Take in the morning</td>
<td>Take just after waking up (27)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Take this pill for a good sleep (2)</td>
</tr>
<tr>
<td><img src="image6" alt="Picto" /></td>
<td>Use this medicine as a gargle</td>
<td>The medicine may cause gas and vomiting (8)</td>
</tr>
<tr>
<td><img src="image7" alt="Picto" /></td>
<td>Do not use additional salt</td>
<td>Do not take this medicine with salt (91)</td>
</tr>
<tr>
<td><img src="image8" alt="Picto" /></td>
<td>Do not chew</td>
<td>Do not allow to dissolve in the mouth (6)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Let dissolve on your tongue, do not swallow (5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Do not shake your head when taking this (3)</td>
</tr>
<tr>
<td><img src="image9" alt="Picto" /></td>
<td>Drink additional water</td>
<td>Drink two glasses of water (78)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Drink four glasses of water (3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Drink three glasses of water (3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mix together then drink (2)</td>
</tr>
</tbody>
</table>
Table 2. Participant demographics and pictogram comprehension score.

<table>
<thead>
<tr>
<th></th>
<th>Comprehension</th>
<th>Proportion</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender (n=97)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>.37</td>
<td>70.7</td>
</tr>
<tr>
<td>Female</td>
<td>.63</td>
<td>73.1</td>
</tr>
<tr>
<td><strong>Educational level (n=99)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>.08</td>
<td>69.2</td>
</tr>
<tr>
<td>Some college</td>
<td>.32</td>
<td>71.4</td>
</tr>
<tr>
<td>College degree</td>
<td>.37</td>
<td>72.3</td>
</tr>
<tr>
<td>Above college degree</td>
<td>.22</td>
<td>75.0</td>
</tr>
<tr>
<td><strong>Age (n=97)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤25</td>
<td>.13</td>
<td>69.5</td>
</tr>
<tr>
<td>26-35</td>
<td>.36</td>
<td>73.4</td>
</tr>
<tr>
<td>36-45</td>
<td>.14</td>
<td>69.9</td>
</tr>
<tr>
<td>46-55</td>
<td>.21</td>
<td>74.5</td>
</tr>
<tr>
<td>≥56</td>
<td>.16</td>
<td>72.1</td>
</tr>
<tr>
<td><strong>Hours of computer use per week (n=99)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤10</td>
<td>.11</td>
<td>71.1</td>
</tr>
<tr>
<td>11-20</td>
<td>.25</td>
<td>72.2</td>
</tr>
<tr>
<td>21-30</td>
<td>.16</td>
<td>73.8</td>
</tr>
<tr>
<td>31-40</td>
<td>.19</td>
<td>72.4</td>
</tr>
<tr>
<td>≥41</td>
<td>.28</td>
<td>72.1</td>
</tr>
<tr>
<td><strong>Prescription reading frequency (n=99)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily</td>
<td>.15</td>
<td>73.0</td>
</tr>
<tr>
<td>Weekly</td>
<td>.19</td>
<td>71.5</td>
</tr>
<tr>
<td>Monthly</td>
<td>.23</td>
<td>74.1</td>
</tr>
<tr>
<td>Every several months</td>
<td>.25</td>
<td>70.9</td>
</tr>
<tr>
<td>Never</td>
<td>.17</td>
<td>72.7</td>
</tr>
<tr>
<td><strong>Number of children and seniors (n=83)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>.41</td>
<td>71.8</td>
</tr>
<tr>
<td>1</td>
<td>.24</td>
<td>73.2</td>
</tr>
<tr>
<td>2</td>
<td>.22</td>
<td>71.0</td>
</tr>
<tr>
<td>≥3</td>
<td>.13</td>
<td>73.4</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

Our study aimed to assess whether MTurk, a popular crowdsourcing platform, can be used for participatory evaluation of medical pictograms. We recruited 100 US turkers to guess the meaning of 20 US Pharmacopeial Convention pictograms. The comprehensibility score for the 20 tested pictograms ranged from 45% to 98%, with an average of 72.5%. The scores of 10 pictograms were strongly correlated to the scores of the same pictograms reported in another study that used oral response-based open-ended testing with local people [24]. The turkers’ misinterpretations shared common errors that exposed design problems in the tested pictograms. These results demonstrate that MTurk can be an effective and inexpensive tool for evaluating pictograms and identifying problems in the design of medical pictograms.

We also investigated whether demographic factors (gender, age, educational level, etc) affect participant performance. We found that turkers with higher levels of education had better comprehension performance—a result consistent with previous studies on the effect of education [28,29].

**Limitations**

A limitation of our study, which was also discussed by Turner et al regarding the use of MTurk in health communication [14],
is that turkers, with relatively higher levels of education, may not be a representative sample of the general population. However, large crowds like MTurk are certainly more representative and cost-effective than the convenience samples in traditional participatory studies, which may consist of as few as 10 to 20 participants due to time and resource constraints [10,12]. To better understand the crowd’s representativeness, further investigation is needed to examine to what extent turkers’ misunderstandings overlap with those elicited from low-literate people. In addition, the problem of lack of less-educated participants may be greatly reduced when MTurk is available on smart phones, since ethnic minorities and less-educated people, according to the Pew Internet and American Life Project, primarily use their phone for Web access [30].

Another limitation is that our current study recruited only US turkers, and thus we could not conduct any analysis of the effects of cultural backgrounds, an important factor in pictogram comprehension [4,10]. One advantage of recruiting participants from MTurk is that one can recruit turkers from different countries with a variety of languages and cultural backgrounds [14]. It will be our future work to use this advantage to study the effects of cultural backgrounds by recruiting turkers from different countries.

Future Work

We envision building a crowdsourcing tool that allows a large number of Internet users to design and evaluate medical pictograms. In this paper, we focused only on crowdsourced evaluation; in the future, we plan to recruit online users to participate in the design of medical pictograms. Existing work on crowd design, which asked turkers to iteratively sketch, evaluate, and combine the designs of chairs for children, has shown that a crowd-based design process can also be effective [31]. It will be interesting to study how the crowd can be effectively organized and motivated to design high-quality medical pictograms and how the crowdsourcing approach could complement automated illustration of patient instructions [32].

Another interesting direction is to investigate the potential of asking the crowd to evaluate volumes of open-ended interpretations. Open-ended testing is the method recommended by ANSI [19], but it is time-consuming and tedious for judges to score a large number of interpretations—in our case each judge needed to assess about 2000 interpretations. Clearly, turkers can also be recruited for evaluating the interpretations entered by their peers. Existing studies have shown that the crowd can perform well on various annotation tasks, and actually they may perform even better than experts as a result of collective wisdom [18,33,34].
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Abstract

Background: Quantitative research on Internet-based cognitive behavioral therapy (ICBT) has collected substantial evidence for the effectiveness of this treatment approach on health outcomes. Less is known about how patients find ICBT to be generally meaningful and helpful for treating depression.

Objective: To explore patients’ experiences of being in ICBT treatment with a focus on the treatment dimensions that they considered helpful.

Methods: Choosing a phenomenological-hermeneutical approach, 14 patients were interviewed with semistructured qualitative interviews to elicit their understanding of using ICBT. The patients took part in a clinical trial using ICBT with MoodGYM, which also featured brief consultations with a clinical psychologist. The interviews were transcribed and analyzed according to the chosen methodology and organized into significant themes.

Results: The phenomenological-hermeneutical analysis identified 5 themes relating overall to the meaning of this mode of treatment in terms of helpfulness. Two related to treatment in general: (1) taking action to address one’s problems and (2) the value of talking to a professional. The next two themes specifically addressed guided self-help using the MoodGYM program: (3) acquiring relevant knowledge, and (4) restructuring the new knowledge acquired through ICBT. A fifth theme concerned (5) actual changes in patients’ perceptions and interactions, related to either the self-help material or the face-to-face consultations with the therapist.

Conclusions: Three important dimensions were made explicit: the active engagement of the patient, the guidance of the therapist, and the content of the treatment program. The findings pointed to (1) the role of MoodGYM as a source of new knowledge providing patients with a structured approach to work with their depression, (2) the patient’s role as the primary agent of change through adapting relevant knowledge from MoodGYM to their situation, and (3) the dialogue with the therapist as a trusting relationship in which to share thoughts and feelings, receive feedback and advice, and to assist the patient in making use of the MoodGYM content.
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Introduction

Research has yielded promising results on the effects of Internet-based cognitive behavioral therapy (ICBT) on a range of mental health problems, including depression [1-3]. This form of therapy has the advantage of increased availability and at the same time puts less strain on therapeutic resources [4]. ICBT can be guided, meaning that the patient works alone with the self-help material; or it can be guided, meaning that the patient enjoys some support and guidance from a therapist. The research on ICBT and other computerized treatments to date indicates that guided self-help and traditional face-to-face-therapy may offer roughly the same success rates for health outcomes [5], but it points to the importance of providing users with support during self-help programs [2,3,6]. Still, the role of support is not well understood in terms of the amount necessary or what it should offer [7,8].

The mechanisms through which ICBT is effective in reducing depression remain unclear. Both specific and common factors of treatment may serve as active ingredients [9]. Cognitive behavioral therapy (CBT) aims to alter the maladaptive structures and processes fundamental to depression [10], by making use of both cognitive and behavioral strategies. A key assumption in CBT is that the depressive patient can use CBT to modify or deactivate his/her depressogenic schema or develop compensatory skills. A qualitative study has provided support for the notion of compensatory skills in face-to-face CBT, where patients utilize the extensive self-therapeutic activities in CBT to manage their depression [11]. Self-therapeutic activity may involve the use of specific CBT techniques or personalized adaptations. Further, the patient might understand and cope with his/her depressive symptoms in light of new psychological knowledge. Similarly, self-therapeutic activity aimed at reducing negative cognitions may be one active ingredient in ICBT. Another line of psychotherapy research has shed light on contextual factors contributing to treatment outcome. The contextual model of psychotherapy [12] recognizes the contributions and interdependencies of other elements beyond the “bare-bones” treatment models and techniques (e.g., mechanisms proposed by cognitive theory). These other factors include the actual patient and his/her expectations, factors outside the therapy situation (extra-therapeutic factors), and the working alliance between therapist and patient. The term working alliance refers to the partnership emerging between the therapist and patient in order to achieve the patient’s goal [13]. A robust relationship has been found between the quality of the working alliance—which depends on both therapist and patient factors—and outcome of treatment [14].

Although the effectiveness of computerized and Internet-based CBT is established, there is little agreement concerning the core content [15] and therapeutic process in self-help treatments [16]. Research on possible mechanisms of change has been emerging [9,16], and there is a need for studies aiming at furthering our understanding of active ingredients and processes at work in ICBT. Change in treatment specific factors for ICBT for depression, such as dysfunctional attitudes, worrying, and perceived control, has been found to mediate outcome [17]. Studies of the working alliance in Internet treatments report overall high ratings that are within the range of alliance ratings in face-to-face therapy [18]. Qualitative research on unguided ICBT has identified both CBT-related and patient aspects as influencing depression. Issues such as computer and Internet skills and the patient’s need for emotional support were reported as important influences during ICBT [6]. Qualitative research into guided ICBT yielded similar findings. It seems that the way patients work with CBT relates to the success of their outcome and their opinion about the therapy: an active, hands-on, self-reliant approach correlates with successful outcomes and favorable opinions. The opposite case is a passive style of working that does not put new knowledge into practice, skips parts of the course material, and is in need of more support [19]. It is not clear, however, what lies behind such differences in approach or whether the cause might be low expectations to the treatment, or because the patient feels a lack of helpfulness during the ICBT process. Purves and Dutton [16] explored patients’ experiences of the therapeutic process in an unguided computerized CBT program and identified four themes in interviews with patients. These included a meaningful relationship with the self-help material, using the self-help material to create structure to their psychological state, being stimulated by the self-help material creating engagement, and an increased sense of personal agency. In sum, the current literature implies that specific and common factors contribute to the outcome of ICBT. In order to improve effectiveness and acceptability of such treatment packages, further examination of these issues are warranted [9].

This study explores patients’ experiences of helpfulness in guided Internet-based cognitive behavioral therapy for depression. We intend to combine a pragmatic intention with a phenomenological-hermeneutical approach on patient experiences rather than on isolated patient factors. Such an approach, inspired by Husserl, focuses on human experience in everyday life, explores a natural attitude, and understands the whole of an experience [20]. Further, human beings have intentional relationships with their surroundings and things in their everyday lives, that is, relationships that are experienced as meaningful. In this case, we mean to elucidate how patients experience and give meaning to the phenomenon of ICBT in an everyday context. Such experience can be narrated and presented as text, which again calls for a hermeneutical interpretation [21]. To grasp the essential meaning of ICBT, this study aims to explore the experiences of patients in an ICBT intervention with therapist support. Knowledge about what patients experience as most helpful, and how patients understand and implement the principles of CBT, is essential if we want to improve the quality of ICBT programs and patient support. The current study aims to explore patients’ experiences with ICBT, focusing especially on those aspects of the therapy that they consider most helpful.

Methods

Design

This qualitative study was conducted in parallel with a randomized controlled trial (RCT; ACTRN12610000257066). The aim of the RCT was to test a treatment approach with ICBT
that could be feasible in general practice. It compares Internet-based cognitive behavioral therapy interspersed with brief personal sessions with a therapist to a waiting list control sample. Participants in the RCT were recruited for this qualitative study when ending treatment. The first and second authors of this paper took part in the planning of the RCT and conducted the interviews. The first author worked as a therapist in the RCT but did not interview her own patients. Both the first and the second author conducting the interviews were blind to the outcome of the patients at the time of the interviews.

Description of the Randomized Controlled Trial and Treatment

Patients included in the RCT after an initial assessment had a session with their therapist who introduced the self-help program. The introduction focused on giving brief information about the theoretical basis and the empirical support, as well as the content of the program and expected work load. Patients were asked to complete the five modules of MoodGYM in sequence, one per week. They were then followed up with weekly, face-to-face consultations with the therapist over a minimum of 7 weeks. A full course treatment included eight consultations. However, the treatment protocol was quite flexible and allowed for delays in the treatment, and it did not have a maximum limit for therapist sessions. In case of delays, the therapist contacted the patients to reschedule a new appointment.

The consultations each lasted approximately 15-30 minutes, similar to the time available in general practice. The guideline script comprised three compulsory subjects: (1) symptom monitoring, (2) discussion of the topic of the last module in MoodGYM, and (3) introducing the next module and discuss patient motivation. If time permitted, other issues that patients perceived as important to their depression were also discussed.

The self-help program used in the randomized controlled trial was MoodGYM. Its aim is to help patients prevent and cope with depression, based on principles of cognitive behavioral therapy [22,23]. It was developed at the Centre for Mental Health Research at Australian National University, and its effectiveness is empirically supported [24,25]. MoodGYM has five modules containing texts explaining the basic principles of CBT, a variety of self-tests and self-help exercises, and homework in which the patient is invited to analyze some personal experience in accordance with the principles of the program. Although some of the content in MoodGYM is generic CBT, there are also some specific sections devoted to parental relationships, relationship break-ups, problem solving, and even relaxation.

In the RCT sample, 72.6% were female, and age ranged from 18-63 with a mean of 36.1. The number of treatment sessions ranged from 1-12, with a median of 8 sessions; 40.1% did not complete the treatment program. The baseline depression scores, as measured by the Beck Depression Inventory (BDI-II) [26], had a mean of 21.7. A full description of the sample can be obtained in the forthcoming paper presenting the results of the RCT (personal communication by Høifødt, Ragnhild, March 2013).

Recruitment to the Interviews and Procedure

Overall, the study was planned to provide complementary knowledge production on ICBT different from the kind of knowledge obtained in an RCT, hence the use of a qualitative approach. The recruitment of patients to the interviews was parallel to the randomized controlled trial, with patients receiving oral and written information about our qualitative study and an invitation to participate at their final consultation. Recruitment was continuous until the desired total of 14 interviews was reached. The recruitment procedure was strategic in the sense that we aimed to include men and women, younger and older, completers and noncompleters. The therapist would provide the interviewer with contact details for consenting patients. Patients could choose the location, either at their home or at the university in comfortable everyday life settings. All patients preferred to be interviewed at the university. The interviews lasted for approximately 60 minutes, were recorded using a digital voice recorder, transcribed verbatim by the second author or a clerical assistant, and then coded using NVIVO software. The initial coding procedure comprised a separate coding by the first, second, and last author of two interviews, and subsequently checked for consensus. During the entire process of analysis, the coding and the subsequent themes were discussed and reflected upon.

The researcher’s interview guide consisted of open questions inviting the patients to narrate different aspects of their ICBT experience: their motivation during progression, any changes they made in their everyday life, and any changes they perceived in their condition. This prompted answers concerning, eg, sociality, temporality, and spatiality of one’s lifeworld (the sum total of physical surroundings and everyday experiences that make up an individual’s world). As a whole, the interview was performed as an open dialogue interview. Table 1 presents a list of questions within each of the topic areas.

Table 1. Main questions in the interview guide.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Changes in everyday life</td>
<td>What was your life like before you got depressed? What was it like during your depression? How is it like after treatment? Can you describe any changes you have made during this time? Can you recall situations where you have acted differently as a result of the treatment? Do you think people close to you will have noticed any difference?</td>
</tr>
<tr>
<td>Motivation during treatment</td>
<td>What made you start treatment with MoodGYM? How did you progress through treatment? Which were important elements in treatment? Did you experience any difficulties?</td>
</tr>
<tr>
<td>The treatment</td>
<td>What did you think of the treatment? Was there anything you liked or disliked in particular? How did you like working with the computer? How did you experience the relationship with the therapist? In what way were you able to influence the progression through the treatment? Did you need to make any practical adjustment in your everyday life?</td>
</tr>
</tbody>
</table>

http://www.jmir.org/2013/6/e126/
The qualitative study from the onset employed a phenomenological-hermeneutical methodology, which basically means that we sought to elicit the way participants related to the treatment. The approach is phenomenological in the sense that it understands human experience as founded in a basic relatedness to the world though merely living it in a naïve way, with a natural attitude. This experience, however, may be expressed in narratives, actions, or reflections, showing the intentionality of a human being, and may be described scientifically. This approach is inspired by Lindseth and Norberg [21] who again rest their methodology on both Husserl, Heidegger, and Ricoeur [21,27]. Semistructured interviews were conducted to elicit empirical information about patient experiences in treatment, aiming to set aside “the taken for granted” attitude of their lived experience.

**Patients**

Fourteen patients were recruited from the RCT sample. The patients’ interviewed were 5 men and 9 women (64%), aged 22-61 years. The number of consultations ranged from 3-11. Three patients (21.4%) did not complete the treatment program. At pretreatment assessment, Beck depression inventory scores ranged from 10-28 (mean 18.27). At posttreatment assessment, 6 patients (42.8%) had not changed, 1 (7.1%) had improved, and 7 (50%) had recovered, based on criteria for clinically significant change [28].

**Analysis**

Carrying out a phenomenological analysis requires the researcher to reflect carefully upon the taken for granted statements of one’s informants and to approach these with an attitude of “bracketing”, that is, to examine and question openly what is being expressed [20]. Also according to Lindseth & Norberg [21], a phenomenological-hermeneutical analysis cycles through different levels of understanding of the text material. First, the interview is read to achieve a superficial understanding of what the text is all about. Second, the text is analyzed in terms of its meaning units (semantics) with a reflective approach. The semantic units are then condensed to form themes and subthemes that disclose meaning in everyday words rather than merely portraying concepts. Also, the themes develop from the material rather than from the interview topics. The identified themes are, after the second step, compared with the initial cursory understanding for validation. Third, the themes are reviewed and reflected on as a whole, and an overall understanding may be reached through critical reflection based on theoretical literature. This procedure was adhered to, but it was necessary to compare the themes not only with the naïve understanding but also with the original interview transcript. And in the third step, comprehensive understanding was achieved in light of theories about change processes in psychotherapy. In summary, the analysis involved a dynamic process moving between abstracted themes and the interview transcripts for validation [27]. During the analytical steps, essential meaningful experiences with the treatment were identified and one of them was what counted as “helpful” for the patients. The themes revealing what helpfulness consisted of might emerge as pragmatic issues (which they were), but what was experienced as helpful was also interpreted as capturing exactly how the treatment became meaningful to the patients.

**Results**

During analysis, several meaningful themes were identified from the interviews. The overall topic chosen for this paper is how patients perceive the treatment as being helpful. Another paper focuses on motivational aspects of the treatment (personal communication by Wilhelmsen, Maja, Jan. 2013).

Overall, we defined five themes reflecting perceived helpful dimensions. Two themes were related to being in treatment in general and were nonspecific to ICBT. These concerned (1) taking action to address one’s problems and (2) the value of talking to a professional. Two themes specifically addressed the patients’ experiences with the self-help program material: (3) acquiring relevant knowledge and (4) restructuring the new knowledge. A fifth theme concerned (5) the way that patients describe actual changes in perceptions and interactions with their environment that patients relate to the treatment they have undergone.

**Being in Treatment**

**Taking Action to Address One’s Problem**

In most cases, patients had been considering the pros and cons of seeking help for a long time, even for years. One typical response to taking this difficult step was the sense of relief and satisfaction that patients felt when they took action to address their problem. Some patients had not gotten very far with the process and had not experienced any improvement, while others were highly active during treatment and making deliberate changes to their lives one step at a time. In both cases, patients talked about the mere act of doing something as important:

*Working with MoodGYM, the best thing about it all was that I was doing something about it. You know, coming to these sessions every week, getting to talk, starting the next chapter. You know, the things I worked with did not suffice, but I felt good working with it. I felt sort of like I was getting out from...getting back to normal.* [Male (26)]

The analysis reflects the significance of moving from a state of passivity to one of activity. Patients recounted that they had felt a need to move forward that brought them to seek help. Taking action was in itself an achievement that engendered hope and brought a positive effect. The treatment might not be all they had hoped for, but patients still valued their own effort to try and improve their own situation. This theme is related to motivation in the treatment process, but it became evident in the interviews that this affected how the patients were feeling, as a meaningful event towards recovery.

Patients highlighted the easy access to the treatment as another important facilitator for taking action. The alternative for many people with depression would be referral to specialist health services, where long wait times leave patients passive. The alternative of a private clinic leaves patients worried about their financial liabilities. Our patients had low expectations about the abilities of general practitioners to deal with...
depression—GPs were assumed to have little time on their hands and little knowledge of mental illness. In general, our patients were pleased to be offered a course of qualified therapy universally available online at no cost.

The Value of Talking to a Professional

There was consensus among the interviewees that the involvement of a therapist was vital in the treatment and that talking to a professional is very important to them. The level of satisfaction with the amount of contact with the therapist varied a great deal. Some patients were quite satisfied, while others came to realize that what they really wanted was conventional face-to-face therapy, not guided ICBT. For all patients, a trusting relationship with a professional was a fundamental part of the treatment:

I thought it [the relationship with the therapist] was really good! She didn’t make me feel judged in any way. She was very accommodating. Almost as if she understood what I was talking about. She sometimes was ahead of me about things I was going to say, in a way. She understood very well what it was like. [Female (22)]

Patients expressed a need to talk freely about their issues and a chance to reveal things about themselves without fear of judgment. Their need for appropriate verbal communication was significant. Communication with the therapist was described as different from everyday interaction with others, and patients thought it essential to the treatment. The chance for patients to share their experiences, innermost thoughts, and feelings was something they found important:

In the first session I got to talk about it all. So...the first session was very important...the first and the second session, that was when I got to talk about the things that troubled me. So I believe...I think it was very important to be able to do that. [Male (26)]

Furthermore, the reciprocity of the relationship was emphasized: not in the sense that the therapist and the patient are equal, rather, the role of the therapist as a professional was appreciated. The importance of a dialogue was stressed, where the patient could ask questions, discuss issues with the therapist, receive trustworthy feedback, and be supported and acknowledged:

But, I have sort of looked for...what shall I say, a professional or an adult who has in some way supported me in my thoughts about all the things I do. Those things I do because I feel guilty, have to, but in reality don’t need to. I would like a verbal confirmation that I’m doing enough! [Female (56)]

These aspects of the professional relationship, that is, having someone you can trust, a chance to freely express yourself, and receiving individual affirmation, were for some just as important as working with direct symptom relief or negative thought patterns. It seems that by engaging in this dialogue, these patients were reassured by the affirmation and support they received.

Internet-Based Cognitive Behavioral Therapy

One vital aspect of MoodGYM depression therapy is that patients are actively engaged; they receive homework aimed at challenging their repetitive automatic negative thoughts and cognitive distortions. The latter two themes: (3) acquiring relevant knowledge and (4) restructuring the new knowledge, describe ways in which the content of MoodGYM was experienced by patients. The extent to which patients could relate to MoodGYM varied greatly, so these responses provided insight into relevant dimensions of interacting with the program.

Acquiring Relevant Knowledge

Patients commonly describe features of the self-help material as being experienced as particularly relevant, issues presented in the program that “have to do with me”, or in contrast, issues that were irrelevant. Typically, patients were more satisfied with the standard content of CBT (eg, presenting the principles, cognitive distortions) rather than the content aimed at specific problems (eg, relationship break-ups, parental relationships). Patients could accept some parts of the content being of little relevance to them, as long as they could find other parts that they could learn from:

The first thing I came to the session and said. “this, this is huge”. It [a presentation of the basic ABC-model of CBT] was the drawing we saw early on, with situations, cognitions and feelings. I had never seen that drawing before...and if I were to draw it, feelings would never be in such a drawing. Because I’ve ignored feelings...So that was, well, a first...a sort of awakening. [Female (39)]

The fact that a patient could recognize something in the program content and feel its relevance was a way to feel support and recognition in a situation that otherwise was unfamiliar or hard to accept. The process of seeing relevance in the material is intertwined with the process of learning and acquiring new self-knowledge. Conversely, patients who found no relevance in the material were unlikely to learn anything. So for some respondents, the content raised awareness, reactivated once-familiar knowledge, or provided new insights; whereas for others, the feeling was that the content was not meaningful to them:

Well, so little by little, when I could only identify with the character that was not depressed, then it like became more and more...it was almost as if I felt myself getting annoyed by those modules. And I decided that this here stuff doesn’t give me anything. [Female (28)]

Not all patients felt able to relate to the principles of CBT presented in MoodGYM. This was generally due to a mismatch of the program aims and what patients perceived as their most pressing problem. All our patients showed symptoms of depression, but not all of them felt depressive thoughts and ideas to be their principal problem. Some were quite clear in their mind that ICBT would not provide the answer to their difficulties, perhaps to the extent that they were unwilling or unable to relate to the MoodGYM content.
Restructuring the New Knowledge

Patients’ accounts of their experiences with the program content show how they reflected on the material, adapting or processing it to suit their own perceived needs. Patients who found parts of the self-help program relevant did not necessarily accept it all uncritically, rather, they described an active process of interpreting the material. This also meant reflecting on past events, thoughts, and feelings in light of their newfound understanding:

I felt it [working with the modules] took a long time because I was sitting reading and trying to interact...interact with what I read...It was not that I struggled with the homework or with understanding what it said, but I chose to spend time on it. [Female (26)]

It was evident that the proposed approaches and techniques were not universally suitable, and some patients went to considerable lengths to restructure the content to suit their perceived needs. A table in module 2 gives an overview of distorted cognitions (Figure 1).

There were an awful lot of categories. How could I make it useful? On a daily basis, I had to merge some into larger groups and then work out, like, “Alright, now I’m making this type of mistake”. It had to be restructured a bit, because I couldn’t be bothered to sit and cram all of them. And I didn’t need to either. [Male (33)]

The patients talked about how the program material made them more aware of their own negative thinking and that this awareness opened up for further reflections about the validity of those thoughts, and how such thoughts are incorporated in a negative cycle that also includes feelings and actions. However, not all patients were able to make adaptations of the material to fit their own needs, despite recognizing the relevance of the material. For some, bridging the gap between theoretical concepts of negative thinking and making the ideas their own, was far from easy. Sessions with the therapist helped the bridging process by enhancing patients’ understanding and ideas about program content: “Indeed the conversations helped make the content of the Internet form more elastic”. [Female (39)]

Actual Changes in Perceptions and Interactions

Patients described changes in both thought and behavior as essential. Some changes were clearly related to what they learned from the self-help program, eg, testing the truth value of their negative thinking or using specific techniques from the program, whereas other changes had been discussed with the therapist in the sessions and were not directly related to the self-help program. Changes in thought patterns, where patients started to question the content and validity of their depressive ideas, were a specific result of the self-help techniques:

And also in relation to the business of structuring and categorizing thoughts and mindsets, and doing a reality check on what you’re thinking, related to what has happened or what you’re feeling—that has been very helpful to me. What does this really mean? Where does this come from? This has been very useful to me. [Female (39)]

The patients were describing how they came to realize that thoughts and ideas about an event are not accurate representations of reality. Moreover, they might be biased and need careful scrutiny. Questioning the validity of thoughts and ideas made room to explore other possible interpretations, and this process helped give patients more flexibility in their thinking. It showed, for example, how a bias in their mindset might be making their depression worse. Behavioral changes could follow such cognitive changes, including how patients related to events and how they discussed things with others. A technique in module 3 distinguishes observations from interpretations (Figure 2). The following quote illustrates how an exercise from MoodGYM (“The Reporter”) is incorporated by one patient:

There were some things I remember, and that was when I got that far in the program, then they talked about a reporter. I’ve given that much thought, and that’s something I’ll take with me. Actually, I am an emotional person, and sometimes I get annoyed with myself...And then there was this here reporter...her name is Vold. She [a Norwegian television reporter] reports from the Middle East and Palestine, and I think she’s good. And I imagined her in front of me...she’s in the midst of fighting, or they are shooting, or they are fighting all around her, or at least in the background. And she’s standing there trying to report accurately on what has happened. I think it’s admirable. So I’ve had her with me in quite a few situations. [Female (61)]

Other behavioral changes served to break a negative cycle of self-recrimination, inactivity, and withdrawal. These changes could produce positive secondary benefits for the patients, including getting closer to the people around them:

I got to know her [his partner’s] kids better, for instance. That’s very positive. [Interviewer: “How did that happen?”] Well, I tried to make the best of it and play with them, not going into a room and hiding away all by myself. [Male (26)]

Some changes described by the patients revealed that their self-perception had tended to move in a positive direction, towards self-acceptance. This was evident from statements that revealed a more self-accepting and less self-critical attitude towards themselves:

If you have done something that you’re not completely satisfied with, you should not think that you’re a terrible person. That you can actually get a firm grip on it and work with it. [Female (41)]

Some of the changes patients made in their daily lives sprang out of the sessions with the therapist, but were not directly related to any of the program material. Examples might be practical solutions to problems discussed in the sessions, or specific strategies to break a negative cycle, designed specifically for the patient’s own situation: “Yes, we had to find practical solutions, because it’s not always that positive thinking can silence the negative.” [Female (22)]
This is an illustration that patients could also experience other difficulties in their lives that needed attention. Examples are practical problems that needed to be tackled, in addition to the cognitive behavioral therapy provided in the self-help program.

Figure 1. Screenshot from module 2 in MoodGYM.

MoodGYM uses a list of typical errors developed by David Burns ("Feeling Good, the New Mood Therapy"). Others are available.

**David Burns' Warped Thoughts**

For each type of thinking, click the icon for examples.

<table>
<thead>
<tr>
<th>WARPED THOUGHT</th>
<th>DEFINITION</th>
<th>CLICK ICONS FOR EXAMPLES</th>
</tr>
</thead>
<tbody>
<tr>
<td>All or NONE thinking</td>
<td>Everything is perceived to be either full on or full off. If something isn't fully completed or right or perfect then its entirely uncompleted/wrong/pointless.</td>
<td><img src="image1" alt="Icons" /></td>
</tr>
<tr>
<td>Overgeneralization</td>
<td>One example of a mistake or error is interpreted as a pattern of mistakes, and errors.</td>
<td><img src="image2" alt="Icons" /></td>
</tr>
<tr>
<td>Mental Filter</td>
<td>One (negative) part of the picture is examined to the exclusion of the larger (positive) part.</td>
<td><img src="image3" alt="Icons" /></td>
</tr>
<tr>
<td>Qualifying the Positive</td>
<td>Dismissing or ignoring any positive comment/achievement/compliment.</td>
<td><img src="image4" alt="Icons" /></td>
</tr>
<tr>
<td>Jumping to Conclusions</td>
<td>You think negatively about something without supporting evidence. There are two errors: Mind reading: You think without any evidence that someone is thinking negatively about you. The fortune teller error: You truly believe that you know what will happen in the future, without evidence.</td>
<td><img src="image5" alt="Icons" /></td>
</tr>
</tbody>
</table>

Figure 2. Screenshot from module 3 in MoodGYM.

**Taking the role of a reporter**

*(turning Clark Kent into Superman)*

This is the first method for contesting warpy thoughts other than "Straight Talking".

*Take the role of reporter (turning Clark Kent into Superman)*

Consider taking the role of a reporter describing the events that you get upset by. This will allow you to step back from your deep involvement and automatic responses and allow you to distinguish observations from interpretations.

Let's go back to the broken car: Do you remember what Moody said here?
Discussion

Principal Findings

The previous section has looked at what patients experienced as helpful with regards to treatment. These comprised basic dimensions as the very act of seeking help and being in a therapeutic relationship with a professional. Patients described their experiences of the specific CBT delivered by MoodGYM as a source of relevant knowledge that they adapted to their own situation and implemented in their everyday lives. Overall, the phenomenological-hermeneutical analysis gave knowledge of several experiences with ICBT concerning helpfulness but also provided a whole impression of how these experiences were related and understood. The patient identifies with and learns from MoodGYM material that stimulates them to engage in self-therapeutic activity. This process is supported through the consultations with the therapist. In addition, the relationship with the therapist had a function beyond supporting MoodGYM use, in providing an arena for sharing thoughts and feelings and receiving feedback and advice.

Regarding help-seeking, patients described that making a commitment to therapy was a great help suggesting that dimensions within the patient, not directly related to treatment content, have an influence on outcomes. Taking action to improve one’s situation is a way of regaining control, referred to by previous authors as empowerment [16] or being compelled to take action [29,30]. Taking action would include making a commitment to the ICBT and accepting its methodology, which again can be interpreted as an expression of the treatment relationship or the working alliance. The working alliance is shaped within the context of the therapy and represents the bond between therapist and patient, as well as a shared understanding of the work and goals of the treatment [13,31,32]. The patients were given an explanation of ICBT, and most accepted self-help therapy as a way forward with themselves being the primary agent of change. Yet there were also cases where the commitment was poor, and the patient did not accept the basic premises of ICBT or deemed the content of MoodGYM inappropriate to their needs. This resulted in poor motivation and little active engagement in the treatment. The success of the working alliance is strongly related to the success of the therapy outcome [33,34], which indicates that establishing a common understanding of the aims of the treatment is a vital key to recovery. There are findings pointing to the ability of patients to develop a meaningful relationship within a fully computerized treatment [16]. However, research findings concerning the working alliance in ICBT are inconclusive [18], and further research, particularly in relation to the type of support (face-to-face, telephone, or electronic messages) and treatment outcome is warranted.

The presence of a therapist was important in several ways. It means a trusting relationship can be developed, and patients have a channel for self-disclosure and supportive response. The need for disclosing thoughts and feelings, interaction, and feedback has been highlighted in previous studies [6,29,35], pointing to the role of the therapist in the therapeutic relationship as warm, empathic, affirming, and engaging [36]. In a previous study, patients reported difficulties in translating computerized CBT content to their own social situation [6]. In the current study, sessions with the therapist added to the self-help program by opening up for discussion of the program content, assisting the patients in their understanding of the content. As such, the role of the therapist influenced the specific CBT dimensions. As in previous studies, some patients deemed the sessions confined and desired more conversation with a therapist to gain a deeper understanding of their problems [19,29]. Another benefit was that the therapist could step in when problems were beyond the scope of the program or tender helpful practical advice tailored to the individual. Clinicians consider a lack of these possibilities as potential drawbacks of ICBT [37]. Thus, patients and therapists value the flexibility and possibility to individually adapt the intervention in a way only human support can provide.

Acquiring new knowledge was a significant benefit from involvement in the MoodGYM program. Patients described themselves being able to relate to cases presented in the program. Patients actively sought out the parts of the program helpful to them and found ways to utilize this new knowledge. The findings show that these patients were not simply passive recipients of insights gleaned from MoodGYM, rather they were active seekers of relevant information, evaluated its validity, and adapted their new knowledge to their own personal situation. These findings are consistent with the perspective of patient involvement in psychotherapy [38] and with previous research where the self-help material stimulates new learning, making patients able to create more structure and order, and break problems down to smaller entities [6,16,19,30]. Within this perspective, the patient is an active agent, entering therapy with some ideas of what they need, selecting from therapy what they consider useful, making independent assessments of results, and integrating therapy experiences into everyday life.

Patients talked about self-therapeutic activities in terms of implementing their own adaptations of MoodGYM content and discussions with the therapist. Commonly, patients reported general insights and increased awareness of negative automatic thoughts and cognitive distortions in real life, similar to previous observations in ICBT [19] and face-to-face CBT [11]. For some patients, these insights enabled them to challenge the validity of such unruly thoughts. Changes in behavior and communication could bring secondary benefits, further strengthening the positive processes in play. Some changes were subtler, not being specifically bound to any given situation but seemed to represent a shift in self-esteem across all situations, with the patient becoming more self-accepting and less judgmental.

In light of the findings from the current qualitative study, guided ICBT with MoodGYM can be viewed as a dynamic process, in which the patient and the therapist work together within the self-help framework offered by the online treatment program.

Implications of the Study

The results of this study highlight how ICBT can be a useful treatment for depression by providing insight into everyday life experiences with this mode of treatment. This has brought forward both patient-near experiences and pragmatic solutions
to identified problems. The results specifically illustrate the dynamic interplay between the patient’s lifeworld, the therapist, and the ICBT treatment program. This is important to keep in mind for the future development and implementation of guided self-help.

The collaborative nature of guided ICBT is evident from the results of this study. The patient plays an active role in the therapeutic process, and this point should be explicitly stated before and during the course of the treatment. Needless to say, individual patients have different capacities to get involved, some needing more support and encouragement than others.

The ease with which patients could adapt standard principles to suit their own situations varied a great deal. This realization should help inform continuing development of online self-help programs. In general, generic CBT modules were experienced as more relevant than modules targeting specific issues (e.g., problem solving, relaxation), supporting previous findings [39]. Principles and descriptions in the program should be generic to the extent they are recognizable to the patient, yet designed to work with patients with a specific diagnosis [40], but adaptable to an everyday context. This precise diagnosis or description of the patient’s problem needs to be prepared beforehand, allowing the patient to be matched to the most suitable program package [7].

Whether therapist support is provided through email, telephone calls, or face-to-face, it can be assumed to contribute to the outcome of the therapy directly and indirectly. Therapist support should offer the opportunity for a level of self-disclosure, in a nonjudgmental setting where patients can expect relevant, supportive feedback. The therapist also serves an important role by facilitating the understanding and explaining the intervention guidance sessions, the therapist played a useful role in the patient’s life, providing a structured approach to working with depression. The role of the patient as the primary agent of change is highlighted, through his/her engagement in treatment, seeking knowledge, and employing it to the personal context. During the intervening guidance sessions, the therapist played a useful role in facilitating the understanding and explaining the relevance of the generic MoodGYM content, providing professional feedback and interpersonal support, as well as giving practical advice.

**Limitations**

The sample of patients in this study is small, consisting of individuals who volunteered to join a randomized controlled trial and attend the interviews. Possibly they were highly motivated to participate in research, and they are in some way different from other potential candidates who chose not to be interviewed. Furthermore, recruiting noncompleters turned out to be difficult, and thus the completers are overrepresented in the sample. This is a limitation of the study. It is likely that completers and noncompleters have divergent views regarding the helpfulness of the treatment, and we recommend further research into the treatment experiences of noncompleters of ICBT. However, there were differences within the sample regarding outcome, and accordingly, the results also reflect the views of patients who did not improve.

The study examined patients’ experiences with an online self-help program, incorporating occasional, brief face-to-face sessions with a therapist. By contrast, Internet-based therapy typically gives guidance through electronic messages or telephone calls. It is possible that the treatment examined in the current study has a greater resemblance to conventional psychotherapy than to Web-based self-help. Further investigation could identify other possible themes for discussion in other forms of Web-based self-help therapies.

The interviews were conducted shortly after the end of treatment, therefore it is not possible to evaluate to what extent potentially helpful elements impacted on patients’ lives. It may be that patients were still “fired up” by the therapy at the time of the interview, but this does not necessarily mean they experienced any long-term improvements. Some findings suggest that patients can continue to engage in self-therapeutic CBT for as much as 3 months after ending treatment [11], but further research is needed to shed light on patient agency in CBT.

**Conclusion**

Elements in ICBT that are perceived as helpful represent the essence of the patients’ experience with ICBT. This can be viewed from the perspective of the contextual model of psychotherapy, which highlights the dynamic and collaborative nature of Internet-based self-help. The findings of the current study pointed to MoodGYM as a source of relevant knowledge, providing a structured approach to working with depression. The role of the patient as the primary agent of change is highlighted, through his/her engagement in treatment, seeking knowledge, and employing it to the personal context. During the intervening guidance sessions, the therapist played a useful role in facilitating the understanding and explaining the relevance of the generic MoodGYM content, providing professional feedback and interpersonal support, as well as giving practical advice.
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Abstract

Background: Internet users use search engines to look for information online, including health information. Researchers in medical informatics have found a high correlation of the occurrence of certain search queries and the incidence of certain diseases. Consumers’ search for information about diseases is related to current health status with regard to a disease and to the social environments that shape the public’s attitudes and behaviors.

Objective: This study aimed to investigate the extent to which public health risk perception as demonstrated by online information searches related to a health risk can be explained by the incidence of the health risk and social components of a specific population’s environment. Using an ecological perspective, we suggest that a population’s general concern for a health risk is formed by the incidence of the risk and social (eg, media attention) factors related with the risk.

Methods: We constructed a dataset that included state-level data from 32 states on the incidence of the flu; a number of social factors, such as media attention to the flu; private resources, such as education and health insurance coverage; public resources, such as hospital beds and primary physicians; and utilization of these resources, including inpatient days and outpatient visits. We then explored whether online information searches about the flu (seasonal and pandemic flu) can be predicted using these variables. We used factor analysis to construct indexes for sets of social factors (private resources, public resources). We then applied panel data multiple regression analysis to exploit both time-series and cross-sectional variation in the data over a 7-year period.

Results: Overall, the results provide evidence that the main effects of independent variables—the incidence of the flu ($P<0.001$); social factors, including media attention ($P<0.001$); private resources, including life quality ($P<0.001$) and health lifestyles ($P=0.009$); and public resources, such as hospital care utilization ($P=0.008$) and public health funds ($P=0.02$)—have significant effects on Web searches for queries related to the flu. After controlling for the number of reported disease cases and Internet access rate by state, we estimate the contribution of social factors to the public health risk perception levels by state ($R^2=23.37\%$). The interaction effects between flu incidence and social factors for our search terms did not add to the explanatory power of our regression models ($R^2<1\%$).

Conclusions: Our study suggests a practical way to measure the public’s health risk perception for certain diseases using online information search volume by state. The social environment influences public risk perception regardless of disease incidence. Thus, monitoring the social variables can be very helpful in being ready to respond to the public’s behavior in dealing with public health threats.
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Introduction

The Internet has rapidly become an important source of health information: 61% of American Internet users have searched for health information online [1]. Most American Internet users primarily use search engines to look for information including health information [2-4]. Researchers in medical informatics have found a high correlation of the occurrence of certain search queries and the incidence of certain diseases, especially infectious diseases (eg, the flu), and thus have suggested the use of search query data for syndromic surveillance, or early detection of outbreaks [5-10]; this body of research has been well framed [11-16] and termed infodemiology by Eysenbach [6,17].

The existence of a correlation between search query volume and disease outbreaks raises a number of questions: Is the occurrence of certain search queries fully accounted for by the incidence of certain diseases? Do consumers search for online information related to a certain disease only when they have symptoms related to the disease? Are there situations in which consumers without any symptoms related to the disease search for online information related to the disease?

The perception of risk can play a role in many consumer decisions. Risk perception is the judgment that people make about the characteristics and severity of risks [18]. Over the past few decades, considerable research has been conducted on risk perception. The traditional theories of risk perception (eg, expected utility theory, prospect theory) were established by work in behavioral economics that focused on individuals’ statistical or heuristic estimation of the value of alternative choices [19-22]. Understanding the risks perceived by individuals, and collectively by populations, is very helpful as the basis for designing effective strategies for communicating about risks. As a result, risk perception and risk communication have been used extensively in the field of public health [23,24].

Ecological systems theory holds that people interact with multiple social systems (eg, cultures, communities) in an environment [25,26]. Since its first introduction, ecological systems theory has been applied in various areas, such as health promotion [27]. From the ecological systems perspective, members of a specific population are influenced by the same sociocultural factors. Thus, their collective behavior is shaped by common factors.

We suggest that online information searches related to a health risk reflect the public’s collective perception for the risk, which is associated not only with current health status (eg, the incidence of a disease), but also with the social environments related to the risk (eg, availability of public health resources) [28]. Our study extends previous work by exploring the association between online health information search and multiple sociocultural factors related to public health risk perception.

We selected online information searches related to the flu as the object of this study. The seasonal flu occurs on a regular basis; in the United States, an average of 5% to 20% of the population gets seasonal flu and more than 200,000 people are hospitalized annually from seasonal flu-related complications. Thus, a significant proportion of the population has direct experience with the flu. Further, the flu can cause mild to severe illness and consumers are generally aware of the risks related to flu. In this study, we demonstrate the extent to which online information searches for the flu are explained by the incidence of the flu (including seasonal flu and pandemic flu) and sociocultural components of a population’s environment. We suggest that the occurrence of online information search related to a health risk can be a practical way to assess the public’s general concern for the risk, or public health risk perception.

The Ecological View of Risk Perception

From an ecological systems point of view, individuals grow and develop in different layered environmental systems, such as family, school, neighborhood, and community [25]. Because risk perception is a sociocultural construct [29,30], individuals form their perception of risks under the influence of the sociocultural components within these systems. Individuals form their risk perception through 2 types of experiences: direct (personal) and indirect (social) experience with the risk [30,31]. For a specific risk, some members of the population may directly experience the risk (eg, patients during a pandemic and victims of a natural disaster) whereas others may experience the risk only vicariously (eg, through exposure to media accounts of the event).

Both groups have social experience with the risk through sociocultural activities, such as receiving information about the risk from multiple social sources (eg, news media, personal social networks), and interpreting the information based on certain values or cultural biases [29-31]. Thus, individuals in a particular ecological system form their perceptions about a risk in response to a set of sociocultural components in the environment (eg, news coverage by mass media, demographics). Because these individuals share the same sociocultural environment, their risk perceptions have features in common. Individuals’ risk perceptions are formed on the basis of a constellation of direct and indirect experience with a risk (sociocultural factors), and the interaction of the 2 types of experiences. The dynamic socioculturalization process through which individuals’ risk perceptions evolve over time leads to the formation of population risk perception.

As an example, individuals who live in a specific community may form their perception about the risk of smoking influenced by their own experience with smoking and a set of shared sociocultural factors, such as the news coverage by the local and national media about the risks of smoking and the behavioral norms of other individuals in their community. As this dynamic process continues over time for individuals within a community, public risk perception for smoking will develop.

Building from this, our main proposition is that public risk perception is predicted by individuals’ direct (personal) and indirect (social) experiences with a risk, and the interaction of the 2 experiences over time within an ecological system.

Previous research has identified a strong correlation between online information search and the incidence of diseases [5-10]. In the following, we establish our hypotheses related to the
social experiences that shape public risk perception. Building from previous literature on risk perception, especially health risk perception, we identify 2 major categories of social factors that are associated with public health risk perception: (1) news coverage by mass media, and (2) the availability of resources (including private and public resources).

Media Coverage
Agenda-setting theory proposes that mass media have an important influence on what issues the public considers to be important [32]. A number of studies have found powerful effects of mass media on individual risk perception [33-36]. For example, one study found that the number of news articles about the H1N1 pandemic was positively associated with individual preventive pharmaceutical intervention and engagement in information seeking [36]. It is important to note that media coverage may not always be factually correct. When the coverage of health risks by mass media is misleading (eg, exaggeration or stigmatization), the public may form misperceptions of the characteristics of the risks [37,38]. Regardless of the content of media coverage, the extent of coverage likely affects public risk perception.

We argue that when mass media pay more attention to a health risk by increasing coverage of the risk, the public will have higher awareness of the risk. Further, we suggest that when there is a high incidence of a health risk, the public will become more sensitive to the attention paid by media reporting. Their concern for the risk will be higher as the media attention increases. Thus, our first hypotheses are:

H1a: Online information search related to a health risk will be higher when mass media attention to the risk is higher;

H1b: The effect of the incidence of a health risk on online information search related to the risk will be greater when mass media attention to the risk is greater.

Availability of Resources
Research has shown that the availability of resources can reduce an individual’s perceived risk [39-42]. We classify the resources related to health risk perception into 2 categories: private resources and public resources. Private resources are the resources that individuals can acquire through their own efforts, such as financial, informational, physiological, and physical resources. Studies have found that the availability of private resources is negatively associated with health risk perceptions. Three types of private resources are particularly important in the context of health risk perceptions: life quality (eg, education [43], family income [44]), health status [45,46], and health lifestyles (eg, tobacco and alcohol consumption [47]).

Public resources are the resources that the public obtains from organizations such as charities and government. Little research has been conducted on the association between public resource support and risk perception. We classify public resources into 4 groups: natural resources (eg, population density, especially risks that are related to natural disasters), financial resources (eg, funding for public health), capacity of public resources (eg, hospital beds), and utilization of public resources (eg, hospital admissions). In our study, we use capacity and utilization of public health resources as measures of availability of health care resources. Because natural and financial resources and capacity and utilization of public resources are important resources with which the public can deal with health risks, we assume that the availability of these public resources is negatively associated with public health risk perception. Further, for those experiencing a health risk the availability of public resources may be particularly critical. Thus, we expect that their risk perception will be more likely to be influenced by the availability of resources.

We propose our second hypotheses:

H2a: Online information search for a health risk will be lower when the availability of private resources represented by life quality, health status, and health lifestyles, and public resources represented by natural and financial resources and capacity and utilization of public services is greater;

H2b: The effect of the incidence of a health risk on online information search related to the risk will be greater when the availability of private and public resources is lower.

Methods
Our study aims to explore the relationship between online information searches related to the flu and factors related to public health risk perception for the flu, including the incidence of the flu and the social factors related to the flu (news coverage and availability of resources). We used data from 2004 to 2011 from multiple published sources as detailed in the following section. The unit of analysis of our study is state population. In the following sections, we first detail the measures and data collection process for each variable necessary to test our hypotheses, and then present our analysis.

Measures
Online Information Search
Following methods used in previous studies [47-49], in this study we use Google Insights for Search (GIFS) to identify the changing patterns of Web searches used by consumers for queries related to the flu. Details of GIFS methodology are presented in Multimedia Appendix 1.

Research has shown that Internet users usually include 1 or 2 terms in a search query [50]. Thus, for each of our search queries we include 1 or 2 related terms. People may have specific concerns related to prevention, diagnosis, and treatment of the flu. Thus, we preselected 96 search queries based on 3 categories: prevention (eg, flu shots, flu prevention), diagnosis (eg, flu symptoms, flu fever), and treatment of the flu (eg, Tamiflu). Our criterion for query selection was the availability of weekly search volume data for queries for 25 states in the United States (if there is not enough search volume for each query by state, GIFS shows only monthly search volume or no results). After checking the search volumes for these preselected queries, we identified 2 queries that fulfilled our criterion: flu shot(s) and flu symptom(s). The prevalence of the 2 search queries shows that the most common response by the public to the flu is to take preventive actions and to determine whether they have contracted the flu. In our study, we use the search
volumes for flu shot(s) and flu symptom(s) to represent the state population’s risk perception for prevention and diagnosis of the flu, respectively.

**Flu Incidence**

Public health agencies in the United States often track the percentage of outpatient visits related to influenza-like illness (ILI), collected through the US Influenza Sentinel Provider Surveillance Network [51]. A high ILI percentage indicates that a large fraction of patients are experiencing flu-like symptoms. Based on previous studies of the correlation of Web search and flu surveillance [9,52] and the availability of data, we used weekly ILI outpatient visit rates to measure the weekly incidence of the flu by state (like search data, this measure is automatically normed for the state’s population). We gathered these data from the official website of the Department of Health for each state. The data are not available for all states and all observed years. In all, the dataset includes the weekly ILI rate data for between 15 and 31 states over the time period of 2004 to 2011.

**Mass Media Attention**

Previous research on the influence of mass media on risk perception has used the number of news articles to measure mass media attention at the national level [36]. Because states vary in their population, we use the number of news articles per 1 million population to measure the relative media attention for state populations. We collected weekly data on the number of news articles by using the news search function in LexisNexis Academic [53], a comprehensive database of national and regional news media. To find news articles that focused on the topic flu, we set the search term in GIFS as flu and the restriction as “headline & lead.” We set the time intervals as those used for search volume data from GIFS, and the sources of news as US newspapers and wires. We also set the article location (articles about a geographic location) as each state, indicating that the articles cover the population of a specific state. We collected annual state population data from the website of the [54]. The data for media attention covers all the states and all the observed years.

**Private and Public Resources**

For private resources, we have variables indicating health status, life quality, and health lifestyles. According to the Centers for Disease Control and Prevention (CDC), the population groups most vulnerable to the flu are young children under age 5 years, the population aged over 65 years, pregnant women, and the population with chronic diseases, such as HIV [55]. Based on the availability of data, we included 2 variables indicating age-related health status: the percentages of the population under 5 years and over 65 years, and 2 variables indicating chronic disease-related health status: the percentages of the population that have asthma and diabetes. We also included variables indicating life quality: the percentage of the population that has completed a bachelor’s degree, median household income, the percentage of the population that reported good health status, and the health insurance coverage rate. For health lifestyles, we included variables indicating the percentage of the population that used tobacco, exercised regularly, and was overweight or obese. Preventive health behavior is an important part of health lifestyles. Thus, we included a variable indicating the percentage of people over 65 years old who have had flu shots.

For public resources, we included variables indicating natural and financial resources, and capacity and utilization of public resources. Because the flu is a contagious respiratory disease, we used population density as a measure of natural resources. The flu is a health-related risk; therefore, we used public health funding as a measure of financial resources. We use the number of primary physicians per 1 million population as a measure of capacity of ambulatory care, outpatient visits per 1000 population as a measure of utilization of ambulatory care, the number of hospital beds per 1000 population as a measure of hospital care capacity, and hospital admissions, emergency room visits per 1000 population, and inpatient days as a measure of utilization of hospital care. We collected the data for private and public resources from the websites of the US Census Bureau [56], the CDC [57], Kaiser State Health Facts [58], and Trust for America’s Health [59]. A majority of the data about health status is captured through state residents’ self-report surveys conducted by the CDC. In all, our dataset have missing values for the incidence of the flu in some weeks outside of each flu season (especially in the years before the H1N1 flu pandemic occurred), we dropped the observations for these weeks. Because the Web search volume data has been normalized by the total Internet traffic from each respective state, we included control variables representing household Internet usage, the percentage of households with an Internet connection, and the percentage of households with an Internet connection through broadband for each state. These data were obtained from the website of the US Department of Commerce and were available for all of the states for 3 years: 2007, 2009, and 2010 [61].

To account for weekly variations in search volumes, we included 33 dummy variables to indicate the specific weeks in each flu season. We also observed that in the 2 flu seasons following the 2009 H1N1 flu pandemic, search volumes for flu-related queries were higher than in the flu seasons before the pandemic occurred. To account for this variation, we used a dummy variable to indicate the weeks before and after the H1N1 flu pandemic. We present the trends of the means of the search volumes for flu and the incidence of the flu for all the states across the 33 weeks in each flu season in Figure 1.
### Table 1. Study variables: measures and types of data.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Measure</th>
<th>Type of data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Search for symptoms</td>
<td>Web search volume for flu symptom(s)</td>
<td>Nonofficial public databases</td>
</tr>
<tr>
<td>Search for shots</td>
<td>Web search volumes for flu shot (s)</td>
<td>Nonofficial public databases</td>
</tr>
<tr>
<td>Flu incidence</td>
<td>Influenza-like illness (ILI) outpatient visits</td>
<td>Official reports</td>
</tr>
<tr>
<td>Mass media attention</td>
<td>The number of news articles per 1 million population</td>
<td>Nonofficial public databases</td>
</tr>
</tbody>
</table>

**Private resources**

**Age-related health status**
- Population <5 years: The percent of population <5 years
- Population >65 years: The percent of population >65 years

**Chronic disease-related health status**
- Asthma: Percent of adults who have been diagnosed with asthma
- Diabetes: Percent of adults who have been diagnosed with diabetes

**Life quality**
- Bachelor’s degree: Percent of population that has completed a bachelor’s degree
- Income: Median household income
- Good health: Percent of population that has fair or better health
- Health insurance coverage: Percent of adults aged 18-64 who have any kind of health care coverage
- Exercises: Percent of adults who indicated that they participated in physical activities during the past month

**Health lifestyle**
- Smoking: Percent of adults who are currently smokers
- Overweight or obese: Percent of adults who are overweight or obese
- Flu shots: Percent of adults ≥65 who have had a flu shot within the past year

**Public resources**

**Natural resources**
- Population density: Population per square mile (land area)

**Financial resources**
- Public funds: Total of public health funding per capita

**Ambulatory care capacity**
- Primary physicians: Number of primary care physicians per 1 million population

**Ambulatory care utilization**
- Outpatient visits: Number of outpatient visits per 1000 population

**Hospital care capacity**
- Hospital beds: Number of beds per 1000 population

**Hospital care utilization**
- Hospital admissions: Number of hospital admissions per 1000 population
- Emergency department visits: Number of emergency department visits per 1000 population
- Inpatient days: Number of inpatient days per 1000 population

---

Data includes funds from CDC and State health agencies.

Data includes physicians for general practice, family practice, OB-GYN, pediatrics, and internal medicine.

Data are for community hospitals, which represent 85% of all hospitals. Federal hospitals, long-term care hospitals, psychiatric hospitals, institutions for persons with mental disabilities, and hospitals for alcoholism and other chemical dependencies are not included.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Frequency data were collected</th>
<th>Number of years data are available</th>
<th>Data sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Search for symptoms</td>
<td>Weekly</td>
<td>7</td>
<td>Google Insights for Search</td>
</tr>
<tr>
<td>Search for shots</td>
<td>Weekly</td>
<td>7</td>
<td>Google Insights for Search</td>
</tr>
<tr>
<td>Flu incidence</td>
<td>Weekly</td>
<td>7</td>
<td>Public health agencies</td>
</tr>
<tr>
<td>Media</td>
<td>Weekly</td>
<td>7</td>
<td>LexisNexis Academic</td>
</tr>
<tr>
<td><strong>Private resources</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age-related health status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Population &lt;5 years</td>
<td>Annually</td>
<td>7</td>
<td>US Census Bureau</td>
</tr>
<tr>
<td>Population &gt;65 years</td>
<td>Annually</td>
<td>7</td>
<td>US Census Bureau</td>
</tr>
<tr>
<td><strong>Chronic disease-related health status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asthma</td>
<td>Annually</td>
<td>7</td>
<td>CDC</td>
</tr>
<tr>
<td>Diabetes</td>
<td>Annually</td>
<td>7</td>
<td>CDC</td>
</tr>
<tr>
<td><strong>Life quality</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>Annually</td>
<td>5</td>
<td>US Census Bureau</td>
</tr>
<tr>
<td>Income</td>
<td>Annually</td>
<td>7</td>
<td>US Census Bureau</td>
</tr>
<tr>
<td>Good health</td>
<td>Annually</td>
<td>7</td>
<td>CDC</td>
</tr>
<tr>
<td>Health insurance coverage</td>
<td>Annually</td>
<td>7</td>
<td>CDC</td>
</tr>
<tr>
<td>Exercises</td>
<td>Annually</td>
<td>7</td>
<td>CDC</td>
</tr>
<tr>
<td><strong>Health lifestyle</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smoking</td>
<td>Annually</td>
<td>7</td>
<td>CDC</td>
</tr>
<tr>
<td>Overweight or obese</td>
<td>Annually</td>
<td>7</td>
<td>CDC</td>
</tr>
<tr>
<td>Flu shots</td>
<td>Annually</td>
<td>7</td>
<td>CDC</td>
</tr>
<tr>
<td><strong>Public resources</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Natural resources</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Population density</td>
<td>Annually</td>
<td>7</td>
<td>US Census Bureau</td>
</tr>
<tr>
<td><strong>Financial resources</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Public funds</td>
<td>Annually</td>
<td>5</td>
<td>Trust for America’s Health</td>
</tr>
<tr>
<td><strong>Ambulatory care capacity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary physicians</td>
<td>Annually</td>
<td>6</td>
<td>Henry J Kaiser Family Foundation</td>
</tr>
<tr>
<td><strong>Ambulatory care utilization</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outpatient visits</td>
<td>Annually</td>
<td>6</td>
<td>Henry J Kaiser Family Foundation</td>
</tr>
<tr>
<td><strong>Hospital care capacity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hospital beds</td>
<td>Annually</td>
<td>6</td>
<td>Henry J Kaiser Family Foundation</td>
</tr>
<tr>
<td><strong>Hospital care utilization</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hospital admissions</td>
<td>Annually</td>
<td>6</td>
<td>Henry J Kaiser Family Foundation</td>
</tr>
<tr>
<td>Emergency department visits</td>
<td>Annually</td>
<td>6</td>
<td>Henry J Kaiser Family Foundation</td>
</tr>
<tr>
<td>Inpatient days</td>
<td>Annually</td>
<td>6</td>
<td>Henry J Kaiser Family Foundation</td>
</tr>
</tbody>
</table>
Figure 1. Trends of the means of search volumes for flu and the incidence of the flu.

Data Transformation

We normalized the data for all continuous variables included in the models by natural log transformations. To make the coefficients for interaction effects more interpretable, we centered all the continuous independent variables by subtracting the mean from each value.

Factor Analysis

Table 3 presents summary statistics for all dependent and independent variables included in the study. We used Stata (StataCorp LP, College Station, TX, USA) to perform factor analysis with varimax rotation to reduce the number of independent variables. Because factor analysis by Stata is conducted on the correlations (as opposed to the covariances), it is not a concern that the variables have different means and/or standard deviations (eg, variables are measured in different scales). Based on the components identified by factor analysis, 5 composite indexes were constructed: (1) life quality index, (2) age-related health status index, (3) chronic disease-related health status index, (4) health lifestyle index, and (5) hospital care utilization index. We used the values of the composite indexes generated by factor analysis in our regression models. The life quality index includes positive factors indicating the percentage of the population with a bachelor’s degree, good health status, health insurance, and median household income. The age-related health status index includes a positive factor indicating the percentage of the population younger than 5 years and a negative factor indicating the percentage of the population older than 65 years. The chronic disease-related health status index includes positive factors indicating the percentage of the population that has been diagnosed with asthma and diabetes. The health lifestyle index includes positive factors indicating the percentage of the population that consumes tobacco and are overweight or obese, and negative factors indicating the percentage of the population that exercises regularly and the percentage of the population older than 65 years who have had a flu shot. The hospital care utilization index includes positive factors indicating the number of hospital admissions, emergency department visits, and inpatient days. All other variables are represented by single data items. We present factor loadings and the uniqueness for each variable in Table 4.
**Model Construction**

We applied panel data multiple regression analysis to exploit both time-series and cross-sectional variation in the data using Stata. We built regression models to examine the effects of the incidence of flu, social factors including media attention, and private and public resources and their interaction on the Web search volumes for the 2 queries: flu symptom(s) and flu shot(s). Because we assumed that variation across states was random and uncorrelated with the independent variables, we used random state-specific effects in our models. We also used robust Huber–White standard errors to address any potential heteroscedasticity and autocorrelation in our estimation. To avoid collinearity, we examined the correlation matrix of independent variables (Table 5). We found that each pair of variables has a correlation coefficient of less than 0.8 with most less than 0.6.

To investigate the separate effects of control variables and independent variables on dependent variables, we ran 6 models for each dependent variable (each search query) sequentially as shown in Table 6.

**Results**

Overall, the results provide substantial evidence that the main effects of the independent variables we analyzed—the incidence of the flu, media attention, and private and public resources—have significant affects on Web search for queries related to the flu. Specifically, the results provide full support for hypotheses H1a and H1b, and partial support for hypotheses H2a and H2b.

**Control Variables**

The models including control variables (Models 1) were significant ($P<.001$) with coefficient of determination ($R^2$) value of 37.88% and 59.11% for flu symptoms and flu shots, respectively. Specifically, the dummy variables for the occurrence of H1N1 and seasonality were significant in the models for both search queries. However, with the independent variables sequentially added in Models 2 to Models 6, H1N1 occurrence showed significant effects only in the model for flu symptoms, but not flu shots. Seasonality contributed significantly to the variance of Web search for flu shots. We present the results for the control variables in Tables 7 and 8.

**Flu Incidence and Media Attention**

With flu incidence as an independent variable added in model 2, the $r^2$ values increased slightly by approximately 2% from model 1 for flu symptoms ($P<.001$) and flu shots ($P<.001$). Further, with media attention as an independent variable added in model 3, $r^2$ values increased approximately 7% and 1% from model 2 for flu symptoms ($P<.001$) and ($P<.001$) flu shots, respectively. With the interaction of flu incidence and media attention added in model 4, the $R^2$ values showed an increase of less than 1% from model 3 for flu symptoms ($P<.001$) and flu shots ($P=.003$).

All these models were significant ($P<.001$) with flu incidence ($P<.001$), media attention ($P<.001$), and their interaction ($P<.001$ for flu symptoms; $P=.001$ for flu shots) showing positive effects on Web search volume. The changes in $R^2$ values from model 3 to model 4 show that media attention has a stronger positive influence on a population’s search for flu symptoms than for flu shots.

**Private and Public Resources**

With variables indicating private and public resources added in models 5, the $r^2$ values showed a substantial increase from model 4 of 23.37% for flu symptoms ($P<.001$) and of 6.28% for flu shots ($P<.001$). For private resources, the life quality index ($P=.001$), health lifestyle index ($P=.009$), and chronic disease index ($P=.004$) had negative effects on search volume for flu symptoms.

For public resources, the number of outpatient visits ($P<.001$) and hospital care utilization index ($P=.008$) had positive effects, and the number of hospital beds had negative effects ($P<.001$) on search volume for flu symptoms. Public health funds ($P=.02$) had a negative effect, whereas population density ($P=.001$) and number of primary physicians ($P=.006$) had positive effects on search volume for flu shots.

With the interaction of these social factors and flu incidence added in models 6, the $R^2$ values increased slightly from model 5, 1.2% for flu symptoms ($P<.001$), and 0.55% for flu shots ($P=.004$). The interaction of flu incidence and number of primary physicians had a negative effect on search volume for flu symptoms. The interaction of flu incidence and life quality index had a negative effect on search volume for flu shots. We present the results for the changes in the $R^2$ values and the coefficient results for the independent variables in Tables 9 and 10.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Observations (n)</th>
<th>Mean</th>
<th>SD</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dependent variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Search for symptoms</td>
<td>5364</td>
<td>2.89</td>
<td>6.14</td>
<td>0.00</td>
<td>70.00</td>
</tr>
<tr>
<td>Search for shots</td>
<td>8217</td>
<td>4.29</td>
<td>9.12</td>
<td>0.00</td>
<td>100.00</td>
</tr>
<tr>
<td><strong>Independent variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flu incidence</td>
<td>5226</td>
<td>2.04</td>
<td>2.10</td>
<td>0.00</td>
<td>20.43</td>
</tr>
<tr>
<td>Media</td>
<td>8364</td>
<td>0.95</td>
<td>1.69</td>
<td>0.00</td>
<td>31.12</td>
</tr>
<tr>
<td><strong>Life quality</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>6006</td>
<td>27.98</td>
<td>4.35</td>
<td>18.70</td>
<td>38.20</td>
</tr>
<tr>
<td>Income</td>
<td>8217</td>
<td>49788.35</td>
<td>7725.76</td>
<td>32875.00</td>
<td>68059.00</td>
</tr>
<tr>
<td>Health insurance coverage</td>
<td>8184</td>
<td>85.39</td>
<td>4.42</td>
<td>71.50</td>
<td>95.70</td>
</tr>
<tr>
<td>Good health</td>
<td>8184</td>
<td>84.78</td>
<td>4.73</td>
<td>35.80</td>
<td>90.00</td>
</tr>
<tr>
<td><strong>Age-related health status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Population &lt;5 years</td>
<td>8217</td>
<td>6.65</td>
<td>0.78</td>
<td>5.23</td>
<td>9.69</td>
</tr>
<tr>
<td>Population &gt;65 years</td>
<td>8217</td>
<td>12.82</td>
<td>1.57</td>
<td>8.61</td>
<td>17.34</td>
</tr>
<tr>
<td><strong>Chronic disease–related health status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asthma</td>
<td>8151</td>
<td>8.454</td>
<td>1.167</td>
<td>5.900</td>
<td>11.100</td>
</tr>
<tr>
<td>Diabetes</td>
<td>8184</td>
<td>3.96</td>
<td>0.93</td>
<td>0.00</td>
<td>4.62</td>
</tr>
<tr>
<td><strong>Health lifestyle</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exercise</td>
<td>8184</td>
<td>76.59</td>
<td>3.85</td>
<td>66.60</td>
<td>85.80</td>
</tr>
<tr>
<td>Smoking</td>
<td>8184</td>
<td>18.77</td>
<td>3.17</td>
<td>9.10</td>
<td>26.10</td>
</tr>
<tr>
<td>Overweight and obesity</td>
<td>8184</td>
<td>36.43</td>
<td>1.42</td>
<td>25.60</td>
<td>40.70</td>
</tr>
<tr>
<td>Flu shots</td>
<td>8151</td>
<td>69.99</td>
<td>4.29</td>
<td>55.60</td>
<td>80.00</td>
</tr>
<tr>
<td><strong>Natural resources</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Population density</td>
<td>8184</td>
<td>224.88</td>
<td>293.28</td>
<td>5.24</td>
<td>1185.32</td>
</tr>
<tr>
<td><strong>Financial resources</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Public funds</td>
<td>6006</td>
<td>56.81</td>
<td>31.91</td>
<td>18.39</td>
<td>197.76</td>
</tr>
<tr>
<td><strong>Ambulatory care capacity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary physicians</td>
<td>7128</td>
<td>120.69</td>
<td>27.07</td>
<td>78.50</td>
<td>191.30</td>
</tr>
<tr>
<td><strong>Ambulatory care utilization</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outpatient visits</td>
<td>7128</td>
<td>2134.60</td>
<td>676.25</td>
<td>942.00</td>
<td>4370.00</td>
</tr>
<tr>
<td><strong>Hospital care capacity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hospital beds</td>
<td>7128</td>
<td>2.76</td>
<td>0.83</td>
<td>1.70</td>
<td>5.60</td>
</tr>
<tr>
<td><strong>Hospital care utilization</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hospital admissions</td>
<td>7128</td>
<td>114.49</td>
<td>17.37</td>
<td>81.00</td>
<td>154.00</td>
</tr>
<tr>
<td>Emergency department visits</td>
<td>7128</td>
<td>401.94</td>
<td>72.33</td>
<td>258.00</td>
<td>601.00</td>
</tr>
<tr>
<td>Inpatient days</td>
<td>7128</td>
<td>652.81</td>
<td>173.13</td>
<td>360.00</td>
<td>1210.00</td>
</tr>
</tbody>
</table>
Table 4. Composite indexes from factor analysis.

<table>
<thead>
<tr>
<th>Index and variable</th>
<th>Loading</th>
<th>Uniqueness(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Life quality</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>0.89</td>
<td>0.21</td>
</tr>
<tr>
<td>Good health</td>
<td>0.54</td>
<td>0.71</td>
</tr>
<tr>
<td>Income</td>
<td>0.91</td>
<td>0.17</td>
</tr>
<tr>
<td>Health insurance coverage</td>
<td>0.79</td>
<td>0.37</td>
</tr>
<tr>
<td><strong>Age-related health status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Population &lt;5 years</td>
<td>-0.93</td>
<td>0.13</td>
</tr>
<tr>
<td>Population &gt;65 years</td>
<td>0.93</td>
<td>0.13</td>
</tr>
<tr>
<td><strong>Chronic disease-related health status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asthma</td>
<td>0.75</td>
<td>0.44</td>
</tr>
<tr>
<td>Diabetes</td>
<td>0.75</td>
<td>0.44</td>
</tr>
<tr>
<td><strong>Health lifestyle</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exercise</td>
<td>-0.81</td>
<td>0.34</td>
</tr>
<tr>
<td>Smoking</td>
<td>0.71</td>
<td>0.49</td>
</tr>
<tr>
<td>Overweight and obesity</td>
<td>0.74</td>
<td>0.45</td>
</tr>
<tr>
<td>Flu shots</td>
<td>-0.52</td>
<td>0.73</td>
</tr>
<tr>
<td><strong>Hospital care utilization</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hospital admissions</td>
<td>0.93</td>
<td>0.13</td>
</tr>
<tr>
<td>ED visits</td>
<td>0.75</td>
<td>0.44</td>
</tr>
<tr>
<td>Inpatient days</td>
<td>0.87</td>
<td>0.24</td>
</tr>
</tbody>
</table>

\(^a\)Uniqueness is defined as 1=communality, or the portion not explained by common factor analysis.

Table 5. Correlation matrix of independent variables.

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flu incidence</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Media</td>
<td>0.16</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Public funds</td>
<td>0.03</td>
<td>0.11</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Population density</td>
<td>-0.02</td>
<td>-0.04</td>
<td>0.05</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Life quality</td>
<td>-0.23</td>
<td>0.09</td>
<td>0.24</td>
<td>0.41</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age-related health status</td>
<td>-0.18</td>
<td>-0.02</td>
<td>0.03</td>
<td>0.33</td>
<td>0.21</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chronic disease–related health status</td>
<td>-0.21</td>
<td>0.03</td>
<td>0.12</td>
<td>0.14</td>
<td>0.35</td>
<td>0.33</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health lifestyle</td>
<td>0.21</td>
<td>-0.10</td>
<td>-0.21</td>
<td>0.01</td>
<td>-0.62</td>
<td>0.19</td>
<td>-0.28</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary physicians</td>
<td>-0.13</td>
<td>0.03</td>
<td>0.27</td>
<td>0.64</td>
<td>0.70</td>
<td>0.48</td>
<td>0.43</td>
<td>-0.30</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outpatient visits</td>
<td>-0.24</td>
<td>0.07</td>
<td>-0.01</td>
<td>-0.06</td>
<td>0.38</td>
<td>0.44</td>
<td>0.43</td>
<td>-0.05</td>
<td>0.30</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hospital beds</td>
<td>0.07</td>
<td>0.03</td>
<td>0.00</td>
<td>-0.33</td>
<td>-0.19</td>
<td>0.30</td>
<td>-0.26</td>
<td>0.53</td>
<td>-0.17</td>
<td>0.30</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Hospital care utilization</td>
<td>-0.02</td>
<td>-0.02</td>
<td>-0.09</td>
<td>0.17</td>
<td>-0.04</td>
<td>0.57</td>
<td>-0.07</td>
<td>0.60</td>
<td>0.21</td>
<td>0.40</td>
<td>0.80</td>
<td>1.00</td>
</tr>
</tbody>
</table>
### Table 6. Model construction.

<table>
<thead>
<tr>
<th>Model</th>
<th>Control variables</th>
<th>Flu incidence</th>
<th>Media</th>
<th>Flu incidence × media</th>
<th>Other social factors</th>
<th>Flu incidence × other social factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Included</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Included</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Included</td>
<td>Included</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Included</td>
<td>Included</td>
<td></td>
<td></td>
<td></td>
<td>Included</td>
</tr>
<tr>
<td>5</td>
<td>Included</td>
<td>Included</td>
<td></td>
<td></td>
<td></td>
<td>Included</td>
</tr>
<tr>
<td>6</td>
<td>Included</td>
<td>Included</td>
<td></td>
<td></td>
<td></td>
<td>Included</td>
</tr>
</tbody>
</table>
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Table 7. Coefficients for control variables for flu symptom(s).

<table>
<thead>
<tr>
<th>Control variable</th>
<th>Flu symptom(s)</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
<th>Model 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1N1 mark</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.666a</td>
<td>1.956a</td>
<td>1.590a</td>
<td>1.483a</td>
<td>1.027a</td>
<td>0.823a</td>
</tr>
<tr>
<td>Internet connection</td>
<td></td>
<td>-5.397a</td>
<td>1.779</td>
<td>3.69</td>
<td>5.237</td>
<td>0.918</td>
<td>1.339</td>
</tr>
<tr>
<td>Broadband connection</td>
<td></td>
<td>-0.024</td>
<td>-5.050a</td>
<td>-4.516a</td>
<td>-4.748a</td>
<td>-0.586</td>
<td>-0.105</td>
</tr>
<tr>
<td>Flu season week</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>-0.980a</td>
<td>-0.819a</td>
<td>-0.710a</td>
<td>-0.847a</td>
<td>-0.536a</td>
<td>-0.568a</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>-0.843a</td>
<td>-0.756a</td>
<td>-0.608a</td>
<td>-0.771a</td>
<td>-0.396a</td>
<td>-0.454a</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>-0.790a</td>
<td>-0.684a</td>
<td>-0.562a</td>
<td>-0.744a</td>
<td>-0.439a</td>
<td>-0.477a</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>-0.877a</td>
<td>-0.829a</td>
<td>-0.608a</td>
<td>-0.741a</td>
<td>-0.422a</td>
<td>-0.439a</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>-0.875a</td>
<td>-0.803a</td>
<td>-0.565a</td>
<td>-0.640a</td>
<td>-0.351a</td>
<td>-0.348a</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>-0.845a</td>
<td>-0.792a</td>
<td>-0.538a</td>
<td>-0.602a</td>
<td>-0.343a</td>
<td>-0.339a</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>-1.036a</td>
<td>-0.904a</td>
<td>-0.634a</td>
<td>-0.655a</td>
<td>-0.445a</td>
<td>-0.431a</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>-1.010a</td>
<td>-0.859a</td>
<td>-0.631a</td>
<td>-0.625a</td>
<td>-0.405a</td>
<td>-0.400a</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>-1.057a</td>
<td>-0.849a</td>
<td>-0.680a</td>
<td>-0.643a</td>
<td>-0.523a</td>
<td>-0.504a</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>-1.123a</td>
<td>-0.883a</td>
<td>-0.667a</td>
<td>-0.648a</td>
<td>-0.559a</td>
<td>-0.527a</td>
</tr>
<tr>
<td>11</td>
<td></td>
<td>-1.099a</td>
<td>-0.874a</td>
<td>-0.676a</td>
<td>-0.595a</td>
<td>-0.630a</td>
<td>-0.580a</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td>-0.992a</td>
<td>-0.897a</td>
<td>-0.568a</td>
<td>-0.547a</td>
<td>-0.371a</td>
<td>-0.345a</td>
</tr>
<tr>
<td>13</td>
<td></td>
<td>-1.031a</td>
<td>-1.014a</td>
<td>-0.678a</td>
<td>-0.630a</td>
<td>-0.515a</td>
<td>-0.492a</td>
</tr>
<tr>
<td>14</td>
<td></td>
<td>-1.203a</td>
<td>-1.098a</td>
<td>-0.823a</td>
<td>-0.769a</td>
<td>-0.646a</td>
<td>-0.592a</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td>-1.187a</td>
<td>-1.078a</td>
<td>-0.742a</td>
<td>-0.703a</td>
<td>-0.580a</td>
<td>-0.546a</td>
</tr>
<tr>
<td>16</td>
<td></td>
<td>-1.061a</td>
<td>-1.042a</td>
<td>-0.703a</td>
<td>-0.670a</td>
<td>-0.558a</td>
<td>-0.519a</td>
</tr>
<tr>
<td>17</td>
<td></td>
<td>-0.798a</td>
<td>-1.112a</td>
<td>-0.730a</td>
<td>-0.631a</td>
<td>-0.505a</td>
<td>-0.480a</td>
</tr>
<tr>
<td>18</td>
<td></td>
<td>-0.606a</td>
<td>-1.056a</td>
<td>-0.713a</td>
<td>-0.657a</td>
<td>-0.496a</td>
<td>-0.462a</td>
</tr>
<tr>
<td>19</td>
<td></td>
<td>-0.660a</td>
<td>-1.184a</td>
<td>-0.755a</td>
<td>-0.642a</td>
<td>-0.421a</td>
<td>-0.371a</td>
</tr>
<tr>
<td>20</td>
<td></td>
<td>-0.662a</td>
<td>-1.191a</td>
<td>-0.799a</td>
<td>-0.705a</td>
<td>-0.461a</td>
<td>-0.416a</td>
</tr>
<tr>
<td>21</td>
<td></td>
<td>-0.835a</td>
<td>-1.317a</td>
<td>-0.964a</td>
<td>-0.910a</td>
<td>-0.598a</td>
<td>-0.559a</td>
</tr>
<tr>
<td>22</td>
<td></td>
<td>-1.071a</td>
<td>-1.395a</td>
<td>-0.931a</td>
<td>-0.856a</td>
<td>-0.578a</td>
<td>-0.549a</td>
</tr>
<tr>
<td>23</td>
<td></td>
<td>-1.334a</td>
<td>-1.535a</td>
<td>-1.078a</td>
<td>-1.000a</td>
<td>-0.837a</td>
<td>-0.807a</td>
</tr>
<tr>
<td>24</td>
<td></td>
<td>-1.454a</td>
<td>-1.601a</td>
<td>-1.171a</td>
<td>-1.121a</td>
<td>-0.902a</td>
<td>-0.889a</td>
</tr>
<tr>
<td>25</td>
<td></td>
<td>-1.618a</td>
<td>-1.582a</td>
<td>-1.246a</td>
<td>-1.220a</td>
<td>-1.196a</td>
<td>-1.169a</td>
</tr>
<tr>
<td>26</td>
<td></td>
<td>-1.852a</td>
<td>-1.748a</td>
<td>-1.306a</td>
<td>-1.284a</td>
<td>-1.274a</td>
<td>-1.245a</td>
</tr>
<tr>
<td>27</td>
<td></td>
<td>-2.063a</td>
<td>-1.804a</td>
<td>-1.307a</td>
<td>-1.354a</td>
<td>-1.302a</td>
<td>-1.292a</td>
</tr>
<tr>
<td>28</td>
<td></td>
<td>-2.199a</td>
<td>-1.873a</td>
<td>-1.450a</td>
<td>-1.509a</td>
<td>-1.506a</td>
<td>-1.487a</td>
</tr>
<tr>
<td>29</td>
<td></td>
<td>-2.372a</td>
<td>-1.912a</td>
<td>-1.510a</td>
<td>-1.600a</td>
<td>-1.579a</td>
<td>-1.576a</td>
</tr>
<tr>
<td>30</td>
<td></td>
<td>-2.499a</td>
<td>-2.034a</td>
<td>-1.649a</td>
<td>-1.735a</td>
<td>-1.815a</td>
<td>-1.790a</td>
</tr>
<tr>
<td>31</td>
<td></td>
<td>-2.531a</td>
<td>-1.986a</td>
<td>-1.534a</td>
<td>-1.693a</td>
<td>-1.729a</td>
<td>-1.762a</td>
</tr>
</tbody>
</table>
### Flu symptom(s)

<table>
<thead>
<tr>
<th>Control variable</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
<th>Model 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>–2.658\textsuperscript{a}</td>
<td>–2.117\textsuperscript{a}</td>
<td>–1.694\textsuperscript{a}</td>
<td>–1.880\textsuperscript{a}</td>
<td>–2.016\textsuperscript{a}</td>
<td>–2.045\textsuperscript{a}</td>
</tr>
<tr>
<td>33</td>
<td>–2.908\textsuperscript{a}</td>
<td>–2.225\textsuperscript{a}</td>
<td>–1.761\textsuperscript{a}</td>
<td>–1.992\textsuperscript{a}</td>
<td>–2.071\textsuperscript{a}</td>
<td>–2.094\textsuperscript{a}</td>
</tr>
</tbody>
</table>

\( \text{\textsuperscript{a}}p<.05. \)
### Table 8. Coefficients for control variables for flu shot(s).

<table>
<thead>
<tr>
<th>Control variable</th>
<th>Flu shot(s)</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model 1</td>
<td>Model 2</td>
<td>Model 3</td>
<td>Model 4</td>
<td>Model 5</td>
<td>Model 6</td>
</tr>
<tr>
<td>H1N1 mark</td>
<td>0.606(^a)</td>
<td>0.493</td>
<td>0.319</td>
<td>0.286</td>
<td>0.091</td>
<td>0.018</td>
</tr>
<tr>
<td>Internet connection</td>
<td>–0.887</td>
<td>–1.419</td>
<td>–0.745</td>
<td>–0.376</td>
<td>3.958</td>
<td>0.806</td>
</tr>
<tr>
<td>Broadband connection</td>
<td>0.312</td>
<td>0.478</td>
<td>0.832</td>
<td>0.821</td>
<td>–0.049</td>
<td>1.338</td>
</tr>
<tr>
<td>Flu season week</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2.459(^a)</td>
<td>2.254(^a)</td>
<td>2.292(^a)</td>
<td>2.237(^a)</td>
<td>2.297(^a)</td>
<td>2.231(^a)</td>
</tr>
<tr>
<td>2</td>
<td>2.728(^a)</td>
<td>2.355(^a)</td>
<td>2.416(^a)</td>
<td>2.333(^a)</td>
<td>2.469(^a)</td>
<td>2.422(^a)</td>
</tr>
<tr>
<td>3</td>
<td>2.612(^a)</td>
<td>2.212(^a)</td>
<td>2.265(^a)</td>
<td>2.163(^a)</td>
<td>2.359(^a)</td>
<td>2.308(^a)</td>
</tr>
<tr>
<td>4</td>
<td>2.342(^a)</td>
<td>1.896(^a)</td>
<td>2.000(^a)</td>
<td>1.925(^a)</td>
<td>2.101(^a)</td>
<td>2.060(^a)</td>
</tr>
<tr>
<td>5</td>
<td>2.244(^a)</td>
<td>1.887(^a)</td>
<td>2.008(^a)</td>
<td>1.966(^a)</td>
<td>2.222(^a)</td>
<td>2.193(^a)</td>
</tr>
<tr>
<td>6</td>
<td>1.811(^a)</td>
<td>1.525(^a)</td>
<td>1.668(^a)</td>
<td>1.631(^a)</td>
<td>2.024(^a)</td>
<td>2.007(^a)</td>
</tr>
<tr>
<td>7</td>
<td>1.102(^a)</td>
<td>0.931(^a)</td>
<td>1.066(^a)</td>
<td>1.056(^a)</td>
<td>1.457(^a)</td>
<td>1.437(^a)</td>
</tr>
<tr>
<td>8</td>
<td>1.032(^a)</td>
<td>0.865(^a)</td>
<td>1.004(^a)</td>
<td>1.002(^a)</td>
<td>1.432(^a)</td>
<td>1.400(^a)</td>
</tr>
<tr>
<td>9</td>
<td>0.654(^a)</td>
<td>0.587(^a)</td>
<td>0.687(^a)</td>
<td>0.694(^a)</td>
<td>0.935(^a)</td>
<td>0.906(^a)</td>
</tr>
<tr>
<td>10</td>
<td>0.383(^a)</td>
<td>0.423(^a)</td>
<td>0.519</td>
<td>0.541(^a)</td>
<td>0.758</td>
<td>0.723(^a)</td>
</tr>
<tr>
<td>11</td>
<td>–0.201(^a)</td>
<td>–0.218(^a)</td>
<td>–0.11</td>
<td>–0.075</td>
<td>–0.108</td>
<td>–0.139</td>
</tr>
<tr>
<td>12</td>
<td>–0.392(^a)</td>
<td>–0.517(^a)</td>
<td>–0.333</td>
<td>–0.33</td>
<td>–0.371</td>
<td>–0.393</td>
</tr>
<tr>
<td>13</td>
<td>–0.312(^a)</td>
<td>–0.498(^a)</td>
<td>–0.306</td>
<td>–0.29</td>
<td>–0.396</td>
<td>–0.407</td>
</tr>
<tr>
<td>14</td>
<td>–0.393(^a)</td>
<td>–0.484(^a)</td>
<td>–0.333</td>
<td>–0.307</td>
<td>–0.437(^a)</td>
<td>–0.44</td>
</tr>
<tr>
<td>15</td>
<td>–0.654(^a)</td>
<td>–0.722(^a)</td>
<td>–0.556(^a)</td>
<td>–0.530(^a)</td>
<td>–0.647(^a)</td>
<td>–0.659(^a)</td>
</tr>
<tr>
<td>16</td>
<td>–0.884(^a)</td>
<td>–1.038(^a)</td>
<td>–0.847(^a)</td>
<td>–0.829(^a)</td>
<td>–0.976(^a)</td>
<td>–1.005(^a)</td>
</tr>
<tr>
<td>17</td>
<td>–0.984(^a)</td>
<td>–1.255(^a)</td>
<td>–1.061(^a)</td>
<td>–1.011(^a)</td>
<td>–1.188(^a)</td>
<td>–1.193(^a)</td>
</tr>
<tr>
<td>18</td>
<td>–1.182(^a)</td>
<td>–1.532(^a)</td>
<td>–1.339(^a)</td>
<td>–1.296(^a)</td>
<td>–1.386(^a)</td>
<td>–1.367(^a)</td>
</tr>
<tr>
<td>19</td>
<td>–1.491(^a)</td>
<td>–1.913(^a)</td>
<td>–1.673(^a)</td>
<td>–1.613(^a)</td>
<td>–1.684(^a)</td>
<td>–1.649(^a)</td>
</tr>
<tr>
<td>20</td>
<td>–1.551(^a)</td>
<td>–2.017(^a)</td>
<td>–1.808(^a)</td>
<td>–1.766(^a)</td>
<td>–1.845(^a)</td>
<td>–1.814(^a)</td>
</tr>
<tr>
<td>21</td>
<td>–1.759(^a)</td>
<td>–2.240(^a)</td>
<td>–2.025(^a)</td>
<td>–2.000(^a)</td>
<td>–2.014(^a)</td>
<td>–1.978(^a)</td>
</tr>
<tr>
<td>22</td>
<td>–2.096(^a)</td>
<td>–2.584(^a)</td>
<td>–2.318(^a)</td>
<td>–2.284(^a)</td>
<td>–2.344(^a)</td>
<td>–2.313(^a)</td>
</tr>
<tr>
<td>23</td>
<td>–2.106(^a)</td>
<td>–2.550(^a)</td>
<td>–2.280(^a)</td>
<td>–2.250(^a)</td>
<td>–2.263(^a)</td>
<td>–2.251(^a)</td>
</tr>
<tr>
<td>24</td>
<td>–2.253(^a)</td>
<td>–2.653(^a)</td>
<td>–2.392(^a)</td>
<td>–2.377(^a)</td>
<td>–2.359(^a)</td>
<td>–2.360(^a)</td>
</tr>
<tr>
<td>25</td>
<td>–2.300(^a)</td>
<td>–2.629(^a)</td>
<td>–2.427(^a)</td>
<td>–2.409(^a)</td>
<td>–2.489(^a)</td>
<td>–2.497(^a)</td>
</tr>
<tr>
<td>26</td>
<td>–2.300(^a)</td>
<td>–2.564(^a)</td>
<td>–2.312(^a)</td>
<td>–2.302(^a)</td>
<td>–2.386(^a)</td>
<td>–2.410(^a)</td>
</tr>
<tr>
<td>27</td>
<td>–2.371(^a)</td>
<td>–2.550(^a)</td>
<td>–2.281(^a)</td>
<td>–2.292(^a)</td>
<td>–2.268(^a)</td>
<td>–2.306(^a)</td>
</tr>
<tr>
<td>28</td>
<td>–2.394(^a)</td>
<td>–2.527(^a)</td>
<td>–2.281(^a)</td>
<td>–2.313(^a)</td>
<td>–2.271(^a)</td>
<td>–2.303(^a)</td>
</tr>
<tr>
<td>29</td>
<td>–2.418(^a)</td>
<td>–2.465(^a)</td>
<td>–2.229(^a)</td>
<td>–2.270(^a)</td>
<td>–2.190(^a)</td>
<td>–2.200(^a)</td>
</tr>
<tr>
<td>30</td>
<td>–2.441(^a)</td>
<td>–2.413(^a)</td>
<td>–2.179(^a)</td>
<td>–2.233(^a)</td>
<td>–2.166(^a)</td>
<td>–2.212(^a)</td>
</tr>
<tr>
<td>31</td>
<td>–2.488(^a)</td>
<td>–2.446(^a)</td>
<td>–2.162(^a)</td>
<td>–2.256(^a)</td>
<td>–2.173(^a)</td>
<td>–2.203(^a)</td>
</tr>
<tr>
<td>Control variable</td>
<td>Flu shot(s)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>------------------</td>
<td>-------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Model 1</td>
<td>Model 2</td>
<td>Model 3</td>
<td>Model 4</td>
<td>Model 5</td>
<td>Model 6</td>
</tr>
<tr>
<td>32</td>
<td>−2.488&lt;sup&gt;a&lt;/sup&gt;</td>
<td>−2.347&lt;sup&gt;a&lt;/sup&gt;</td>
<td>−2.080&lt;sup&gt;a&lt;/sup&gt;</td>
<td>−2.182&lt;sup&gt;a&lt;/sup&gt;</td>
<td>−2.167&lt;sup&gt;a&lt;/sup&gt;</td>
<td>−2.222&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>33</td>
<td>−2.512&lt;sup&gt;a&lt;/sup&gt;</td>
<td>−2.299&lt;sup&gt;a&lt;/sup&gt;</td>
<td>−2.013&lt;sup&gt;a&lt;/sup&gt;</td>
<td>−2.142&lt;sup&gt;a&lt;/sup&gt;</td>
<td>−2.112&lt;sup&gt;a&lt;/sup&gt;</td>
<td>−2.187&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>P<.05.

**Table 9.** Coefficient of determination ($R^2$) change and coefficient results for dependent variable flu symptom(s).

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
<th>Model 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flu and media</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flu incidence</td>
<td>Coefficient</td>
<td>P</td>
<td>Coefficient</td>
<td>P</td>
<td>Coefficient</td>
</tr>
<tr>
<td>Flu incidence</td>
<td>0.644</td>
<td>&lt;.001</td>
<td>0.528</td>
<td>&lt;.001</td>
<td>0.498</td>
</tr>
<tr>
<td>Media</td>
<td>0.293</td>
<td>&lt;.001</td>
<td>0.241</td>
<td>&lt;.001</td>
<td>0.334</td>
</tr>
<tr>
<td>Flu incidence × media</td>
<td>0.194</td>
<td>&lt;.001</td>
<td>0.177</td>
<td>&lt;.001</td>
<td>0.181</td>
</tr>
<tr>
<td>Private resources</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Life quality</td>
<td>−0.401</td>
<td>.001</td>
<td>−0.389</td>
<td>.004</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>−0.143</td>
<td>.06</td>
<td>−0.208</td>
<td>.05</td>
<td></td>
</tr>
<tr>
<td>Chronic disease</td>
<td>−0.279</td>
<td>.004</td>
<td>−0.309</td>
<td>.002</td>
<td></td>
</tr>
<tr>
<td>Health lifestyles</td>
<td>−0.287</td>
<td>.009</td>
<td>−0.205</td>
<td>.02</td>
<td></td>
</tr>
<tr>
<td>Public resources</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Public funds</td>
<td>−0.315</td>
<td>.05</td>
<td>−0.375</td>
<td>.04</td>
<td></td>
</tr>
<tr>
<td>Population density</td>
<td>0.188</td>
<td>.23</td>
<td>0.169</td>
<td>.14</td>
<td></td>
</tr>
<tr>
<td>Primary physicians</td>
<td>0.123</td>
<td>.06</td>
<td>0.106</td>
<td>.07</td>
<td></td>
</tr>
<tr>
<td>Outpatient visits</td>
<td>1.455</td>
<td>&lt;.001</td>
<td>1.523</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Hospital beds</td>
<td>−3.356</td>
<td>&lt;.001</td>
<td>−3.601</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Hospital care utilization</td>
<td>0.601</td>
<td>.008</td>
<td>0.651</td>
<td>.02</td>
<td></td>
</tr>
<tr>
<td>Interactions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flu × life quality</td>
<td>0.001</td>
<td>.03</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flu incidence × age</td>
<td>0.173</td>
<td>.08</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flu incidence × chronic disease</td>
<td>0.109</td>
<td>.09</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flu incidence × healthy lifestyles</td>
<td>0.072</td>
<td>.30</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flu incidence × public funds</td>
<td>−0.018</td>
<td>.88</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flu incidence × population density</td>
<td>−0.095</td>
<td>.37</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flu incidence × primary physician</td>
<td>0.150</td>
<td>.03</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flu incidence × outpatient visits</td>
<td>−0.666</td>
<td>.52</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flu incidence × hospital beds</td>
<td>0.708</td>
<td>.08</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flu incidence × hospital care utilization</td>
<td>−0.115</td>
<td>.43</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 10. Coefficient of determination ($R^2$) change and coefficient results for dependent variable flu shot(s).

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Model 2</th>
<th></th>
<th>Model 3</th>
<th></th>
<th>Model 4</th>
<th></th>
<th>Model 5</th>
<th></th>
<th>Model 6</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient</td>
<td>P</td>
<td>Coefficient</td>
<td>P</td>
<td>Coefficient</td>
<td>P</td>
<td>Coefficient</td>
<td>P</td>
<td>Coefficient</td>
<td>P</td>
</tr>
<tr>
<td>Flu and media</td>
<td>0.477</td>
<td>&lt;.001</td>
<td>0.414</td>
<td>&lt;.001</td>
<td>0.383</td>
<td>&lt;.001</td>
<td>0.251</td>
<td>&lt;.001</td>
<td>0.173</td>
<td>.04</td>
</tr>
<tr>
<td>Flu incidence</td>
<td>0.162</td>
<td>&lt;.001</td>
<td>0.144</td>
<td>&lt;.001</td>
<td>0.189</td>
<td>&lt;.001</td>
<td>0.206</td>
<td>&lt;.001</td>
<td>0.128</td>
<td>.01</td>
</tr>
<tr>
<td>Flu incidence × media</td>
<td>0.089</td>
<td>.01</td>
<td>0.112</td>
<td>&lt;.001</td>
<td>0.128</td>
<td>.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private resources</td>
<td>Life quality</td>
<td>−0.070</td>
<td>.43</td>
<td>−0.018</td>
<td>.32</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Age</td>
<td>−0.013</td>
<td>.27</td>
<td>−0.008</td>
<td>.29</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Chronic disease</td>
<td>−0.083</td>
<td>.41</td>
<td>−0.036</td>
<td>.51</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Health lifestyles</td>
<td>0.114</td>
<td>.62</td>
<td>0.078</td>
<td>.73</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Public resources</td>
<td>Public funds</td>
<td>−0.413</td>
<td>.02</td>
<td>−0.544</td>
<td>.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Population density</td>
<td>0.191</td>
<td>.001</td>
<td>0.117</td>
<td>.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Primary physicians</td>
<td>1.439</td>
<td>.006</td>
<td>1.561</td>
<td>.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Outpatient visits</td>
<td>0.022</td>
<td>.08</td>
<td>−0.234</td>
<td>.13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Hospital beds</td>
<td>−0.662</td>
<td>.64</td>
<td>−0.918</td>
<td>.72</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Hospital care utilization</td>
<td>−0.05</td>
<td>.19</td>
<td>0.073</td>
<td>.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interactions</td>
<td>Flu × life quality</td>
<td>−0.223</td>
<td>.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Flu incidence × age</td>
<td>0.045</td>
<td>.08</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Flu incidence × chronic disease</td>
<td>0.018</td>
<td>.54</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Flu incidence × healthy lifestyles</td>
<td>0.018</td>
<td>.43</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Flu incidence × public funds</td>
<td>−0.165</td>
<td>.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Flu incidence × population density</td>
<td>0.073</td>
<td>.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Flu incidence × primary physicians</td>
<td>0.823</td>
<td>.47</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Flu incidence × outpatient visits</td>
<td>0.0112</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Flu incidence × hospital beds</td>
<td>0.808</td>
<td>.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Flu incidence × hospital care utilization</td>
<td>−0.281</td>
<td>.43</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Discussions**

**Principal Results**

Research on the correlation between the incidence of certain diseases and online information searches related to those diseases has increased in recent years. However, there has been little research on the effects of social factors on online information searches related to disease. In this paper, we demonstrate the usefulness of online search for queries related to a health risk as a measure of public health risk perception. We use publicly available data to demonstrate how such data can be used to provide insights into the factors that influence the public’s perception of health risks.

The results of our regression analyses provide strong support for our hypotheses: Web search volumes for flu-related queries as a measure of public health risk perception is predicted by the incidence of the flu and social factors, including media attention, and private and public resources. In addition to the independent impact of these social variables, we anticipated that the effect of incidence of the flu on public risk perception would be heightened by factors in the social environment. However, our models that incorporated the interaction effects between flu incidence and social factors did not add much to the explanatory power of our regression models. The social environment affects public health risk perception regardless of the incidence of diseases.

We modeled information searches for both risk prevention (flu shots) and risk diagnosis (flu symptoms). In our analyses, independent variables, especially media attention and private and public resources, had significant influence on search volumes for flu symptoms; however, seasonality variables had significant influence on search volumes for flu shots. As we
anticipated, different factors appear to influence public perception of risk diagnosis and risk prevention.

Both the model for flu symptoms and that for flu shots demonstrate positive main effects for the incidence of the flu on search volumes. When a population’s flu incidence is higher, the population’s concerns for both prevention and diagnosis of the risk are higher.

Our data also support the expected positive effects of media attention and its interaction with the incidence of the flu on search volumes for risk prevention and risk diagnosis. Because mass media pays more attention to the risks related to a specific population, the overall population and the population with the flu both have more concern for prevention and diagnosis of the risk. Thus, our results show that the media play a significant role in setting the public agenda for health risk (agenda-setting theory [32]).

Private resources represented by life quality and public resources represented by hospital beds were negatively related to search volumes for flu symptoms. For the risk of the flu, a population with higher life quality and more access to hospital services demonstrated less searches for symptoms, whereas a population with lower life quality and less access to hospital services demonstrated more searches for symptoms. These results suggest consumers may use information from the Internet as a substitute for health care resources. Specifically, consumers vulnerable because of lower life quality and less available hospital services engage in more Internet searches, perhaps because information available on the Internet represents a relatively low-cost and easy-access source for information related to health risks.

With regard to private and public resources related specifically to health, our analyses suggest that there may be some synergistic effects of the 2 types of resources. Private resources represented by healthy lifestyles and public resources represented by outpatient visits and hospital care utilization are positively related to search volume for flu symptoms. Further, public resources represented by primary physicians and public funds were positively related to search volume for flu shots.

Based on these findings, we suggest that when a population has healthier lifestyles and more contact with health care professionals (through outpatient visits, emergency department visits, inpatient stays, availability of primary care physicians, and dedicated public health funds), it may be more conscious about current health risks. These results raise a question about the direction of the relationship between access to health care professionals and consumers’ searches for health information on the Internet. It could be that access to health care professionals stimulates consumers to be more vigilant about risk protective behaviors. If this is the case, primary care physicians and public health agencies play an important role in educating the public to take protective actions.

Private resources represented by chronic diseases had a negative effect on search volume for flu symptoms. For the risk of the flu, a population with higher incidences of chronic diseases demonstrated less searches for flu symptoms. This finding may reflect an environmental constraint on Internet access rather than a lack of interest in such information. As noted in a report from the Pew Research Center [62], adults living with chronic disease are significantly less likely than healthy adults to have access to the Internet. Individuals with chronic diseases are more likely to have regular contact with health professionals, also highlighting the important role health care providers play in patient education about health risks.

Finally, in our analyses, public resources represented by population density had a positive effect on search volume for flu shots. This finding is important in that, as a contagious illness, the search patterns for flu may also emerge for other communicable diseases.

Implications

Our study has important implications for public policy makers and health care professionals theoretically and practically. First, based on ecological systems theory, we proposed that there is a correlation between online health information search and public health risk perception. Recognition of this relationship by policy makers and health care professionals is important. In designing health risk communications strategies and policies, it is critical to take the social environments in which the public engages in online health information search into consideration.

Second, we suggest that the analysis of Internet search query data related to a particular health risk can provide a bell-weather of public health risk perception. Our analysis suggests that online health information search is a reflection of public health risk perception that can be predicted by social context variables. We demonstrate a practical way for policy makers and health professionals to monitor these contextual factors. Previous work has shown that aggregate search data reflect public concerns or interests (eg, [63]). Following this stream of research, we demonstrate that when a population is concerned about a specific health risk, they engage in online searches about that risk. This online search is predicted by contextual factors. Monitoring these contextual variables on a regular basis can assist policy makers in identifying areas and/or populations that could benefit from enhanced education. It may also help identify areas on which to focus the development/expansion of resources.

The search volume data for queries representing different stages of risk response, such as prevention and diagnosis, can inform policy makers and health professionals about the likely response of a population to current and emerging threats. Social marketing resources should be allocated based on an understanding of public risk perception of prevention and diagnosis of a health risk. For example, seasonality had more influence on search volume related to prevention that did other variables. Social marketing efforts should be timed to coincide with the seasonal variation in public risk perception for flu prevention. Those states with high levels of public perception for risk prevention can use this finding to help prepare for a new flu season by arranging for extra supplies of flu vaccine and planning effective systems for distributing the vaccine. States with low levels of public risk perception for prevention might benefit from more health education and health promotion prior to the onset of a new flu season to help increase awareness of the impending risk.
We found that media attention and private and public resources had strong effects on public risk perception for symptoms. Populations with higher risk perception for the diagnosis of the flu are likely to have higher demand for products or services related to treatment of the flu (e.g., vitamin C supplements, primary care visits). Retailers in states with high levels of public risk perception for response to the flu may want to ensure that they have adequate supply of over-the-counter medications for dealing with flu symptoms. Ambulatory care clinics and primary care providers can assist a population in dealing with the flu by providing educational materials focused on identification of symptoms and by ensuring same-day access to provider visits for patients experiencing flu symptoms. To respond to public risk perception for diagnosis of the flu, social marketing efforts should use sociocultural segmentation (e.g., vulnerable and health conscious consumers) to target resources most needed by each segment.

With the popularity of mobile devices (e.g., smartphones, iPads), mobile searches are growing among consumers. Surveys have shown that a search engine is the most used application by 77% of smartphone users, and 90% of mobile search activities result in actions (e.g., purchasing, recommending) [64]. This suggests that search data from mobile devices may reflect the public’s perception of the urgency of the risks and their ability to manage the risks. We suggest that policy makers and health care professionals use mobile search data related to health risks to establish more actionable and timely strategies.

Online information searching is a bidirectional communication process, including sending search requests and receiving search results. Sending search requests reflects the public’s perception of the severity and urgency of risks, whereas receiving search results reflects the public’s perception of their ability to manage or respond to the risks. This study focused on public risk perception as demonstrated by the patterns of search requests. Policy makers and health professionals may further explore public risk perception by examining the patterns of responses to the returns to search requests. We suggest that the public’s perception of the management of health risks may be revealed through behaviors that reflect 4 types of social relations (i.e., hierarchical, egalitarian, individualist, and fatalist social relations) [29]. People with a hierarchical approach to social relations (i.e., supporting patriotism, law, and order) may be more likely to click on search results links from official government websites, whereas people with an individualist way of life (i.e., supporting individual efforts) may be more likely to click on search results from citizen media (e.g., independent journalists). We suggest that investigating the association between the public’s response to search results and social-cultural factors may be a practical way to assess the public’s perception of the management of health risks. Policy makers and health care professionals may combine the patterns of search requests and response to search results to generate a composite index for public health risk perception.

**Limitations**

Our study has several limitations. First, data gaps exist for the variables we used to indicate flu incidence and online information searches related to the flu. By using a different unit of analysis, additional relevant data may be available for study. For example, for each flu season from 1997 to the current year, the CDC posts the data of ILI outpatient visit rates for 9 flu surveillance regions on its official websites [65]. Regional data are available for Pacific, Mountain, West South Central, East South Central, West North Central, East North Central, New England, mid-Atlantic, and South Atlantic. Using these data regional variations regarding public health risk perception could be explored. Similarly, with data that are available at the state level, state data could be combined, facilitating regional analysis. Such regional analyses may be particularly relevant to public health risks that occur most commonly in particular geographic areas, such as those related to hurricanes.

Second, we base our findings on aggregate data. One limitation of aggregate data is that they represent the characteristics of a group as a whole but do not allow for analysis of individual variation. We cannot establish how individuals perceive their social environments related to health risks. Future research is needed to investigate individual responses to social factors related to health risks by collecting data from self-report surveys.

Next, our study has only shown the usefulness of sets of variables for the prediction of public risk perception related to the flu. Different types of health risks vary in their characteristics such as immediacy, frequency, and severity. These factors may lead to variations not only in the effects of disease incidence, but also the relationship of sociocultural factors to public risk perception as demonstrated by online information search. More research is needed to identify common and unique variables for the measurement of public risk perception related to different types of health risks. For example, food-borne illnesses and the flu are both common health risks. Vaccination is available for the flu but not for food-borne illnesses. Future research should consider the availability of preventive and treatment options for different health risks as they may affect public perception for the health risks.

Finally, our study has shown the strong effects of traditional mainstream mass media (i.e., newspaper and news wires) on public risk perception. Research is needed to investigate the influence of multiple forms of mass media, especially social media (e.g., blogs, online social networks), on public risk perception. May’s [66] report about information channels and networks during Hurricane Katrina has identified the prominence of digital communication for risk management.
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Abstract

Background: Postmarket drug safety surveillance largely depends on spontaneous reports by patients and health care providers; hence, less common adverse drug reactions—especially those caused by long-term exposure, multidrug treatments, or those specific to special populations—often elude discovery.

Objective: Here we propose a low cost, fully automated method for continuous monitoring of adverse drug reactions in single drugs and in combinations thereof, and demonstrate the discovery of heretofore-unknown ones.

Methods: We used aggregated search data of large populations of Internet users to extract information related to drugs and adverse reactions to them, and correlated these data over time. We further extended our method to identify adverse reactions to combinations of drugs.

Results: We validated our method by showing high correlations of our findings with known adverse drug reactions (ADRs). However, although acute early-onset drug reactions are more likely to be reported to regulatory agencies, we show that less acute later-onset ones are better captured in Web search queries.

Conclusions: Our method is advantageous in identifying previously unknown adverse drug reactions. These ADRs should be considered as candidates for further scrutiny by medical regulatory authorities, for example, through phase 4 trials.
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Introduction

Existing mechanisms for postmarket drug surveillance work well in many cases, but failures resulting in harm to patients and even fatalities are widely documented [1], including the withdrawal of thalidomide in the 1960s [2], and more recently of cerivastatin [3], troglitazone [4], and rofecoxib [5]. Two main kinds of postmarket drug surveillance mechanisms exist today. One kind is run by regulatory agencies, such as MedWatch by the US Food and Drug Administration (FDA) and the Vaccine Adverse Event Reporting System (VAERS) by the FDA and the Centers for Disease Control and Prevention (CDC) in the United States, the Yellow Card Scheme by the Medicines and Healthcare products Regulatory Agency (MHRA) in the United Kingdom, and the International Drug Monitoring Programme by the World Health Organization (WHO). These are supplemented by public (or public-private cooperation) initiatives, such as Research on Adverse Drug Events and Reports (RADAR), and Web sites, such as eHealthMe.com, which collect patient-reported information on drug outcomes. The most serious limitation of these data collection initiatives is that they rely on the patients and their health care providers to make the association between the adverse drug reaction (ADR) and the drug. This can be especially difficult when the adverse reaction appears only after the drug is taken for a lengthy period of time, or when the patient takes several...
medications concurrently. To alleviate this problem, projects such as the FDA’s Sentinel Initiative [6], the EU-ADR initiative [7], and the Observational Medical Outcomes Partnership (OMOP) [8-11] are beginning to use observational data, including administrative claims and electronic health records, to identify adverse drug reactions.

Our proposed approach uses a novel kind of observational data, namely, Web search query logs. Search queries contain a cornucopia of world knowledge, and prior studies have used query logs to track tropical storms [12], certain life events [13], and the spread of disease [14]. As such, this approach is an example of infodemiology [15], and is enabled by the fact that as many as 80% of US Internet users seek health information online [16]. Consequently, our methodology allows analyzing the data from literally hundreds of millions of people, and in some cases, a significant percentage of the patients using a given drug. Performing such analysis continually allows for long-term monitoring, whereas grouping search requests by geographical location facilitates demographic segmentation of the population [17].

Existing drug surveillance mechanisms often depend on the need for medical providers or patients to realize the connection between the treatment and its side effects (adverse or otherwise). This inherent limitation poses a challenge to testing new methods for ADR discovery because existing data are not comprehensive enough to be considered a gold standard, considering that patients and medical providers might not realize the connection between treatments and some ADRs. Therefore, we adopted a 2-pronged approach for validating our method. First, we showed that it can reliably identify currently known ADRs. Although the findings of our method are positively correlated with existing data, this correlation is not perfect as we discover new, previously unknown ADRs. Second, we characterized the differences between the known and the newly discovered ADRs, and identified the most discordant ADRs (MDADRs) between these 2 sources. We show that the ADRs found by our method are usually less acute reactions (ie, not requiring immediate medical attention) with much later onset, which is exactly why they elude detection by conventional mechanisms. For all the drugs examined, we found that the ADRs apnea and cramps are consistently overlooked in the FDA data, as reported in the Adverse Event Reporting System (AERS), described subsequently, whereas tiredness and weight loss are frequent ADRs of vaccines that are overlooked in VAERS reports. We propose that the ADRs newly discovered by our method be further investigated in carefully designed clinical trials, which should be lengthy enough to allow detection of late-onset reactions.

Methods

Our method, called the query log reaction score (QLRS), quantifies the prevalence of ADRs for a given drug, as explained subsequently. We used QLRS to identify ADRs of top-selling drugs and vaccines on the basis of queries submitted to the Yahoo US Web search engine during 6 months in 2010. A total of 176 million unique users, as identified by a unique signature of the users’ browser, were included in this study. The search logs were anonymized according to the Yahoo privacy policy by scrambling actual user identifiers. This was achieved by using a 1-way cryptographic hash function, which makes it impossible to map the resultant hash values back to the original user identifiers, while keeping the probability of collisions very low. As explained subsequently, only the search counts were considered, which were aggregated across users. Furthermore, the research described herein was carried out according to the Yahoo guidelines on human subject research.

We investigated 20 drugs (additional results for the top 100 drugs are provided in Multimedia Appendix 1), which are the top-selling drugs in the United States by revenue [18]. We analyzed these drugs for 2 reasons. First, these findings would likely affect the largest number of people. Second, data are more abundant for these drugs; thus, results are likely to be more significant for these drugs. We note that all these drugs are usually taken for long periods of time; however, we have also demonstrated the applicability of our method to vaccines, as detailed in Multimedia Appendix 1, which are usually administered a limited number of times to each patient. We limited our work to nongeneric versions of these drugs to reduce the chance of additional confounding influences, and because brand names are mentioned 88% more often than generic names in the query log (not statistically significant). However, we also discuss the differences in ADRs of similar drugs in the Results section.

A total of 195 symptoms from The International Statistical Classification of Diseases and Related Health Problems 10th Revision (ICD-10) [19] were studied as manifestations of possible ADRs. We filtered the symptoms according to Wikipedia’s List of Medical Symptoms [20] to facilitate replicability of our method in other languages. This list of symptoms was further expanded with synonyms (described subsequently), because patients frequently use nonmedical terminology to describe their symptoms. Basing our work on terms from Wikipedia (a popular information source) and identifying synonyms using behavioral data makes our approach suitable for identifying ADRs as described by nonprofessionals.

We limited the symptoms under consideration for each drug to the 50 most frequently queried symptoms for that drug. We identified possible ways nonprofessionals described their health symptoms was further expanded with synonyms (described subsequently), because patients frequently use nonmedical terminology to describe their symptoms. Basing our work on terms from Wikipedia (a popular information source) and identifying synonyms using behavioral data makes our approach suitable for identifying ADRs as described by nonprofessionals.

We limited the symptoms under consideration for each drug to the 50 most frequently queried symptoms for that drug. We identified possible ways nonprofessionals described their health symptoms was further expanded with synonyms (described subsequently), because patients frequently use nonmedical terminology to describe their symptoms. Basing our work on terms from Wikipedia (a popular information source) and identifying synonyms using behavioral data makes our approach suitable for identifying ADRs as described by nonprofessionals.

We limited the symptoms under consideration for each drug to the 50 most frequently queried symptoms for that drug. We identified possible ways nonprofessionals described their health symptoms was further expanded with synonyms (described subsequently), because patients frequently use nonmedical terminology to describe their symptoms. Basing our work on terms from Wikipedia (a popular information source) and identifying synonyms using behavioral data makes our approach suitable for identifying ADRs as described by nonprofessionals.

We limited the symptoms under consideration for each drug to the 50 most frequently queried symptoms for that drug. We identified possible ways nonprofessionals described their health symptoms was further expanded with synonyms (described subsequently), because patients frequently use nonmedical terminology to describe their symptoms. Basing our work on terms from Wikipedia (a popular information source) and identifying synonyms using behavioral data makes our approach suitable for identifying ADRs as described by nonprofessionals.

We limited the symptoms under consideration for each drug to the 50 most frequently queried symptoms for that drug. We identified possible ways nonprofessionals described their health symptoms was further expanded with synonyms (described subsequently), because patients frequently use nonmedical terminology to describe their symptoms. Basing our work on terms from Wikipedia (a popular information source) and identifying synonyms using behavioral data makes our approach suitable for identifying ADRs as described by nonprofessionals.

We limited the symptoms under consideration for each drug to the 50 most frequently queried symptoms for that drug. We identified possible ways nonprofessionals described their health symptoms was further expanded with synonyms (described subsequently), because patients frequently use nonmedical terminology to describe their symptoms. Basing our work on terms from Wikipedia (a popular information source) and identifying synonyms using behavioral data makes our approach suitable for identifying ADRs as described by nonprofessionals.

We limited the symptoms under consideration for each drug to the 50 most frequently queried symptoms for that drug. We identified possible ways nonprofessionals described their health symptoms was further expanded with synonyms (described subsequently), because patients frequently use nonmedical terminology to describe their symptoms. Basing our work on terms from Wikipedia (a popular information source) and identifying synonyms using behavioral data makes our approach suitable for identifying ADRs as described by nonprofessionals.

We limited the symptoms under consideration for each drug to the 50 most frequently queried symptoms for that drug. We identified possible ways nonprofessionals described their health symptoms was further expanded with synonyms (described subsequently), because patients frequently use nonmedical terminology to describe their symptoms. Basing our work on terms from Wikipedia (a popular information source) and identifying synonyms using behavioral data makes our approach suitable for identifying ADRs as described by nonprofessionals.

We limited the symptoms under consideration for each drug to the 50 most frequently queried symptoms for that drug. We identified possible ways nonprofessionals described their health symptoms was further expanded with synonyms (described subsequently), because patients frequently use nonmedical terminology to describe their symptoms. Basing our work on terms from Wikipedia (a popular information source) and identifying synonyms using behavioral data makes our approach suitable for identifying ADRs as described by nonprofessionals.

We limited the symptoms under consideration for each drug to the 50 most frequently queried symptoms for that drug. We identified possible ways nonprofessionals described their health symptoms was further expanded with synonyms (described subsequently), because patients frequently use nonmedical terminology to describe their symptoms. Basing our work on terms from Wikipedia (a popular information source) and identifying synonyms using behavioral data makes our approach suitable for identifying ADRs as described by nonprofessionals.
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Three medical professionals (2 medical doctors, 1 nurse practitioner) independently labeled the expansion terms with respect to their relevance as an expansion term to each specific medical term. The interannotator agreement estimated using the Fleiss’ kappa statistic [25] was 0.44 ($P<0.001$). This is a medium-level agreement. However, for 88% of the terms, most annotators (ie, ≥2) agreed that the term was an appropriate expansion of the medical term. Thus, our expansion method constructs a high-precision dictionary of terms. To maintain the automated nature of our method, the results reported here are based on all the expansion terms, not just those marked as relevant by the annotators.

For each drug, we first identified all the users who had searched for the drug name. For those, we define Day Zero for each user as the day when that user first searched for the drug. Day Zero for all other users (who did not search for the drug) was defined as the midpoint of their observed query history. We then counted the number of times each symptom was queried before and after Day Zero by each user. The purpose of using the data from people who did not search for the drug was to normalize against environmental effects, eg, seasonal allergies. This is in contrast with most prior infovellence research [15], which is concerned with whole-population prevalence rather than the comparison of specific subpopulations, eg, people using or not using the drug.

For each drug-symptom pair, we constructed a 2-way contingency table counting the number of times a symptom was searched for before and after Day Zero, for users who did and did not search for the drug (see Table 1). For each symptom, we scored its prevalence as a reaction to the drug using the Pearson’s goodness of fit test, the chi-square test statistic [26]. We refer to this score as the query log reaction score (QLRS).

Additional results for the top 100 drugs are provided in Multimedia Appendix 1.

We used 2 reference datasets to assess the validity of our findings. Adverse Event Reporting System (AERS, currently known as the FDA Adverse Event Reporting System) is the database of the FDA’s postmarket safety surveillance program for approved pharmaceutical drugs. The Side Effect Resource (SIDER) lists known ADRs for marketed drugs, extracted from public documents and package inserts [27].

The AERS data were downloaded from the FDA AERS website [28], and included reports submitted between January 2004 and June 2010. Reports were mapped to the same list of symptoms as QLRS using the same synonym list. In total, 47% of the cases in AERS were matched to at least 1 of the 195 symptoms or their synonyms, indicating good coverage by the symptoms list used in our study. Similar analysis was performed for SIDER.

To assess the overall quality of ADR discovery by our method, we computed the Spearman rank correlation (ρ) between the 2 lists of ADRs for each drug, 1 ordered by QLRS and 1 by the number of AERS reports.

The AERS data are complicated by the fact that multiple reports can be submitted to the FDA for the same case, and that reports can pertain to side effects of the drug, the underlying disease, or another drug taken concurrently [29]. Therefore, ADR prevalence according to AERS should be considered a noisy reference. We employed several approaches to computing the correlation. First, we used the raw report counts in AERS, and denote the correlation between these and QLRS by $\rho_1$. We also used the AERS data to compute 2 regularized measures of disproportionality that are commonly employed for analyzing adverse side effect reports. Specifically, we used the empirical Bayes geometric mean (EBGM) [30,31], and denote the correlation between EBGM computed for AERS and the QLRS by $\rho_2$. Finally, the correlation between the information component (IC) [32] computed for AERS and QLRS is denoted by $\rho_3$.

We hypothesized that some ADRs are more likely to be reported to the FDA, whereas others tend to be self-addressed by patients through online research. Consequently, if our method was to discover previously unknown ADRs, the correlation can never be perfect. Therefore, we first analyzed the commonalities among the ADRs we discovered and those already known. Then, we analyzed the properties of the newly discovered ADRs.

To focus on the ADRs identified by both our method and the AERS data, we removed the 5 symptoms that most reduced the value of 1 of the metrics, $\rho_1$, using a greedy selection process. We call the removed symptoms the most discordant ADRs (MDADRs). Specifically, we iteratively identified and removed the ADR that most reduced the Spearman rank correlation between the AERS counts and the QLRS ranking of ADRs. An alternative method of removing discordant ADRs would focus on reaching statistically significant values of $\rho_1$. However, we chose to use a fixed number to facilitate the analysis of MDADRs, as performed subsequently.

Identification of Adverse Drug Reactions for Multiple Drugs

Some individuals are prescribed multiple drugs to be taken simultaneously. The interaction between these drugs may give rise to specific ADRs that are not present (or are present at different severity) if each drug is taken individually. Thus, in the following we show how our method can be used to identify ADRs that are associated with taking pairs of drugs. Our method attempts to remove the ADRs attributed to individual drugs so as to identify those ADRs that arise from the combination thereof.
For each pair of drugs that were analyzed, we identified their characteristic ADRs caused by the interaction by discounting the probability of the ADRs arising from each of the individual drugs. This was done by subtracting the contribution of ADRs of the individual drugs as predicted by a linear regression model. We hypothesized that the ADRs observed in patients who only take 1 of the drugs, will appear at a similar ratio for the patients who take both drugs. However, new ADRs that are caused by the interaction of the 2 drugs will not be reliably predicted by modeling each drug separately and will, therefore, appear at a substantially different ratio than the prediction.

For each pair of drugs, we identified 3 disjoint groups of users: the first 2 groups are those who searched for only 1 of the 2 drugs, and the third group searched for both. For the first 2 groups, we counted the number of times each ADR was searched for before and after Day Zero. For the third group (ie, users who searched for both drugs), we defined Day Zero as max(date-first-search(drug1), date-first-search(drug2)), where date-first-search() is the earliest date on which the user searched for a given drug. We denote these numbers (before/after Day Zero) for the i-th ADR in population p by $n_{i,a}^p$ ($n_{i,b}^p$). Next, we defined the ratio of change in the ADR prevalence (after the commencement of treatment with the second drug) as $n_{i,a}^p/(n_{i,b}^p + n_{i,a}^p)$. Finally, we built a regression model to predict the probability of change in the third population (patients taking both drugs) given the corresponding values in the first 2 populations. This regression model effectively discounts the effect of the ADRs caused by each drug separately. We also identified MDADRs for pairs of drugs in a similar way as for individual drugs.

### Results

We counted the number of times each drug appeared in AERS, and found it to be highly correlated with the number of online searches for that drug. For the drugs listed in Table 2, $\rho = 0.66$ ($P<.002; n=20$). The correlation becomes even more pronounced for pairs of drugs, $\rho = 0.73$ ($P<.001; n=380$). The correlation between the sales figures (as represented by the number of prescriptions sold) and the number of Web searches is $R^2=0.26$ ($P<.005$). A linear model that uses both the number of AERS reports and the sales figures to predict Web search volume yields a $R^2=2.4\%$ greater than the one using only AERS reports. We believe these findings mean that the search volume is more indicative of the prevalence of ADRs rather than actual sales. Thus, the popularity of a drug in Web queries is highly representative of its appearance in AERS, suggesting that Web queries are strongly reflective of real-world phenomena.

As noted in the Methods section, we assessed the overall quality of ADR discovery by our method by computing the Spearman rank correlation coefficient between 2 lists of ADRs for each drug, 1 ordered by QLRS and 1 by the number of AERS reports. Table 2 reports the values of $\rho_1$ after removing 5 MDADRs for each drug. QLRS predictions are relatively highly correlated with the AERS counts, and the correlation is statistically significant ($P<.05$) for 12 of the 20 drugs using the Olkin-Pratt (DSL) fixed-effect meta-analytical approach [33] ($P<.001; n=20$). Positive correlation was not found in only 1 of the drugs (Singulair). Interestingly, removing 15 MDADRs for this drug (instead of 5) resulted in a statistically significant correlation of $\rho_1 = 0.48$ ($P=.02$), suggesting a particularly high discrepancy between the prevalence of ADRs as predicted by QLRS and as registered in AERS for this drug.

We also note that although most of the observed correlation values are significant, they are far from indicating perfect correlation. This is to be expected because the correlation would only have been perfect if our method were exactly rediscovering the known ADRs. However, as we discovered previously unknown ADRs, we obviously achieved an imperfect match to the list of known ones in AERS. In the following section, we analyze the differences between the known ADRs and those identified by our method. Additionally, there is a small negative correlation ($\rho=-0.22$, $P=.02$) between the number of users who queried for a drug and $\rho_1$. This demonstrates that higher correlations are obtained when more data are available, and is an additional cause for the imperfect correlations.

Statistically significant correlations with EBGM and IC were also found (see Multimedia Appendix 1), and the meta-analysis is statistically significant ($P<.001; n=100$). However, EBGM and IC are measures designed to enhance the detection of ADRs that are especially prevalent in a given drug under study compared with all other drugs. At the same time, raw AERS counts (used for the computation of $\rho_1$) are more likely to be associated with the appearance of an ADR regardless of any other drug. This explains the higher correlation we observed of QLRS with the raw AERS counts ($\rho_1$) than with EBGM and IC ($\rho_2$ and $\rho_3$, respectively).

SIDER [27] contains information on ADRs extracted from public documents and package inserts. Because of regulatory and legal requirements, it is overly inclusive in its listings, which makes it a noisy reference as well. The SIDER data are essentially binary, without relative frequency or absolute counts, which makes the previous correlation analysis inapplicable. We used SIDER to assess the accuracy of QLRS by computing the area under the curve (AUC) [34] of a receiver operating characteristic (ROC) curve and the $F$ score [35], taking as positive examples all the ADRs listed in SIDER for the drug. AUC measures the method’s ability to correctly identify known ADRs, whereas the $F$ score simultaneously considers precision and recall. Only 8 of the 20 drugs we analyzed appeared in SIDER, and the corresponding accuracies are reported in Table 3 (after removing MDADRs). The results suggest that our method is able to reconstruct known ADRs, as measured with AUC and the $F$ score.
Table 2. Spearman rank correlation ($\rho$) between query log reaction score (QLRS) and the number of adverse drug reaction (ADR) reports in the Adverse Event Reporting System (AERS), with the most discordant ADRs (MDADRs) removed.

<table>
<thead>
<tr>
<th>Drug</th>
<th>$\rho_1$</th>
<th>$P$ value $^a$</th>
<th>MDADRs$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Advair</td>
<td>0.28</td>
<td></td>
<td>Anxiety, apnea, chest pain, cough, weight gain</td>
</tr>
<tr>
<td>Aranesp</td>
<td>0.30</td>
<td></td>
<td>Asthenia, back ache, back pain, edema</td>
</tr>
<tr>
<td>Diovan</td>
<td>0.34</td>
<td></td>
<td>Chest pain, cramp, sleepy, wound</td>
</tr>
<tr>
<td>Effexor</td>
<td>0.54</td>
<td>$&lt;.001$</td>
<td>Nausea, phobia, sleepy, weight gain</td>
</tr>
<tr>
<td>Enbrel</td>
<td>0.39</td>
<td>.02</td>
<td>Back pain, cough, diarrhea, fever, weight gain</td>
</tr>
<tr>
<td>Lipitor</td>
<td>0.54</td>
<td>$&lt;.001$</td>
<td>Asthenia, constipation, diarrhea, dizziness, nausea</td>
</tr>
<tr>
<td>Malthera</td>
<td>0.38</td>
<td>.01</td>
<td>Chest pain, fever, headache, malaise, wound</td>
</tr>
<tr>
<td>Nexium</td>
<td>0.45</td>
<td>.008</td>
<td>Abdominal pain, tired, weak, weight gain</td>
</tr>
<tr>
<td>Norvasc</td>
<td>0.34</td>
<td></td>
<td>Apnea, constipation, cramp, tired, weight loss</td>
</tr>
<tr>
<td>Pantoloc</td>
<td>0.49</td>
<td>.001</td>
<td>Chest pain, fever, headache, malaise, nausea</td>
</tr>
<tr>
<td>Pantozol</td>
<td>0.51</td>
<td>.006</td>
<td>Chest pain, fever, headache, malaise, nausea</td>
</tr>
<tr>
<td>Plavix</td>
<td>0.25</td>
<td></td>
<td>Back pain, chest pain, cough,paresthesia</td>
</tr>
<tr>
<td>Protonix</td>
<td>0.25</td>
<td></td>
<td>Abdominal pain, diarrhea, nausea, vomit</td>
</tr>
<tr>
<td>Remicade</td>
<td>0.37</td>
<td>.04</td>
<td>Chest pain, fever, infertility, paresthesia, rash</td>
</tr>
<tr>
<td>Risperdal</td>
<td>0.40</td>
<td>.02</td>
<td>Diarrhea, headache, insomnia, weight gain</td>
</tr>
<tr>
<td>Rituxan</td>
<td>0.23</td>
<td></td>
<td>Abdominal pain, diarrhea, paresthesia, weak</td>
</tr>
<tr>
<td>Seretide</td>
<td>0.41</td>
<td>0.004</td>
<td>Chest pain, dyspnea, headache, malaise, nausea</td>
</tr>
<tr>
<td>Seroquel</td>
<td>0.48</td>
<td>0.004</td>
<td>Apnea, dizziness, headache, weight gain</td>
</tr>
<tr>
<td>Singulair</td>
<td>$-0.06$</td>
<td></td>
<td>Apnea, dizziness, insomnia, tired</td>
</tr>
<tr>
<td>Zyprexa</td>
<td>0.61</td>
<td>0.002</td>
<td>Constipation, diarrhea, nausea, paresthesia, somnolence</td>
</tr>
</tbody>
</table>

$^a$P values are provided for statistically significant correlations (n=45).

$^b$Unless otherwise indicated, MDADRs are those prominent in AERS.

$^c$MDADRs emphasized in QLRS.

Table 3. Accuracy of adverse drug reaction (ADR) identification by using QLRS, tested against the SIDER dataset with most discordant ADRs (MDADRs) removed.

<table>
<thead>
<tr>
<th>Drug</th>
<th>$F$ score (df)</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Advair</td>
<td>0.77</td>
<td>0.67</td>
</tr>
<tr>
<td>Diovan</td>
<td>0.43</td>
<td>0.71</td>
</tr>
<tr>
<td>Effexor</td>
<td>0.94</td>
<td>0.67</td>
</tr>
<tr>
<td>Lipitor</td>
<td>0.76</td>
<td>0.7</td>
</tr>
<tr>
<td>Pantoloc</td>
<td>0.44</td>
<td>0.57</td>
</tr>
<tr>
<td>Pantozol</td>
<td>0.44</td>
<td>0.64</td>
</tr>
<tr>
<td>Plavix</td>
<td>0.55</td>
<td>0.59</td>
</tr>
<tr>
<td>Singulair</td>
<td>0.52</td>
<td>0.64</td>
</tr>
</tbody>
</table>

Most Discordant Adverse Drug Reactions

Analyzing the MDADRs revealed characteristic differences among the known ADRs (registered in AERS and SIDER) and those identified by our method. The ADRs identified as most discordant are not random; instead, they belong to 1 of the following 2 classes, as shown in Table 4. The first class includes ADRs that are readily recognized by patients and medical professionals because of their acuteness and fast onset. The other class includes later onset, less acute ADRs, which are more difficult to identify using self-reporting methods.
As noted previously, upon removing as few as 5 MDADRs, the correlation between QLRS and AERS counts ($\rho_1$) frequently becomes statistically significant. Conversely, removing a random subset of 5 symptoms only results in a negligible, statistically insignificant change in the correlation.

Although the MDADRs were identified separately for each drug, they were highly consistent across drugs. Of the 32 MDADRs we identified overall, 22 were chosen for more than 1 drug (mean 3.1, SD 2.3). Significantly, these ADRs were always overemphasized either in the query log or in AERS, but never in both (for different drugs). The likelihood of such behavior at random is smaller than 1:105. A typical example is the ADR nausea, which appeared at a far higher rank (ie, more prevalent) in the AERS dataset than in the QLRS ranking for 7 out of the 20 drugs, and was never found at a rank below that of QLRS for the other drugs.

Most importantly, MDADRs that are prominent in queries and in AERS have notable differences in their temporal behavior. As an illustrative example, we used the query log to compute the cumulative density functions (CDFs) over time for 2 MDADRs for the drug Effexor, 1 overemphasized in AERS (nausea) and 1 overemphasized by QLRS (sleepiness). Figure 1 shows the difference between the CDFs of the 2 MDADRs, starting from the time the drug is first searched for (day 0). As Figure 1 demonstrates, each of these 2 MDADRs is more likely to occur in a different time range. Observe that the symptom prominent in AERS (nausea) is usually searched for shortly after the first query about the drug (ie, several days after Day Zero), when it is much more likely than the other symptom. In contrast, the symptom ranked highly by QLRS (sleepiness) appears much more prominently 45 to 75 days after the commencement of treatment, when the likelihood of nausea drops significantly.

We measured the difference in the time of onset (defined as the number of days between the first search for the drug and the first search for the ADR in the query log) for the MDADRs that were overemphasized by QLRS and in the AERS data. Averaged over all the drugs, the difference was 7.3 days (2-sided Wilcoxon signed rank test [36], $P=0.01; n=15$). Based on these findings, we conclude that ADRs are more likely to be reported to the regulatory authorities if they appear shortly after commencing the treatment (as it might be easier for patients and caregivers to link the ADRs to the treatment), and that are serious enough to warrant reporting. Conversely, ADRs identified by our method usually appear much later after the beginning of treatment; hence, their possible association to the drug is often overlooked.

Thus, the MDADRs overemphasized by QLRS represent an interesting class of reactions that are harder to discover using traditional methods.

**Figure 1.** Temporal behavior of adverse drug reactions (ADRs). The difference between the cumulative probabilities of the ADRs “nausea” and “sleepiness” for the drug Effexor. The ADR highly ranked by QLRS (sleepiness) has a much later onset (45-75 days).
Table 4. Most discordant adverse drug reactions (MDADRs) identified (out of the 20 drugs analyzed).

<table>
<thead>
<tr>
<th>MDADRs</th>
<th>n^a</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Overrepresented in AERS</strong></td>
<td></td>
</tr>
<tr>
<td>Abdominal pain</td>
<td>3</td>
</tr>
<tr>
<td>Asthenia</td>
<td>2</td>
</tr>
<tr>
<td>Back pain</td>
<td>3</td>
</tr>
<tr>
<td>Chest pain</td>
<td>8</td>
</tr>
<tr>
<td>Constipation</td>
<td>3</td>
</tr>
<tr>
<td>Cough</td>
<td>3</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>8</td>
</tr>
<tr>
<td>Dizziness</td>
<td>3</td>
</tr>
<tr>
<td>Fever</td>
<td>5</td>
</tr>
<tr>
<td>Headache</td>
<td>6</td>
</tr>
<tr>
<td>Insomnia</td>
<td>2</td>
</tr>
<tr>
<td>Malaise</td>
<td>4</td>
</tr>
<tr>
<td>Nausea</td>
<td>7</td>
</tr>
<tr>
<td>Paresthesia</td>
<td>4</td>
</tr>
<tr>
<td><strong>Overrepresented in the query logs</strong></td>
<td></td>
</tr>
<tr>
<td>Apnea</td>
<td>4</td>
</tr>
<tr>
<td>Cramps</td>
<td>2</td>
</tr>
<tr>
<td>Sleepy</td>
<td>2</td>
</tr>
<tr>
<td>Tired</td>
<td>3</td>
</tr>
<tr>
<td>Weak</td>
<td>2</td>
</tr>
<tr>
<td>Weight gain</td>
<td>6</td>
</tr>
<tr>
<td>Wound</td>
<td>2</td>
</tr>
</tbody>
</table>

^a Number of drugs in which MDADR appeared.

Correlation Between Query Log Reaction Scores of Similar Drugs

Several of the drugs we investigated are different brands of essentially the same drug. All other things being equal, we expected that patients taking 2 different brand versions of the same drug would experience similar ADRs. To evaluate this conjecture, we conducted 2 evaluations. First, we measured the Spearman correlation between the QLRS of ADRs for the multiple brand versions of the same drug. Second, we evaluated the correlation between the QLRS and AERS counts after aggregating the chi-square contingency tables for drugs that have the same generic names.

The intradrug correlation (different brands of the same drug) was, on average, 0.42 compared to 0.23 for all the other pairs of drugs (P=0.03, 1-sided rank sum test). Thus, although the ADRs are somewhat different among the near-identical drugs, the correlation is statistically significantly higher than that observed for random pairings of drugs. The imperfect correlation can be explained by several factors. First, different manufacturers may produce drugs with slight variations in inactive ingredients, coloring agents, and fillers. The change in fillers in the drug Eltroxin in Israel has been associated with a large number of patients experiencing major side effects, including changes in heart rate, dizziness, and difficulties in breathing [37]. Furthermore, there could be demographic differences between the populations taking those drugs. For example, different brand versions may be prescribed in different markets or different geographical regions. Finally, although many health care providers report that they do not employ special monitoring after switching from brand names to generic drugs, some have encountered specific ADRs caused by switching [38]. Thus, there are known differences in ADRs caused by different versions of similar drugs.

Nonetheless, the relatively high correlation between the ADRs of similar drugs provides additional supporting evidence that the ADRs discovered by QLRS are a genuine reflection of actual patient experiences.

By using RxNorm [39] we identified 30 drugs that are different brand versions of 14 generic drugs, out of the 100 drugs that we analyzed (see Multimedia Appendix 1). For example, Procrit and Eprex are 2 brand versions of the generic drug erythropoietin. This allowed us to focus the analysis on the generic component of the drug rather than the specific brand names, by computing an aggregated contingency table for all
brand name versions of the same generic drug before computing the QLRS (the AERS counts were aggregated similarly).

The resulting correlations are reported in Table 5. The values of $\rho_1$ aggregated over all the brand names of the same generic drug are significantly higher than those for individual brand names (on average, aggregated $\rho_1 = 0.62$ compared to 0.35 for individual brand names). In all 14 cases, statistically significant correlations between the QLRS and AERS counts were found. MDADRs found in the aggregated data were the same as those identified in the brand name versions of the drug in 79% of the cases.

Table 5. Spearman rank correlation ($\rho$) between the adverse drug reports (ADRs) of generic drugs as identified by query log reaction score (QLRS) and by the number of reports in the Adverse Event Reporting System (AERS), with most discordant ADRs (MDADRs) removed according to the raw report counts in AERS. The QLRS and AERS counts for the generic drugs were computed by aggregating over multiple brand names of the same generic drug. For statistically significant correlations, $P$ values are provided ($n=45$).

<table>
<thead>
<tr>
<th>Brand names</th>
<th>Generic name</th>
<th>Averaged $\rho_1$ of individual brand names</th>
<th>$\rho_1$ aggregated over all the brand names of the same generic drug</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Procrit, Eprex</td>
<td>Erythropoietin</td>
<td>0.35</td>
<td>0.72</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Neulasta, Neupogen</td>
<td>Filgrastim</td>
<td>0.43</td>
<td>0.54</td>
<td>.003</td>
</tr>
<tr>
<td>Lantus, Humalog</td>
<td>Insulin analog</td>
<td>0.43</td>
<td>0.60</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Avonex, Rebif</td>
<td>Interferon beta-1a</td>
<td>0.60</td>
<td>0.83</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>AcipHex, Pariet</td>
<td>Rabeprazole</td>
<td>0.21</td>
<td>0.53</td>
<td>.002</td>
</tr>
<tr>
<td>Protonix, Pantozol, Pantoloc</td>
<td>Pantoprazole</td>
<td>0.42</td>
<td>0.67</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>TriCor, Lipanthyl</td>
<td>Fenofibrate</td>
<td>0.40</td>
<td>0.70</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Rituxan, MabThera</td>
<td>Rituximab</td>
<td>0.31</td>
<td>0.52</td>
<td>.003</td>
</tr>
<tr>
<td>Advair, Flovent</td>
<td>Fluticasone</td>
<td>0.31</td>
<td>0.64</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Cozaar, Hyzaar</td>
<td>Losartan</td>
<td>0.42</td>
<td>0.56</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Losec, Prilosec</td>
<td>Omeprazole</td>
<td>0.27</td>
<td>0.65</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Paxil, Seroxat</td>
<td>Paroxetine</td>
<td>0.13</td>
<td>0.44</td>
<td>.002</td>
</tr>
<tr>
<td>Avandamet, Avandaryl, Avandia</td>
<td>Rosiglitazone</td>
<td>0.38</td>
<td>0.67</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Imigran, Imitrex</td>
<td>Sumatriptan</td>
<td>0.26</td>
<td>0.60</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

We attribute these findings to several reasons. First, by aggregating different brand name versions of a drug we focus on the active ingredient of the drug, which is more likely to be reported in AERS by medical personnel. Second, averaging these additional observations over multiple drugs reduces the amount of noise in the data, and thus increases the correlation with AERS. Finally, analyzing the active ingredient reduces the effect of individual manufacturing procedures and components, and thus focuses the analysis on a simpler set of chemical components, which may have a smaller set of ADRs.

**Adverse Reactions to Multiple Drugs**

Some ADRs occurred only when 2 drugs were taken concurrently or in close temporal proximity. These ADRs can be especially difficult to detect because they occur infrequently, and only in a population that takes both drugs. To this end, we extended our method to identify ADRs of pairs of drugs.

The correlation between QLRS rankings and AERS (raw counts, EBGM, and IC), for the 10 most common pairs of drugs, is shown in Table 6. These correlations are lower than those for individual drugs, but are still statistically significant using the Olkin-Pratt (DSL) fixed-effect meta-analytical approach [33] ($P<.001$; $n=10$). We believe this result is noteworthy because it may be more difficult to include in a clinical trial those patients who take multiple drugs concurrently.
Table 6. Spearman rank correlation ($\rho$) between the adverse drug reactions (ADRs) of pairs of drugs identified by query log reaction score (QLRS) and by the number of reports in the Adverse Event Reporting System (AERS), with most discordant ADRs (MDADRs) removed according to the raw report counts in AERS.

<table>
<thead>
<tr>
<th>Drug 1</th>
<th>Drug 2</th>
<th>$\rho_1$</th>
<th>$\rho_2$</th>
<th>$\rho_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risperdal</td>
<td>Seroquel</td>
<td>0.27</td>
<td>-0.08</td>
<td>-0.16</td>
</tr>
<tr>
<td>Effexor</td>
<td>Advair</td>
<td>0.28</td>
<td>-0.11</td>
<td>0.04</td>
</tr>
<tr>
<td>Zyprexa</td>
<td>Seroquel</td>
<td>0.1</td>
<td>0.15</td>
<td>-0.05</td>
</tr>
<tr>
<td>Advair</td>
<td>Lipitor</td>
<td>-0.21</td>
<td>0.05</td>
<td>0.02</td>
</tr>
<tr>
<td>Plavix</td>
<td>Lipitor</td>
<td>0.3</td>
<td>0.29</td>
<td>0.24</td>
</tr>
<tr>
<td>Lipitor</td>
<td>Effexor</td>
<td>0.14</td>
<td>-0.18</td>
<td>-0.02</td>
</tr>
<tr>
<td>Advair</td>
<td>Plavix</td>
<td>0.14</td>
<td>0.15</td>
<td>0.05</td>
</tr>
<tr>
<td>Nexium</td>
<td>Plavix</td>
<td>0.19</td>
<td>0.11</td>
<td>0.33</td>
</tr>
<tr>
<td>Seroquel</td>
<td>Effexor</td>
<td>0.32</td>
<td>0.15</td>
<td>0.11</td>
</tr>
<tr>
<td>Lipitor</td>
<td>Nexium</td>
<td>0.12</td>
<td>0.07</td>
<td>0.14</td>
</tr>
</tbody>
</table>

Based on these findings, we believe our method can also be applicable to combination products (ie, drugs that contain 2 or more active substances), if each of the active substances is marketed also as a separate drug in similar doses. We plan to extend our method to combination products in our future work, and intend to investigate whether the correlation can be increased, for example, by using nonlinear correlation measures.

In their recent work, White et al [40] used search logs to study the side effects of 1 specific drug pair, paroxetine and pravastatin, whose interaction was reported to cause hyperglycemia. Their finding confirms the utility of search logs in identifying drug interactions, which were later validated by the FDA. However, there are several key differences between their study and ours. First, the method proposed by White et al performs a direct count of symptoms, thus not taking into account seasonal and other effects handled by the QLRS method. Second, to identify queries that are indicative of hyperglycemia, White et al constructed a list of hyperglycemia-related terms manually by reviewing the relevant medical literature. In contrast, we map user queries to medical terminology in an automated way, building on query expansion methods developed in the field of information retrieval. Finally, whereas White et al only analyzed 1 particular condition (hyperglycemia) and 1 specific pair of drugs (paroxetine and pravastatin), our study was conducted on a substantially larger scale. Specifically, we automatically mined side effects of 100 top-selling drugs and their combinations, and side effects of vaccines.

**Discussion**

**Principal Findings**

Clinical trials of pharmaceutical drugs are limited in their extent owing to their prohibitively high cost and insufficient diversity among participants. On the other hand, voluntary reporting of ADRs by patients and health care professionals is limited because of the extra effort required, and because of the difficulty of linking the ADRs to the drug that caused them (especially when these ADRs have a late onset or are caused by multidrug treatments). We propose a novel, low-cost method for discovering adverse drug reactions from aggregated Web search data of large populations of Internet users. We demonstrated that our method allows analyzing the ADRs of drugs and vaccines in dramatically larger populations than typical clinical trials, and can assist in identifying ADRs that have so far eluded discovery by the existing mechanisms.

We believe our method constitutes a new, complementary approach to pharmacovigilance, because of its computational efficiency and access to vastly larger and more diverse populations. There are multiple avenues for future work. The effectiveness of our method can be validated by analyzing medical records (eg, OMOP), or by assessing its ability to predict changes in safety labels by regulatory authorities. It would also be interesting to compare the QLRS to those derived from the analysis of social media. Finally, a validation of MDADRs through clinical trials would be of significant value to validate our method. Specifically, we propose to test the MDADRs found by our method, which are underemphasized in current ADR databases (eg, AERS), in a clinical setting or through phase 4 trials. Such trials should be prioritized by the severity, volume of searches, and uniqueness of the ADRs discovered. Once verified, these MDADRs will become an important addition to the list of known ADRs of which patients are informed. Finally, quantifying the strength of the protopathic bias (if any) in our data would serve to strengthen the validity of ADRs discovered by our method.

Our work falls within the domain of infodemiology; that is, the study of Internet media to inform public health and policy [15]. Much previous work in this area has centered on detection and characterization of transient events (ie, disease outbreaks [15] and special events [40]) and the analysis of the kinds of information available to users [41,42]. Our paper is novel in that it makes use of search engine queries to identify transient events at the individual level and, more importantly, to discover associations between events [15] that eluded detection by the patients themselves or their health practitioners.

**Limitations**

The main drawback of relying on Web search data is that it is inherently noisy. It is often impossible to ascertain whether a
person searching for drugs and ADRs is doing so out of curiosity, or conducting research for himself, a relative, or even for a patient. Admittedly, Internet users comprise a biased sample of the population, and so the ADRs discovered may not be fully representative of the entire population. Nonetheless, our results suggest that the sheer size of the data alleviates these concerns, and the proposed method is able to identify adverse effects of drugs that are not captured by existing surveillance mechanisms.

Another limitation of this study is using a restricted set of symptoms expanded through the use of synonyms. Although a larger dictionary would have allowed identification of additional (and possibly rarer) ADRs, our focus on more common symptoms is likely to lead to better identification of the more common concerns to patients. Future work will focus on professionally used term dictionaries to focus on more knowledgeable patients and health providers. Another way to strengthen our results is the use of non-English search data, which will increase the volume of data (and the size of the observed population); thus, enabling the analysis of less frequent drugs and ADRs.

Finally, although this work is based on data from a large Internet search engine, it does not cover the entire population. However, privacy concerns preclude conducting our analysis across search engines, as the latter never share information about their users. Nevertheless, given the sheer number of users whose data was analyzed in the study (176 million, which is especially notable compared to most other pharmacovigilance studies), we believe our findings are still significant. It should also be emphasized that QLRS discovers ADRs via aggregating queries across multiple users and query sessions. Consequently, the output of our method comes in the form of a list of newly discovered ADRs for each drug, and does not include any private, personal, or user-specific data whatsoever.

Conclusions
Our approach is mostly language-independent except for the initial list of symptoms [20], and obtaining the latter from non-English versions of Wikipedia will allow one to apply the method to additional languages, markets, and populations. Extending the coverage is particularly important for studying rare events, such as ADRs in patients who take many prescription drugs. Computational pharmacovigilance, which uses observational data such as Web search query logs, is complementary to the existing data collection mechanisms, and the ADRs it identifies should be considered as candidates for further investigation.
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Abstract

Background: Increasing an individual’s awareness and understanding of their dietary habits and reasons for eating may help facilitate positive dietary changes. Mobile technologies allow individuals to record diet-related behavior in real time from any location; however, the most popular software applications lack empirical evidence supporting their efficacy as health promotion tools.

Objective: The purpose of this study was to test the feasibility and acceptability of a popular social media software application (Twitter) to capture young adults’ dietary behavior and reasons for eating. A secondary aim was to visualize data from Twitter using a novel analytic tool designed to help identify relationships among dietary behaviors, reasons for eating, and contextual factors.

Methods: Participants were trained to record all food and beverages consumed over 3 consecutive days (2 weekdays and 1 weekend day) using their mobile device’s native Twitter application. A list of 24 hashtags (#) representing food groups and reasons for eating were provided to participants to guide reporting (eg, #protein, #mood). Participants were encouraged to annotate hashtags with contextual information using photos, text, and links. User experience was assessed through a combination of email reports of technical challenges and a 9-item exit survey. Participant data were captured from the public Twitter stream, and frequency of hashtag occurrence and co-occurrence were determined. Contextual data were further parsed and qualitatively analyzed. A frequency matrix was constructed to identify food and behavior hashtags that co-occurred. These relationships were visualized using GMap algorithmic mapping software.

Results: A total of 50 adults completed the study. In all, 773 tweets including 2862 hashtags (1756 foods and 1106 reasons for eating) were reported. Frequently reported food groups were #grains (n=365 tweets), #dairy (n=221), and #protein (n=307). The most frequently cited reasons for eating were #social (activity) (n=122), #taste (n=146), and #convenience (n=173). Participants used a combination of study-provided hash tags and their own hash tags to describe behavior. Most rated Twitter as easy to use for the purpose of reporting diet-related behavior. “Maps” of hash tag occurrences and co-occurrences were developed that suggested time-varying diet and behavior patterns.

Conclusions: Twitter combined with an analytical software tool provides a method for capturing real-time food consumption and diet-related behavior. Data visualization may provide a method to identify relationships between dietary and behavioral factors. These findings will inform the design of a study exploring the use of social media and data visualization to identify
relationships between food consumption, reasons for engaging in specific food-related behaviors, relevant contextual factors, and weight and health statuses in diverse populations.


KEYWORDS
dietary behavior; data visualization; social media; mobile health; mHealth

Introduction

The high prevalence of obesity continues to be a major public health challenge in the United States [1], contributing to increased incidence of weight-related comorbidities (eg cancer, type 2 diabetes, cardiovascular disease) and early mortality [2]. The societal burden of obesity is substantial, including loss of productivity, increased health care costs, and decreased quality of life [3]. Collectively, these economic and social costs significantly threaten the stability of our society.

The dramatic increase in obesity over the past 3 decades is attributed to a mismatch between humans’ evolved physiology and the contemporary environment, characterized by an abundance of high-calorie foods with few opportunities for equivalent energy expenditure [4]. Within this obesogenic environment, individuals must exert a significant and sustained level of self-regulation to avoid weight gain.

It has been suggested that an overall increased availability of calories (and subsequent increased energy intake) can explain a significant proportion of the increase in obesity prevalence at the population level [5]. Data from nationally representative diet and health behavior surveys (Nationwide Food Consumption Survey, 1977-78; the Continuing Survey of Food Intakes of Individuals, 1989-91; and the National Health and Nutrition Examination Surveys, 1994-98 and 2003-06) suggest that increases in energy intake over the past 30 years may be attributed to an increased frequency of eating and drinking occasions (in particular, snacking occasions) and larger portion sizes [5]. These 2 dietary behaviors represent specific and modifiable intervention targets, whereby excess energy intake may be reduced and excess weight gain prevented if strategic reductions are achieved.

Despite extensive evidence-based dietary guidance directed at consumers (eg, Healthy People 2010 and the Dietary Guidelines [6,7]), implementation of healthy lifestyle habits by Americans remains lacking [8]. Nutrition education research has established that knowledge about healthy eating is necessary but not sufficient to change behavior [9]. Qualitative and quantitative studies of eating behavior have confirmed that decisions around eating behavior are often unconscious and based on established habits [10]. As a result, dietary choices are often reactively determined by where, when, and with whom an individual eats rather than a product of conscious planning. Given the disproportionate availability of unhealthy compared to healthy foods, there is a high probability that the most readily available foods are not low calorie or nutrient-dense choices.

In the midst of this Information Age [11], the rapid advent of wireless technologies has already begun to revolutionize personal health. The number of smartphone users is increasing and wireless devices are rapidly expected to become the number one way by which consumers will access information and resources on the World Wide Web [11]. This rise of mobile health devices and software applications is projected to continue well into the next 5 years, wherein over 80% of wireless device purchases in 2016 will be for systems to monitor and improve health [12]. The ubiquity of mobile device ownership [13] has placed the power to influence health directly into the hands of consumers, including the ability to record and access personalized health information continuously, in real time, and from any location. At the same time, ready access to the large amounts of data collected through mobile devices and applications remains one of the greatest challenges facing the utility of mobile health (mHealth). The use of mobile devices and the resultant big data to influence health behavior change can only be realized if the data are translated into easily understood and actionable steps in real life. Mobile interfaces which provide users with access to their own data in ways that will help them to make optimal choices for their age, life stage, location, culture, beliefs, and resources is a critical—and often overlooked—aspect of existing mHealth applications.

Despite a large number of software applications available in mobile devices (iOS, Android, Microsoft, and BlackBerry) to help individuals track eating behavior and make healthy food choices, most lack empirical data supporting their utility as health promotion tools. In addition, commercial applications often use proprietary methods of calculating energy intake/expenditure or restrict the type and amount of data that are collected and provided to the individual user which may obscure critical information from the user and perpetuate misinformation about dietary behaviors, nutrition, and health.

Changing a pattern of established behavior—particularly diet—is a complex process, and barriers to engaging in and maintaining dietary behavior change are well documented [14]. Extensive research suggests that eliminating an undesirable behavior does not involve unlearning, but rather new learning, and the physical environment and social context in which learning takes place (eg, emotions, time) will influence the learning process [15]. Thus, strategies designed to help individuals engage in and maintain changes in dietary behavior should acknowledge and address this complexity, providing critical information and feedback when most needed, including when, where, and with whom food choices and eating behaviors are occurring. A first step toward understanding the complexity of eating behavior is developing and testing a method to capture these critical data.

Therefore, the purpose of this study was to test the feasibility and acceptability (including usability) of a popular and free social media application (Twitter) to capture food and beverage consumption behavior and reasons for eating over 3 days in a
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group of young adults. A secondary aim was to capture and analyze user data from Twitter using a novel analytic tool, and visualize these data using behavioral maps to identify patterns in intake and behavior, and potential relationships between foods and contextual factors.

We posited that by tracking typical dietary choices and reasons for making food-related decisions simultaneously and in real time, relationships between these factors would emerge, and the addition of contextual factors, such as when, where, and with whom a person eats, would enrich these data providing additional information related to diet quality and potential mediators of dietary behavior.

Methods

Design, Participants, Recruitment, and Setting

Fifty adults were recruited from the University of Arizona between February and April 2012. Recruitment activities consisted of email advertisements sent to undergraduate listservs and announcements in undergraduate and graduate student classes. Inclusion criteria for the study included ownership of a Web-enabled mobile phone or smartphone, willingness to use a study-designated Twitter account for all study activities, and age older than 18 years at time of enrollment.

Respondents were invited to attend information sessions at the University of Arizona’s Department of Nutritional Sciences and informed consent was obtained from those who were interested and eligible. Participants were provided instructions on how to access Twitter and activate a study Twitter account using a nonidentifiable study-assigned Twitter handle, and assigned a study orientation date.

Procedures

During the 1-hour study orientation session, participants were trained to use Twitter to record all food and beverages consumed over 2 weekdays and 1 weekend day, and their reasons for choosing these foods and beverages. Participants were asked to report these data using hashtags (#), Twitter’s electronic shorthand that is used to describe people, places, and things in a consistent manner. A list of 24 hashtags plus examples were provided to guide reporting and categorization of foods and reasons for eating. The list was informed by nomenclature used to describe food groups in nutrition education materials developed by the US Department of Agriculture (ie, the ChooseMyPlate) and reasons for eating commonly reported in the behavioral literature [16]. Additionally, participants were instructed to annotate hashtags with descriptive information (eg, short phrases, photos, or links) to provide additional information about where, when, why, and with whom specific diet behaviors occurred.

Following the orientation session, participants recorded their diet and reasons for eating for 3 consecutive days using their study-provided username and password and their mobile phone’s native Twitter application. All subsequent Twitter messages (tweets) were visible on the public Twitter stream, but authors were not identifiable.

The usability and acceptability of this approach was evaluated using a comprehensive evaluation approach that involved 2 complementary methods [17], real-time feedback from participants who were encouraged to email the study coordinator with technical problems or questions during the 3 days, combined with a 9-item exit survey that evaluated acceptability (satisfaction) of the experience after completion of data collection (see Multimedia Appendix 1). Survey responses were collected using SurveyMonkey [7], a commercially available Web-based service. Questions included participant preferences regarding Twitter access (ie, mobile platform vs desktop interface) and an overall rating of the application’s usability (eg, how easy/difficult it was to record their food intake using the application). Participants were also asked whether they felt adequately trained to use the application within the context of the study, and how—if at all—they would like to see the results of their tracking displayed. Participants were provided US $20 cash incentive upon completion of the exit survey. Permission to conduct the study was obtained from the Institutional Review Board at the University of Arizona.

Data Analysis

Participant data were downloaded from the public Twitter stream using a novel Web-based data capture application (ViBE), developed specifically to identify and retrieve data from Twitter. For each participant, ViBE automatically calculates the frequency of hashtag occurrences in the Twitter stream during the designated study period, as well as the frequency of co-occurrences with other hashtags. Occurrence and co-occurrence data were merged and compiled as a normalized matrix. The matrix was exported from ViBE and visually processed using the algorithmic framework of GMap 1988 version 2.29.0 (AT&T Research) as a complete edge-weighted graph in which the Twitter hashtags and their matrix values correspond to the vertices and edge weights of the graph, respectively (see Multimedia Appendix 2). Co-occurrences are displayed on the resulting graph or map as adjoining “countries.”

The canonical map was produced by GMap [17,18], included with the Graphviz [19,20] graph visualization software (AT&T Research), which is an intuitive visualization of the relationships between patterns of foods and beverages consumed, and diet-related behaviors. GMap maps have been used for a variety of behavioral applications, including understanding purchasing of Amazon.com consumers [17]. Using these maps, users are able to see behavioral patterns and infer relationships. GMap has been further augmented by AT&T Research to handle streaming feeds from Twitter [21] and addresses the challenge of real-time data collection and visualization [22].

Results

Feasibility

All participants were able to use Twitter and the study-provided list of hashtags to report their food and beverage intake and related dietary behaviors for 3 consecutive days. A total of 773 tweets containing 2862 hashtags were reported (1756 food-related hashtags and 1106 reasons for eating hashtags). The 3 most frequently reported food-related hashtags were #grains (21%), #protein (17%), and #dairy (13%), whereas the
most frequently reported reasons for eating were #convenience (16%), #taste (13%), and #social (11%) (Figures 1 and 2). A total of 164 errors in hashtag spelling were observed (141 food-related hashtags and 23 behavioral hashtags were misspelled). In addition, participants also created 30 of their own hashtags (which were reported 40 times during the course of the study: see Table 1).

Data Visualization

The ViBE software was used to retrieve data from Twitter and determine the frequency of occurrences and co-occurrences. This matrix was imported into the GMap software platform, and several canonical maps (Figures 3 and 5) were produced. The most frequently co-occurring hash tags were clustered into “countries” designated by a unique color. The data were separated into 4-hour time increments (6 am-10 am, 10 am-2 pm, 2 pm-6 pm, 6 pm-10 pm, 10 pm-2 am, and 2 am-6 am), and frequency of hashtag occurrence by time of day was explored over 24 hours. Frequency of hash tag reporting during 4-hour time blocks are represented by the intensity of color, in which darker colors represent more frequent hashtag reporting (Figures 4 and 6). The most active reporting periods were observed between 2 pm and 6 am (92% of all tweets).

Acceptability

During the 3-day data collection period, 3 of 50 participants contacted the study coordinator via email and Twitter to receive help on classifying specific foods (2 questions), and constructing a hashtag that involved spaces (1 question). Additional survey data was collected from participants upon completion that suggested the Twitter platform was well received by participants overall. There was ambiguity regarding the use of several hash tags (eg, #appearance, which participants interpreted as either a person’s appearance or the food’s appearance). Participants also suggested that the ability to add their own hashtags should be an option to more precisely describe food choices and reasons for eating.

Of the 50 participants, 56% used only their mobile phones to access Twitter, 8% used their desktop or laptop computer, and 36% used a combination of mobile phone and desktop or laptop computer. Most participants who used both methods preferred the mobile phone to the computer. Although 73% (38/50) rated Twitter as very easy to use, 10% (5/50) reported that the 140-character limit imposed by the application made it a challenge to accurately report foods and reasons for eating. Many participants 36% (8/50) described the use of Twitter to record diet and behavior as a positive experience. Six participants (12%) recommended increasing the study duration to obtain a more comprehensive summary of their food intake and related dietary behavior, and 18 participants (36%) also commented about providing feedback to users about diet quality and suggestions on how to improve diet quality.

Figure 1. Frequency and timing of food hashtags over a 24-hour time period.
Figure 2. Frequency and timing of behavior hashtags over a 24-hour time period.
Table 1. Frequency of hashtags reported by participants (50 participants over 3 consecutive days).

<table>
<thead>
<tr>
<th>Hashtags</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Study-provided</strong></td>
<td></td>
</tr>
<tr>
<td>Food-related</td>
<td></td>
</tr>
<tr>
<td>#alcohol</td>
<td>41</td>
</tr>
<tr>
<td>#beverage</td>
<td>198</td>
</tr>
<tr>
<td>#dairy</td>
<td>221</td>
</tr>
<tr>
<td>#fat</td>
<td>174</td>
</tr>
<tr>
<td>#fruit</td>
<td>131</td>
</tr>
<tr>
<td>#grains</td>
<td>365</td>
</tr>
<tr>
<td>#protein</td>
<td>307</td>
</tr>
<tr>
<td>#sweets</td>
<td>150</td>
</tr>
<tr>
<td>#vegetable</td>
<td>169</td>
</tr>
<tr>
<td>Behavior-related</td>
<td></td>
</tr>
<tr>
<td>#appearance</td>
<td>5</td>
</tr>
<tr>
<td>#boredom</td>
<td>0</td>
</tr>
<tr>
<td>#convenience</td>
<td>173</td>
</tr>
<tr>
<td>#cost</td>
<td>68</td>
</tr>
<tr>
<td>#culture</td>
<td>14</td>
</tr>
<tr>
<td>#health</td>
<td>94</td>
</tr>
<tr>
<td>#hunger</td>
<td>120</td>
</tr>
<tr>
<td>#location</td>
<td>79</td>
</tr>
<tr>
<td>#mood</td>
<td>103</td>
</tr>
<tr>
<td>#performance</td>
<td>30</td>
</tr>
<tr>
<td>#preference</td>
<td>41</td>
</tr>
<tr>
<td>#social</td>
<td>122</td>
</tr>
<tr>
<td>#taste</td>
<td>146</td>
</tr>
<tr>
<td>#time</td>
<td>109</td>
</tr>
<tr>
<td>#weather</td>
<td>2</td>
</tr>
<tr>
<td><strong>Participant-generated</strong></td>
<td></td>
</tr>
<tr>
<td>Food-related</td>
<td></td>
</tr>
<tr>
<td>#bread</td>
<td>1</td>
</tr>
<tr>
<td>#butter</td>
<td>1</td>
</tr>
<tr>
<td>#carbohydrates</td>
<td>2</td>
</tr>
<tr>
<td>#carbs</td>
<td>4</td>
</tr>
<tr>
<td>#coffee</td>
<td>1</td>
</tr>
<tr>
<td>#lotsoffat</td>
<td>1</td>
</tr>
<tr>
<td>#meat</td>
<td>4</td>
</tr>
<tr>
<td>#meats</td>
<td>1</td>
</tr>
<tr>
<td>Behavior-related</td>
<td></td>
</tr>
<tr>
<td>Hashtags</td>
<td>Frequency</td>
</tr>
<tr>
<td>---------------------------------------</td>
<td>-----------</td>
</tr>
<tr>
<td>#2</td>
<td>1</td>
</tr>
<tr>
<td>#3-</td>
<td>1</td>
</tr>
<tr>
<td>#aapl</td>
<td>1</td>
</tr>
<tr>
<td>#breakfast</td>
<td>1</td>
</tr>
<tr>
<td>#comfort</td>
<td>1</td>
</tr>
<tr>
<td>#craving</td>
<td>2</td>
</tr>
<tr>
<td>#easy</td>
<td>1</td>
</tr>
<tr>
<td>#feed</td>
<td>1</td>
</tr>
<tr>
<td>#friend</td>
<td>1</td>
</tr>
<tr>
<td>#goingtofeelitinthemorning</td>
<td>1</td>
</tr>
<tr>
<td>#habit</td>
<td>2</td>
</tr>
<tr>
<td>#happy</td>
<td>1</td>
</tr>
<tr>
<td>#healthy</td>
<td>2</td>
</tr>
<tr>
<td>#home</td>
<td>1</td>
</tr>
<tr>
<td>#leftovers</td>
<td>1</td>
</tr>
<tr>
<td>#lunch</td>
<td>1</td>
</tr>
<tr>
<td>#price</td>
<td>1</td>
</tr>
<tr>
<td>#random</td>
<td>1</td>
</tr>
<tr>
<td>#still</td>
<td>1</td>
</tr>
<tr>
<td>#test</td>
<td>1</td>
</tr>
<tr>
<td>#timeegg</td>
<td>1</td>
</tr>
<tr>
<td>#vibestudy</td>
<td>1</td>
</tr>
</tbody>
</table>
Figure 3. Study-generated data collected were transformed into a co-occurrence matrix and then applied to a visually representative map. Common co-occurrence hashtags placed in a country denoted by different colors on the map. Frequency of hashtags is also shown with centrally located countries contributing to higher frequencies and peripheral countries contributing to lower frequencies of hashtags.
Figure 4. Heat maps showing frequencies throughout a 24-hour time period for study-generated data are shown. Higher frequencies are displayed with a darker blue hue, whereas progressively lower frequencies are lighter in blue. White coloration refers to little to no frequency activity.
Figure 5. Study-generated hash-tags over a 24-hour time period. Study-generated data collected were transformed into a co-occurrence matrix and then applied to a visually representative map. Common co-occurrence hashtags placed in a country denoted by different colors on the map. Frequency of hashtags is also shown with centrally located countries contributing to higher frequencies and peripheral countries contributing to lower frequencies of hashtags.
Figure 6. Study-generated hashtags over a 24-hour time period. Heat maps showing frequencies throughout a 24-hour time period for study-generated data are shown. Higher frequencies are displayed with a darker blue hue, whereas progressively lower frequencies are lighter in blue. White coloration refers to little to no frequency activity.
Figure 7. Study-generated and participant-provided hash tags over a 24-hour time period. Study-generated and participant-provided data collected were transformed into a co-occurrence matrix and then applied to a visually representative map. Common co-occurrence hashtags placed in a country denoted by different colors on the map. Frequency of hashtags is also shown with centrally located countries contributing to higher frequencies and peripheral countries contributing to lower frequencies of hashtags.
Figure 8. Study-generated and participant-provided hash tags over a 24-hour time period. Heat maps showing frequencies throughout a 24-hour time period are shown for study-generated and participant-provided data. Higher frequencies are displayed with a darker blue hue, whereas progressively lower frequencies are lighter in blue. White coloration refers to little to no frequency activity.
Discussion

Principal Findings
This study demonstrates that Twitter is a feasible and acceptable method for capturing real-time dietary intake and behavior, and that the resulting data can be used to visualize relationships between food consumption and reasons for engaging in these behaviors. This approach represents a novel method for collecting and characterizing dietary and behavioral data. In addition, this study demonstrates the capacity to visualize dietary behaviors using maps as well as adding valuable contextual dimensions, such as time of day and location. Identification of patterns of behavior and relationships between behaviors and time are important factors in understanding and creating strategies to influence established patterns of behavior, such as diet.

In the future, additional parameters could be integrated into heat maps to further enhance the visualizations, eg, phenotype, genotype, or sociodemographic data. Further illustrating the defining characteristics of a population will increase understanding of relationships between nutrition and health and disease states.

Our approach has utility for health interventions. Using these data collection and visualization techniques, data from individuals could be co-located on a map with others, leading to identification of common characteristics. As an example, tweets from a specified body mass index (BMI), such as those with a BMI greater than 25 could be color-coded and then compared to those with a BMI less than 25. An individual could see where their tweets appear on the map, the foods and behaviors associated with this location, and how they compare to others with similar or different characteristics. This could be a powerful tool for self-realization, identifying like-minded individuals to provide social or group support, or finding dissimilar groups who represent a goal likeness and exhibit specific behaviors around which goal setting could occur. Inclusion of additional parameters could also inform the design of tailored messages sent to the participant as part of specific interventions targeting at-risk individuals or groups [23,24].

The novel use of Twitter and subsequent data visualization can provide individuals and groups with what consumers of health information have come to expect from mobile health software and health information delivery—immediate, personalized, and participatory information. Twitter was chosen, in part, because it allows tweets from third-party applications (eg, from a range of mobile phone platforms) to be accepted and displayed. The personalized nature of our platform has the capacity to deliver specific and tailored interventions to individuals based on a number of complex and interrelated characteristics. The Twitter format allows for easy 2-way communication, facilitating informal interactions between individuals (eg, clinician-patient or participant-participant). The significant amounts of real-time data collected through this system could also be used to design disease prevention interventions based on predictive algorithms.

The existing social media infrastructure provided by Twitter could also be capitalized upon if and when more social and group interactions are incorporated into the process. The use of online social forums for disease prevention and health promotion activities has demonstrated utility in supporting health behavior change [25]. However, creating an appropriate environment for health behavior change through Twitter must be considered. Research suggests that as a delivery platform, the success of Twitter as a health behavior tool may be enhanced with the inclusion of tailored messaging that directly targets the individual [26,27]. We are currently incorporating this facet into our iPhone application.

A secondary objective of this study was to evaluate the acceptability of this method to collect dietary data. Participants indicated they would like to see their own data presented in a graph or similar format. Participants also wanted the ability to track their intake and reasons for eating over a longer duration to discern trends. Many users indicated that the most problematic part of the overall experience was remembering to use the study-provided list of hashtags. In this study, misspellings accounted for a small but important percentage of hashtags. This challenge has already been resolved through a feature on our iPhone application that provides participants with a list to choose from, thus eliminating need for manual entry of data.

Limitations
A technical limitation of our study was fragmentation in canonical maps (wherein countries of a similar color were scattered across the map instead of grouped together as a solitary country). This was a software limitation caused by our limited sample size (several thousand rather than several million observations, which the GMap software is capable of), and can be resolved with a larger number of observations.

Another potential limitation was the possibility that our participants had previous experience (and comfort) using Twitter. College-age individuals use Twitter more frequently than the general public (25% vs 8% in the US population). [13]. However, 25% is still relatively low; therefore, training was provided to all participants prior to data collection to insure everyone was equally capable and comfortable collecting and posting information using Twitter.

To increase usability, we have built our own custom iOS application to simplify the reporting process. Using our application, an individual has only to click once to input the appropriate hashtag. We plan to test the application to establish the evidence necessary to optimize design and demonstrate generalizability. As smartphone ownership and social media use is projected to continue to increase, we do not anticipate that participants outside college age will have major challenges using our application or approach. However, additional studies are needed to verify this.

Conclusions
Our findings suggest that the use of Twitter combined with a novel method of data visualization can provide a tool for identifying patterns in and relationships between food and reasons for eating, as well as additional parameters of interest (eg, temporal trends). Future research will establish the efficacy of this method in diverse populations, building the evidence base for mobile-inspired approaches to diet- and health-related...
behavior change for preventing obesity and optimizing population health.
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Abstract

Background: Our health care system faces major threats as the number of people with multiple chronic conditions rises dramatically.

Objective: To study the use of Online Health Communities (OHCs) as a tool to facilitate high-quality and affordable health care for future generations.

Methods: OHCs are Internet-based platforms that unite either a group of patients, a group of professionals, or a mixture of both. Members interact using modern communication technologies such as blogs, chats, forums, and wikis. We illustrate the use of OHCs for ParkinsonNet, a professional network for Parkinson disease whose participants—both patients and professionals—use various types of OHCs to deliver patient-centered care.

Results: We discuss several potential applications in clinical practice. First, due to rapid advances in medical knowledge, many health professionals lack sufficient expertise to address the complex health care needs of chronic patients. OHCs can be used to share experiences, exchange knowledge, and increase disease-specific expertise. Second, current health care delivery is fragmented, as many patients acquire relationships with multiple professionals and institutions. OHCs can bridge geographical distances and enable interdisciplinary collaboration across institutions and traditional echelons. Third, chronic patients lack adequate tools to self-manage their disease. OHCs can be used to actively engage and empower patients in their health care process and to tailor care to their individual needs. Personal health communities of individual patients offer unique opportunities to store all medical information in one central place, while allowing transparent communication across all members of each patient’s health care team.

Conclusions: OHCs are a powerful tool to address some of the challenges chronic care faces today. OHCs help to facilitate communication among professionals and patients and support coordination of care across traditional echelons, which does not happen spontaneously in busy practice.
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Introduction

Background
Our health care system faces major threats. Western societies age rapidly, and as a consequence, the prevalence of people with multiple chronic conditions rises dramatically [1]. Moreover, the number of patients with complex health care needs outpaces the number of professionals with sufficient knowledge and skills to adequately care for these people [2]. Finally, health care threatens to become unaffordable due to overtreatment and costly medical advancements [3,4]. To guarantee quality and affordable health care for future generations, innovations are needed [5]. In this paper, we discuss the use of Online Health Communities (OHCs) as a tool to address some of the above challenges. We illustrate the use of OHCs for ParkinsonNet, a professional network for Parkinson disease (PD), whose participants—both patients and professionals—use various types of OHCs to deliver patient-centered care [6,7].

ParkinsonNet consists of regional allied health networks for PD in the catchment areas of Dutch hospitals. Within each network, a selected number of expert therapists are trained according to evidence-based guidelines. Neurologists are stimulated to refer PD patients to these skilled professionals. Additionally, the concept has nationwide coverage in the Netherlands with 66 regional networks and 2400 physicians, nurses, physical therapists, occupational therapists, speech-language pathologists, and dieticians involved. ParkinsonNet was developed to improve the quality of PD care delivered by allied health professionals. The implementation of ParkinsonNet has shown a profound reduction in health care utilization and costs [6]. Participants increased their PD-specific knowledge, improved the adherence to guideline recommendations, and treated a higher volume of patients per year [7].

Online Health Communities
Platforms using social media technologies, such as Wikipedia, Facebook, LinkedIn, YouTube, and Twitter, have become extremely popular among millions of people worldwide. These tools have brought new possibilities for co-creation and communication between individuals with minimal time and cost restrictions [8]. It seems logical to apply elements of this revolution to health care. As such, social network technologies provide an Internet-based platform for communication about health and disease, for sharing care experiences, and to increase medical knowledge [9,10]. By echoing Web 2.0 principles into health care, we could help patients become active participants in their own care and more engaged partners for health professionals [11]. Moreover, Internet-based contacts are a way to expand the possibilities for communication outside the few scheduled face-to-face hospital consultations [12].

One specific example are OHCs, which consist of an Internet-based platform that unites groups of individuals with a shared goal or similar interest regardless of their whereabouts [13]. Such a group could include patients with a particular condition (eg, patients with diabetes mellitus type II), a group of professionals with a shared medical interest (eg, diabetologists), or a mixture of both patients and professionals. Members might know each other from the “real” physical world, but the strength of OHCs is their potential to connect members who would otherwise never have met because of geographical distances. Within OHCs, members interact easily using modern communication technologies such as blogs, chats, forums, and wikis (Textbox 1, an illustrative example is PatientsLikeMe, an online platform for patients with life-changing conditions who share their experiences and medical data with other patients paired for clinical conditions and geographical characteristics. This platform provides generic solutions to acquire medical information and peer support for different patient groups [14]. PatientsLikeMe is currently being used by PD patients who quantify and self-report their disease symptoms on a regular basis. These data provide health professionals with new insight into variations in symptom severity and understanding about the disease progression in PD [15].

Platforms using OHC principles are utilized by patients from various ages. Moreover, the Health and Welfare Information Portal (ZWIP) combines an electronic health record with a communication tool aiming to improve care for frail, older people. ZWIP potentially enhances patient involvement, coordination of care and collaboration among professionals [16]. Furthermore, OHCs are utilized in Dutch fertility care. Young couples gain access to their medical records containing general and personal information and communication tools with peers and their local health care team [17].

Textbox 1. Social media applications within an online health community.

Blog: a blog is a series of messages published in reverse chronological order written by one of the community members (eg, scientific developments or personal care experiences).
Chat: a chat is a real-time conversation with other community members.
Forum: a forum is used for asynchronous communication with other community members (eg, patients can put questions to professionals or peers).
Library: where documents are shared with all community members (eg, information pamphlets, newsletters, scientific articles, and guidelines).
Wiki: an application within a community where all members are allowed to adapt a certain document (eg, an address list or information pamphlet).

Open and Closed Communities
OHCs can be classified into open and closed communities based on the accessibility of the community content. The content of open OHCs can be accessed by anyone, all members are allowed to contribute to its content, and all information that is generated is openly accessible to anyone. Within a closed OHC, the content is visible to community members only. Members are allowed to make an active contribution after a community manager, that is, an individual who leads the community, has granted them access. The platform described in this paper is
utilized by several patient groups in the field of PD, dermatology, stroke, MS, rheumatoid arthritis, fertility and cancer care [18].

Open Parkinson Communities

The Parkinson community is an open community for all people interested in PD. Members are PD patients, caregivers, and health professionals. Table 1 shows the different social media applications used within this community. Patients use the community forum for online peer support and discussions with health professionals. Often, fellow patients provide useful answers, which may alleviate the pressure on health professionals. In an open community for breast cancer patients, incorrect answers were rapidly corrected by other members [19]. A striking feature is the wiki, which, with the help of several community members, is developing into a national encyclopedia for PD.

Closed Parkinson Communities

The ParkinsonNet community is used to facilitate communication and collaboration between health professionals involved in the treatment of PD patients and is accessible to ParkinsonNet professionals only (Figure 1). After verifying the ParkinsonNet membership, the community manager grants access. The community forum has been divided into separate discussions for physical, speech, and occupational therapists, and for interdisciplinary consultation. Other applications include the community blog, where members are informed about ongoing education and guidelines; the wiki, containing an up-to-date address list of all ParkinsonNet professionals; and the community library, used for sharing presentations of multidisciplinary team meetings.

Another example is the closed community of an outpatient Parkinson clinic, which is accessible only to patients visiting the clinic and to health professionals who work there (Table 1). A distinctive feature of this community is the combination of online patient-provider and peer-to-peer communication integrated into one and the same community with both patients and health professionals from the same clinic involved. In our Parkinson center, we run such an OHC as a service to both our patients and the members of our multidisciplinary health care team. Access is restricted and controlled—to become a member, patients must first send a formal membership request. After verifying the patient identification number, the community manager grants access.

The community blog contains information about the treatment facilities that are available at our center. Within the community forum, patients are provided with facilities for communication with fellow patients and the health care team. Future patients benefit from previous discussions, which remain visible unless patients wish this to be removed. This OHC does not offer individually tailored information because the exchange of information is not private and can be seen by all members. This community type has proved to fill the gap between patients’ needs and the support our clinic can offer [18].

Some of our patients are both members of the closed outpatient Parkinson clinic and the open Parkinson community. These patients have the opportunity to ask questions on both forums. Items in the outpatient clinic are more likely to involve questions to our medical team and facts, for example, treatment options in our clinic, whereas the open national forum is more likely to contain peer contact, care experiences, and opinions.

Personal Health Communities for Parkinson Disease

A Personal Health Community (PHC) is a private community governed by individual PD patients. Apart from the patient, participants include one or more (ideally all) health professionals involved in the care process, and the immediate caregiver. The patient is the owner of the community and decides who is granted access to the community. The immediate caregiver can act as community manager if the patient is unwilling or unable to do so. Once gathered, the patient and the health care team exchange information and communicate about individual health problems. Like an electronic patient record, PHCs offer the opportunity to store all medical information in one central place, while allowing transparent communication across members of the health care team. Hereby, the patient is in the lead as an active and equal partner who contributes to his own health.

PHCs differ from other OHCs in two ways. First, PHC functionalities are customized and used in a different way. The blogging feature is used as a diary to inform other members about, eg, side effects of anti-Parkinson medication, the forum for online consultation of health professionals, the library to store medical information, and the wiki as a specific medical document, like a medication scheme or treatment overview. A second difference is “two-way authentication”, which adds an extra layer of security to the PHC. Patients have to enter their username, password, and a security code sent to their mobile phone.

Active Users

The following definition of active user is applied on our platform: “The total number of users who performed at least one activity for a given day. Activities include: blog posts, blog comments, forum posts, forum replies, library uploads, library downloads, new wiki pages, wiki revisions, wiki comments, joining a group, subscribing to content or rating a post” [20]. Table 1 shows that over a 12-month period, 54% of the Parkinson and ParkinsonNet community members generated new content or posted a comment. Other participants may have visited the community, albeit without an active contribution.
Figure 1. Schematic overview of the closed ParkinsonNet community.
The community manager of an outpatient Parkinson clinic is usually a local PD nurse specialist. PD nurse specialists are key practitioners when it comes to the coordination of care, patient education, and emotional support [21]. However, the community manager appointed in our clinic is a marketing and communication expert. The community manager distributes posters, information pamphlets, and “business cards” to patients and health professionals. The information pamphlet, which is available in every doctor’s office, contains information about the aim of the community, login procedures, and social media applications within the OHC. Other tasks of the community manager include management and maintenance of the community members’ database, generation of content, motivation of health professionals and patients to participate, and monitoring of the expert forum. Recently, the first 10 PD patients received training on navigation through the online outpatient clinic.

The community manager of the ParkinsonNet community is a marketing and communication expert as well. She visited all 66 regional ParkinsonNet networks to educate health professionals about OHCs. ParkinsonNet professionals are urged to enroll in the ParkinsonNet community as part of their membership. Currently, the ParkinsonNet community is the main source of information for the professionals in the network.

### Methods

#### Implementation Strategy

Implementation of OHCs in clinical practice takes a collective effort of all health professionals involved. However, the community manager plays a vital role during the implementation and maintenance of all OHCs. The community manager of an outpatient Parkinson clinic is usually a local PD nurse specialist. PD nurse specialists are key practitioners when it comes to the coordination of care, patient education, and emotional support [21]. However, the community manager appointed in our clinic is a marketing and communication expert. The community manager distributes posters, information pamphlets, and “business cards” to patients and health professionals. The information pamphlet, which is available in every doctor’s office, contains information about the aim of the community, login procedures, and social media applications within the OHC. Other tasks of the community manager include management and maintenance of the community members’ database, generation of content, motivation of health professionals and patients to participate, and monitoring of the expert forum. Recently, the first 10 PD patients received training on navigation through the online outpatient clinic.

The community manager of the ParkinsonNet community is a marketing and communication expert as well. She visited all 66 regional ParkinsonNet networks to educate health professionals about OHCs. ParkinsonNet professionals are urged to enroll in the ParkinsonNet community as part of their membership. Currently, the ParkinsonNet community is the main source of information for the professionals in the network.

### Table 1. Social media applications and members of the Parkinson communities.

<table>
<thead>
<tr>
<th>Community type</th>
<th>Parkinson community</th>
<th>ParkinsonNet community</th>
<th>Outpatient Parkinson clinic</th>
<th>Personal health community</th>
</tr>
</thead>
<tbody>
<tr>
<td>Info</td>
<td>A national community for people interested in PD for peer-to-peer contact and patient-professional interaction</td>
<td>Transmural community for ParkinsonNet expert therapists for online professional interaction</td>
<td>Intramural community of an outpatient Parkinson clinic</td>
<td>A private electronic patient record of individual patients to allow personalized medicine</td>
</tr>
<tr>
<td>Members</td>
<td>PD patients, caregivers and health professionals 1190 (Dec. 31, 2012) 1224 (Jan. 31, 2013)</td>
<td>ParkinsonNet health professionals</td>
<td>The multidisciplinary health care team and PD patients visiting the Parkinson clinic</td>
<td>One PD patient, his caregiver and health professionals involved (e.g., physical therapist, neurologists, PCP) 147 patients 78 professionals (Jan. 31, 2013)</td>
</tr>
<tr>
<td>Active users</td>
<td>2012: 646 (54%) Recent month: 83 (7%)</td>
<td>2012: 737 (54%) Recent month: 182 (13%)</td>
<td>2012: 56 (88%)</td>
<td>Data not available due to technical and privacy issues</td>
</tr>
<tr>
<td>Page views</td>
<td>2012: 241,093 Recent month: 24,671</td>
<td>2012: 76,452 Recent month: 7568</td>
<td>2012: 8376 Recent month: 1098</td>
<td>Data not available due to technical and privacy issues</td>
</tr>
<tr>
<td>Blog</td>
<td>Information from physicians and therapists on new trials, etiology, diagnosis and PD treatment options</td>
<td>Information from ParkinsonNet professionals about conferences, team meetings, new PD guidelines</td>
<td>Information on medication, non-motor symptoms, research in our clinic, announcement of maternity leaf local PD nurse specialist</td>
<td>PD patients’ diary about eg on/off fluctuations, wearing off of, side effects and daily experiences</td>
</tr>
<tr>
<td>Forum</td>
<td>Discussions between community members about medication, symptoms and peer support</td>
<td>Discussions about allied health therapy, food and diet and medication</td>
<td>Peer-to-peer contact between PD patients in a familiar setting and questions to the local health care team</td>
<td>Consultation between a patient and his professional care team about, eg, side effects</td>
</tr>
<tr>
<td>Library</td>
<td>Documents on allied health disciplines, driving abilities, medication and side effects, PD guidelines and scientific papers</td>
<td>Centralized up-to-date information: newsletters, presentations, scientific papers, PD guidelines, clinimetrics, courses</td>
<td>Information on treatment facilities provided by our clinic and regional peer contact</td>
<td>Individually tailored information, eg, physical exercises, medication schemes or a diary</td>
</tr>
<tr>
<td>Chat</td>
<td>No chat available</td>
<td>Real time conversation at assigned times between ParkinsonNet professionals</td>
<td>No chat available</td>
<td>No chat available</td>
</tr>
<tr>
<td>Wiki</td>
<td>A national encyclopedia for PD on diagnosis, symptoms, medication, on/off fluctuations, multidisciplinary collaboration, etiology and disease progression</td>
<td>Address list of all ParkinsonNet professionals, a ParkinsonNet calendar with, eg, regional ParkinsonNet meetings, conferences and symposia</td>
<td>No wiki available</td>
<td>Eg, medication or treatment overview</td>
</tr>
</tbody>
</table>

*Recent month means January 2013.*
Some information about new guidelines and state-of-art courses can be found only within this community.

In 2011, we introduced the Personal Health Community (PHC) in four Parkinson clinics in the Netherlands. During regular home visits, patients learn to navigate through and utilize the PHC by a local PD nurse specialist. ParkinsonNet organizes workshops to engage patients and health professionals in the pilot regions. Additionally, an information pamphlet, poster and a video to promote the PHC were introduced. Roughly, implementation of PHCs includes three phases: a pilot phase concerning patients and professionals from the Parkinson clinic only, a second phase in which primary care providers are invited, and a third phase in which new clinics are included. Our first experiences show that PHCs facilitate emotional support, health care accessibility, and improve relationships between professionals and patients.

Results

The Added Value of OHCs in Chronic Care

Based on our first experiences in PD care and the international literature, OHCs have four major advantages to improve the quality of chronic care. These include facilitation for the exchange of medical experience and knowledge, enhancing interdisciplinary collaboration across institutions and traditional echelons, providing a platform to support self-management, and the ability to improve patient-centered care.

OHCs Facilitate the Exchange of Medical Experience and Knowledge

Due to rapid advances in medical knowledge, many health professionals lack specific expertise and experience to address the complex health care needs of chronic patients [1,2]. Therefore, health care is increasingly organized within specialized networks, like ParkinsonNet [22,23]. Professional networks enhance information exchange, facilitate communication among participants and foster the adoption of new knowledge, such as revised guidelines [24,25]. Traditionally, these network processes occur largely offline during physical encounters, such as medical conferences. However, with the advent of modern communication technologies, professional networks can now be supported online. Within OHCs, professionals connect and communicate more easily, regardless of their working place within the network, and regardless of time. Moreover, OHCs can be used to develop disease-specific expertise among all community members, patients, and professionals, interested in a particular chronic condition [26].

OHCs Enhance Interdisciplinary Collaboration Across Institutions and Traditional Echelons

Health care delivery can become fragmented for chronic patients when they acquire relationships with multiple professionals and institutions. Increasingly, chronic care has evolved from individual consultations into multidisciplinary teamwork with care given by various physicians and therapists, who often work in different departments or organizations [27]. To manage complex patients with multiple co-morbidities, health professionals must collaborate to make coordinated decisions and share responsibilities in health outcomes [28]. Yet, the collaboration and coordination of care should be improved considerably [29]. Given their synchronous and asynchronous communication capacity, OHCs offer a platform for supporting medical decision-making and interdisciplinary collaboration across professionals caring for complex patients [26,30,31]. OHCs enable communication between community members who are not able to have face-to-face interaction at any point in time. Moreover, OHCs bridge geographical distances and enable interaction across institutions and traditional echelons. An example is the Canadian Virtual Hospice, with information and support on palliative and end-of-life care [32]. Patients, close family members, and caregivers interact in several peer-to-peer discussion forums or private messages with a team of palliative care experts. Normally, these interactions would not have been possible due to physical limitations and geographical distances.

OHCs Provide a Platform to Support Self-Management

Typically, patients have a passive role and lack the tools to self-manage their condition [33]. However, modern patients search the Internet for medical information, wish to have open communication channels with their physicians, and prefer to participate in making treatment decisions [34]. Self-management refers to the efforts to enhance patient participation and assisting patients to gain control over their lives [35]. The concept is associated with improved communication between patients and clinicians, and it enhances quality of life [36]. Supporting patients with chronic diseases like type 2 diabetes, arthritis, and asthma to self-manage their condition helps to improve the quality and safety of care and reduces costly and inappropriate use of health care resources [37,38]. Increasingly, the Internet is used to support self-management and actively engage patients in treatment decisions [39]. Chronic patients using online communication tools become more knowledgeable, feel better socially supported and empowered, and have improved behavioral and clinical outcomes compared to nonusers [40,41]. Examples that include OHC principles are patient participation in online peer support groups and access to PHCs [15,42]. PHCs allow patients to have access to medical records, control their own online information, and enable individualized health communication [43].

OHCs Have the Ability to Improve Patient-Centered Care

Patient-centeredness is defined as “providing care that is responsive to individual patient preferences, needs, and values, and ensuring that patient values guide all clinical decisions” [44]. Contrary to some perceptions, patient-centeredness is not just about being nice to patients, but engaging them to become active participants in their care [45]. The concept is known for its advantages in terms of reduced health care utilization and improved efficiency, patient-doctor communication, treatment compliance, and health outcomes [46-48]. OHCs enhance patient-centered care by improved access to personalized information, emotional support, and patient participation [15-42,49]. PHCs are essentially patient-centered, while they engage patients in their care process and tailor care to their...
Discussion

Barriers for Implementation in Clinical Practice

Why do only a few innovations become part of routine practice and why do most fail to survive beyond the pilot phase? To answer this question, full understanding of the clinical and technological barriers and incentives for achieving behavior change in practice is needed [51,52]. The following barriers to Internet technologies may be at play.

First, the implementation of Internet innovations can radically affect health care delivery and professionals’ daily work processes, requiring considerable time and willingness to learn [53]. Doctors may be hesitant to adopt technologies that imply an interruption of their traditional practice patterns. The requirement of additional time is a prominent barrier to physician technology acceptance [54].

Second, the implementation of OHCs into clinical practice demands a paradigm shift in control and power, out of the hands of those who deliver care, into the hands of those who receive it [13]. Professionals should no longer regard patients as passive objects, but rather as equal, participatory partners who contribute to their own health. Thus, OHCs require a change in the mindset of both professionals and patients. Not surprisingly, in the age of Facebook, young clinicians may struggle to maintain professional distance on one hand and have close, meaningful relationships with their patients on the other [55].

Third, besides behavioral change, safety and financial issues have to be solved [56]. To ensure a safe and secure environment, the Dutch government authorizes PD patients to apply their personal verification code, normally used to complete and submit a tax return form to the tax authority, while using our OHC platform. Health professionals are allowed to access closed communities only via their unique, electronic identity. Additionally, for OHCs to become integrated into everyday use, new and viable business models are needed. To utilize OHCs in daily practice is time consuming; however, they may also substitute normal ways of care delivery. Generally, health care is reimbursed by face-to-face interactions and offline medical services. Bearing this in mind, we would like to introduce the term “blended health”, analogous to blended learning, which combines face-to-face contact with the possibilities of online tools. The intended result is a health care system not driven by technology, but using technology as a tool to facilitate patient-centered, collaborative care.

More and more, innovations in health care are based on Internet technologies and the willingness of PD patients to participate in such interventions is growing [57]. Generally, health related Internet use is associated with age and level of education [58]. The European Union investigated the level of Internet access within the 27 member states. Household Internet access ranged from 45% in Bulgaria to 94% in the Netherlands [59]. Therefore, Internet access is assumed to be a minor limitation in the adoption of OHCs in the Netherlands.

Conclusions

OHCs are a powerful tool to address some of the challenges chronic care faces today. A challenge now is to perform an in-depth evaluation of our platform, which is simultaneously being designed, developed, and deployed [60]. Further evaluation should address user needs, risks, benefits, and cost implications before OHCs can be fully adopted in daily practice [61,62]. We expect that innovations like OHCs can help to facilitate high-quality and affordable health care for future generations. Chronic care demands an integrated approach tailored to the needs of individual patients to optimize outcomes. In the absence of a formal team structure, OHCs help to facilitate communication among professionals and patients and support coordination of care across traditional echelons, which does not happen spontaneously in a busy practice.
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Abstract

Background: There is unequal access to health care in Australia, particularly for the one-third of the population living in remote and rural areas. Video consultations delivered via the Internet present an opportunity to provide medical services to those who are underserviced, but this is not currently routine practice in Australia. There are advantages and shortcomings to using video consultations for diagnosis, and general practitioners (GPs) have varying opinions regarding their efficacy.

Objective: The aim of this Internet-based study was to explore the attitudes of Australian GPs toward video consultation by using a range of patient scenarios presenting different clinical problems.

Methods: Overall, 102 GPs were invited to view 6 video vignettes featuring patients presenting with acute and chronic illnesses. For each vignette, they were asked to offer a differential diagnosis and to complete a survey based on the theory of planned behavior documenting their views on the value of a video consultation.

Results: A total of 47 GPs participated in the study. The participants were younger than Australian GPs based on national data, and more likely to be working in a larger practice. Most participants (72%-100%) agreed on the differential diagnosis in all video scenarios. Approximately one-third of the study participants were positive about video consultations, one-third were ambivalent, and one-third were against them. In all, 91% opposed conducting a video consultation for the patient with symptoms of an acute myocardial infarction. Inability to examine the patient was most frequently cited as the reason for not conducting a video consultation. Australian GPs who were favorably inclined toward video consultations were more likely to work in larger practices, and were more established GPs, especially in rural areas. The survey results also suggest that the deployment of video technology will need to focus on follow-up consultations.

Conclusions: Patients with minor self-limiting illnesses and those with medical emergencies are unlikely to be offered access to a GP by video. The process of establishing video consultations as routine practice will need to be endorsed by senior members of the profession and funding organizations. Video consultation techniques will also need to be taught in medical schools.
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Introduction

Australia is a geographically dispersed country in which one-third of the population lives in rural and remote locations. Inequity in health care is thought to be linked to the cost of medical appointments and to the shortage of medical manpower in rural and remote areas [1,2]. In other sectors, access to services has been facilitated by information technology. For example, there is growing evidence for the role of information
technology to improve the customer experience in the retail and finance industries [3,4].

In theory, access to doctors can also be efficiently facilitated by online video technology [5]. However, video technology requires both practitioners and patients to be willing to consult via the Internet. To date, the deployment of online video technology in Australian primary care is not routine practice. The practice is limited to government-subsidized consultations involving specialist practitioners or to small numbers of privately funded schemes [6,7].

People who consult doctors in general practice are heterogeneous [8]. The reasons for seeking medical advice range from self-limiting conditions of recent onset to chronic and life-limiting problems [8]. The symptoms or problems presented may warrant information, education, reassurance, explanation, examination, prescription, referral, and/or investigations. The consultation provides an opportunity to address the patient’s current problems, and also to consider and potentially prevent future problems [9].

In a face-to-face consultation, the doctor can use all 5 senses; however, in an Internet-based video consultation access to sensory information is limited, and the information that is available may be hampered by download speeds and/or the performance of computer hardware. Furthermore, there is no scope to intervene in person if the patient requires immediate resuscitation. Many of these limitations also apply to telephone consultations; yet, in parts of the world telephone consultations in primary care are considered routine and time saving [10,11].

This Internet-based pilot study aimed to explore Australian general practitioners’ attitudes to video consultation with a range of patients who may not be known to them previously. The survey tool used in this study was based on the theory of planned behavior (TPB) [12].

**Methods**

This study was approved by the Curtin Human Research Ethics Committee (No: RD-61-12).

Participants were recruited from members of the Curtin Health Innovation Research Network (CHIReN), a virtual network of general practitioners (GPs) across Australia who have already consented to be invited to participate in studies with standardized patients. The study took place over approximately 12 weeks. Each participant was remunerated AUS $50 as recompense for his/her time to participate in the study.

Participants answered questions after viewing video-recorded monologs by actor-patients. Video scenarios were produced and validated by a team of 6 GPs. Six videos were produced, each featuring an actor-patient presenting a range of clinical problems. Information on medical history, family history, and drug history were offered at the outset of each video. The range of scenarios is consistent with those reported in the GP activity reports [8,13]. Scenarios are described in Table 1. A screenshot from 1 of the videos is shown in Figure 1. The vignettes ranged from a self-limiting minor illness to a life-threatening medical emergency. Participating GPs provided their demographic details and answered questions about their impressions (see Table 2).

Figure 1. Video consultation vignette.
Table 1. Scenarios presented to participants in videos.

<table>
<thead>
<tr>
<th>Video vignette</th>
<th>Patient information</th>
<th>Description of condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Patient: Fay Connolly. Occupation: dental nurse. Age: 49. Nonsmoker. Alcohol: 2 units per week at most</td>
<td>History: Anxiety and depression for 3 months. Has refused antidepressants in the past, now struggling to cope. Having recurrent panic attacks, can’t sleep at night. No energy, loss of libido, can’t concentrate for any length of time. Tearful. Wants help. Not sure can keep going to work anymore. Last consultation June 2011: Bit anxious and depressed, referred to counselor-did not attend appointments. Husband is very worried</td>
</tr>
<tr>
<td>2</td>
<td>Patient: Lucy Jones. Occupation: unemployed. Age: 51. Smoker: 30/day. Alcohol: 6 units per week (as recorded in 2008)</td>
<td>History: Abnormal liver function tests-tests-drinking half bottle of vodka every day. Started drinking after divorce 4 years ago, a few glasses of wine 3-4 times a week, now drinking steadily every day. Was stopped by police 1 week ago and facing court appearance for driving while intoxicated. Son is at university and now refusing to visit his mum. Was found sleeping in her own vomit in the bathroom 1 week ago. Spending most of her money on alcohol, rent hasn’t been paid for 2 months. Feels depressed most of the time. Not eating well, tired all the time. Last consultation June 2010: upper respiratory tract infection</td>
</tr>
<tr>
<td>3</td>
<td>Patient: Adrian Marshall. Occupation: store room supervisor. Age: 49</td>
<td>History: Recurrent bouts of crushing chest pain. Started at 3 am this morning and now has been present for several hours. Nothing seems to help. Has vomited several times; feeling a bit breathless. Pain is worse when moving about, but now severe even when sitting quietly. Feeling a bit dizzy. Been sweating a bit. Feeling very worried. Past history: hypertension on Ace inhibitor since 2006. Last blood pressure recorded 6 months ago: 155/96 mmHg. Smoker 20/day. Wife is very worried. Seen on video with arm around patient</td>
</tr>
<tr>
<td>4</td>
<td>Patient: Nellie O’Reilly. Occupation: receptionist. Age: 59. Nonsmoker. Nondrinker</td>
<td>History: Recurrent bouts of central abdominal pain for 2 months, has had 6 attacks so far. No specific pattern to the symptoms, can occur at any time, pain is mainly on the right-hand side and can last 2 hours. Occasionally vomits during an attack. Left with dull ache after each episode. Sometimes feels like she is wearing a tight band around her upper abdomen and some aching of right shoulder. Last attack was 2 days ago in the middle of the night. Son offered to drive her to hospital but by the time he arrived at her house the pain was gone. Worried it might be something serious. Last consultation September 2011: upper respiratory tract infection. Advised over the counter analgesia and fluids</td>
</tr>
<tr>
<td>6</td>
<td>Patient: Mary Smith. Occupation: librarian. Age: 60. Nonsmoker</td>
<td>History: Cough and sore throat for 3 days. Doesn’t feel unwell otherwise, but can’t manage at work because she needs to use her voice. Cough keeping her awake at night. Current medication: Ace inhibitor for hypertension for the past 2 years. No allergies. Wants an antibiotic-always seems to help. Last consult August 2011: upper respiratory tract infection. Prescribed: antibiotic</td>
</tr>
</tbody>
</table>
Table 2. Questions for participants after each video.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Question</th>
<th>Question type</th>
<th>Options/range</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1. What is your differential diagnosis?</td>
<td>Free-text comment</td>
<td></td>
</tr>
<tr>
<td>Intention</td>
<td>2. Would you continue with this consultation online?</td>
<td>Choose 1 option</td>
<td>Yes/no/maybe</td>
</tr>
<tr>
<td></td>
<td>3. How difficult was it for you to suggest a diagnosis for this scenario?</td>
<td>7-point scale</td>
<td>Not at all difficult to very difficult</td>
</tr>
<tr>
<td>Attitude</td>
<td>4. Managing a patient like this online is:</td>
<td>7-point scale</td>
<td>Harmful to beneficial</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7-point scale</td>
<td>Worthless to useful</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7-point scale</td>
<td>Not convenient (for me) to convenient (for me)</td>
</tr>
<tr>
<td>Subjective norm</td>
<td>5. Most patients/GPs/specialists think I ___ consult people like this online</td>
<td>7-point scale</td>
<td>Should to should not</td>
</tr>
<tr>
<td></td>
<td>6. Medicare thinks I ___ consult people like this online</td>
<td>7-point scale</td>
<td>Should to should not</td>
</tr>
<tr>
<td></td>
<td>7. It is expected of me that I should consult patients like this online</td>
<td>7-point scale</td>
<td>Strongly agree to strongly disagree</td>
</tr>
<tr>
<td></td>
<td>8. I feel under social pressure to consult patients like this online</td>
<td>7-point scale</td>
<td>Strongly agree to strongly disagree</td>
</tr>
<tr>
<td>Perceived behavior control: self-efficacy</td>
<td>9. I am confident that I could consult patients like this online if I wanted to</td>
<td>7-point scale</td>
<td>Strongly agree to strongly disagree</td>
</tr>
<tr>
<td></td>
<td>10. For me to consult patients like this online is:</td>
<td>7-point scale</td>
<td>Easy to difficult</td>
</tr>
<tr>
<td>Perceived behavior control: controllability</td>
<td>11. The decision to consult patients like this online is beyond my control</td>
<td>7-point scale</td>
<td>Strongly agree to strongly disagree</td>
</tr>
<tr>
<td></td>
<td>12. Whether I consult online is entirely up to me</td>
<td>7-point scale</td>
<td>Strongly agree to strongly disagree</td>
</tr>
</tbody>
</table>

Theory of Planned Behavior

This theory postulates that a person’s behavior is determined by his/her intention to perform the behavior. This intention is determined by their attitude toward the specific behavior, their subjective norms, and their perceived behavioral control. These 3 domains were explored in this study with reference to scenarios depicting clinical challenges regularly presented to GPs in Australia [13]. The items of the TPB, as measured in this study, were as follows, and each is taken from a guide to the development of such questionnaires [14].

Intention

The respondents were presented with a video scenario and asked whether they would continue with the video consultation. They were also asked to suggest the level of difficulty of making a diagnosis on a scale from 1 to 7, with 1 being not at all difficult and 7 being extremely difficult. The higher the number, the stronger the intention to perform the behavior. For diagnosis difficulty, we calculated the mean of responses for each participant (which may modify the relationship between intention and actual behavior) or the mean for all participants across each scenario (which may reflect differences between scenarios).

Attitude

Direct measurement of attitude involved the use of bipolar adjectives (i.e., pairs of opposites), which are evaluative (e.g., good–bad). We calculated the mean of the item scores to give an overall attitude score. The attitude items were also scored for internal consistency (Cronbach alpha= .88).

Subjective Norms

Direct measurement involves the use of questions referring to the opinions of important people in general. The subjective norm items were scored for internal consistency (Cronbach alpha= .87). We calculated the mean of the item scores to give an overall subjective norm score.

Perceived Behavior Control

This was achieved by assessing the respondent’s self-efficacy and their beliefs about the controllability of the behavior. Self-efficacy was assessed by asking people to report how (1) difficult it was to perform the behavior, and (2) confident they were that they could do it. Controllability was assessed by asking people to report whether (1) performing the behavior was up to them, or (2) factors beyond their control determined their behavior.
Scoring

We checked that the subjective norm items had high internal consistency (self-efficacy: Cronbach alpha=.84; controllability: Cronbach alpha=.72). We calculated the mean of the item scores of the 2 questions related to self-efficacy (questions 9 and 10 in Table 2), and the mean of the item scores of the controllability-related questions (questions 11 and 12 in Table 2) to give mean scores for self-efficacy and controllability. The mean scores of the 2 self-efficacy questions and the 2 controllability questions were also calculated to give an overall perceived behavioral control score (Cronbach alpha=.58). Scores for questions 9, 10, and 12 were reversed before calculation, so that high scores consistently reflected a greater level of control over the target behavior.

Analysis

We confirmed that all internal consistency coefficients were acceptable (> 0.7); therefore, it was appropriate to include all the items in the composite variables. Using a multiple regression procedure, we entered intention as the dependent variable, and the direct measures of attitude, subjective norm, and perceived behavioral control (self-efficacy and controllability) as the predictor variables.

Sample Size

A sample of 47 to 62 GPs would give us 80% power to reject the null hypothesis; that is, 50% of GPs would proceed with the consultation in most cases if the true proportion of GPs who choose to proceed was 70%. Such proportions are consistent with previous research [15].

Data Collection and Analysis

Multivariable logistic regression was used to determine if any identifiable subgroups of GPs, according to demographic criteria, showed significant differences in their scores. P values less than .05 were considered statistically significant. Stata version 12.1 (StataCorp LP, College Station, TX, USA) was used to perform the analysis. Multiple regression models were adjusted for the lack of independence between individual participants by estimating the clustered standard errors to account for intragroup correlation (vce option in Stata).

Results

Forty-seven GPs were recruited from the 102 that CHIREN has on file, which is a response rate of 47%. One general practitioner omitted all demographic questions and was excluded from the analysis, resulting in a total sample of 46. The demography of the sample is reported in Table 3, which also demonstrates a few significant differences between the participants and the known average profile of GPs in Australia.

The GPs offered a differential diagnosis for each video and the level of difficulty in making a diagnosis for that scenario. Data in Table 4 demonstrate that scenario 4 (patient with gall bladder disease) was the most difficult to diagnose, closely followed by scenario 2 (patient with alcoholism) and scenario 6 (patient with an acute cough).

Table 5 summarizes the participant’s intention to continue with the consultation. Respondents were least likely to continue with the video consultation with the patient who appeared to be having chest pain, and most likely to continue with the patient seeking a repeat prescription for diabetes and hypertension.

Data relating to the TPB are presented in Table 6. A range of views were expressed with further comments presented subsequently. For the current study, the results show that GPs’ self-efficacy and controllability toward online consultations are not in the same direction. When calculating the overall Cronbach alpha for the behavior control score, the 2 controllability scores are in the opposite direction (negative direction) of the 2 self-efficacy scores (positive direction). Therefore, we report self-efficacy and controllability separately. Although the overall behavior score was calculated and reported, it was not used in the regression model as a predictor because of the internal consistency of 4 items.

The relative risk (RR) ratio of difficulty of diagnosis and TPB scores associated with the GPs’ intention to continue the consultation within each scenario is presented in Table 7. The ambivalent views and negative views are compared to positive views in multinomial logistic regression. Table 8 presents the results of regression analysis with intention to continue to consult as the dependent variable and scenarios and GP demographic factors as predictive variables. Results in the table are relative risks ratios for the groups who said that “maybe” or they “will not” continue the consultation compared with those who answered yes (RR=1). Results are derived from 1 multinomial logistic regression. Only significant variables, those with \( P<.05 \), were retained in the final model and reported. Table 9 presents the comments to each scenario as recorded by the participants after each scenario.
Table 3. Demography of participating general practitioners compared to nationally reported group data (where available).

<table>
<thead>
<tr>
<th>Participants’ details</th>
<th>Participant numbers</th>
<th>National group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>42 (11)</td>
<td>50.5&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Gender (male), n (%)</td>
<td>26 (57)</td>
<td>56&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

**Qualifications and experience**

| Years since graduation, mean (SD)            | 18 (11)             | No data        |
| Years working as GP, mean (SD)              | 13 (11)             | No data        |
| Number of GPs in the clinic, mean (SD)      | 7 (4)               | ≥7 (29<sup>b</sup>) |
| GP sessions/week, mean (SD)                 | 7 (3)               | No data        |
| GP registrar/GP in training (yes), n (%)    | 8 (17)              | 1000 (3.8)<sup>c</sup> |
| FRACGP (yes), n (%)                         | 29 (63)             | 54<sup>b</sup>  |
| Accredited (yes), n (%)                     | 45 (98)             | 91<sup>b</sup>  |

**Position, n (%)**

- Principal: 9 (20)
- Nonprincipal: 30 (65)
- Other: 7 (15)
- No data

**State, n (%)**

- New South Wales: 5 (11) 31.6<sup>d</sup>
- Queensland: 4 (9) 17.7<sup>d</sup>
- Victoria: 12 (26) 26.2<sup>d</sup>
- South Australia: 2 (4) 9.2<sup>d</sup>
- Tasmania: 1 (2) 2.4<sup>d</sup>
- Western Australia: 21 (46) 10<sup>d</sup>
- Australian Capital Territory: 1 (2) 1.8<sup>d</sup>

**Region of the clinic, n (%)**

- Capital: 21 (46) No data
- Other metropolitan: 18 (39) No data
- Large rural: 2 (4) No data
- Small rural: 3 (7) No data
- Remote center: 2 (4) No data

**Practice details, n (%)**

- Major cities: 32 (70) 71%
- Inner regional: 6 (13) No data
- Outer regional: 3 (6) No data
- Remote: 5 (11) No data

**Country where graduated university, n (%)**

- Non-Australia: 14 (30) 67%
- Australia: 32 (70) No data

**Patients seen/week, n (%)**

- <100: 20 (43) No data
- 100-149: 17 (37) No data
### Table 4. Diagnosis and rating for each video (N=46).

<table>
<thead>
<tr>
<th>Diagnosis</th>
<th>Number of differential diagnosis</th>
<th>Level of difficulty in making a diagnosis (scale 1 to 7)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Median (IQR)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Median (IQR)</td>
</tr>
<tr>
<td>1 Anxiety and depression</td>
<td>71.7 2.5 (1.2)</td>
<td>2.0 (1) 2.2 (1.3)</td>
</tr>
<tr>
<td>2 Alcoholism</td>
<td>95.7 3.0 (1.4)</td>
<td>3.0 (2) 3.3 (1.9)</td>
</tr>
<tr>
<td>3 Myocardial infarction</td>
<td>82.6 2.6 (1.7)</td>
<td>2.0 (3) 1.6 (1.1)</td>
</tr>
<tr>
<td>4 Gall bladder disease</td>
<td>93.5 2.7 (2.0)</td>
<td>2.0 (2) 3.6 (2.0)</td>
</tr>
<tr>
<td>5 Diabetes mellitus plus hypertension</td>
<td>78.3 2.3 (1.1)</td>
<td>2.0 (1) 1.9 (1.1)</td>
</tr>
<tr>
<td>6 Upper respiratory tract infection</td>
<td>100 1.9 (1.1)</td>
<td>2.0 (1) 3.2 (1.8)</td>
</tr>
</tbody>
</table>

### Table 5. Comments made by GPs regarding intention of continuing with each video consultation (N=46).

<table>
<thead>
<tr>
<th>Video</th>
<th>Most common diagnosis</th>
<th>Intend to continue with consultation, %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>1</td>
<td>Anxiety and depression</td>
<td>31</td>
</tr>
<tr>
<td>2</td>
<td>Alcoholism</td>
<td>15</td>
</tr>
<tr>
<td>3</td>
<td>Myocardial infarction</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>Gall bladder disease</td>
<td>20</td>
</tr>
<tr>
<td>5</td>
<td>Diabetes, plus hypertension</td>
<td>41</td>
</tr>
<tr>
<td>6</td>
<td>Upper respiratory tract infection (URTI)</td>
<td>17</td>
</tr>
</tbody>
</table>
Table 6. Participants’ response as per the domains of TPB per scenario (N=46).

<table>
<thead>
<tr>
<th>Scenario</th>
<th>TPB, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Attitudes</td>
</tr>
<tr>
<td>Anxiety and depression</td>
<td>4.3 (1.1)</td>
</tr>
<tr>
<td>Alcoholism</td>
<td>3.8 (1.3)</td>
</tr>
<tr>
<td>Myocardial infarction</td>
<td>2.3 (1.6)</td>
</tr>
<tr>
<td>Gall bladder disease</td>
<td>3.4 (1.6)</td>
</tr>
<tr>
<td>Diabetes plus hypertension</td>
<td>4.5 (1.6)</td>
</tr>
<tr>
<td>URTI</td>
<td>3.9 (1.6)</td>
</tr>
</tbody>
</table>

^aMean score of the 2 PBC subcategories.

Table 7. The relative risk (RR) ratio of difficulty of diagnosis and TPB scores associated with GPs’ intention to continue the consultation within each scenario (N=46).

<table>
<thead>
<tr>
<th>Risk and TPB</th>
<th>Scenario, RR (95% CI)^a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Of saying &quot;maybe&quot; vs &quot;yes&quot;</td>
<td></td>
</tr>
<tr>
<td>Difficulty</td>
<td>0.4 (0.2-1.0)</td>
</tr>
<tr>
<td>Attitudes</td>
<td>0.2 (0.1-0.7)b</td>
</tr>
<tr>
<td>Subjective norms</td>
<td>5.3 (1.1-25.7)b</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>0.8 (0.4-1.8)</td>
</tr>
<tr>
<td>Controllability</td>
<td>0.9 (0.6-1.4)</td>
</tr>
<tr>
<td>Of saying &quot;no&quot; vs &quot;yes&quot;</td>
<td></td>
</tr>
<tr>
<td>Difficulty</td>
<td>0.4 (0.2-1.0)</td>
</tr>
<tr>
<td>Attitudes</td>
<td>0.2 (0-1.1)</td>
</tr>
<tr>
<td>Subjective norms</td>
<td>6.0 (1.1-31.9)b</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>0.2 (0.1-0.6)c</td>
</tr>
<tr>
<td>Controllability</td>
<td>0.8 (0.4-1.6)</td>
</tr>
</tbody>
</table>

^aFor the groups who said that they “maybe” or “will not” continue the consultation compared with those who answered yes (RR=1). Results are derived from 6 multinomial logistic regressions according to the scenario; result values greater than 100 are truncated to 100. Myocardial infarction is not reported because only one participant said yes and 3 participants said maybe. Due to such small numbers in some categories, it was not possible to include that scenario in the model.

bP<.05  
cP<.01  
dP<.001
<table>
<thead>
<tr>
<th>Factors modeled</th>
<th>RR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Saying &quot;maybe&quot; compared to &quot;yes&quot;</strong></td>
<td></td>
</tr>
<tr>
<td>Scenario (anxiety, RR=1)</td>
<td></td>
</tr>
<tr>
<td>Alcoholism</td>
<td>2.9 (1.1-7.7) (^a)</td>
</tr>
<tr>
<td>Myocardial infarction</td>
<td>2.6 (0.3-26.0)</td>
</tr>
<tr>
<td>Gall bladder disease</td>
<td>0.9 (0.3-3.1)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>0.5 (0.2-1.4)</td>
</tr>
<tr>
<td>URTI</td>
<td>2.6 (0.8-8.8)</td>
</tr>
<tr>
<td>Country of university (non-Australian, RR=1)</td>
<td>6.8 (1.8-25.2) (^b)</td>
</tr>
<tr>
<td>Years after graduation</td>
<td>1.4 (1.2-1.7) (^c)</td>
</tr>
<tr>
<td>Years as a GP</td>
<td>0.8 (0.7-0.9) (^c)</td>
</tr>
<tr>
<td>GP registrar (&quot;no,&quot; RR=1)</td>
<td>0.8 (0.2-3.1)</td>
</tr>
<tr>
<td>Clinic remoteness</td>
<td>0.6 (0.4-1.1)</td>
</tr>
<tr>
<td>Number of GPs</td>
<td>0.9 (0.7-1.1) (^a)</td>
</tr>
<tr>
<td>Nonprincipal, principal/others (RR=1)</td>
<td>6.5 (1.8-22.8) (^b)</td>
</tr>
<tr>
<td>Hours practiced/week</td>
<td>4.5 (2.0-9.9) (^c)</td>
</tr>
<tr>
<td><strong>Saying &quot;no&quot; compared to &quot;yes&quot;</strong></td>
<td></td>
</tr>
<tr>
<td>Scenario (anxiety, RR=1)</td>
<td></td>
</tr>
<tr>
<td>Alcoholism</td>
<td>3.2 (1.2-8.5) (^a)</td>
</tr>
<tr>
<td>Myocardial infarction</td>
<td>74.2 (7.9-695.7) (^c)</td>
</tr>
<tr>
<td>Gall bladder disease</td>
<td>3.9 (1.0-13.0) (^a)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>0.5 (0.2-1.5)</td>
</tr>
<tr>
<td>URTI</td>
<td>2.4 (0.7-7.8)</td>
</tr>
<tr>
<td>Country of university (non-Australian, RR=1)</td>
<td>11.0 (3.1-39.8) (^c)</td>
</tr>
<tr>
<td>Years after graduation</td>
<td>1.2 (1.0-1.5) (^a)</td>
</tr>
<tr>
<td>Years as a GP</td>
<td>0.8 (0.7-0.98) (^a)</td>
</tr>
<tr>
<td>GP registrar (no, RR=1)</td>
<td>0.3 (0.1-0.96) (^a)</td>
</tr>
<tr>
<td>Clinic remoteness</td>
<td>0.5 (0.3-0.9) (^b)</td>
</tr>
<tr>
<td>Number of GPs</td>
<td>0.9 (0.8-0.98) (^a)</td>
</tr>
<tr>
<td>Nonprincipal, principal/others (RR=1)</td>
<td>1.9 (0.6-5.5)</td>
</tr>
<tr>
<td>Hours practiced/week</td>
<td>2.6 (1.3-5.2) (^b)</td>
</tr>
</tbody>
</table>

\(^aP<.05\)
\(^bP<.01\)
\(^cP<.001\)
Table 9. Free-text comments per scenario.

<table>
<thead>
<tr>
<th>Free-text comments</th>
<th>Video (most common diagnosis)</th>
<th>Continue with video consultation?</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Needs to be examined”</td>
<td>Anxiety and depression</td>
<td>No (n)(^a)</td>
</tr>
<tr>
<td>“Needs physical examination”</td>
<td>Alcoholism</td>
<td>Yes (n)(^a)</td>
</tr>
<tr>
<td>“Cardiac chest pain must come to surgery or to ED”</td>
<td>Myocardial infarction</td>
<td>Maybe (n)(^a)</td>
</tr>
<tr>
<td>“Would like to see her for follow-up consultation for examination”</td>
<td>Gall bladder disease</td>
<td>Yes (n)(^a)</td>
</tr>
<tr>
<td>“Would like to see him in person to reinforce the importance of the control of diabetes, quitting smoking, cholesterol and blood pressure”</td>
<td>Diabetes plus hypertension</td>
<td>Maybe (n)(^a)</td>
</tr>
<tr>
<td>“I would not necessarily prescribe antibiotics. There are no symptoms that make me concerned about a chest problem”</td>
<td>URTI</td>
<td>No (n)(^a)</td>
</tr>
<tr>
<td>“It is very hard to manage this case online without physical exam”</td>
<td>URTI</td>
<td>Yes (n)(^a)</td>
</tr>
</tbody>
</table>

\(^a\)Number in brackets represents number of participants making similar comments.

Discussion

General practitioner participants in this study might conduct a video consultation with patients other than those presenting with what could be an acute life-threatening emergency. Participants formed 3 approximately equal groups: those who would continue with the video consultation, those who were ambivalent, and those who would not. The scenario involving the person with anxiety evoked this typical response. GPs who had qualified from an Australian university were more likely to be equivocal about video consultations. Similar opinions were expressed by those medical practitioners who had been qualified for longer. However, those who had been in general practice for longer and those who worked in group practices were more likely to favor video consultations.

Compared with the case of the patient presenting with anxiety and depression, GPs were more likely to reject continuing with a video consultation with the patient with alcohol dependence, myocardial infarction, or gall bladder disease. Their objections focused primarily around the inability to physically interact with the patient. Those who had been qualified as a medical practitioner for longer and those who worked longer hours were more likely to express negative views. On the other hand, participants who had been practicing as GPs for longer, GP registrars, those who worked in remote practice, and those from larger group practices were less likely to be negative about video consultations.

Practitioners who were ambivalent about continuing with video consultations expressed the view that it was difficult to diagnose the patient presenting with symptoms of a cough, albeit an upper respiratory tract infection. By contrast, they had positive views about managing patients online for all but the chest pain scenario. They were also concerned about the attitude of significant others, such as patients, colleagues, and funders, about conducting video consultations particularly in the case of the patient with anxiety and depression. With regard to the low consistency between self-efficacy and controllability, we postulated that GPs did not feel they were able to conduct video consultations even if they wanted to because such consultations are not subsidized by government funding. However, they felt confident about their ability to conduct video consultations.

GPs are unlikely to offer video consultations for patients with a minor self-limiting illness of recent onset. The reticence could be ascribed to the perceived need for a physical examination. The importance of clinical examination to establish a diagnosis for acute cough has been emphasized in previous literature [19]. However, a recent review suggests that physical signs, if present, have poor predictive value to detect infections that may benefit from antibiotics [20]. It is also highly unlikely that practitioners would consider video consultations for patients who have a life-threatening medical emergency. This may stem from the
perception of an increased risk of failing to make an appropriate diagnosis in this context and the need for immediate resuscitation of a patient with cardiac chest pain [21,22]. Consultations for patients with chronic mental health issues may also be hampered unless there are clear indications that such consultations are approved by colleagues and funding agencies.

Limitations

The practitioners who participated in this study were generally younger than most Australian GPs. They were also more likely to be registrars and those working in a larger practice than average. Although the geographical distribution included a representative sample of practitioners from rural and remote areas, there were fewer from some states in Australia. We also acknowledge that the doctors had no opportunity to ask questions or seek clarification from the actor-patients. This was a significant issue, although it would have been difficult within the limitations of technology and the resources available to allow for such interactions in circumstances in which practitioners across Australia, living in different time zones, wished to participate in their own time and actors were only funded to perform a single vignette. Experience from previous studies with live consultations between actors and practitioner were that more limited numbers of practitioners were able and willing to participate. This introduces bias and less generalizable results [23]. Secondly, we did not interview the practitioners to explore their perspective on the consultations. Our comments are, therefore, limited to their responses to a questionnaire. In these circumstances, we can only draw limited conclusions that domains of the theory of learned behavior offer a recognized theoretical grounding to frame the conclusions. The free-text comments also provide further information on the impressions of the practitioners.

Strengths

The greatest strength of this study was the use of Internet-based video vignettes to gauge GP opinion. Video vignettes have significant advantages over other data collection methods, in particular, the advantage of realism, or something closely approximating it [23-25]. Video vignettes can present patient information to clinicians in a way that closely resembles their usual consultations. More understanding is generated in this way than by surveys on usual practice. In the context of this study, video consultations are not yet routine practice; therefore, it was important to present the practitioners with examples of scenarios. Video scenarios can simulate clinicians’ usual working environments and generate a range of typical responses from them in a way that questions asked in the absence of an example scenario or in relation to a text-based scenario cannot. Data collected are likely to be valid. Such simulations could also be used to introduce video consultations to students at medical schools.

Conclusions

Australian GPs may adopt video consultations in their practice, but this is likely to be in larger practices with more established GPs, especially in rural areas. It is also likely that access to video consultations will need to focus on follow-up consultations, where the purpose of the consultation is not primarily to establish a diagnosis. Patients with minor self-limiting illnesses and those with medical emergencies are unlikely to be offered access to a GP by video. Medical practitioners appear confident about their ability to conduct video consultations; however, the process of establishing video consultations as routine practice will need to be endorsed by patients, members of the profession, and funding organizations. Video consultation techniques will also need to be taught in medical schools. Future research on this topic could follow a similar outline with vignettes, but include more interactive video consultations between practitioners and patients.
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Multimedia Appendix 1

Video vignette alcohol dependence.
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Multimedia Appendix 2

Video vignette sore throat and cough.
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Multimedia Appendix 3
Video vignette diabetes.
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Multimedia Appendix 4
Video vignette chest pain.
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Multimedia Appendix 5
Video vignette anxiety.
[MOV File, 11MB - jmir_v15i6e117_app5.mov ]

Multimedia Appendix 6
Video vignette gall bladder symptoms.
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Abstract

Background: Meal-Q and its shorter version, MiniMeal-Q, are 2 new Web-based food frequency questionnaires. Their meal-based and interactive format was designed to promote ease of use and to minimize answering time, desirable improvements in large epidemiological studies.

Objective: We evaluated the validity of energy and macronutrient intake assessed with Meal-Q and MiniMeal-Q as well as the reproducibility of Meal-Q.

Methods: Healthy volunteers aged 20-63 years recruited from Stockholm County filled out the 174-item Meal-Q. The questionnaire was compared to 7-day weighed food records (WFR; n=163), for energy and macronutrient intake, and to doubly labeled water (DLW; n=39), for total energy expenditure. In addition, the 126-item MiniMeal-Q was evaluated in a simulated validation using truncated Meal-Q data. We also assessed the answering time and ease of use of both questionnaires.

Results: Bland-Altman plots showed a varying bias within the intake range for all validity comparisons. Cross-classification of quartiles placed 70%-86% in the same/adjacent quartile with WFR and 77% with DLW. Deattenuated and energy-adjusted Pearson correlation coefficients with the WFR ranged from \( r = 0.33 \) to \( r = 0.74 \) for macronutrients and was \( r = 0.18 \) for energy. Correlations with DLW were \( r = 0.42 \) for Meal-Q and \( r = 0.38 \) for MiniMeal-Q. Intraclass correlations for Meal-Q ranged from \( r = 0.57 \) to \( r = 0.90 \). Median answering time was 17 minutes for Meal-Q and 7 minutes for MiniMeal-Q, and participants rated both questionnaires as easy to use.

Conclusions: Meal-Q and MiniMeal-Q are easy to use and have short answering times. The ranking agreement is good for most of the nutrients for both questionnaires and Meal-Q shows fair reproducibility.
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Introduction

The food frequency questionnaire (FFQ) is a commonly used method for assessing diet in large-scale epidemiological studies. The advantages of the FFQ include a low participant burden compared to dietary records, and low cost because it is typically a self-administered method. However, there is a need for methodological improvement, including the FFQ layout and its ease of use.
Most FFQs list food items according to food groups (vegetables, meats, dairy, etc), yet people typically consume food grouped into meals. Moreover, meal-based questionnaire designs have been shown to facilitate recall of dietary intake in previous studies [1,2]. Therefore, we developed a meal- and Web-based FFQ, called Meal-Q, with a design that allows for individually adapted follow-up questions. Thus, participants only answer questions relevant to their own food habits. For example, a high consumer of bread and cheese will get follow-up questions about the number of slices of bread and cheese, whereas a low consumer will not. This feature reduces the answering time and improves the ease of use.

Approximately 90% of the Swedish adult population used the Internet in 2011 [3], justifying development of Web-based questionnaires for national population-based studies. Furthermore, the Web-based design makes the use of Meal-Q more cost-efficient than a paper-based FFQ and facilitates assessment of large samples. The ability to use built-in checks for missing answers and the immediate transfer of answers into digital format also assures complete data collection and improves data quality [4,5].

We evaluated the validity and reproducibility of energy and macronutrient intake assessed with Meal-Q by comparing it to a weighed food record (WFR) and doubly labeled water (DLW). By using truncated data from Meal-Q, we also validated a shorter version called MiniMeal-Q.

Methods

Background

The development of Meal-Q was based on results from a population-based study in which 700 randomly selected Swedish participants reported, through either face-to-face interviews or telephone 24-hour recalls, on the food products they consumed for breakfast, lunch, dinner, and snacks (E Møller and S Christensen, personal written communication, August 2008). This dietary information guided the design of a meal- and Web-based FFQ called MaxMeal-Q. After a pretest of MaxMeal-Q in a randomly selected group of individuals (N=216), the shorter version, Meal-Q, was formed by omitting less commonly consumed food items and dishes. Subsequently, Meal-Q was included in the Validation of Methods Assessing diet and physical activity (VALMA) study. The reference methods were a 7-day WFR on the Web and DLW for estimation of energy expenditure [6]. The Research Ethics committee at Karolinska Institutet approved the study.

After the validation study was completed, researchers from LifeGene, a large population-based cohort study [7], decided to use Meal-Q under the condition that the answering time be reduced. Therefore, we developed the shorter version, MiniMeal-Q, by omitting food items consumed on average with a low intake frequency and that contributed least to the total energy and nutrient intake. Yet, food items representing important food sources of certain nutrients were kept (eg, black pudding that contributes to iron intake). After a time test, LifeGene decided to use MiniMeal-Q. We validated MiniMeal-Q in the present study by truncating Meal-Q data to simulate MiniMeal-Q. The inherent dependence between Meal-Q and MiniMeal-Q should be taken into account when comparing their validity.

Recruitment

In April 2009, 180 healthy volunteer men and women aged 20 to 63 years were recruited to the VALMA study through public advertisement in Stockholm County, Sweden. Recruitment also took place at 3 universities including announcements among nutritionist students. Access to the Internet and an email address were prerequisites for eligibility, as well as not being on a weight-loss diet, not being pregnant, and not having given birth within the past 10 months. At an introductory meeting, participants were informed about the study and signed informed consent forms. Participants self-reported their height and weight, which was used to calculate body mass index (BMI).

Study Design

After recruitment, the participants were divided into 3 age- and gender-balanced groups: group 1 (n=87), group 2 (n=53), and group 3 (n=40). Each group followed a 3-week study scheme shown in Figure 1. All groups filled out Meal-Q and the WFR on the Web at their own choice of location (eg, at home) and group 3 was also given DLW. Groups 2 and 3 filled out a second Meal-Q after 3 weeks. Data from the first administered Meal-Q assessment and the WFR from all groups were compared for validity evaluation. The data from the first Meal-Q assessment was truncated for simulated analysis of MiniMeal-Q. The first and second Meal-Q assessments from groups 2 and 3 were compared for reproducibility evaluation. Information about education, occupation, and tobacco use (smoking and Swedish snuff) was collected in the first questionnaire. Answering time was automatically recorded, and directly after completion of the first Meal-Q, a short Web survey followed to evaluate its ease of use.
Dietary Assessment

Meal-Q

The interactive Meal-Q included 102 to 174 food items (depending on the number of follow-up questions) and asked about dietary intake during the past few months. For an example of a questionnaire module, see Figure 2. Meal-Q assessed intake of (1) food items, dishes, and beverages, (2) energy and nutrients, including alcohol, (3) supplements, (4) meal patterns, and (5) eating behavior, such as restaurant visits, intake of fast food, light products, probiotics, and the use of cooking fat and salt. Respondents chose from predefined food items and intake frequencies and only filled in what they ate at least once a month. For each of the following food groups, 5 photos of portion sizes were included: (1) rice, potatoes, and pasta, (2) meat, chicken, fish, and vegetarian substitutes, and (3) vegetables (raw or cooked). The photos were used to calculate portion sizes for cooked dishes and vegetables. For other food items, standard portion sizes were used based on information from the National Food Agency, the Swedish Consumer Agency, measured portion sizes developed by the research group, as well as standard portion sizes used in other FFQs at Karolinska Institutet.

MiniMeal-Q

MiniMeal-Q includes 75 to 126 food items—approximately 30% fewer items than Meal-Q—and has similar questions on meal patterns and eating behavior. After the VALMA study was finished, MiniMeal-Q was sent out to 79 volunteer VALMA participants to assess answering time and ease of use.

Weighed Food Records on the Web

At study start, participants were given oral instructions, a kitchen scale, and a handbook with instructions on how to complete the 7-day WFR by using a Web-based program. Participants were asked to weigh and report all consumed food products and beverages at the highest detail level possible (eg, each food item in a dish was encouraged to be reported in its individual weight). The participants could choose among over 2000 food items in the program’s food database, and they also recorded which day they consumed the food item as well as for which meal (ie, breakfast, lunch, dinner, or between meals). Data collectors checked all records for completeness. In the program, participants also provided a 7-day pedometer-based physical activity record. The participants were asked to report their total number of daily steps as well as other activities not captured by pedometers, such as bicycling or swimming. From this, the physical activity level (PAL) was calculated for each participant and the information was used for identification of potential energy underreporters in the WFR by using the Goldberg cut-off method [8].

Nutrient Database

Intake of food items and dishes from Meal-Q, MiniMeal-Q, and the WFR were converted into energy (kJ/day) and macronutrient (g/day) intake using the national database on nutrient content published by the Swedish National Food Agency [9]. The nutrient conversion for the questionnaires was done by computer programs developed and validated specifically for this study, whereas the conversion of the WFR was done with the Web-based WFR program. Dietary supplements were not included in the analyses.

Doubly Labeled Water Method

Total energy expenditure was determined in group 3 (n=40) using the DLW method [10] over 11 consecutive days (Figure 1). The details of this procedure have been described previously [11]. Briefly, on day 1 at the study site, each participant provided a 5-milliliter urine sample before receiving an oral DLW dose calculated according to body weight [12]. Subsequently, daily spot urine samples were collected for a total of 9 days. Participants were instructed to collect urine samples at a similar time each day (but not the first void of the day). All samples were kept refrigerated. On day 11, the 9 urine samples were returned to the study site and the eleventh urine sample was collected. All samples were shipped to the Medical Research Council, Human Nutrition Research, Cambridge, United Kingdom, for isotopic analysis, which has been previously described in detail [13]. Enrichments of $^{2}$H/$^{1}$H and $^{18}$O/$^{16}$O in urine samples were determined by mass spectrometry. Following conversion to the universally accepted Vienna Standard Mean Ocean Water (VSMOW) / Standard Light Arctic Precipitation (SLAP) scale, total energy expenditure (TEE) was calculated by using standard equations [14-16]. CO$_{2}$ production (mole/day)
was estimated using Schoeller et al’s correction for fractionation [15] and a respiratory quotient of 0.85. The respiratory quotient is based on omnivores with 30% to 35% energy contribution from fat and suitable to the VALMA population. The results of the CO₂ production were used to calculate the TEE of each participant by using the modified Weir equation [17].

**Statistical Analysis**

Descriptive characteristics of study participants are presented as mean (SD) and as counts (%). Differences in BMI and age between study groups, between men and women, and between included and excluded participants were assessed using a 2-sample t test. Differences in education, nutrition background (studying or working in the nutrition field), and tobacco use were assessed using Fisher’s exact test. The level of statistical significance was set to alpha = .05.

Median and interquartile range (IQR) of crude energy and macronutrient intake was calculated and compared among Meal-Q, MiniMeal-Q, and the WFR. Energy intake from the questionnaires was also compared to TEE from DLW. Wilcoxon signed rank tests were used to determine differences between all methods. The median (IQR) answering time in minutes of each questionnaire was calculated and ease of use was evaluated from the Web survey. The between-person variance captured in the truncated MiniMeal-Q as compared to Meal-Q was calculated using linear regression.

For validity and reproducibility analyses, macronutrients were adjusted for total energy intake using the residual method [18]. Variables deviating from the normal distribution were transformed using the square, square root, or log transformation, as appropriate. Absolute agreement and potential difference in bias within the intake range were evaluated by plotting the differences between questionnaires and WFR or DLW against the average of the 2 methods, according to the method of Bland and Altman [19]. The degree of variation was represented by the limits of agreement, ie, ±2 SD of the mean difference. The ranking agreement and magnitude of misclassification when comparing questionnaires with the WFR and DLW was tested by dividing participants into quartile categories of energy and energy-adjusted macronutrient intake. Proportions of participants classified into the same, adjacent, and extreme quartiles were calculated. Because variables were normally distributed after energy adjustment and transformation, Pearson correlation coefficients were used to measure the degree of linear relationship between the questionnaires and the WFR and DLW. Deattenuated correlations corrected for within-person variation in the WFR were calculated using the formulas of Beaton et al [20] and Liu et al [21], and confidence intervals (CI) were produced using the method of Willett and Rosner [22]. Confidence intervals for correlations with DLW were obtained using the bootstrap method [23].

Reproducibility of Meal-Q was evaluated by comparing crude median energy and macronutrient intake between the first and second Meal-Q and by cross-classification of energy and energy-adjusted [18] quartiles of macronutrient intake. Intraclass correlation coefficients (ICCs) [24] were also computed using 1-way ANOVA with random effects. Statistical analyses were performed using STATA statistical software version 11.2 (StataCorp LP, College Station, TX, USA).
Results

One participant was excluded due to dropout (group 1) and 2 others due to illness (group 2 and 3). Eleven participants (4 in group 1, 6 in group 2, and 1 in group 3) were identified as energy underreporters by applying the Goldberg cut-off [8] on energy intake from the WFR together with data from each participant’s calculated PAL. Additionally, 3 underreporters (group 3) in the WFR were identified using individual PAL values calculated from DLW data. Because of the implausible energy intake by the WFR, the 14 underreporters were excluded for the validity comparison between Meal-Q, MiniMeal-Q, and the WFR; therefore, 163 participants remained (group 1: n=82; group 2: n=46; and group 3: n=35). For the validity comparison between Meal-Q, MiniMeal-Q, and DLW in group 3, no exclusion of energy underreporters was made; therefore, 39 participants remained. For the reproducibility analysis of Meal-Q, 4 participants had missing values in the second administered Meal-Q; therefore, 87 participants remained. We found no statistically significant differences between included and excluded participants in terms of age, BMI, education, nutrition background, or tobacco use.

Descriptive Statistics

As shown in Table 1, most of the study participants were students or highly educated. One-third were working full time, and almost as many had a nutrition background. Few participants used tobacco. There was no statistically significant difference between groups or sexes regarding age, BMI, education, nutrition background, or smoking (but more men than women used Swedish snuff).
Table 1. Characteristics of the participants in the validation study (n=167a).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>By group</th>
<th>By gender</th>
<th>All (n=167)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Group 1</td>
<td>Group 2</td>
<td>Group 3</td>
</tr>
<tr>
<td></td>
<td>(n=82)</td>
<td>(n=46)</td>
<td>(n=39)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>16 (19.5)</td>
<td>11 (23.9)</td>
<td>8 (20.5)</td>
</tr>
<tr>
<td>Female</td>
<td>66 (80.5)</td>
<td>35 (76.1)</td>
<td>31 (79.5)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>34 (12)</td>
<td>31 (11)</td>
<td>33 (12)</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>23 (3.6)</td>
<td>23 (3.4)</td>
<td>23 (3.7)</td>
</tr>
<tr>
<td>Education &gt;12 years, n (%)</td>
<td>64 (78.0)</td>
<td>38 (82.6)</td>
<td>32 (82.1)</td>
</tr>
<tr>
<td>Working full time, n (%)</td>
<td>33 (40.2)</td>
<td>12 (26.1)</td>
<td>10 (25.6)</td>
</tr>
<tr>
<td>Student, n (%)</td>
<td>41 (50.0)</td>
<td>31 (67.4)</td>
<td>26 (66.7)</td>
</tr>
<tr>
<td>Background in nutritionb, n (%)</td>
<td>21 (25.6)</td>
<td>15 (32.6)</td>
<td>13 (33.3)</td>
</tr>
<tr>
<td>Tobacco usec, n (%)</td>
<td>11 (13.4)</td>
<td>5 (10.9)</td>
<td>6 (15.4)</td>
</tr>
</tbody>
</table>

aFrom this study sample, 4 underreporters were excluded for analysis with the WFR (n=163). There were no statistically significant differences in characteristics between groups or sexes, except for Swedish snuff between sexes (1.8% women and 4.2% men, P=.001) via 2-sample t test and Fisher’s exact test.
bStudying or working in the nutrition field.
cTobacco use = smoking and/or Swedish snuff. Values are missing for 3 women in group 3.

The median time to answer the Meal-Q and the MiniMeal-Q was 17 (IQR 11) and 7 (IQR 4) minutes, respectively. Most (92%) participants perceived Meal-Q as easy to fill out, 91% thought the questions were relevant, and 93% reported that food items and dishes were presented in a logical order. For MiniMeal-Q, the figures were 95%, 88%, and 91%, respectively. The overall mean grade of Meal-Q and MiniMeal-Q’s ease of use was 4.2 on a 5-point scale in which 5 was the best grade. The between-person variance captured by MiniMeal-Q as compared to Meal-Q ranged from 96% to 99% for energy and macronutrients.

Validity

Energy and macronutrient intake was higher in the WFR compared with both questionnaires, except for polyunsaturated fat assessed with Meal-Q (Table 2). In group 3 (n=39), the energy expenditure from DLW was higher than energy intake assessed by both questionnaires (P<.001, Wilcoxon’s signed rank test). The energy expenditure from DLW was 11,423 kJ (IQR 2777) and the energy intake assessed with Meal-Q and MiniMeal-Q were 7954 kJ (IQR 2736) and 7358 kJ (IQR 2718), respectively.

As shown in Figure 3, the Bland-Altman plots with DLW indicate that the WFR and both questionnaires underestimated energy intake for most participants. Compared to the WFR, the questionnaires had a larger underestimation, larger variance, and a weak trend of decreasing accuracy with increasing intake.

The Bland-Altman plots of Meal-Q and the WFR in Figure 4 showed a negative mean difference for energy and all macronutrients. There was a trend of decreasing accuracy with increasing energy and polyunsaturated fat intake, and trends of increasing underestimation with increasing intakes for other macronutrients. Because of varying bias within the intake range, the proportion of participants outside the limits of agreement deviated somewhat from 5% for some plots. Bland-Altman plots for MiniMeal-Q and the WFR were very similar to those for Meal-Q and the WFR (see Multimedia Appendix 1).

Table 3 shows that the proportion of participants classified into the same or adjacent quartile for energy was 70% by Meal-Q and 67% by MiniMeal-Q as compared to the WFR. Correspondingly, the proportions for macronutrients ranged from 76% to 86% for both questionnaires. Quartile cross-classification of Meal-Q and DLW placed 77% into the same or adjacent quartile, and values were identical for MiniMeal-Q.

Pearson correlation coefficients (r) with the WFR and DLW were similar between Meal-Q and MiniMeal-Q (Table 4). Deattenuated and energy-adjusted correlations with the WFR ranged from r=0.18-0.73 for Meal-Q and from r=0.18-0.74 for MiniMeal-Q. Correlation with DLW was r=0.42 for Meal-Q and r=0.38 for MiniMeal-Q.

Reproducibility

Table 5 shows that there were no statistically significant differences in crude intakes between the first and second Meal-Q assessments. The proportion of participants classified into the same or adjacent quartile ranged from 85% to 96%. ICCs ranged from r=0.43-0.92 for crude intakes and from r=0.57-0.90 for energy-adjusted macronutrients.
Table 2. Daily crude energy and macronutrient intake assessed with the WFR, Meal-Q, and MiniMeal-Q (n=163).

<table>
<thead>
<tr>
<th>Energy and macronutrients</th>
<th>WFR Median (IQR)</th>
<th>Meal-Q&lt;sup&gt;a&lt;/sup&gt; Median (IQR)</th>
<th>% of WFR</th>
<th>MiniMeal-Q&lt;sup&gt;a&lt;/sup&gt; Median (IQR)</th>
<th>% of WFR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy (kJ)</td>
<td>9183 (2340)</td>
<td>7667 (3723)</td>
<td>83</td>
<td>7017 (3632)</td>
<td>76</td>
</tr>
<tr>
<td>Protein (g)</td>
<td>85 (37)</td>
<td>79 (40)</td>
<td>93</td>
<td>70 (34)</td>
<td>82</td>
</tr>
<tr>
<td>Carbohydrates (g)</td>
<td>243 (97)</td>
<td>211 (132)</td>
<td>87</td>
<td>190 (124)</td>
<td>78</td>
</tr>
<tr>
<td>Total fat (g)</td>
<td>86 (37)</td>
<td>65 (34)</td>
<td>76</td>
<td>62 (35)</td>
<td>72</td>
</tr>
<tr>
<td>Saturated fat (g)</td>
<td>33 (18)</td>
<td>22 (14)</td>
<td>67</td>
<td>20 (13)</td>
<td>61</td>
</tr>
<tr>
<td>Monounsaturated fat (g)</td>
<td>31 (16)</td>
<td>23 (13)</td>
<td>74</td>
<td>22 (11)</td>
<td>71</td>
</tr>
<tr>
<td>Polyunsaturated fat (g)</td>
<td>14 (8)</td>
<td>13 (8)</td>
<td>93</td>
<td>12 (9)</td>
<td>86</td>
</tr>
<tr>
<td>Alcohol (g)</td>
<td>6 (15)</td>
<td>5 (8)</td>
<td>85</td>
<td>5 (8)</td>
<td>83</td>
</tr>
</tbody>
</table>

<sup>a</sup>Intakes assessed with Meal-Q and MiniMeal-Q were statistically significantly different from the WFR (P<.01), except for polyunsaturated fat assessed with Meal-Q (P=.28). Intakes assessed with Meal-Q and MiniMeal-Q were statistically significantly different from each other (P<.001) via Wilcoxon signed rank test.

Table 3. Quartile cross-classification of mean daily energy and energy-adjusted<sup>a</sup> macronutrient intake assessed with Meal-Q, MiniMeal-Q, and the WFR (n=136) and cross-classification of mean daily energy intake and energy expenditure measured with DLW (n=39).

<table>
<thead>
<tr>
<th>Energy and macronutrients</th>
<th>Same quartile, %</th>
<th>Adjacent quartile, %</th>
<th>Extreme quartile, %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Meal-Q</td>
<td>MiniMeal-Q</td>
<td>Meal-Q</td>
</tr>
<tr>
<td>Energy</td>
<td>26</td>
<td>27</td>
<td>44</td>
</tr>
<tr>
<td>Protein</td>
<td>36</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>Carbohydrate</td>
<td>42</td>
<td>42</td>
<td>40</td>
</tr>
<tr>
<td>Total fat</td>
<td>37</td>
<td>33</td>
<td>41</td>
</tr>
<tr>
<td>Saturated fat</td>
<td>52</td>
<td>45</td>
<td>33</td>
</tr>
<tr>
<td>Monounsaturated fat</td>
<td>44</td>
<td>44</td>
<td>33</td>
</tr>
<tr>
<td>Polyunsaturated fat</td>
<td>33</td>
<td>31</td>
<td>47</td>
</tr>
<tr>
<td>Alcohol</td>
<td>50</td>
<td>49</td>
<td>36</td>
</tr>
<tr>
<td>DLW, energy (kJ)</td>
<td>33</td>
<td>33</td>
<td>44</td>
</tr>
</tbody>
</table>

<sup>a</sup>Adjustments for total energy intake were made using the residual method [18].
### Table 4. Pearson correlation coefficients between Meal-Q, MiniMeal-Q, and the WFR (n=163) and DLW (n=39).

<table>
<thead>
<tr>
<th>Energy and macronutrients</th>
<th>Crudea</th>
<th>Energy-adjustedb</th>
<th>Deattenuated (95% CI)c</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Meal-Q</td>
<td>MiniMeal-Q</td>
<td>Meal-Q</td>
</tr>
<tr>
<td>Energy</td>
<td>0.16</td>
<td>0.16</td>
<td>0.18 (0.01-0.36)</td>
</tr>
<tr>
<td>Protein</td>
<td>0.22</td>
<td>0.21</td>
<td>0.33 (0.17-0.47)</td>
</tr>
<tr>
<td>Carbohydrates</td>
<td>0.54</td>
<td>0.54</td>
<td>0.65 (0.54-0.74)</td>
</tr>
<tr>
<td>Total fat</td>
<td>0.06</td>
<td>0.02</td>
<td>0.57 (0.45-0.67)</td>
</tr>
<tr>
<td>Saturated fat</td>
<td>0.15</td>
<td>0.11</td>
<td>0.60 (0.48-0.70)</td>
</tr>
<tr>
<td>Monounsaturated fat</td>
<td>0.13</td>
<td>0.08</td>
<td>0.56 (0.43-0.67)</td>
</tr>
<tr>
<td>Polyunsaturated fat</td>
<td>0.23</td>
<td>0.21</td>
<td>0.42 (0.25-0.56)</td>
</tr>
<tr>
<td>Alcohol</td>
<td>0.64</td>
<td>0.65</td>
<td>0.73 (0.59-0.82)</td>
</tr>
<tr>
<td>DLW, energy (CI)d</td>
<td>0.42 (0.16-0.68)</td>
<td>0.38 (0.10-0.66)</td>
<td>—</td>
</tr>
</tbody>
</table>

**Note:**
- All correlation coefficients were statistically significant ($P = <.001-.046$), except for crude total, saturated, and monounsaturated fat for both questionnaires ($P=.06-.84$).
- Adjustments for energy were made using the residual method [18].
- Deattenuated values were obtained using the formulas suggested by Beaton et al [20] and Liu et al [21]. Confidence intervals were produced using the method suggested by Willett and Rosner [22].
- Confidence intervals were obtained using the bootstrap method [23].

### Table 5. Daily energy and macronutrient intake assessed with the 2 Meal-Q assessments in groups 2 and 3, quartile cross-classifications and crude and energy-adjusteda intraclass correlation coefficientsb (ICC) (n=87).

<table>
<thead>
<tr>
<th>Energy and macronutrients</th>
<th>Median (IQR) intake</th>
<th>Quartile cross-classifications, %</th>
<th>ICC (95% CI)c</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Meal-Q 1</td>
<td>Meal-Q 2</td>
<td>Same</td>
</tr>
<tr>
<td></td>
<td>7720 (3567)</td>
<td>7383 (3205)</td>
<td>–125 (2497)</td>
</tr>
<tr>
<td>Energy (kJ)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Protein (g)</td>
<td>79 (36)</td>
<td>78 (29)</td>
<td>–1.2 (24)</td>
</tr>
<tr>
<td>Carbohydrates (g)</td>
<td>209 (122)</td>
<td>206 (113)</td>
<td>0.7 (82)</td>
</tr>
<tr>
<td>Total fat (g)</td>
<td>62 (30)</td>
<td>62 (29)</td>
<td>–1.9 (23)</td>
</tr>
<tr>
<td>Saturated fat (g)</td>
<td>20 (11)</td>
<td>21 (13)</td>
<td>–0.9 (7.5)</td>
</tr>
<tr>
<td>Monounsaturated fat (g)</td>
<td>22 (12)</td>
<td>23 (10)</td>
<td>–0.4 (8.6)</td>
</tr>
<tr>
<td>Polyunsaturated fat (g)</td>
<td>13 (9.0)</td>
<td>13 (8.2)</td>
<td>–0.01 (4.84)</td>
</tr>
<tr>
<td>Alcohol (g)</td>
<td>4.6 (8.5)</td>
<td>4.3 (7.0)</td>
<td>–1.0 (2.0)</td>
</tr>
</tbody>
</table>

**Note:**
- Adjustments for energy were made using the residual method [18].
- Intraclass correlation coefficients [24] were computed using 1-way ANOVA with random effects.
- Missing values on Meal-Q 2 for 4 participants.
- Meal-Q 1–Meal-Q 2; $P=.27-.96$ via Wilcoxon signed rank test.
Figure 3. Bland-Altman plots showing the differences in energy intake assessed with the WFR, Meal-Q, and MiniMeal-Q and the energy expenditure measured with DLW plotted against the mean of the 2 methods (n=39). Each data point represents 1 participant. The long-dashed line shows the mean difference. The short-dashed lines show the 95% limits of agreement (mean difference ± 2 SD).
Figure 4. Bland-Altman plots showing the differences in energy, protein, carbohydrate, total fat, saturated fat, monounsaturated fat, polyunsaturated fat, and alcohol intake assessed with Meal-Q and intake assessed with the WFR plotted against the mean of the 2 methods (N=163). Macronutrients are energy-adjusted using the residual method [18].
Discussion

Principal Results

This study presents the validity and reproducibility of the new meal- and Web-based interactive Meal-Q, as well as a simulated validation of its shorter version, MiniMeal-Q. Both questionnaires were perceived as easy to use and had a short answering time. Trends of varying bias within the intake range were seen for energy and all macronutrients. Both questionnaires showed good ranking ability for carbohydrates, total fat, saturated fat, monounsaturated fat, and alcohol, whereas energy, protein, and polyunsaturated fat performed less well. Furthermore, Meal-Q showed fair reproducibility.

Comparison With Prior Work

The Bland-Altman plots of the questionnaires versus WFR and DLW and the plot on WFR versus DLW showed a varying bias within the intake range. Energy and polyunsaturated fat both seemed to be underestimated and overestimated for both questionnaires at higher intake levels. For other macronutrients, the plots indicated that the questionnaires had difficulty assessing higher intakes. In contrast, quartile cross-classification with the WFR showed a fair ranking agreement for most of the nutrients, although a lower agreement was seen for energy and polyunsaturated fat. Similar rankings have been seen in 3 other validation studies of FFQs against food records [25-27] including a Web-based method [25]. In nutritional epidemiology, the association between diet and disease is commonly studied by ranking the dietary intake; therefore, absolute intake is often less important than good ranking order [18]. Hence, despite an underestimation of absolute intake, the ranking agreement for Meal-Q and MiniMeal-Q suggests they are useful in epidemiologic studies regarding most nutrients.

The correlations between the questionnaires and the WFR ranged from 0.18 for energy to 0.74 for alcohol. High correlations between FFQs and diet records are in the order of 0.6-0.7 and it is unlikely that correlations above 0.8 can be obtained [28]. A review of FFQs concluded that the mean correlation with food records of 26 days was 0.42 for energy, 0.57 for total fat, 0.53 for protein, 0.58 for carbohydrates, and 0.76 for alcohol [29]. In light of this literature, energy and protein seemed to perform less well, whereas other macronutrients showed correlations within expected ranges. A limitation of the FFQ methodology is the predefined number of food items, frequencies, and portion sizes, which could lead to a “flattened slope” effect in scatter plots [30]. This is a result of respondents consuming little food to unintentionally overreport, and for those consuming a lot to underreport. Correlations from such data would be artificially low. However, a truly small between-person variance would also give similar results [31]. Therefore, the low to moderate correlations seen in this study could reflect a limitation of the questionnaire design, but may also reveal a true small between-person variance. Bland and Altman have discouraged the use of correlation coefficients to evaluate validity because they do not measure agreement [19]. However, because the use of correlations in validation studies is widespread, we have included them to enable comparisons with other studies.

The DLW measurements in group 3 showed that the WFR, Meal-Q, and MiniMeal-Q underestimated energy intake by 17%, 30%, and 36%, respectively. Similar figures for food records and FFQs have been seen in other studies using DLW [32-34]. The Bland-Altman plots showed that the underestimation of energy was considerable for both questionnaires and the large variance indicated difficulties in precision. The underestimation and variance was much smaller for the WFR. Correlations with DLW were moderate for both questionnaires, although the CIs were wide because of the large variance. The correlations were similar to a study by Andersen et al [35], but slightly lower than that of Kroke et al [36]. Despite the underestimation and the large variance, quartile cross-classification with DLW showed a fair ranking agreement, similar to that found by Kroke et al [36].

The moderate to strong quartile cross-classifications of the first and second Meal-Q assessments suggest the questionnaire has fair reproducibility. Correlations between repeated administrations of FFQs in other studies have ranged r=0.5-0.8 [31], and Meal-Q showed similar results. The reproducibility might have been affected by the short time period between the Meal-Q assessments, because participants are less likely to have true changes in intake or response after a short compared to a longer period [37]. In addition, it is important to keep in mind that the reproducibility cannot reveal systematic errors, which can be masked in a high correlation between 2 questionnaires.

The high between-person variance captured by MiniMeal-Q as compared to Meal-Q indicates that it is possible to use a shorter questionnaire while still assessing a similar intake range and keeping the ranking ability. Because MiniMeal-Q originates from Meal-Q data and is also compared to the same reference methods, their results become highly related. Therefore, caution must be taken when comparing their assessments and relative validity.

Regular use of the Internet in Sweden is higher among young people compared to older people. Among those aged 16 to 44 years, 88% to 94% use the Internet daily, whereas the proportion among the age groups 45 to 54 years and 65 to 74 years are 82% to 83% and 38% to 49%, respectively [3]. However, access to the Internet is high for all age groups—more than 90% for the young and middle-aged and 67% to 78% for the oldest age group. It is worth noticing that problems with cognition might be an issue in very old age groups, although this would also hold true for dietary assessment using a paper-based questionnaire. Concerns could be raised regarding whether Web-based questionnaires produce different kinds of bias as compared to paper-based questionnaires. However, bias associated with Web-based data collection does not seem to differ from that of paper-based questionnaires as seen in a large Swedish feasibility study of more than 45,000 participants [38].

Limitations and Strengths

To estimate the validity of a dietary assessment method, 2 statistical assumptions should be fulfilled. First, the assessed dietary intake should be linearly related to true intake. Second, the measurement errors should be independent between the test and the reference method. In this validation study, variables were linearly correlated to the WFR, although energy, protein,
and polyunsaturated fat had a weaker linear relationship. The questionnaires rely on memory and have predefined food items, frequencies, and portion sizes, whereas the WFR does not rely on memory, is open-ended, and has direct assessment of portion sizes. Nevertheless, the methods are linked to the same nutrient database and are likewise affected by social desirability, which could lead to an overestimated validity.

The strengths of this validation study include its large sample size and few dropouts. There was also high compliance to the questionnaires, the WFR and DLW. Using the DLW method is an additional strength that enabled an objective estimation of TEE for the evaluation of energy intake. The digital format of the questionnaires and the WFR also substantially reduced the risk of coding errors and missing data. The proportion of underreporters in this study (14/177, 8%) was notably lower compared with some other studies [39-42], even if studies have had proportions in the range of 2% to 85% [43]. The use of individual PAL values from each participant for the Goldberg cut-off is likely to have increased the sensitivity [44] and could be an explanation.

Due to time constraints, the study period had to be kept short. This could have given an overestimation of the validity because the questionnaires and the WFR assessments were performed within a short period of time. Furthermore, the WFR was only performed once. Ideally, several records with independent days spread over a longer time period would have reflected the habitual dietary intake better. However, corrections for within-person variance in the WFR were made to minimize day-to-day variation and energy adjustment was made to avoid variations in intake related to total energy intake. The DLW measurement should also preferably have been done repeatedly over a longer time period to reflect habitual energy intake; however, this was not possible. Furthermore, most of the participants were women and many were students with a nutrition background. Also, the self-selection of participants could have biased the sample in favor of more motivated participants who are more inclined to give accurate answers compared to a sample from the general population [45]. Nevertheless, dietary intake from the WFR was in-line with a Swedish national dietary survey using food records (n=1214) [42], suggesting that the WFR intake would be comparable to an assessment within a more general and less-selected population. Acknowledging the highly educated study sample, the answering time might have been longer in a less-educated population.

Conclusions

Meal-Q and MiniMeal-Q are 2 Web-based FFQs shown to be highly user-friendly. Despite their short answering time, they had an ability to rank most macronutrient intakes well compared with the reference methods. In addition, Meal-Q showed fair reproducibility.
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Bland-Altman plots showing the differences in energy, protein, carbohydrate, total fat, saturated fat, monounsaturated fat, polyunsaturated fat and alcohol intake assessed with MiniMeal-Q and intake assessed with the WFR plotted against the mean of the two methods (n=163). Macronutrients are energy-adjusted using the residual method [19].
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Abstract

Background: Despite the physical and mental health benefits, few adults meet US Department of Health and Human Services physical activity guidelines for exercise frequency, intensity, and duration. One strategy that may increase physical activity duration is exercising with an Internet partner (ie, someone who is virtually present, as in video chat). Internet partners help people overcome many barriers associated with face-to-face exercise groups (eg, time, coordinating schedules, social physique anxiety). Past research examining individual performance in groups suggests that an increase in effort occurs when performing a task conjunctively, ie, when a participant is (1) less capable than fellow group members, and (2) participants’ efforts are particularly indispensable for group success (ie, where the group’s potential productivity is equal to the productivity of its least capable member). This boost in effort is more commonly known as the Köhler effect, named after the German psychologist who first observed the effect. While encouragement between group members is common practice in face-to-face group exercise, the effect of encouragement between partners exercising conjunctively across the Internet is unknown.

Objective: To examine the impact of exercising alone, compared to exercising conjunctively with an Internet partner, both with and without encouragement, on exercise persistence (primary outcomes) and secondary psychosocial outcomes (self-efficacy, enjoyment, exercise intention).

Methods: Participants were recruited online and face-to-face from the campus of Michigan State University. With the assistance of the experimenter, participants (n=115) played an exercise video game in a laboratory, performing a series of five abdominal plank exercises where they were asked to hold the plank for as long as possible (Time 1). They were then randomized to a condition (Individual, Partner-without-encouragement, or Partner-with-encouragement), where they performed the exercises again (Time 2). The impact of condition on the primary outcome measures and secondary outcome measures were evaluated using a 2 (Gender) x 3 (Condition) ANOVA on change scores (Time 2-Time 1).

Results: Those who exercised in online teams (n=80) exercised significantly longer (time=78.8s, P<.001) than those who worked individually (n=35). However, exercise duration was shorter when one’s more capable partner gave verbal encouragement (n=55) than when s/he did not (n=25) (a mean difference of 31.14s). These increases in effort were not accompanied by altered task self-efficacy, enjoyment of the task, or intention to exercise in the future.

Conclusions: Exercising conjunctively with an Internet partner can boost one’s duration of exercise. However, encouragement from the stronger to the weaker member can mitigate these gains, especially if one perceives such comments being directed at someone other than themselves. To boost exercise duration, Internet-based physical activity interventions involving group interaction should make relative abilities of participants known and communication clear.
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Introduction
Despite the links between regular physical activity and positive health benefits [1-7], less than 5% of US adults achieve recommended levels of intensity and duration [1-8]. Recent strategies to promote physical activity have harnessed the Internet, a medium through which the delivery of interventions can be highly cost-effective, with the potential to reach and impact a wide audience [9]. However, Internet-delivered interventions typically produce only small effect sizes [10] and, thus, may benefit from supplemental strategies to increase the intensity and duration of physical activity.

Recent research has highlighted the influential role of social factors in physical activity behavior, including exercising with a partner [9,11]. When exercising under the right conditions, exercise partners have been shown to increase the intensity and duration of exercise by up to 208% [12,13]. Importantly, exercising with a partner affords the opportunity to encourage one another, which may further increase the duration of exercise. However, few, if any, Internet-delivered interventions create opportunities for exercising in real-time with other exercise participants.

The purpose of the current study was to test the efficacy of an Internet partner in increasing exercise duration. Specifically, we tested whether being the “weak link” on a team with an Internet partner could motivate one to exercise longer than when exercising alone. Further, we tested whether encouragement from the partner could motivate one to exercise longer still.

Basic behavioral research in social psychology suggests that the presence of a superior partner may motivate one to exercise longer than they would when exercising alone and further still if one is on a team with that partner and is the team’s “weak link” [14]. This motivation-boosting phenomenon among the team’s weak link has been coined the Köhler effect, named after the German industrial psychologist who first observed the effect in his seminal work [15,16]. In light of this evidence, we chose to make participants the weak link between them and the Internet partner and hypothesized that this would lead to exercising longer than when exercising alone. Although no previous studies on the Köhler effect have examined the influence of encouragement on the duration of exercise in the weak link, we reasonably hypothesized that encouragement would further boost exercise duration.

Method
Design
The study used a randomized trial in a 3 (condition: individual control, partner with-encouragement, partner-without-encouragement) x 2 (performance block: Block 1 & Block 2) factorial design. Eligible participants were students who had no physical injuries that would prevent or obstruct their performance during an isometric plank exercise.

Setting
The study was conducted in a laboratory on the campus of Michigan State University in the Departments of Kinesiology and Psychology and was approved by the Institutional Review Board. Most of the data for two of the conditions (ie, 26 participants in the individual condition and 47 in the partner-without-encouragement condition) were collected as part of a study [17] completed about the time we decided to examine the effect of verbal encouragement (August 2009 to May 2010). In a new wave of data collection (August-December, 2010), we not only collected data for the partner-with-encouragement condition, but also some additional data in the two other conditions. By contrasting the latter with those collected for the aforementioned study [17], we could probe for possible history or cohort effects. We did not expect any systematic differences between the two waves of data collection because the lab settings, participant populations, and procedures for both data collection periods were identical, except for the introduction of the manipulation of verbal encouragement.

Exercise Task
The task for this study was an abdominal plank exercise. These are body-weight resistance exercises where participants suspend their own body weight using their abdominal muscles. These exercises are also isometric in nature, require very little coordination, and are highly effort-based. Each exercise targeted the abdominal muscles, but there were slight differences between each (eg, holding a push-up position on one’s forearms vs on each side; a detailed description of all exercises is provided elsewhere [12]).

The exercises were performed as part of an exercise video game designed for the PlayStation 2 (PS2) gaming system as used in a previous study [12]. The software used was EyeToy: Kinetic, a game that offers a variety of fitness activities (eg, yoga, strengthening exercises, combat exercises). This particular software operates in conjunction with an additional accessory called the Eye Toy, designed specifically for the PS2 system. The Eye Toy is a small camera that connects to the PS2 system via a USB cable and allows images of the user to be displayed on the TV monitor and interact with objects in a virtual environment supported by the software.

Procedure
A detailed description of experimental procedures is provided elsewhere [12]. In the current study, we simply describe the basic procedure and note how the encouragement manipulation was achieved.

After arriving at the laboratory, participant consent was obtained and all were ensured of the confidentiality and voluntary nature of their participation. Participants then watched a brief instructional video from the PS2-Eye Toy: Kinetic software in which a virtual trainer demonstrated the five exercises. A baseline measure of self-efficacy was then taken using an online
questionnaire completed in the laboratory. Participants were asked throughout the session if they understood all instructions and, if not, the experimenter addressed his/her questions. All participants then performed the first block of exercises, holding each of the five exercises for as long as they could and with 30s rest periods between each exercise. Immediately after each exercise, the participant announced his/her perceived exertion. All participants were given veridical feedback on their performance (ie, the average of the number of seconds they held each exercise).

The condition manipulation was introduced at this point. Participants in the individual control conditions simply rested for 10 minutes. Participants in the partner conditions were told that another participant was being run simultaneously at another lab on campus and that the 2 participants would be able to see one another over an Internet video connection during future trials. The participants then met briefly with that other same-sex participant in a controlled Skype-like interaction (we will refer to that other participant hereafter as “the partner”). In reality, the partner was an experimental confederate whose side of the interaction was prerecorded. After the interaction, participants were also given bogus feedback on how well the partner had done on the first trial. That feedback score was manipulated to be 1.4 times the participant’s own actual performance. This discrepancy was chosen based on previous research that suggests that this moderate discrepancy leads to the greatest increases in exercise duration (ie, the greatest Köhler effect) [18,19].

Participants were told that they and their partners would be a 2-person exercise team. In the encouragement condition, both teammates were told that they would have the opportunity to communicate with each other during the exercises but that, due to technical problems, this capability would be provided only for the partner. Thus, ostensibly both could speak, but only the partner would be heard by the subject. No mention was made of any audio link between partners in the no-encouragement condition. For both partner conditions, it was further explained that they were working towards a team score, where the team score would be the persistence score of the first teammate to quit an exercise (ie, as soon as either partner quit, the exercise was over). This task structure is more commonly known as a conjunctive task—when the group’s performance is defined by the performance of the least-capable member (ie, the “weak link”). Following these instructions, all participants responded again to the self-efficacy measure.

Block 2 then commenced. In the individual control condition, the participants could only see him/herself on the screen, as during Block 1. In the partner conditions, the participant could see the partner’s image (which was actually prerecorded) before and during the exercise; the participant believed that the partner could likewise see his/her (the participant’s) image. The images available to the participant suggested that s/he was always the first to quit each exercise. The video link was allegedly frozen as soon as either teammate quit an exercise and until just before the start of the next exercise; hence, the participant knew only that his/her partner had been able to persist longer, but not just how much longer. In the encouragement condition, a prerecorded series of phrases of encouragement was played through a set of computer speakers controlled by the experimenter. The phrases were audible approximately every 15s (±3s) and followed the following fixed progression: “you can do it”, “you got this”, “keep it going”, “you’re doing good”, “stay strong here”, “give it your best”. After Block 2 was over, the participant completed a series of questionnaires (self-efficacy, intention to exercise, enjoyment of physical activity, and manipulation checks). S/he was then debriefed, thanked, and excused.

**Measures**

**Duration of Exercise**
Duration of exercise was measured via the total number of seconds that the exercise was held. Block scores were calculated by taking the summed total of the five exercises within each trial.

**Self-Efficacy**
Task self-efficacy (SE) was measured with a scale developed specifically for this program of research using an online questionnaire. The measures contained five items, each corresponding to one of the five exercises within each trial. All items were preceded by the stem “What is the number of seconds that you are completely confident you can hold” followed by “The first exercise”, “the second exercise”, and so on for each of the five exercises. Respondents wrote in the number of seconds in a blank box following each item. The questionnaire was administered at three time points: once before Block 1 (after the participant had watched a brief instructional video demonstrating the exercises), a second time after Block 1 but before performing the five exercises at Block 2, and a third time after Block 2. A total SE score for each trial was calculated by taking the sum of the five items within each trial.

**Ratings of Perceived Exertion**
Ratings of perceived exertion (RPE) was measured using the 6-20 version of the Borg RPE scale [20]. The scale ranges from 6-20 where 6 means “no exertion at all” and 20 means “maximal exertion”. Participants were asked to verbally rate their exertion at the end of each exercise, with particular reference to their perceived exertion at the moment right before the end of the exercise.

**Task Enjoyment**
Task enjoyment was measured using a short 8-item version of the Physical Activity Enjoyment Scale (PAES) using an online questionnaire [21]. Each item was rated on a 7-point bipolar scale beginning with the stem “Please rate how you feel at the moment about the physical activity you have been doing according to the following scales” (eg, 1 = “I loved it”; 7 = “I hated it”). Previous studies have shown high correlations with the longer, 18-item scale (r=94) [22] and strong reliability (Cronbach alpha=91) [23].

**Intention to Exercise**
Adapted from another measure [24], intention was assessed with a single item, “I intend to exercise tomorrow for at least 30 minutes” on a scale of -3 (“Not at all true for me”) to +3 (“Completely true for me”).
Postexperimental Questionnaire

Besides some questions checking participants’ understanding of the instructions and procedures, there were questions probing their perceived task ability, a rating of task difficulty, and a rating of effort expended on the task, each made on 8-point scales. Participants in the partner conditions were also asked to rate their partner’s relative ability on a 9-point scale (where 1=“I am much more capable” and 9=“my partner is much more capable”).

Plan of Analyses and Participants

Following the methods of analyses done in earlier studies, exercise duration was taken as the sum of the time each participant held the five exercises within each block, producing a Block 1 and Block 2 score. There are, of course, individual differences in fitness, intrinsic task interest, and strength that we wished to control for. This can be done in different ways. In many prior studies [14,25], participants’ Block 1 performance has been used as a baseline and difference scores (ie, Block 2-Block 1) were the primary dependent variable, one that expressed each participant’s Block 2 score relative to his/her Block 1 score (the latter baseline score reflected individual differences in fitness and strength). An alternative (less vulnerable to certain problems that can arise from the use of difference scores, eg, [26]) is to use Block 1 scores as a covariate in the analysis of Block 2 scores. Here, we present the results using the former difference-score method because the mean values presented for such an analysis are more directly understood and interpreted than means adjusted for a covariate. But the reader should note that an identical pattern of results is obtained with either method.

The analyses of the exercise duration data was to proceed in two stages. The first was to check whether there were any history or cohort effects attributable to the interval between the two data collection waves. It employed a 2 (Condition: Individual vs partner-without-encouragement) x 2 (Sex) x 2 (Data collection wave: Early vs Late) ANOVA on exercise duration difference scores (ie, Trial 2 duration-Trial 1). Although overall sex differences in the magnitude of the Köhler effect are rare, some interesting sex effects have been reported, eg, [25]; hence, participant sex was included as an experimental factor. This stage 1 analysis would permit both confirming with the larger dataset that the Köhler effect originally reported in Kerr et al [17] and checking whether its magnitude differed between the participants drawn from Kerr et al [17] and those newly recruited in the same experimental conditions for the present study. The second stage was designed to examine the primary question addressed by this paper—would verbal encouragement to the weaker partner alter the Köhler effect? If there were no data-wave moderation effects, as anticipated, we planned to drop the data-wave factor and add the no-encouragement condition in a 3 (Condition: Individuals, Partner-without-encouragement, Partner-with-encouragement) x 2 (Sex) ANOVA on exercise duration difference scores.

Although our primary focus was on exercise duration, we also examined several other variables, primarily to determine if encouragement altered any of the effects previously observed [12,17] when no encouragement was provided. For those variables collected at the end of the study (ie, task effort, intent to exercise, own task ability), the analyses would employ 3 (Condition) x 2 (Sex) analyses of variance; since the individual participants had no partner, this became a 2 (Condition: Encouragement vs No-encouragement) x 2 (Sex) ANOVA for ratings of own ability relative to one’s partner. For those variables (ie, perceived effort, self-efficacy) collected during the exercise trials, a within-Ss Block factor was added to the ANOVA. Finally, a covariate (ie, the pre-exercise estimate of task self-efficacy) was included in the analysis of self-efficacy.

Results

Students were recruited from introductory psychology (online) and kinesiology courses (online and face-to-face) at a large Midwestern university and were given course credit for their participation. Students were recruited based on their interest in getting a good workout and were told that they would be playing an exercise video game and performing abdominal plank exercises for as long as they felt comfortable. The final total sample consisted of 115 participants (58 male, 57 female) college students (mean age 20.31, SD 3.26; see Figure 1). No participants dropped out of the study before completing their session.

As noted earlier, the participant pool and methods of recruitment were identical for the two waves of data collection, and participants were randomly assigned to conditions (single blind) within each wave using a randomization function on Microsoft Excel generated by one of the primary investigators. Hence, we expected rough equivalence in participant characteristics across waves and conditions. This could be checked for the two characteristics collected in the study—age and year in school. As expected, when the five combinations of wave and condition were compared in analyses of variance, there was no hint of between wave/condition differences (all P>-.15). Overall, the average participant was a sophomore/junior (mean of 2.45 where 1=1st year, 2=2nd year, etc) aged 20.3 years (SD 3.3).
Figure 1. Participant flow.

**Exercise Duration**

The initial stage 1 analyses looked for possible history or cohort effects attributable to the interval between the two data collection waves. A boost in exercise duration (ie, the Köhler effect) was evident (Condition main effect $F_{1,79}=39.53, P<.001$, partial eta squared=.33); whereas due to fatigue, Individual condition participants persisted 39.4s less at Block 2 than at Block 1, and participants in the Partner-without-encouragement condition persisted 61.0s longer, a Köhler effect of 100.4s. More importantly, there were no significant effects involving the wave factor. Thus, the magnitude of the Köhler effect in the absence of partner encouragement was comparable within each wave of data collection. Hence, the data for these two waves were combined in all subsequent analyses.

In the primary stage two analyses, the data for the Partner-with-encouragement condition was included to see whether and how adding verbal encouragement might affect the duration-boosting effect. The 3 (Condition: Individuals, Partner-without-encouragement, Partner-with-encouragement) x 2 (Sex) ANOVA on difference scores resulted in only one significant effect: the Condition main effect, $F_{2,105}=28.79, P<.001$, partial eta squared=.35. Again (see Figure 2), the Individuals showed a decline in exercise duration across blocks (estimated marginal mean of -42.2s, SD 54.2), whereas partners exercised longer in the second block, whether there was (19.49s, SD 59.30s) or was not encouragement (53.63s, SD 58.44). Post hoc Dunette tests indicated that the difference between Individuals and Partners was significant ($P<.001$) in both partner conditions. A Newman-Keuls post hoc test indicated that this effect was significantly smaller (34.1s) in the Partner-with-encouragement condition.
Figure 2. Condition Block 2 - Block 1 exercise duration means.

Ancillary Analyses

Exercise Self-Efficacy

PostBlock efficacy judgments (sum of number of seconds participants estimated they could persist at all 5 exercises) were examined in a 2 (Block: postBlock 1, postBlock 2) x 3 (condition) x 2 (sex) ANCOVA, which used the preBlock 1 SE score as a covariate (ie, the participant’s estimated persistence at the five exercises collected prior to the first block of exercises). The latter should reflect and control for chronic individual differences in perceived self-efficacy at such exercises. As in previous studies, there was a Block main effect, \( F_{1,98}=13.74, P<.001, \text{partial } \eta^2=.12 \). Participants were less sanguine about their prospects for persisting after Block 2 (adjusted mean=149.8s; SD 83.53) than after Block 1 (adjusted mean=188.4s; SD 104.1). Although condition affected actual persistence, it showed no effects on participant’s expectations of what they could do in the future.

Subjective Effort

Two variables were relevant here—ratings of perceived exertion (RPE), averaged across exercises within blocks (for Block 1 alpha=.93, for Block 2 alpha=.96), and the postexperimental rating of effort expended at the task. A 2 (sex) x 3 (work condition) x 2 (block) analysis of the RPE data found that participants reported greater exertion at Block 2 (14.75; SD 1.97) than Block 1 (13.88, SD 1.89; \( F_{1,104}=74.34, P<.001, \text{partial } \eta^2=.42 \)), as one might expect given the fatiguing nature of the task. This effect was also stronger in the partner conditions (block difference mean of 1.33 in the encouragement condition and .93 in the no-encouragement condition; these did not differ significantly, ie, \( P=.11 \)) than in the individual controls (.36; Block x Condition \( F_{2,104}=6.76, P<.01, \text{partial } \eta^2=.12 \)), in line with the objective persistence results. A 3 (condition) x 2 (sex) ANOVA on ratings of how much effort had been expended, collected at the end of the experiment, produced no significant results.

Task Evaluation

An overall task enjoyment measure was computed based on the 8 items of the PAES scale (alpha=.86). The grand mean (4.68, SD .97, on the 8-point scale) was not significantly different from the scale midpoint (4.5), suggesting that participants were, at worst, indifferent toward the exercise task. There were no significant effects in a 3 (condition) x 2 (sex) ANOVA of this measure—working harder at the task with a partner did not appear to undercut participants’ enjoyment of it. Participants’ postexperimental rating of the difficulty of the task suggested that they viewed it as moderately difficult (grand mean 4.90, SD 1.65, significantly above the scale midpoint, \( P<.05 \)). There was also a significant condition main effect on this measure, \( F_{2,100}=3.63, P<.05, \text{partial } \eta^2=.07 \). Post hoc Scheffé contrasts indicated that the task was rated as significantly \((P<.05)\) more difficult in the no-encouragement condition (5.27)—where actual effort had been maximal—than in the individual condition (4.34), with the encouragement condition falling in between (5.10) and differing from neither of the remaining conditions.

Intention to Exercise

Overall, at the end of the experimental session, participants expressed a positive intent to exercise for at least 30 minutes the following day. The grand mean was 1.61 (SD 1.70) on the 7-point scale anchored by -3 (“Not at all true for me”) to +3 (“Completely true for me”); this was significantly \((P<.05)\) above the midpoint of the scale. However, there were no significant effects in a 3 (condition) x 2 (sex) ANOVA of these intentions.
Perceptions of Task Ability

In the final questionnaire, participants were asked to rate their own ability (on an 8-point scale) and in the partner conditions, to rate their partner’s relative ability (on a 9-point scale where 0=“Not applicable. I didn’t have a partner”, 1=“I was much more capable” and 9=“My partner was much more capable”). A 3 (condition) x 2 (sex) ANOVA of partner relative ability ratings produced a significant condition effect, \(F_{2,102}=6.36, P<.01\), partial eta squared=.11. After receiving consistent feedback indicating that they were inferior to their partner, participants in the partner conditions felt less capable (encouragement=5.26, no-encouragement=5.16) than the individuals (6.52) who had no partner. A Newman-Keuls post hoc test indicated that the two partner conditions did not differ significantly, so receiving encouragement from a partner did not alter participants’ sense of their own task ability.

However, the encouragement manipulation did affect participants’ perceptions of their partner’s ability. A 2 (encouragement vs no-encouragement) x 2 (sex) ANOVA of partner relative ability ratings revealed a strong condition effect, \(F_{1,71}=10.18, P<.01\), partial eta squared=.13. Participants in the no-encouragement condition reported that their partner was significantly more capable (7.15) than those in the encouragement condition (5.60); the latter mean did not differ significantly from the scale midpoint of 5.0, a rating that signified equal capability between teammates. This condition effect was also qualified by participant sex, sex x condition \(F_{1,71}=6.98, P<.02\), partial eta squared=.09; it was considerably stronger for males (condition difference of 2.87 for males vs .27 for females). Overall, females rated their partner’s ability higher (7.14) than males did (5.60), with sex main effect \(F_{1,71}=9.72, P<.01\), partial eta squared=.12.

Discussion

The purpose of this study was to test the efficacy of a superior Internet partner (with and without encouragement) as a strategy for increasing the duration of exercise. Consistent with previous studies [12,13], after controlling for individual differences in strength, participants who simply exercised with a partner as the weak link persisted longer (on average, 78.8s) than those who exercised by themselves, a gain of 33.6%. This is a considerable gain for those performing a strenuous, isometric exercise where the goal is to increase strength and for those striving to meet national physical activity recommendations [27]. Furthermore, and although one might reasonably expect encouragement to boost effort at the task, we found that such encouragement mitigated any potential efficacy-boosting effect of positive encouragement offered by the partner. Second, it was also possible that receiving encouragement from a superior other might be interpreted as condescending or patronizing [32], which could result in negative judgments of one’s partner or aversion to the task. Unfortunately, in the current study, we did not take any explicit measures of the subjects’ interpretations of the partner’s statements. However, subjects who received encouragement enjoyed the task equally as much as those who did not receive encouragement. Thus, the differences in effort between the two conditions was likely not due to the subjects’ interpretations of the encouragement as unfavorable, but clearly future studies should measure judgments of one’s partner to further and more explicitly explore this possibility.

One last possibility was that encouragement from a superior partner would be interpreted not as teammate support, but rather a method of self-encouragement. This could be expected especially if the intended target of the partner’s message was somewhat ambiguous, as could be the case in the current study (eg, “You can do it”; where “you” could be taken to be directed at the partner or one’s self). Interpreting the message as self-encouragement might suggest to the participants that the encouragement in affecting one’s judgments of his/her abilities [28]. Thus, it is likely that feedback indicating the partner’s superiority on Block 1 and the constant and veridical performance feedback indicating that subjects were being outperformed by their partner on Block 2 overrode or diluted any potential efficacy-boosting effect of positive encouragement offered by the partner.
perceived themselves as comparable to their partner in ability. This strongly suggests that participants in this condition took their partner’s verbal comments (eg, “you can do it”) not as encouragement directed from a more to a less capable partner, but rather as signs that the partner was him/herself struggling with the task and was engaging in self-encouragement.

There are a number of implications of this study for physical activity promotion. First, while many studies have shown the effectiveness of group-based approaches to physical activity promotion [33], few have systematically looked at the basic underlying mechanisms behind this strategy. In this study, we do so and identify with whom (a moderately superior partner) and under what conditions (when one is the “weak link”; exercising with an Internet partner; no encouragement) exercising in groups can boost one’s effort and ultimately the duration of exercise. Second, as more physical activity promotion strategies are moving to digital modes of delivery, this study contributes to a body of basic research that provides fertile ground on which to base algorithms for electronically mediated, group-based physical activity interventions (eg, customized computer-generated partners, match-making applications). The current study suggests that when communication is part of such a partner- or group-based intervention, designers should facilitate clear and unambiguous communication between partners (eg, constrain communication to have the desired effort-boosting effect, perhaps by forcing partners to select from a fixed set of text messages).

Of course, this study has its limitations. The study was conducted in a highly controlled laboratory setting, and it may be premature to suggest that these findings generalize to free-living conditions and other populations who are more physically inactive. Second, subjects were recruited through both face-to-face and web-based systems, and because we did not code participants for how they were recruited, we were unable to control for any individual differences between recruitment strategy (eg, being recruited via Internet may have selected for people who are more motivated to work out alone). Third, although we found that being the weak link can motivate participants to exercise longer, it is not clear if the same strategy could have the same positive impact on other dimensions of physical activity behavior (eg, frequency and intensity of exercise). Last, we tested participants in only one session of exercise, and repeatedly being the “weak link” over several sessions may actually be de-motivating [34]. We should note, however, that some of the potential limitations have been addressed in other studies. For instance, researchers have recently observed the effort-boosting effect of a superior partner in other physical activity tasks and conditions, such as duration of aerobic exercise [13] and performance in swimming relay competitions, respectively [35]. Further, there is evidence to suggest that being the weak link over several exercise sessions can actually strengthen the effect, leading to increasingly longer bouts of exercise with each successive bout [13].

Conclusion
The current study corroborates a growing body of research, which shows that exercising with a moderately superior Internet partner as the weak link can boost effort and lead to longer bouts of exercise [12,13], whether or not partners communicate with one another. However, such effort-boosting effects can be mitigated when superior partners try to encourage weaker group members, especially if this encouragement undermines the weaker member’s perception of the superior ability of his/her partner. Future research should examine the effects of a wider range of messages, exercise tasks, and conditions to help inform the design of group-based, electronically mediated physical activity interventions.
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Abstract

Background: Increasing numbers of people living with a long-term health condition are putting personal health information online, including on discussion boards. Many discussion boards contain material of potential use to researchers; however, it is unclear how this information can and should be used by researchers. To date there has been no evaluation of the views of those individuals sharing health information online regarding the use of their shared information for research purposes.

Objective: To explore the views of contributors to online diabetes discussion boards with regards to if (and how) they feel their contributions to boards should be used by health researchers.

Methods: A qualitative approach was employed using online semistructured asynchronous (email) interviews. Interpretative description methodology was used to assess the interview transcripts, and quotations were extracted and anonymized to support each theme.

Results: 26 interviews were carried out. Participants agreed that forum posts are in the public domain and that aggregated information could be freely used by researchers. This was agreed to be a good way of ensuring that the view of people living with diabetes is being heard in research. There was no consensus on the need for permission to use individual information, such as quotations, with some people happy for this to be freely used and others feeling that permission is necessary.

Conclusions: Participants acknowledged the dichotomy of having placed information into the public domain in an unrestricted way, with some interviewees also wanting to retain control of its use. The Internet is a new research location, and rather than trying to apply traditional ethical norms to this new genre, a new modus operandi is required. The authors propose introducing new norms for presenting research carried out with online discussion boards.
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Introduction

The widespread use of the Internet throughout modern society has led to individuals being able to connect with others with the same health condition as them on a global scale [1]. Without rehearsing a comprehensive history of the Internet, it has progressed from a relatively closed community of people who needed some technical knowledge or skills to used shared spaces such as Bulletin Boards and MUDs (multi-user domains), to an ubiquitous user-friendly network with social spaces...
characterized by easy-to-use discussion boards and social media sites. This permeation has significantly affected the nature and extent of the user base, who now need little knowledge and few skills. One of the first attempts to measure Internet and Web use was carried out in 1996 [2], and although there was debate about the accuracy of extrapolating the survey data to the population of North America, final figures were agreed to be approximately 19.4 million Internet users and 14.6 million Web users. This represented approximately 7% of the population. By 2012, this had risen to around 88% of the population [3].

This change can also be seen in the health arena. Websites provide information and advice for most long-term health conditions [4-6], and many of these contain discussion boards where people can share experiences and support each other [7-9]. The evolution of the Internet from a limited, technical resource to today’s dynamic “Web 2.0” where people are able to share information means that increasing numbers of people living with a long-term condition are now putting personal health information into the public domain, including on discussion boards [10].

Online discussion boards contain material that is potentially of use and of interest to researchers, especially to researchers interested in the experiences of those living with a long-term condition. Issues such as self-management, concordance with medicine and other regimes, and interactions with health care professionals are all discussed freely in these forums, with hundreds and sometimes thousands of individuals contributing their opinions on a certain topic. However, in keeping with studies conducted on any cohort, researchers must adhere to the appropriate ethical guidelines when conducting their research [11].

One of the early attempts to establish some ground rules for ethical online research was made in 2002 by the Association of Internet Researchers (AoIR) [12]. Since this research was undertaken, these recommendations have been updated [13]. The report authors acknowledge that much has changed in the field of Internet studies over the period between the versions, including a multitude of devices and the “interweaving of online and offline activities and experiences” (p. 2). These guidelines address the challenge of trying to apply the concept of a “human subject” to an online environment but are generic in discipline terms and do not specifically address health research.

The European Commission’s Information Society Technologies (IST) Programme funded the RESPECT project [14], which drew up professional and ethical guidelines for carrying out socioeconomic research. The RESPECT guidelines reinforced the methodological challenges associated with online research (identifying dangers of conducting research in this manner) but stopped short of giving specific information tailored to the needs of online communities.

In the United Kingdom, the Department of Health’s Research Governance Framework for Health and Social Care has set out the expectations for those studying NHS (National Health Service) patients, their carers, and significant others [15]. The overarching expectation is that “The dignity, rights, safety and wellbeing of participants must be the primary consideration in any research study” [15]. However, this framework does not include specific mention of how these principles are best applied in the online environment.

Sharing health information online has brought about new opportunities for researchers and health professionals, providing a repository of information that has the potential to help clinicians better understand the needs associated with specific clinical populations. It has been suggested that health researchers have been slow to seize the opportunities of online research in comparison to disciplines such as media studies [16] and that ethical issues are partly responsible for this. This has been an ongoing debate. In 2000, two researchers [17] published an exploration of the dilemmas they faced in trying to carry out research within a list serve-based community. In 2007, Whitehead [18] found that the research community was divided about the correct approach to take when considering the ethical issues, and in 2009, Holmes [19] was of the opinion that the ethical standards for Internet research were not well developed. The discourse relating to the ethical use of information shared online has centered upon the views and experiences of researchers [20-22] and has not been focused exclusively on health information.

One of the first discussions about the ethics of health research online was in 2001 [23], and although this was before Web 2.0, the challenges identified are still relevant, as is the conclusion that best practice guidelines are needed. The issue of how ethical principles can be applied to online health research has provided a challenge to researchers [24]. Much of the work undertaken to date, such as the AoIR guidelines [13], has been developed in consultation with researchers.

To date, the views of those posting health information online in relation to how they anticipate the information they post being used has not featured significantly in the debate. Eysenbach and Till [23] reviewed comments posted on health-related discussion boards in 2001, concluding that members of Internet communities do not expect the posts they make to be used by researchers. This research identified the issue of the blurring of public and private spaces when using health-related discussion boards. Since that study, there has been a rapid growth in online interactions for health-related purposes [25], with recent figures suggesting up to 80% of Internet users have searched for health information online [26]. The emergence of social networking sites has had a huge impact on how individuals communicate and share health information online. The largest social networking site, Facebook, which was launched only in 2004, currently has more than 1 billion active users [27] and its use for health-related purposes has been reported for many conditions [28-30]. The extent to which individuals across the world are now using online spaces to share health information was unimaginable when questions relating to ethical issues in using online places for research were first identified.

In order for researchers to be able to understand what constitutes the ethical use of online health information, it is important to address the lack of evaluation of the views of those posting health information online. This study seeks to bring their voices into the knowledge base by examining the views of people living with diabetes who share health information on online discussion boards. The goal of this study was to undertake semistructured
interviews with users of online diabetes discussion boards, in order to better understand their views towards how the information that they share in these forums is used by researchers.

**Methods**

**Ethical Approval**

Ethical approval for this study was granted by the Ethics Committee of the School of Health and Social Care, Bournemouth University [31]. Data collection commenced in April 2012 and concluded in May 2012.

**Study Design and Participants**

The study used online semistructured asynchronous (email) interviews [32]. Both CSB, the primary investigator (PI) and the project researcher, OHA, had experience in online interviewing techniques. The target number of 24 participants was set prior to recruitment, with the ability to increase this should the need arise. Deciding how many interviews to conduct for qualitative research is an inexact science and very dependent on the context [33]. Drawing on previous experience, it was correctly anticipated that saturation of data would be reached by this stage.

**Identification of Participants**

Figure 1 outlines how participants were identified and recruited into the study. Four active diabetes forums were identified by the PI and chosen to recruit participants into the study. Four forums were selected to ensure that any particular character or interests on a board would have undue influence on the findings. None of these forums required membership in order to read the posts; however, two of the groups did require membership in order to post on the forum. Moderators and administrators of the forum were approached prior to posting on the forums in order to gain their approval for posting for research purposes. These moderators and administrators were also asked if they were willing to participate in the study themselves. This led to participants having a range of posting experience encompassing community leaders to occasional contributors.

**Inclusion/Exclusion Criteria**

Participants were eligible for inclusion in the study if they were an active member on one of the forums identified in the study. Active was defined as having made at least one post. There were no exclusions other than, as the interviews were conducted in English, people who were not sufficiently fluent in written English were unable to participate.

**Recruitment**

CSB and OHA posted in each of the forums on different threads within the forum in order to give the recruitment posts more publicity. The recruitment posts described the study and provided our contact details. Individuals interested in participating were invited to contact us by email for more information. Once interested individuals had made contact with the research team, they were sent a brief overview of the study along with an information sheet. Following this, if the participants were happy to participate, they were sent the first interview questions by email and the interview was started.

**Data Collection**

The data from participants were collected using asynchronous semistructured interviews [32]. The semistructured nature of these interviews meant that similarly themed information was collected from the participants, while the fact the interviews were asynchronous enabled participants to respond to questions in their own time (but within the time constraints of the research program).

Participants were sent several emails during the course of the interview with each email containing 1-2 questions. The questions (see Multimedia Appendix 1) aimed to ascertain whether participants felt it was acceptable for researchers to use information on health discussion boards, what permission should be sought prior to using this information, and whether the length of time since the post was made influenced the need to obtain permission. Once the participants had answered all of the questions, they were thanked for their contributions and their participation in the study was over.

**Data Analysis**

A qualitative approach using interpretative description [28] was employed to assess the responses to the semistructured interviews. An inductive approach was adopted, allowing the themes to emerge from the data rather than testing previously identified themes on the data. The rigor of this analysis was based on Guba and Lincoln’s principles of credibility confirmability and dependability [34,35]. This was achieved through prolonged engagement with sufficient depth of data; peer debriefing and analysis of materials; linking assertions, findings, and interpretations with the data and third party auditing of the data collection and analysis process. The process is set out in a flow chart (Figure 2) highlighting the stages in the process of analysis. CSB and OHA read each transcript several times independently and loosely attributed themes to the data with no consultation occurring between the assessors at this stage. Discussion was then undertaken to compare the themes identified and to resolve any areas of disagreement with theme allocation. Quotations were extracted to support themes, and each participant was assigned a number (eg, P04) when using the supporting quotations. Following this process and the identification of themes, their findings were sent to the other members of the research team (BT and MH) in order to verify the themes. In view of the lack of consensus on some issues among the study participants, a final check was carried out by someone not previously involved in the analysis (JHT) who reviewed the themes and conclusions to ensure consistency.
Figure 1. Participant recruitment and consent process.

- Discussion boards identified by primary investigator
- Requests for participation posted on the discussion boards selected
- Potential participants email research team to express interest
- Research team reply by email and send information sheet
- Participant replies by email and consents to participating in study
- Participant entered into study

Figure 2. Data analysis process.

- Interview transcripts given to both assessors
- Multiple independent readings of transcripts by assessors
- Independent identification of themes by assessors
- Comparison of themes and discussion between assessors
- Member checking of themes by additional member of research team
- Final confirmation of themes
Results

Following the requests for recruitment posted on the discussion boards, 33 individuals expressed an interest in participation and were contacted by the research team. After this initial contact, 30 participants consented and responded to at least one question in the interview sequence, while four participants who consented did not complete the interview questions and did not respond to further follow-up prompts. The remaining 26 participants completed all of the semistructured interview questions and their answers were included for analysis.

It was anticipated that each of the interviews would be completed in a short space of time, and all of the interviews were completed in less than 10 days. Of the 26 completed interviews, 12 participants were identified (from their username/email correspondence) as being male, 9 as being female, while it was not possible to classify the remaining 6 participants from their username/email correspondence.

Following the analysis of the interview transcripts, several key themes emerged.

The Views of People Living With Diabetes Are Needed

There was general support for people using information posted on discussion boards in research. The need for people living with diabetes to have a voice was clearly felt by respondents: “it’s nice to see that someone takes note of what we, the diabetics have to say” (P23) and

I think that this type of information is vital to any type of research. Patients opinions are often not “heard” because of time constraints etc., these forums give an insight into what we feel we need from our HCPs and just as importantly...what we don’t need! [P26]
I have no reservations about your mining information from forums...it will provide much information about the human side of illness and how individuals singly and collectively approach and cope through sharing. Dare I say its importance cannot be understated. [P27]

There was also an altruistic view that this use should be for the “general good”: “presuming the research is for the general good and benefit of many” (P12) and

I think I’m probably happy for you to use direct quotes from my comments without permission, providing it is for research purposes and not for commercial gain. [P4]

Posts Made Are in the Public Domain

It was generally accepted by participants in this study that once information is posted on a forum, it is available to the public and thus could be accessed and used for research purposes: “Simple – it’s the Internet! Everything posted on the site is automatically in the public domain and available for anyone to read” (P15).

Some people acknowledged that the nature of online communities could create a different impression: “As a poster you really only think you’re saying things to the forum community but of course you are saying it to a far wider audience” (P29).

Some respondents struggled with the dichotomy in their responses:

As someone who uses an Internet forum, on the one hand I’m happy for my information to be available publicly and for free to anyone who might need it, and on the other hand I wouldn’t appreciate that information contributing to something beyond “personal use” without my knowledge. Although at the same time, like any author, I have to be aware that that almost certainly will happen and I really have no control over what I’ve written once it’s out there for anyone to see. [P16]

Having acknowledged that they were putting information into the public domain, two more related themes emerged. Some people felt it could be used unreservedly, while others still felt there should be restrictions.

“The information is in the public domain, AND I have no problems with it being used” emerged as a theme: “When people post on the Internet, it is there for all to see. They should not complain if it can be harvested and used for the general good” (P12), “As they (forums) are open to the public and in the public domain why would it not be OK to use the information?” (P19), “I think information obtained from a discussion board when anonimised should be usable in your research, as it has been published on a public area” (P9), and “As the information is posted on the very public Internet, I don’t think there is a need for permission to use the posts”. (P10)

The difference between boards that are open to all to read, and those that require membership to access was mentioned by one respondent:

I feel if a forum is viewable to the public, IE you don’t have to be a member to view any of the forum threads, then you or anyone else can use any of the information you find on any forum. [P20]

“The information is in the public domain, but I’d be uncomfortable about it being freely used” also emerged. Some respondents were clearly struggling with views they felt to be contradictory, on the one hand acknowledging that their posts were in the public domain, but also feeling ongoing ownership of them:

I write a blog about my experience of diabetes and would feel very aggrieved if I found any of it quoted in a medical research paper without having been asked. I realise this is slightly contrary (since I am posting and effectively actively encouraging readership) but nevertheless it would feel like “theft” of my content. [P17]

Even though posts made on a public domain are, well, public I think it is a common courtesy to approach the poster by private message if necessary to ask their opinion. [P26]

Legally the comments are in the public domain and uncopyrighted so they are “free” for anyone to use.

http://www.jmir.org/2013/6/e112/
Morally, I think that permission should probably be requested first to repeat comments verbatim, even rephrased one should probably state source. [P9]

Permission
Respondents were asked if they thought researchers need permission to use information in their posts. Responses grouped into two subthemes.

Permission Not Needed
Those who felt their information was in the public domain and therefore available to be used did not feel there was any need for permission to be sought:

If the forum is viewable to the public, then no permission is necessary. [P20]
If the forum is viewable to the public, then no permission is necessary. [P20]
Obviously u won’t be using anyone’s name so I don’t think u need to obtain any permission. [P25]
When people post on the Internet, it is there for all to see. They should not complain if it can be harvested and used for the general good. [P12]
I think I’m probably happy for you to use direct quotes from my comments without permission, providing it is for research purposes and not for commercial gain. [P4]

Permission Required in Some Circumstances
Those who acknowledged the public nature of the forum but expressed reservations felt that some sort of permission for use should be obtained: “I think informed consent should be obtained from the person who posted the information” (P33) and “Using posts which were made in ignorance of them being used in the way you intend does not sit easily with me. I would hope that their use would at least be with the permission of the site administration” (P32).

There were however divergent views and no consensus over the role of site administrators in giving permission: “Absolutely not, what right do they have to share what is on the forum they admin” (P10) and “I think it would be a complete betrayal if (admin) were to give permission on behalf of the members” (P3).

The use of quotations was one area where this group people tended to agree:

If you took a quote direct from what someone has said “eg when I changed to a low carb diet I lost 2 stone and my Hba1c dropped to...” then I think you do need to gain permission from the poster. [P3]
If there were ever any intention to use or quote a specific post or case study then I would feel it would be absolutely essential to get approval from the individual before going ahead. [P17]

A different view was taken to “aggregated data”: “if you’re using the data in some kind of statistical analysis – and not quoting directly the posting then I’d say no permission is probably needed” (P10) and

If it’s an “abstract” I don’t think you need permission. For example if you discover from reading forums that many HCPs give dietary information to diabetics which is plainly making their condition worse, and that many diabetics find that eating a diet which is low in carbohydrates is more beneficial, then you could “generalise” about the situation. [P3]
If the information you collect ends up being essentially anonymous numbers...charts or that kind of thing then I don’t think you need any individual’s permission. If you want to use actual quotes from people that’s a different matter as even if you make the quote anonymous in your research. [P29]
Provided no quotes are attributed I am OK with your extraction of any postings. [P27]
One would expect information to be depersonalised either by general aggregation or by use of pseudonyms in specific cases. [P12]
Few people would have a problem with generalised and anonymised references. [P17]

The time that has passed since the post was made was not considered to be relevant in the need to obtain permission:

A post I made two years ago, even if I’ve forgotten about it, is no less mine and I would be no less upset to find it had been used without my knowledge than a post I made yesterday. [P16]

Use of Citations
There were divergent views about attributing information to the poster. Some people felt that if quotations were to be used the author and/or forum should be cited:

I think in my mind it’s a bit like any other written work, a book in a library for example. The text is there, for anybody to read and learn from, so in that sense it’s public. On the other hand if we want to quote that author in a review or a paper, we have to include reference information. [P16]
If someone decided to republish my post in another forum or document, I would expect my comments to be kept in context and credited to me. [P04]

Other respondents valued anonymity over credit: “(permission isn’t needed) As long as you don’t identify the poster by more than sex, age, and type of diabetic” (P20) and “Obviously u won’t be using anyone’s name so I don’t think u need to obtain any permission” (P25).

The challenge of using quotations and maintaining anonymity was raised by one respondent:

If you want to use actual quotes from people that’s a different matter as even if you make the quote anonymous in your research it will be quite easy to find the author simply by typing in key phrases into Google which will then give links back to [the forum]. [P29]
Discussion

Principal Findings
The findings demonstrate a general agreement that the view of people living with diabetes should be heard by researchers and that the information on these forums contains information that is valuable to researchers. Participants had a range of experience including community leaders and occasional posters; it is possible that their experience of using discussion boards was a factor in how they saw the issues; however, this study did not attempt to explore this. It could be useful to carry out a quantitative study to test these findings with a large number of participants to explore if experience of using discussion board, or the Internet generally, is an influencing factor. Most participants appreciated that they had put their information into the public domain.

Concepts from mass media studies help to offer insight in order to better understand the process of sharing information online in this manner. The public sphere was initially proposed as an area where public opinion is expressed through rational debate and discussion by Habermas [36]. This view was formed before the Internet (with all of its powerful capabilities) was created and thus the extent to which this view can be applied to online spaces is not clear. Blogs have been likened [37] to the “letters to the Editor” that are common in traditional print media. The concept of “texts in the public domain” has also been discussed as being a social process of talk and text [38], with the authors concluding that where communication happens in ways other than face to face and has multiple audiences, a “pragmatic framework” for researchers to work with it needs to be developed.

Beyond the initial agreement about the public nature of their posts by our participants, two divergent subthemes emerged. One group was happy that they had put their information into the public domain and that it could therefore be reused by researchers. This approach and outlook could grow with the increased use of social media by society. Twitter for example has a “retweet” button, enabling the rapid dissemination of information. Retweeting is one of the core functions of Twitter [39], and it is considered completely acceptable to do so without seeking any prior permission. Basset [40] stated that the Internet is a cultural publication route, more akin to mass media, such as newspapers than any other medium. This “mass media” approach by researchers may be feasible for Twitter (and arguably blogs) where the author is writing to an unknown audience, although this is not supported by participant P17 from this study. Whether this approach can (or indeed should) also be applied to discussion boards is questionable, however, since participants are “talking” to other board users rather than intentionally addressing their comments to a wider, unknown audience.

The second subgroup in this study wanted to keep ownership of their words. While they were happy for aggregated data to be reused, they felt differently about quotations or the use of the information that could be traced back to them. Rather than applying the attribution norms of mass media communications, their views fit more comfortably into a traditional health research ethics framework. Some people wanted to be able to give (or withhold) permission for the use of the information they had shared. Others wanted to know that their words would remain confidential and not be able to be traced back to them. Rather than focusing on the paradoxical nature of this stance, ways of meeting the wishes of this group (without negating the ability to use information from people who want to make it available) need to be explored.

Eysenbach and Till [23] recommended that consent should be obtained before using verbatim quotes, a view supported by the participants in this research. Seeking to gain permission to use posts from online discussion boards for research purposes is, however, likely to render the research difficult at best and unfeasible at worst. Posts often need to be considered in the context of the discussion, so if one poster was happy to give permission and wanted their views to be included, and another withheld permission, the conflict would need to be resolved and a decision made about whose wishes have primacy.

Reaching posters to seek permission is an additional dilemma. Board membership is often transient, contact details are not given or where they are they are out of date, and the way some boards are set up people have to have a posting history before they can be accessed or used. That creates another ethical dilemma to be resolved. Consent by proxy (through board administrators) generated mixed feelings from respondents (sometimes strongly expressed) so would not be an ethical resolution to this situation either. Failure to secure consent from sufficient posters could mean that the data available to use are not balanced nor representative of the boards. If the data are rendered unusable because of this then the wish of some posters that their contributions are used for greater good cannot be met. The outcome of this would be that a valuable research resource that could help develop concepts and care to ultimately benefit the wider community, which the boards seek to support, will be lost.

The AoIR [13] identifies that the concept of “the human subject” does not fit well with many online environments and that practical considerations such as harm, vulnerability and identification may be more important. Trying to apply rules that were created for a different context does not provide solutions to these dilemmas, leading us to the inevitable conclusion that new situations such as this require new rules. Having considered the dichotomy that both researchers and participants acknowledge, we propose that a new conceptual framework for online research is needed and that further work is required to ensure that all stakeholders in the process are included in the discussion. Key messages that have been drawn from our research are:

- Contributors appreciate the value of their boards to research that will ultimately benefit their communities and wish it to be used.
- Using aggregated data is acceptable to the community that created it.
- Using quotations ranges from being totally acceptable to totally unacceptable.

The Internet is not one entity, and different aspects may require different approaches. The information openly available on online
discussion boards does not fit into a human subject approach to research ethics, and while viewing it as more akin to text, mass media norms do not fit well either. It is a specific type of text—“personal health text” that requires sensitive handling and the generation of a new set of research rules.

We propose that the use of non-verbatim quotations should be considered as an alternative to verbatim quotations. At the simplest level, using nonverbatim quotations could be through editing the words of a single author to an extent by which it cannot be located by a search engine. As search engines become increasingly sophisticated, this solution is not likely to be easy to achieve, and indeed in time, this may become impossible. An alternative that we believe is preferable is to introduce a new concept to research—aggregated quotations. By this, we propose bringing several quotations around a topic together to maintain the essence of meaning, but also rendering it impossible to identify any individual poster.

The use of quotations is a way of presenting research that is generally linked with qualitative research [23] where the aim is to provide a richly textured and comprehensive set of data, without any gaps, and with the full breadth of interpretations included [41,42]. The value of verbatim quotations has been identified [43] to provide evidence of what was said; to present full or more clear explanation of participants’ views; as a means of illustrating the codes and categories that have been developed from the data; to give depth to participant’s meanings, “giving participants a voice”, and to make research reports more readable. All of these aims can equally be achieved using thoughtfully constructed aggregated quotations.

The aim of the study was to identify what Internet users found acceptable rather than to explore the issue through a methodological lense. The findings, however, have implications for research methodology. It is beyond the scope of this paper to develop a detailed methodological exposition; however, rather than viewing this new approach as fitting into a qualitative framework, we see this proposal as being part of the formation of a new genre of research that focuses on the specific characteristics of Internet-based research. It may well be that what we are proposing is an approach that fits within mixed methodology, bringing together as it does the concept of rich data and quotations from qualitative research and the quantitative approach of aggregating data.

On a practical level, it is important that the discussion of the research methods details the approach taken to producing quotations, so that there is no risk of misrepresenting individuals. How many quotations and from how many individual contributors should be identified for each aggregated quotation used so that the quotations create a rich, comprehensive picture of what a range of participants feel while maintaining clarity and openness over the process.

This research was carried out with people contributing to online discussion boards, rather than any other type of online communication, such as chat rooms. The important consideration is that on discussion boards messages are typed and posted into a durable format. People posting are able to see a record of other posts and answers available to browse or be searched. Chat rooms and other similar forums suggest a more transient online presence (even if not a technically accurate perception), and previous research [44] has found that participants may have different responses. There is therefore no suggestion that these findings are transferable outside of discussion board-type communications.

Conclusion

The Internet is still a relatively young entity, and people are still developing their understanding of the potential conflicts between the public reality and private use of social media. It does however provide a source of rich research data about the experiences of people living with long-term conditions, among other things. This research found that people who contribute to discussion boards are doing so to share information and help others within that community and are sympathetic to researchers using the information they have shared to further that aim.

Acting ethically as researchers within this new genre is, however, a challenge. Trying to apply rules created for different situations does not provide a solution to how to use the information in health research. Therefore, the solution can be only to create a new set of norms that meet both the needs of researchers for rigor and openness in their research and the wish of posters to contribute, while protecting their personal information. The proposals in this paper, particularly the need to handle data from discussion boards in a new way, are offered as a practical way forward. They are also shared with the research and patient communities to offer a starting point for discussion.
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Abstract

Background: There is a large body of research suggesting that medical professionals have unmet information needs during their daily routines.

Objective: To investigate which online resources and tools different groups of European physicians use to gather medical information and to identify barriers that prevent the successful retrieval of medical information from the Internet.

Methods: A detailed Web-based questionnaire was sent out to approximately 15,000 physicians across Europe and disseminated through partner websites. 500 European physicians of different levels of academic qualification and medical specialization were included in the analysis. Self-reported frequency of use of different types of online resources, perceived importance of search tools, and perceived search barriers were measured. Comparisons were made across different levels of qualification (qualified physicians vs physicians in training, medical specialists without professorships vs medical professors) and specialization (general practitioners vs specialists).

Results: Most participants were Internet-savvy, came from Austria (43%, 190/440) and Switzerland (31%, 137/440), were above 50 years old (56%, 239/430), stated high levels of medical work experience, had regular patient contact and were employed in nonacademic health care settings (41%, 177/432). All groups reported frequent use of general search engines and cited “restricted accessibility to good quality information” as a dominant barrier to finding medical information on the Internet. Physicians in training reported the most frequent use of Wikipedia (56%, 31/55). Specialists were more likely than general practitioners to use medical research databases (68%, 185/274 vs 27%, 24/88; χ²=44.905, P<.001). General practitioners were more likely than specialists to report “lack of time” as a barrier towards finding information on the Internet (59%, 50/85 vs 43%, 111/260; χ²=7.231, P=0.007) and to restrict their search by language (48%, 43/89 vs 35%, 97/278; χ²=5.148, P=.023). They frequently consult general health websites (36%, 31/87 vs 19%, 51/269; χ²=12.813, P=.002) and online physician network communities (17%, 15/86, χ²=9.841 vs 6%, 17/270, P<.001).

Conclusions: The reported inaccessibility of relevant, trustworthy resources on the Internet and frequent reliance on general search engines and social media among physicians require further attention. Possible solutions may be increased governmental support for the development and popularization of user-tailored medical search tools and open access to high-quality content for physicians. The potential role of collaborative tools in providing the psychological support and affirmation normally given by
medical colleagues needs further consideration. Tools that speed up quality evaluation and aid selection of relevant search results need to be identified. In order to develop an adequate search tool, a differentiated approach considering the differing needs of physician subgroups may be beneficial.

**Introduction**

**Background**

Over the last decades, the World Wide Web has become an important source of information within the medical health domain [1]. Physicians’ information needs, information-seeking behavior, and their use of online resources have been well studied [2]. Physicians primarily access the Internet at the point of care [3] to pursue medical updating and to communicate with colleagues [4]. The Internet gives medical professionals access to a vast amount of high-quality medical information, which could potentially aid medical decision making and patient care. It has been found that 51% of physicians claim that the Web has influenced treatment and assisted them in diagnostic procedures [5], and 30% of a sample of 411 physicians declared “often” changing medication and treatment plans as a consequence of obtaining information from the Internet [6]. The benefit and usability of medical information provided on the Internet increasingly relies on adequate content, quality evaluation, and the skilled selection of relevant websites. To improve on how computers can help physicians with medical information retrieval, an understanding of online resource and search requirements of physicians in different health care settings is required.

**Use of Resources**

There has been some research discussing what makes a source useful for medical professionals. Shaughnessy and colleagues [7] have measured the usefulness of information resources with the formula:

\[
\text{Utility} = (\text{relevance} \times \text{validity} \times \text{interactivity}) / \text{work to access}
\]

According to the formula, the ideal information source is directly relevant, contains valid information, and can be accessed with a minimal amount of work. Sources with low “work to access” (ie, easy accessibility) and high surface relevance—such as general search engines and colleagues—are often reported as popular among time-constrained medical professionals [3,8]. However, answers provided by such sources often lack scientific validity. In contrast, medical research databases such as PubMed can provide journal articles and systematic reviews backed up by good evidence but often fail to quickly provide relevant content, resulting in a considerable amount of mental “work to access” [9]. In addition, point-of-care databases such as UpToDate are associated with high levels of economic “work to access” as they provide relevant and valid information but require the payment of substantial subscription fees to be accessible. Consequently, “low work to access” resources such as general search engines and colleagues have remained dominant information resources within the medical domain [6]. The role of the “psychological support and affirmation” provided by a medical colleague has remained dominant and irreplaceable [10]. However, while it has been postulated that general search engines such as Google can aid the diagnostic process [8] and can be efficient at answering quick questions within a critical care setting [9], it is questionable whether physicians always have the time and expertise to pursue the necessary data selection.

**Barriers**

It has been well documented that physicians face barriers that keep them from finding relevant information to their queries [11]. However, to date, there is a lack of research treating physicians as a heterogeneous group and comparing potential search barriers in different subgroups of physicians. A differentiated understanding of problems associated with current search systems could be beneficial towards the development of efficient user-tailored medical search systems.

**Tools**

Tools to overcome search barriers by simplifying content selection and quality evaluation of information are of growing interest within the medical search domain. There is a lack of knowledge of the tools physicians prefer to use when searching for online information. In particular, there is a lack of data on the acceptance of social, collaborative tools for aiding the selection of relevant search results.

**Objective**

This paper aims to provide insight on the professional Internet use among different subgroups of physicians: their use of resources, tools, and potential barriers in obtaining answers from the Internet. We are expanding current knowledge in this area by presenting a large quantitative survey among physicians located in several European countries and employed in a wide variety of health care settings. To date, no detailed, large-scale quantitative study has been published on the use of online resources, preferences of search tools, and search barriers of different subgroups of European physicians. Most studies in the field have been carried out in countries where English is the primary language of communication. Thus, the role of nonEnglish languages in online search behavior of medical professionals has remained unclear.

Our main objective was to analyze the use of online resources, search tools, and perceived search barriers among European physicians. We compared different subgroups of physicians to determine whether level of academic qualification, type of medical specialization, and medical experience could impact search behavior.
The outcomes of the present survey could assist the future development of effective medical search systems and provide orientation for the potential creation of institutional policies on using the Web in health care settings.

**Methods**

This survey is part of the project KHRESMOI, funded by the European Union. One of the goals of the project is to investigate the search requirements of physicians in order to guide the development of a medical search engine.

**Questionnaire**

An online questionnaire based on categorical assumptions of previous qualitative literature, on medical information needs [12], use of online resources [13], and physician search behavior and preferences [6] was developed. While previous research provided a good starting point for the questionnaire design, most items were modified, extended, or deleted to fit the requirements of European physicians after doing preliminary, structured pilot interviews with Austrian physicians and disseminating a pilot questionnaire to Austrian, Spanish, Swiss, and English physicians. We used informal semistructured interviews to develop the questionnaire. The questionnaire was validated via an “online test period” of 1 week, in which 12 physicians completed the survey and provided subsequent feedback.

**Table 1.** Subgroups of physicians.

<table>
<thead>
<tr>
<th>Definition/inclusion criteria</th>
<th>definition/inclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physician in training</td>
<td>Physicians that had completed a medical degree (MD) but were currently pursuing physician training to become a general practitioner or specialist.</td>
</tr>
<tr>
<td>Qualified physicians</td>
<td>Included all physicians that were working as qualified physicians (general practitioners and specialists)</td>
</tr>
<tr>
<td>General practitioners</td>
<td>Included all physicians that were working as qualified general practitioners</td>
</tr>
<tr>
<td>Specialists</td>
<td>Included all physicians who are working as qualified specialists</td>
</tr>
<tr>
<td>Specialists without professorship</td>
<td>A subgroup of the specialists group, included physicians who are qualified specialists without having attained lectureship or professorship</td>
</tr>
<tr>
<td>Medical professors</td>
<td>A subgroup of the specialists group, included physicians who had completed a postgraduate lectureship qualification or were appointed university professors</td>
</tr>
</tbody>
</table>

**Study Population**

The target population consisted of European physicians of all specialties and was a convenience sample. The questionnaire was promoted in June and July 2011 by email at random to about 15,000 physicians around Europe through a banner on websites, medical newsletters, and an article in an Austrian public health journal with approximately 35,000 readers. The following institutions sent out newsletters with a link and information on the questionnaire: Society of Physicians Vienna (2800 members), Geneva Doctors Association (3100 members), Austrian Society of Internal Medicine (2100 members), Austrian Society for Gastroenterology and Hepatology (800 members), and Medical Media in Austria (5500 members). The following institutions placed a banner pointing to the questionnaire on their websites: Doctors.net.uk, Society of Physicians in Vienna, Health on the Net Foundation, Professional Association of German Internists, and the European Academy of Allergy and Clinical Immunology.

**Statistical Analysis**

Statistical analyses were performed using SPSS 21 for Windows. Tables and graphs were constructed using Microsoft Office Excel 2007. Due to unsolved controversies in the literature of reliably treating Likert-items as interval-scaled, 5-point Likert items were treated as ordinal and other items as nominal or dichotomized [15]. Thus a nonparametric approach, believed to be the most reliable method for such data [16], was used for all statistical inferences.

Differences between independent variables—medical specialization (specialist vs general practitioner), level of...
qualification (physician in training vs qualified physician), and academic qualification (medical professor vs medical specialist without professorship)—were initially explored using a Mann-Whitney U Test for all 5-point Likert scale items. However, since the distributions of most of the ordinal 5-point Likert-items were skewed, we decided to simplify all responses on 5-point Likert scales by re-categorizing responses into only three items (“always/often”, “sometimes”, “rarely/never”, or similarly “very important/important”, “neutral”, “unimportant”). Multiple response questions were coded and analyzed as dichotomous yes/no variables.

The questionnaire examined various sociodemographic variables, the use of online resources, available time, search strategy, barriers, search tools used, advanced search features used, and mobile accessibility. The sample population was split into subgroups of physicians, as defined in Table 1.

Questionnaire results were analyzed to provide descriptive statistics, graphs, and cross-tabulations. A Chi-square analysis was performed to assess differences between ordinal dependent variables with two to four categories as well as all dichotomous and nominal data. A P value ≤.05 was considered as statistically significant.

Exclusion Criteria

Participants were excluded if they answered fewer than 30% of the questions (ie, at least 14 of the 46 questions had to be answered), did not complete their medical degree yet, or were not involved in patient treatment. The low threshold of inclusion was chosen to deliberately allow for partially filled out questionnaires. For example, it was important to include physicians who selectively failed to fill out the demographics section (about 23% of the total sample included in the analysis), to avoid creating a bias by excluding physicians who merely wanted to assure additional confidentiality.

Results

Of the initial 640 participants taking part in the study, 140 were excluded based on the selection criteria described earlier. This resulted in a sample of 500 participants that had completed all or a substantial part of the questionnaire being included in the analysis. Results are reported as a percentage of the total number of responses to each question (the denominator therefore varies according to the individual question response rate). No statistical corrections such as weighting were used. However, nonresponders to individual questions were excluded from the analysis of those questions.

Demographics

In total, 63% (271/430) of the participants were male, and 56% (239/430) of the participants were older than 50 years. Most participants came from the main areas of questionnaire dissemination: the majority came from Austria (43%, 190/440), almost a third from Switzerland (31%, 137/440), followed by the United Kingdom (8%, 37/440), and Germany (4%, 17/440). Respectively, most participants spoke German (46%, 198/429) or French (31%, 133/429). The majority of the participants (81%, 345/427) reported living in urban areas. The reported level of education and medical work experience was exceptionally high; 13% of the physicians (54/432) reported having completed medical lectureship training. More than half of the respondents reported having obtained work experience of “20 years or more” (55%, 238/428). In fact, 96% (415/432) reported currently working as medical professionals. Most were self-employed (39%, 168/432) or worked in nonacademic health care settings (41%, 177/432), only 4% (17/432) identified as retired or unemployed, and 64% (278/432) of the physicians identified as working specialists, 21% (89/432) as general practitioners, and 13% (55/432) reported pursuing physician training, 90% (387/429) of the physicians reported seeing patients on a regular basis. However, the majority (87%, 337/387) of those with regular patient contact consulted less than 40 patients per working day.

Overall, levels of self-perceived competence of medical English were high. Among the nonnative English speakers (91%, 391/429), 89% (348/391) of the physicians reported that their level of medical English is above average, with only 1 participant reporting not understanding any English. While 99% (492/498) reported having regular Internet access, 92% (454/496) reported using the Internet on a daily basis. High levels of Internet experience were reported, with 82% (408/499) using the Internet for more than 10 years. In addition, of those physicians who reported having regular direct patient contact (90%, 387/429), as many as 24% (92/385) reported that they frequently (“often” or “always”) access the Internet during a patient consultation, and 44% (171/387) reported never accessing the Internet during a patient consultation.

Table 2 illustrates how the physicians in the sample were distributed among the subgroups we defined based on medical qualification, medical specialization, and academic qualification.

<table>
<thead>
<tr>
<th>Medical qualification</th>
<th>Medical specialization</th>
<th>Academic qualification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physician in training</td>
<td>General practitioner</td>
<td>Specialist without professorship</td>
</tr>
<tr>
<td>Qualified physician</td>
<td>Specialist</td>
<td>Medical professor</td>
</tr>
<tr>
<td>% of N</td>
<td>13</td>
<td>87</td>
</tr>
<tr>
<td>n/N</td>
<td>55/422</td>
<td>367/422</td>
</tr>
<tr>
<td>% of N</td>
<td>89/367</td>
<td>278/367</td>
</tr>
</tbody>
</table>

Use of Online Resources

The frequencies with which physicians reported using various types of online resources are shown in Figure 1 and in Table 1 in Multimedia Appendix 2. Figure 1 illustrates the percentage of respondents per group that claimed to use a given resource “often” or “always” when searching for medical information on the Internet. Numerical values and statistical parameters are
shown in Table 1 in Multimedia Appendix 2. Most physicians reported frequently using general search engines (78%, 372/476), medical research databases (59%, 277/469), Wikipedia (40%, 184/461), or medical society websites (38%, 176/467) to obtain medical information online. Currently available specialized medical search tools were reported as the least popular resources (6%, 25/458).

Both the level of medical specialization and level of academic experience were associated with how often physicians consulted medical research databases. Medical professors were the only group that cited using medical research databases (82%, 44/54) as often as general search engines (75%, 42/54) during their search for medical information. Specialists reported using medical research databases more frequently than general practitioners (68%, 185/274 vs 27%, 24/88; \( \chi^2 = 44.905, P < .001 \)). On the other hand, general practitioners were more likely than specialists to consult general health websites (36%, 31/87 vs 19%, 51/269; \( \chi^2 = 12.813, P = .002 \)), and medical forums/blogs (12%, 10/86 vs 5%, 12/270; \( \chi^2 = 9.841, P < .001 \)). Medical professors were more likely than specialists without professorship to use medical research databases (82%, 44/54 vs 64%, 141/220; \( \chi^2 = 7.461, P = .024 \)), and Wikipedia (52%, 27/52 vs 34%, 74/215; \( \chi^2 = 7.461, P = .024 \)). Physicians in training were more likely to report using Wikipedia (56%, 31/55 vs 37%, 131/353; \( \chi^2 = 8.997, P = .011 \)), hospital/university websites (38%, 21/55 vs 27%, 95/357; \( \chi^2 = 6.409, P = .041 \)), and websites suggested by colleagues (15%, 8/54 vs 10%, 37/355; \( \chi^2 = 8.653, P = .001 \)) than qualified physicians. Qualified physicians were more likely than physicians in training to consult general medical society websites (41%, 147/361 vs 29%, 16/55; \( \chi^2 = 11.622, P = .003 \)).

Overall, online physician communities were relatively unknown; 28% (116/419) of the total sample was unaware of their existence. Only 24% of the total sample (72/303) reported using such communities. Of those who did use them, the most popular physician communities reported were “Doctors.net” (n=10) and “doc2doc” (n=8). However, 33% of general practitioners (29/89) and 24% (65/276) of the specialists were unaware of the existence of physician society communities. However, among the physicians who were aware of their existence, general practitioners were more likely to access physician society community websites than specialists (\( \chi^2 = 19.083, P < .001 \)).

We asked physicians which restriction criteria they used during their search for medical information. Overall, journals (48%, 150/333), source (35%, 136/391), and books (19%, 75/391) were the most popular restriction criteria reported. Specialists were more likely than general practitioners to restrict their search results to journals (50%, 130/258 vs 39%, 29/75; \( \chi^2 = 5.951, P = .015 \)) while general practitioners were more likely to restrict their search by source (45%, 34/75 vs 33%, 86/258; \( \chi^2 = 4.911, P = .0026 \)).

**How Much Time Do Physicians Spend on Searches?**

The average amount of time that physicians were willing to devote to complex queries was between 10-20 minutes (Table 3). In comparison to other groups, medical professors and physicians in training devoted the largest amount of time to complex queries. General practitioners reported devoting the least amount of time to complex queries. A substantial proportion (46%, 209/453) of physicians reported frequently checking second and third pages of results.
Physicians in training devoted more time to complex queries than qualified physicians (Mode: 20-30 minutes vs 10-20 minutes; $\chi^2 = 9.619, P = .047$). In total, 39% (21/54) of medical professors reported that they would be prepared to devote more than 30 minutes to a complex query. Medical professors were more likely to devote time to complex queries ($\chi^2 = 25.3028, P < .001$) and check the second and third page of search results ($\chi^2 = 10.9823, P = .004$) than specialists without professorship. Thus, it appears that they had more time to search more comprehensively.

How Successful Are Physicians at Searching the Web?

Table 4 illustrates how often physicians fail at retrieving information from the Internet, why they think they failed, and what they usually did if they could not find the required information.

Overall, 59% (266/453) of physicians reported “sometimes”, “often”, or “always” being confronted with situations where they fail to retrieve the medical information they require from the Internet. As many as 15% (67/453) reported that this happened on a frequent basis (“often”, “always”).

When asked about situations where answers to medical questions could not be found on the Internet, most participants (76%, 278/368) indicated that an excess number of search results made it too time consuming to select relevant information, and 24% (90/368) were not sure how to formulate their query. Qualified physicians were more likely (27%, 81/298 vs 10%, 4/41; $\chi^2 = 6.121, P = .013$) to express difficulties in formulating search queries than physicians in training.

As a consequence of failing to find the answer to a medical question, most participants (61%, 261/427) reported doing another, more specific search, and 8% (34/427) reported consulting a colleague when failing to find the answer on the Internet.

What Are the Barriers to Finding Information?

Inaccessibility to relevant information, lack of time, and questionable trustworthiness were the most prominent barriers mentioned (Table 2 in Multimedia Appendix 2). Other important barriers were the absence of good quality filters/ratings as well as the questionable trustworthiness of search results.

In line with the findings illustrated in Table 3, general practitioners were more likely than specialists to perceive a lack of time to find relevant information as a barrier to obtaining medical information online (59%, 50/85 vs 43%, 111/260; $\chi^2 = 7.231, P = .007$). Physicians in training were more likely than qualified physicians to perceive inaccessibility of relevant information ($\chi^2 = 8.045, P < .001$) as posing problems within the medical search domain. The finding that “search results appeared too general” is not surprising, since, as noted earlier, most participants reported the frequent reliance on generic search engines and social media when obtaining medical information.

Table 3. Time that physicians report having for answering complex questions (question: “How much time can you or are you generally willing to spend on trying to find the answer to an important, complex clinical question?”).

<table>
<thead>
<tr>
<th>Level of qualification</th>
<th>Level of medical specialization</th>
<th>Level of academic specialization</th>
</tr>
</thead>
<tbody>
<tr>
<td>% (n)</td>
<td>% (n)</td>
<td>% (n)</td>
</tr>
<tr>
<td>Physician in Training</td>
<td>General practitioner</td>
<td>Specialist without professor</td>
</tr>
<tr>
<td>% (n)</td>
<td>% (n)</td>
<td>% (n)</td>
</tr>
<tr>
<td>Overall</td>
<td>100 (365)</td>
<td>100 (276)</td>
</tr>
<tr>
<td>Central tendency</td>
<td>Mode: 10-20 minutes</td>
<td>Mode: 10-20 minutes</td>
</tr>
<tr>
<td>Statistical significance</td>
<td>$\chi^2 = 9.619, P = .047$</td>
<td>Not significant</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\chi^2 = 25.3028, P &lt; .001$</td>
</tr>
</tbody>
</table>
Table 4. Overall frequency, reason, and consequence of failure to retrieve medical information from the Internet.

<table>
<thead>
<tr>
<th>Question</th>
<th>Categories</th>
<th>% (n/N) a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency of failure: “How often do you face the situation where you cannot find the answer to a medical question on the Internet?”</td>
<td>Never, Rarely</td>
<td>41 (187/453)</td>
</tr>
<tr>
<td></td>
<td>Sometimes</td>
<td>44 (199/453)</td>
</tr>
<tr>
<td></td>
<td>Often, Always</td>
<td>15 (67/453)</td>
</tr>
<tr>
<td>Reason of failure: “What is the most common reason you failed to find an answer?”</td>
<td>Too many search results, too time-consuming to choose</td>
<td>76 (278/368)</td>
</tr>
<tr>
<td></td>
<td>I was not sure how to formulate the query</td>
<td>24 (90/368)</td>
</tr>
<tr>
<td>Consequence of failure</td>
<td>Do another search using search terms that get MORE SPECIFIC</td>
<td>61 (261/427)</td>
</tr>
<tr>
<td></td>
<td>Do another search using search terms that get LESS SPECIFIC</td>
<td>19 (81/427)</td>
</tr>
<tr>
<td></td>
<td>Nothing, I stop searching on the Internet</td>
<td>9 (40/427)</td>
</tr>
<tr>
<td></td>
<td>I send an email/Skype/chat with a colleague</td>
<td>8 (34/427)</td>
</tr>
<tr>
<td></td>
<td>I post the question in a medical forum/physician community</td>
<td>3 (11/427)</td>
</tr>
</tbody>
</table>

aN is based on the number of respondents that provided a response to the corresponding question in the questionnaire.

Search Tools and Advanced Search Options

As shown in Figure 2 and Table 3 in Multimedia Appendix 2, the search engine features physicians reported to be most important or desired were the possibility of “being able to quality rate medical information and perceive ratings of other physicians” (52%, 212/410), advanced search (45%, 188/422), being presented a list of popular websites (45%, 181/403), suggested relevant topics (39%, 159/413), search of images (33%, 133/409), and use from mobile platforms (33%, 137/412). The 15 most important tools are illustrated. Numerical values and statistical parameters are shown in Table 3 in Multimedia Appendix 2.

Physicians in training placed substantial importance on a wide variety of search tools, especially collaborative tools (physician quality ratings), media tools (mobile accessibility, image search), and data selection tools (advanced search). Congruent with these findings, it was found that physicians in training were more likely to report using mobile devices (P<0.01) and placed higher importance on the use of video for the presentation of medical information (P=0.022) than qualified physicians. Qualified physicians were more likely than physicians in training to place importance on the possibility to integrate patient data in the search process (36%, 124/343 vs 18%, 9/50; χ²=6.617, P=0.037). On the other hand, physicians in training were more likely than qualified physicians to regard the existence of a spelling correction tool as important (31%, 16/51 vs 18%, 61/348; χ²=5.929, P=0.052). A possible explanation for this finding is that it could be assumed that they have less experience in using medical terminology.

General practitioners were more likely than specialists to perceive the availability of medical calculators as important (42%, 34/82 vs 30%, 77/258; χ²=6.538, P=0.008) and primarily sought collaborative and data selection tools. Furthermore, they were more likely than specialists to use the advanced search options of restricting results by language (48%, 43/89 vs 35%, 97/278; χ²=5.148, P=0.023) and country (23%, 20/89 vs 13%, 36/278; χ²=4.728, P=0.003). Some of this effect could be attributed to the fact that general practitioners reported lower levels of medical English competence than specialists.

Being able to restrict results by date (45%, 190/422) and language (36%, 153/422) were popular features, while filtering search results by format (13%, 56/422) was comparatively uncommon. Of the physicians whose mother tongue was not English, 26% (145/391) reported using language filters. Although language was not explicitly reported as a frequent barrier and levels of medical English competency were reported as high, a substantial proportion of physicians appear to prefer content being presented in their mother tongue. Furthermore, moderate importance was assigned to language tools such as automatic completion of queries (23%, 95/409), spelling correction (19%, 78/415), and automatic translation (15%, 65/421).
Figure 2. Responses to the question "How important do you perceive the following tools?", percentages of responses with the answer "Important" are illustrated.

Discussion

Principal Findings

In line with previous research [6], general-purpose search engines (eg, Google), medical research databases (eg, PubMed), and Wikipedia were popular resources, while specialized search engines were unpopular. The popularity of medical society websites (ie, websites representing organized groups of physicians) was somewhat surprising. This could be explained by the fact that these websites often contain large amounts of peer-reviewed articles and medical news.

General practitioners were primarily interested in secondary resources including general, “easy to use” health content and collaborative resources (eg, physician network communities, forums). In contrast, specialists, especially medical professors, expected to access primary resources (eg, scientific journals, PubMed abstracts). Qualified physicians liked to access medical society websites while physicians in training were drawn towards encyclopedic resources such as Wikipedia and reported consulting websites suggested by their colleagues.

Current medical search engines are often based solely around primary resources and may consequently fail to address the resource expectations of a substantial fraction of physicians. Even though point-of-care databases (eg, UpToDate) provide reliable, evidence-based clinical information, the reported use among physicians was shown to be limited. A possible explanation could be that most physicians are not willing to pay high subscription fees to access medical information. In line with this notion, our study revealed that more than half of the physicians in our sample prefer advertisement-driven, free search services to paid services.

Our findings suggest that all groups of physicians, except general practitioners, are prepared to devote a considerable amount of time to important complex queries. However, physicians often fail to find the required information online. Known barriers to medical information retrieval such as inaccessibility of relevant information, questionable trustworthiness, and information overload [12] are confirmed by our findings. However, it appears that physicians either lack the time (general practitioner) or the skill (physician in training) to perform adequate data selection and evaluation when confronted with vast amounts of information.

The popularity of data selection tools (eg, suggested relevant topics, popular websites where most users found the answer) supports the notion that physicians seek help in finding relevant search results. The importance of the medical colleague in answering clinical questions has been verified over the last decade [6,17]. However, it has remained unclear to what extent the opinion of an anonymous colleague on the Internet can provide the needed “affirmation and support” [2]. Some support for the importance of “digital colleagues” was provided by the substantial fraction of physicians requesting collaborative tools (eg, functionality allowing them to share and perceive physician quality ratings of medical content). A general practitioner might,
The Internet provides physicians with the opportunity to actively communicate with colleagues all over the world and to share information in the context of open-access platforms. Our results confirm previous findings suggesting the growing dominance of social media in the medical health domain [18,19]. Social media have previously been defined to include both “professional physician platforms” as well as encyclopedic open-access resources such as Wikipedia [19]. While creation and usage of a specialized medical Wikipedia appears like an interesting solution [20], the success of such projects has been mixed [19]. A differentiated approach may be necessary. We found that physicians in training are the most likely subgroup to use Wikipedia while general practitioners are most likely to use physician communities.

Medical professors reported the least reliance on collaborative and data selection tools and primarily used tools such as self-stored compendia, which can aid the preparation of presentations or manuscripts. A possible explanation could be that medical professors are more proficient in online data selection due to high levels of research experience and consequently require less help from other physicians.

An interesting finding was that despite language not being mentioned as an explicit search barrier, and self-perceived understanding of medical English being high, many physicians, especially general practitioners, reported restricting their search results by language. Thus, it appears that many physicians residing outside the English-speaking domain are interested in local information in their mother tongue. Possible explanations could be a preference to read their mother tongue and increased relevance of local resources to their health care settings.

Strengths and Weaknesses of the Study
At the time of this writing and to our best knowledge, the current study is based on the largest sample size of all detailed European scientific studies on the professional use of the Internet by medical practitioners. With regard to the large number of questions answered by each participant, it is one of the most extensive studies in the field. A potential weakness of the study is that it is biased against medical practitioners who use the Internet rarely, since the questionnaires were primarily disseminated via email, and the online promotion and the questionnaire were available only through a website. Another potential weakness is that the study is solely based on self-report, while physicians have been found to overreport their use of objective resources and underreport their reliance on subjective sources such as colleagues [17]. Third, physicians from certain European countries (Austria, Switzerland, United Kingdom, and France) and physicians living in urban areas are overrepresented in the sample.

Possible Explanations and Implications for Clinicians and Policy Makers
General search engines are popular but offer vast amounts of often irrelevant, invalid information that require physicians to pursue substantial data screening and filtering. Appropriate tools may help to overcome this problem. In terms of usability, simple search systems such as Wikipedia and Google appear to attract physicians, possibly due to time constraints but also due to their level of information need. A substantial proportion of physicians seek secondary resources, struggle with limited access to readable, high-quality content, and lack the time and skill to pursue relevant data selection. Since the quality of medical information accessed on the Internet is likely to increasingly impact medical care, it may be of importance that all physicians are trained in efficient online data selection and have easy accessibility to high-quality resources. A potential solution might also be governmental support of the development of openly available, effective medical search engines, open access to high-quality content for physicians and the improvement of the quality of popular existing Web resources such as Wikipedia.

Unanswered Questions and Future Research
Our research provides the investigative basis for questions that need to be answered in further experimental research. The finding that most clinicians use Wikipedia and general search engines to obtain medical information raises the question of the impact of such behavior on the quality of medical care. It also needs to be investigated why physicians are largely unwilling to pay for high-quality medical information services, and what alternative financing models for such services could look like. It is unknown to what extent different types of physicians have the expertise to evaluate the reliability of content provided on the Web. Level of initial knowledge or expertise may play a central role in determining data selection skills and the type of resources expected when searching for information. The extent to which initial knowledge of a medical topic has an impact on the type of medical resource used could be clarified in experimental research. Further quantitative research representing different health systems, including a higher proportion of younger physicians and comparing different areas of medical specialization, is needed.
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Abstract
Health care professionals, patients, caregivers, family, friends, and other supporters are increasingly joining online health communities to share information and find support. But social Web (Web 2.0) technology alone does not create a successful online community. Building and sustaining a successful community requires an enabler and strategic community management. Community management is more than moderation. The developmental life cycle of a community has four stages: inception, establishment, maturity, and mitosis. Each stage presents distinct characteristics and management needs. This paper describes the community management strategies, resources, and expertise needed to build and maintain a thriving online health community; introduces some of the challenges; and provides a guide for health organizations considering this undertaking. The paper draws on insights from an ongoing study and observation of online communities as well as experience managing and consulting a variety of online health communities. Discussion includes effective community building practices relevant to each stage, such as outreach and relationship building, data collection, content creation, and other proven techniques that ensure the survival and steady growth of an online health community.

Introduction
In her keynote address to participants of Medicine 2.0’11, Susannah Fox pointed out that “Patients and caregivers know things—about themselves, about each other, about treatments—and they want to share what they know to help other people” [1]. Thanks to the social Web, people facing a new diagnosis, undergoing treatment, or living with chronic illness can tap into larger networks. People are increasingly joining online health communities to share information and find support [2]. Fox went on to say, “Pew Internet research—and technology innovators—have found that if you can enable an environment in which people can share, they will and the benefits will entice others to join” [1].

Recognizing the potential benefits and increasing popularity of online patient support [2-7], more and more health care institutions and organizations are adding social Web elements to their repertoire of patient and family support and care provider collaboration tools. But social Web (Web 2.0) technology alone does not create a successful online community. A successful community is one in which members participate actively and develop lasting relationships [8]. Building and sustaining a successful community requires an enabler [9] and strategic community management [8,10].

This paper describes the community management strategies, resources, and expertise needed to build and maintain a thriving online health community; introduces some of the challenges; and provides a guide for health organizations considering this undertaking. The tutorial draws on insights from an ongoing study and observation of online communities as well as experience managing and consulting a variety of online health communities (see Table 1).
Table 1. Online communities built and used in this research.

<table>
<thead>
<tr>
<th>Community</th>
<th>Description</th>
<th>Date of inception</th>
<th>Number of membersa</th>
<th>Stage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mitosis (archived &amp; adopted)</td>
<td>A Canadian online resource library and community for women with breast cancer</td>
<td>Mar. 2007</td>
<td>1050</td>
<td>Mitosis</td>
</tr>
<tr>
<td>SharingStrength/</td>
<td>A community of practice for people interested in exploring social innovation in health care</td>
<td>Sept. 2010</td>
<td>6564</td>
<td>Maturity</td>
</tr>
<tr>
<td>FortesEnsemble [11]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health Care Social Media Canada [12]</td>
<td>Canadian Cancer Society’s online community for people touched by cancer (H. Sinaro community manager)</td>
<td>Jan. 2011</td>
<td>2100</td>
<td>Establishment</td>
</tr>
<tr>
<td>CancerConnection/</td>
<td>Online resources and community for people living with limited time, losing someone, caring for someone, or working through grief</td>
<td>Dec. 2011</td>
<td>477</td>
<td>Late Inception</td>
</tr>
<tr>
<td>ParlonsCancer [13]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Canadian Virtual Hospice/</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Portail canadien en soins palliatifs [14]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aMembership numbers as of Feb. 28, 2013.

At the time of writing this paper, the author (CY) manages the online communities of Health Care Social Media Canada (hcsmca) [12] and Canadian Virtual Hospice/Portail canadien en soins palliatifs [14]. Hcsmca was founded September 2010 and has since grown to become a mature community of practice of over 6500 members from all sectors of health care (health care professionals and professional associations, patients, caregivers, patient organizations, public health institutions, health educators, researchers, policy makers, communicators, and many more). Unlike the other communities described in this paper, hcsmca relies on social media platforms such as Twitter and LinkedIn for its online interactions rather than online community software.

Virtual Hospice’s online community was first introduced in 2004, but after the initial launch, the discussion forums languished with little to no activity. In 2011, the author joined Virtual Hospice’s team to develop and implement a strategic online community management plan and establish a successful community. Today, the fledgling, but active, community continues to grow, providing peer-to-peer support and information for a very specific point in the life continuum, namely for people living with life-threatening disease, for friends and family who care about and for them, and for people dealing with grief and loss (see Figure 1).

SharingStrength/FortesEnsemble was a Canadian online resource library and community for women with breast cancer. The website was archived in 2011 [11] and the thriving English and French communities were successfully adopted by the Canadian Cancer Society’s then new online communities CancerConnection and ParlonsCancer [13] for people touched by cancer. During the adoption phase, the CancerConnection/ParlonsCancer communities were a welcoming new home and the presence of SharingStrength/FortesEnsemble’s moderator (the author) helped ease the transition of SharingStrength/FortesEnsemble members. Additionally, SharingStrength/FortesEnsemble’s community management practices and experience were transferred through collaborative moderator team training, the development of a moderation manual, and the creation of content for and with the community. Strategic development of CancerConnection/ParlonsCancer continues. Sustained collaboration between the community managers of CancerConnection/ParlonsCancer and Virtual Hospice helps members who are entering palliative care, or are caring for someone at the end of life, and who may wish to access the resources and services at Virtual Hospice or join that community.

Throughout the paper, the term “online community” is used; some researchers use “virtual community”. While the terms are interchangeable, online community is more widely used [15].
What Is an Online Community?

As yet, there is no universally accepted definition of online community. Howard Rheingold, who coined the phrase virtual community, describes them as “cultural aggregations that emerge when enough people bump into each other often enough in cyberspace” [16]. A variety of disciplines have studied online communities, each one providing its own definition. Reviews by Preece and Maloney-Krichmar [17] and Iriberri and Leroy [8] illustrate how broadly defined online community is in this
rapidly growing field. While Preece defines online community as “any virtual social space where people come together to get and give information or support, to learn, or to find company” [15], in this paper, an online community is a group of people who share a strong common interest, form relationships, and interact online. This definition encompasses three of the elements required for a successful online community discussed later in this paper:

- share strong common interest = domain
- form relationships = sense of community
- interact online = activity

There are different types of online communities [18]. People may form a community around a common interest, place, action, practice, or circumstance. While many of the strategies and tactics outlined in this discussion apply to all types of communities, specific examples focus on health communities. (Multimedia Appendix 1 lists all the online health communities mentioned in this paper.) Most health- and disease-based communities can be described as communities of circumstance. Rather than seeking online social interaction about a chosen interest, such as gardening (GardenWeb [19]) or citizenship (BritishExpats [20]), patients and caregivers are motivated to seek online interaction when a circumstance is imposed upon them, such as a new diagnosis or a change in health or well-being. They want to learn about their disease, get support, be less afraid of the unknown, and help others in similar circumstances [18]. Community members who have had similar experiences and can respond empathetically [21] may encourage strong relationships to develop, making patient and caregiver communities some of the most important on the Internet [18].

Why Some Communities Succeed and Others Fail

Some online health communities thrive, sustaining activity for many years. Others languish, resembling ghost towns [22]. Their asynchronous tools, such as discussion forums (also known as message boards), often have multiple threads with few messages and last-post dates that are long past. Synchronous online chats and events are not well attended. Why do some communities succeed where others fail?

The success or failure of an online community depends, in part, on an organization’s commitment to sustained organizational and financial support for dedicated community management. Many health organizations are most concerned about the proliferation of misinformation [18]. While monitoring for misinformation through moderation and community watch mechanisms is important [3,23], developing and sustaining a successful online health community requires more than reactionary observation.

To build a thriving online community, organizations must ensure they have organizational commitment and the financial and human resources to not only start an online community, but also to support its growth and to evolve with the community throughout its life cycle. There are many flourishing online health communities. Before deciding whether to start an online community, resource-strapped health organizations should perform an environmental scan and consider whether their proposed community differs from those that exist or whether it makes more sense to seek collaborative opportunities with an established community. Investment in community management is imperative to an online community’s success [24]. Furthermore, an organization needs to:

- establish and understand the domain of the proposed community [9]
- develop and sustain a community management strategy according to the community’s life cycle stage [8]
- foster a sense of community [25]

The Domain

The domain is the common ground and sense of common identity upon which a community is built. Clearly defining the domain—whom the community is for, and why—affirms its purpose and value to both the community members and other stakeholders. The domain inspires people to participate in and contribute to the growth of the community [9]. In the case of health communities, domain may simply be a disease, such as cancer (CancerConnection [13]) or Crohn’s disease (Crohnology [26]), or life stage, such as birth (BabyCenter [27]) or death (VirtualHospice [14]).

An online community’s purpose and membership motivation also help determine which management strategies and platform tools will most likely contribute to its success [8,28]. In the case of online health communities, the purpose is usually to provide support and information to help people manage their health and well-being. Given that members are motivated by their need to receive emotional support, to reciprocate support, to learn, and to offer practical information, discussion forums are often the first platform tool introduced to a community platform. As the community evolves, the community manager may add tools that help members build a knowledge base or aggregate the community’s collective knowledge, such as a wiki to develop an e-book, group areas focused on a particular topic, or blogs led by specific community members.

The Community Life Cycle

Reviewing online community research, Iriberri and Leroy recognized that online communities evolve through distinctive life cycle stages: inception, creation, growth, maturity, and, sometimes, death [8]. Iriberri and Leroy developed a framework of recommendations for success relevant to the developmental stage of the online community. This framework has been widely adapted and refined by community management practitioners to build successful online communities and will be discussed in more detail later in this paper.

Sense of Community

Successful communities possess a strong sense of community, which comprises four elements [29]:

- Membership: Individuals have a feeling of belonging to, and identify with, the community.
- Integration and fulfillment of needs: The goals of individuals match those of the membership as a whole. As members satisfy their own needs, they also meet the community’s needs.
Influence: Members feel they matter within the community and that they can influence and be influenced by the community.

Attachment: Members share an emotional connection. Members believe they share or will share common history, places, or experiences.

Historically, measures of the sense of community in online communities have been adapted from McMillan and Chavis’s widely used measure of sense of community for face-to-face communities [30]. Evaluating these four elements in an online community offers insight into whether the online interaction can be defined as merely an online “settlement” [25], such as comments on a Facebook fan page, or a true online community, where members display actions reflecting feelings of belonging, influence, and attachment, and both their own as well as the community’s needs are being fulfilled. The Association of Cancer Online Resources (ACOR) [31] is a prime example of a true online community. ACOR is one of the oldest (established in 1995) and arguably the best known of online cancer communities, with a long history of sustained activity and a large body of reputable collective intelligence of hundreds of patients and caregivers.

While similarities exist between the sense of community of face-to-face and online communities, there are significant differences [30]. Given the increasing popularity of online communities and social networking, more research in this area would be useful. Blanchard’s Sense of Virtual Community measure represents a significant first step [30].

Guidelines for Building and Sustaining a Thriving Online Community

The Community Life Cycle

Depending on a community’s developmental phase, its community management goals, strategies, priorities, and basic tasks will evolve. Figure 2 illustrates Richard Millington’s adapted version of the life cycle of an online community based on Iriberri and Leroy’s research [8,10]. This section introduces Millington’s four stages and explains how they can be used to build an online health community. It also expands upon the mitosis stage, examining the possibility of arranging for the adoption of a community and how to avoid the death of a community.

Understanding a community’s life cycle stage by monitoring its growth and activity (ie, posts, chats, events, and private messages) will help community managers decide when to adjust their community tactics and what changes the community would welcome and will enable them to substantiate the proposed evolutions for stakeholders. A community’s life cycle is not linear and managing its growth, activity, and design is an iterative process that must adapt to the needs of the members and the community’s purpose.

Figure 2. Life cycle of an online community (by Richard Millington).

Inception
The inception stage of an online community begins as soon as an organization begins to engage potential community members [32]. During the inception phase, the community manager

• invites them to join and participate and encourages them to remain active
• helps establish tone and style
• recruits and nurtures an active core group to be community ambassadors

• develops relationships with potential members
At the beginning of the inception stage, most of a community manager’s time is dedicated to making connections and building a core group of active members. This work should start even before the community platform is available. Community managers seek potential members by tapping into their personal and professional networks and their organization’s networks, monitoring discussions on social media, and recruiting volunteer participants. In other words, online community building starts with many one-on-one interactions, many of which occur offline. As Millington points out, “Getting your first 50 members is really hard work. It’s much harder than you probably imagine. In fact, earning those first 50 people is a full-time job” [32].

Many health organizations have a volunteer corps. Volunteers can be recruited and offered training on how to use the community platform and how to foster supportive conversation online (see Figure 3 for an example of a volunteer group, the “Care Team” from Tudiabetes [33]). Volunteers can seed the community—engage in conversations among themselves—to ensure there is activity before new potential members are invited to the online community. It is vital to have activity in the community, especially in health communities, because no one wants to seek support from, or ask a vulnerable question into, a void [34].

Engaged volunteers welcome new members and ensure they receive timely—ideally immediate—replies. Reducing the time between posting a message and receiving a response encourages new people to stay engaged with the community members and to become committed members [35]. Receiving a prompt reply to a comment (within minutes) is far more memorable than receiving a reply hours or days later [36]. Implementing an opt-out notification system that alerts members by email when there is a new response to their contributions promotes quick response by both new and core members and can increase participation and activity [36].

Core members, including volunteers, play a vital role in the success of a community. They provide activity, but they also establish the tone of the conversation, welcome newcomers, connect people in the community, give lurkers (people who read but do not post) the confidence to join the conversation, and invite people to the community. Core members also help make improvements to the community, such as identifying possible barriers to participation and usability problems. In the inception stage, all new members are potential core members. Community managers have the opportunity to demonstrate to early adopters that they matter and that they have influence; managers should also ensure that there are channels for members to give their feedback. In the beginning, many members join because of a direct invitation. Beyond asking them to join, community managers should guide new members as to what they can do, for example, respond to a particular thread, start a blog on a given topic, add to the profile page, etc.

During the inception stage, slow, steady growth is best. Successful community managers integrate a few members at a time and work at converting visitors into active members. Thus the goal is not to accrue a large number of registrants, but rather to steadily grow the number of members who are committed to participating [32]. As activity and membership grow, the community manager will

- observe behaviors and make adjustments to usability, design, and strategy according to member feedback and behavior
- look for on- and offline event opportunities, such as live chats or in-person meetings
- increase activity and nurture a sense of community
- moderate posts and remove or correct misinformation

As membership and activity grow, community management strategies will gradually shift to establishment-stage activities.

Figure 3. Screenshot from Tudiabetes (they created a group for volunteers, who ensure new members are welcomed).
Establishment

The establishment phase of the community’s life cycle begins when members generate more than 50% of the activity and ends when they generate most (90%) of the growth and activity and when the sense of community starts to develop [32]. At this stage, the community manager focuses on modified versions of the inception-phase tasks, such as

- adding, nurturing, and supporting core members
- increasing activity with an eye to deepening the sense of community
- continuing with the growth strategy and broadening outreach
- expanding community tools

Activity remains the prime focus of the establishment phase. Supporting, observing, and investing time in the community’s core members helps achieve the remaining goals of the establishment period, namely growth and a deepening sense of community [30]. As the community matures, trust and lasting relationships begin to emerge and the strengths of core members reveal themselves [37]. Community managers should capitalize on the roles that core members start to assume, assigning them ownership of these roles and rewarding them for their activity, such as by featuring them in a newsletter article or blog post or by developing a system of recognition awarding status, for example, highlighting the most helpful members or most viewed posts. In the community PatientsLikeMe [38], members receive profile stars to indicate the amount of health information they’ve shared (see Figure 4). The stars show other members who has shared how much. Once a member receives the maximum three stars, they can apply for mentor status. Note that the PatientsLikeMe model assumes that the more members share, the more they can understand about their own experience and presumably the more they help others to learn. However, quantity does not trump quality. A single quality post from a regular member can also have a significant positive effect on a community. Community managers may wish to highlight the best comments of the week or month to recognize influential members.

As their commitment deepens, core members become more invested in the community’s success. The community manager can encourage further organic growth by developing a word-of-mouth referral plan, leveraging the commitment of these community ambassadors [32]. As Millington points out, it is first important to understand what motivates people to recommend a community (give a referral). They may be motivated by the potential to

- increase their status within the community
- increase their status outside the community
- help others in a similar situation
- help build the community

The first two motivations can be satisfied by recognizing key members and their contributions as mentioned above. For the latter two, the community manager can implement mechanisms that cater to the “pay it forward” sentiment that is prevalent among patients and caregivers and is a key motivator for health communities. Online community members often have offline interactions with other patients and caregivers, health care providers, and support organizations. These interactions can be fertile ground for promoting the community and its benefits and for extending invitations to join. Community managers should encourage and facilitate these opportunities.

While direct invitations to join the community continue, the community manager’s outreach efforts can shift to include broader awareness tactics at this stage, such as writing about the community (submitting articles to relevant newsletters and posting to social media channels and related blogs) and making presentations at relevant conferences and events.

Creating content for and about the community intensifies the sense of community. Content examples include producing a community newsletter or community section in the organization’s existing newsletter, writing newsletter articles or blog posts about individual core members or inviting them to make a newsletter or blog contribution, or producing a video featuring the community and its membership.

New members and new activity bring new ideas for discussions, for new roles and responsibilities, and for the development of new tools, features, and technologies. Thus, during the establishment phase, the community manager also continues to

- moderate posts
- monitor growth and activity
- make usability, design, and strategy improvements according to member feedback and user behavior data
- create event opportunities

Gradually, the community will evolve to the maturity phase.
Maturity
An online community’s maturity stage begins when more than 90% of activity and growth are generated by members [32]. Many successful communities oscillate between the establishment and maturity phases as members retire from the community and community management strategies circle back to inception and establishment phase tactics to spawn new activity with new members. In the maturity stage, the size of the community reaches its critical mass, activity continues, and a sense of community is well established. While mature communities are often considered self-sustaining, the need for community management strategy and activity remains. The community manager’s attention turns to

- training core members to assume roles to maintain activity
- stimulating referrals and promoting the community to new members
- intensifying the sense of community
- assessing and optimizing processes
- developing collective value

The community manager should monitor the community and identify opportunities to develop collective value, which in turn intensifies the sense of community and will help promote the community. Collective value can be developed through co-creation, that is, involving community members to produce something together, such as a community charter or an e-book about the community or on a subject that represents the collective’s area of expertise. Members could be asked to write content for third-party publications or to respond to a survey to gather feedback on proposed improvements, giving them ownership of the changes. In the case of hcsmca, which is a mature community, members have been invited to become more involved, and some have taken initiative to create new roles and participation in co-creation of documentation and activities, for example:

- moderating weekly online chats
- organizing in-person meetings (meet-ups)
- writing blog posts about their experience in the community or about community activities
- analyzing the community (see Figure 5)
- creating documentation (eg, archiving of chat transcripts)

Many communities remain in the maturity stage for years and, if they maintain sustainable member size, may never reach mitosis or death [8,10].

http://www.jmir.org/2013/6/e119/
Mitosis, Adoption, Death

The mitosis phase begins when the community becomes largely self-sustaining and ends when activity and growth start to erode the sense of community [32]. This is a critical juncture in the community life cycle and community managers need to monitor activity and member attitudes and behaviors to ensure that the community does not become a victim of its own success. When a community grows to a point where the majority of members feel it is too large and too active, they will start to think they...
can no longer influence the community and they disengage. If
the community manager does not do enough to mitigate this
situation, the community will quickly die.

With proper monitoring and data collection during the establish-
ment and maturity phases, however, the community
manager will observe special interest groups emerging and will
be able to create splinter groups or community subsets [10]. For
example, a community for women with breast cancer may create
a subcommunity of young women with breast cancer. While
the word mitosis implies division into identical cells, a splinter
community will develop its own culture and characteristics, not
necessarily duplicating those of the parent community.

Each splinter community will return to the inception phase and
progress through the life cycle. Because the community
management efforts for each splinter community equal the effort
of starting a new online community, initiating one splinter group
at a time is advised [32].

Millington’s adapted version of Iriberri and Leroy’s online
community cycle appears most applicable. It is practical and
quite comprehensive; however, “Adoption” should be added to
the life cycle for organizations that can no longer fund or
otherwise support their thriving online community. Sometimes
 burgeoning or thriving online communities are forced to die a
premature death when funding priorities shift or dry up despite
the success of the community. In such cases, planned adoption
can support the survival of the community of people.
SharingStrength/FortesEnsemble is one example of successful
adoption of a community when the funder’s priorities were

Like Iriberri and Leroy, Millington refers to the possibility of
the final life stage: death. Understandably, however, his practice
guidelines do not focus on this stage because he contends that
good community management practices render this stage
avoidable [39]. He writes, “You have a short window to reverse
a decline before it becomes a death spiral”. Community
managers can avoid the death spiral by monitoring metrics of
growth, activity, and sense of community, in other words,
measuring for success.

Measure for Success

Metrics for quantifying the success of online communities vary
widely [15,40]. In her paper from 2001, Preece suggests tracking
determinants that measure community members’ sociability
and the usability of the technology to measure success.
Sociability refers to how members of a community interact with
each other on the community platform or technology; usability
is primarily concerned with how users interact with the
technology. Analysis of a community at key points in its life
cycle using rigorous determinants is highly recommended. For
example, Preece outlines the evaluation of the purpose, people,
and policy of a community (sociability) and information design,
navigation, access, the dialogue and social supports like prompts,
use of avatars, etc (usability) [15]. However, collecting such
thorough data regularly is likely unrealistic for most community
managers.

One can also apply many useful health-related metrics, such as
self-efficacy and quality of life, to analyze online communities.
For the purpose of this paper, the focus is on metrics specifically
pertinent to the community manager’s role in developing a
thriving online community. This role includes ascertaining the
community’s needs and identifying relevant community trends
and developments to steward the health of the online
community—its growth, activity, and sense of community—and
to foresee and fix negative trends before they become problems.
Thus, it is important to monitor the trends and to gather data
that will

- keep track of the growth of the community
- demonstrate activity and engagement (sociability)
- improve the community, discover problems, and validate
  what works (sociability and usability)
- report progress and demonstrate the value of the community
  to stakeholders, including community members

Community managers should collect a manageable amount of
data regularly, consistently, and accurately over the life of their
community. Millington recommends tracking active members
to determine growth and engagement [41]. Growth data should
include not only the number of registrants (members), but also
the number of registrants who contribute (active members) and
the number who made a contribution in the past month. Having
a high number of registrants relative to the number of
participants signals a low conversation rate and may indicate
the existence of barriers to participation (usability). Knowing
who has not contributed in the past month can inform targeted
outreach activities.

Activity and engagement data help determine where the
community is in its life cycle (a more engaged community
equals a more developed community) and identifies potential
problems early, when they can be more easily corrected. Activity
and engagement can be assessed by monthly tracking of the
number of posts, the average number of contributions per active
member, the average number of responses to a post, the average
time for a post to receive a response, and the average number
of visits per active member [10]. By identifying the activity and
engagement level, the community manager can validate the life
cycle stage and introduce strategies and tactics appropriate to
that stage. Managers can use the data to recognize the type of
conversations and activities that generate the highest
engagement, which member behaviors are most apt to lead to
increased activity, and whether too few members are dominating
the conversation.

Table 2 lists examples of growth and activity data that
community managers could track monthly to monitor the health
of their community. The data can be used to track trends and
progress, to help identify which community management
strategies and activities are working, and to improve those that
are not. These data can also be used to develop tactical activities
to promote growth and activity tailored to the community’s
members, potential members, and technology.
should find ways to gather feedback from members and ensure likely produce biased results. Nonetheless, community managers feel the strongest sense of community [10]. Such surveys will often the most engaged community members and those who Furthermore, members who voluntarily respond to surveys are is a limit to how often members will agree to be surveyed. community use in 2007 [30]. But as Millington points out, there is a sense-of-community index, which Blanchard adapted for online community. As mentioned, Chavis et al developed a measurement of initial successful engagement. Members who have not completed their profile provide an opportunity for community managers or recruited volunteers to contact them and obtain valuable feedback about why they have not completed their profile. Perhaps there is a usability issue or the member needs encouragement or mentoring to feel part of the community.

Periodic sample measurements of the community can also be useful. For example, calculating the number of contributions per active member over a given period can demonstrate whether the activity is shared among many or few members, identify the community leaders, and discover who is contributing infrequently. Speed of response, how much response, and what kind of response should be monitored. As mentioned earlier, the quicker that members receive a response, the higher the sociability of the community, which usually leads to more activity [35].

It can be useful to know who is participating in the community. However, gathering all demographic information during the registration process is ill advised—doing so can be a barrier to participation. Instead, members who fill out their profile can be used as a measurement of engagement and sense of community, ie, a measurement of initial successful engagement. Members who have not completed their profile provide an opportunity for community managers or recruited volunteers to contact them and obtain valuable feedback about why they have not completed their profile. Perhaps there is a usability issue or the member needs encouragement or mentoring to feel part of the community.

One could also consider surveying the community to assess its sense of community. As mentioned, Chavis et al developed a sense-of-community index, which Blanchard adapted for online community use in 2007 [30]. But as Millington points out, there is a limit to how often members will agree to be surveyed. Furthermore, members who voluntarily respond to surveys are often the most engaged community members and those who feel the strongest sense of community [10]. Such surveys will likely produce biased results. Nonetheless, community managers should find ways to gather feedback from members and ensure members have clear and simple channels to provide it.

### Challenges

Many health organizations are most concerned about disclosure of personal health or other sensitive information and the proliferation of misinformation [3, 18, 23]. However, experience and observation show that clear policies, proactive community management, and active moderation and community participation render these concerns largely unfounded for online communities associated with reputable organizations. It should be noted that some communities exist for the sole purpose of encouraging unhealthy behaviors, such as pro-anorexia groups [42]. This discussion refers to online communities that support healthy behaviors and how they manage transgressions of their terms of use.

Clearly stated policies make it easy for moderators to modify—and in some cases remove—posts that contravene terms of use, such as commercial postings, advertisements, or impersonations; posts that relate to illegal activity; those that contain disrespectful language, etc [43, 44]. For example, Macmillan Cancer Support’s online community had to deal with a member posing as a cancer patient. In a blog post [45], the moderation team described the transgression to the community, expressed empathy for the upset it may have caused, explained how members can protect themselves, and gave an opportunity for the community to discuss the situation.

Community managers, moderators, and core members model behavior and can guide members who may have unwittingly shared sensitive information or misinformation. This modeling establishes and maintains the desired tone of a community. Communities with a secure sense of community can rely on responsive self-policing to correct misguided behavior and misinformation. In fact, rather than removing misguided information, allowing and enabling community members to
correct misconceptions and provide balanced debate can be a very productive bonding opportunity that deepens the sense of community and establishes the value of collective knowledge. On hcsmca’s LinkedIn Group page, a marketing manager made a commercial post about her company’s upcoming patient experience conference that did not include patients. This contravened the community’s principle of including patients. The ensuing conversation demonstrated hcsmca’s community cohesiveness, resulted in an informative discussion, and deepened the community’s sense of purpose and influence [46]. Because the hcsmca community relies on Twitter for the majority of its online interactions, one might think it would be more susceptible to abuse with little recourse to correct misbehavior. However, the tight-knit nature of the community and its unified understanding of the community’s purpose guards its principles and guides the behavior of newcomers, quickly correcting or rejecting misuse.

Clinical study recruitment may be desirable in some health communities. If so, guidelines and criteria about how, what, and where to post for recruitment should be readily available for researchers to consult. Recruitment policies may change as a community matures. For example, a request for photo subjects was posted on Virtual Hospice when the community was just starting out [47]. The post was removed and the poster, who had no interest in becoming a community member, was invited to submit the request through more appropriate channels of the organization. In a more mature community, such a request may not have been inappropriate.

As these examples demonstrate, undesirable behavior does happen in online communities, but responsive community management can maintain the integrity, reliability, and value of the collective community knowledge.

The bigger issue challenging the success of online communities is the failure to recognize the time and effort required to build a thriving and reputable online health community. Building a community takes organizational commitment as well as sustainable financial and human resources throughout the community’s life cycle [48]. An evidence-informed community management strategy [49] and a dedicated, experienced community manager can ensure an online community’s success.

**Conclusion**

Most of the practices discussed in this paper are not unique to health communities. However, establishing an online health community’s purpose and its members’ motivations helps community managers modify these practices to tailor the engagement tactics for online health communities. As people increasingly turn to online health communities for information and support, it is vital to realize that community management is more than just moderation (see Multimedia Appendix 2). Behind each thriving online community is an enabler—a community manager who establishes the tone, proactively initiates and maintains growth through outreach and by encouraging member referrals, ensures regular activity, nurtures core members, hosts events, creates content for and about the community, fosters a sense of community, and constantly gathers data and feedback to guide and improve the community. A successful online community manager will adapt the management strategy as the community evolves through the various stages of its life cycle. “Fostering participation is one of the most difficult, yet crucial, roles for online facilitators” [50].
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Abstract

Background: Recent research identifies unhealthful weight-control behaviors (fasting, vomiting, or laxative abuse) induced by a negative experience of the body, as the common antecedents of both obesity and eating disorders. In particular, according to the allocentric lock hypothesis, individuals with obesity may be locked to an allocentric (observer view) negative memory of the body that is no longer updated by contrasting egocentric representations driven by perception. In other words, these patients may be locked to an allocentric negative representation of their body that their sensory inputs are no longer able to update even after a demanding diet and a significant weight loss.

Objective: To test the brief and long-term clinical efficacy of an enhanced cognitive-behavioral therapy including a virtual reality protocol aimed at unlocking the negative memory of the body (ECT) in morbidly obese patients with binge eating disorders (BED) compared with standard cognitive behavior therapy (CBT) and an inpatient multimodal treatment (IP) on weight loss, weight loss maintenance, BED remission, and body satisfaction improvement, including psychonutritional groups, a low-calorie diet (1200 kcal/day), and physical training.

Methods: 90 obese (BMI>40) female patients with BED upon referral to an obesity rehabilitation center were randomly assigned to conditions (31 to ECT, 30 to CBT, and 29 to IP). Before treatment completion, 24 patients discharged themselves from hospital (4 in ECT, 10 in CBT, and 10 in IP). The remaining 66 inpatients received either 15 sessions of ECT, 15 sessions of CBT, or no additional treatment over a 5-week usual care inpatient regimen (IP). ECT and CBT treatments were administered by 3 licensed psychotherapists, and patients were blinded to conditions. At start, upon completion of the inpatient treatment, and at 1-year follow-up, patients' weight, number of binge eating episodes during the previous month, and body satisfaction were assessed by self-report questionnaires and compared across conditions. 22 patients who received all sessions did not provide follow-up data (9 in ECT, 6 in CBT, and 7 in IP).
**Results:** Only ECT was effective at improving weight loss at 1-year follow-up. Conversely, control participants regained on average most of the weight they had lost during the inpatient program. Binge eating episodes decreased to zero during the inpatient program but were reported again in all the three groups at 1-year follow-up. However, a substantial regain was observed only in the group who received the inpatient program alone, while both ECT and CBT were successful in maintaining a low rate of monthly binge eating episodes.

**Conclusions:** Despite study limitations, findings support the hypothesis that the integration of a VR-based treatment, aimed at both unlocking the negative memory of the body and at modifying its behavioral and emotional correlates, may improve the long-term outcome of a treatment for obese BED patients. As expected, the VR-based treatment, in comparison with the standard CBT approach, was able to better prevent weight regain but not to better manage binge eating episodes.

**Trial Registration:** International Standard Randomized Controlled Trial Number (ISRCTN): 59019572; http://www.controlled-trials.com/ISRCTN59019572 (Archived by WebCite at http://www.webcitation.org/6GxHxAR2G)
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**Introduction**

Binge Eating Disorder (BED) is proposed in the *Diagnostic and Statistical Manual of Mental Disorders* (DSM IV-TR) as a new diagnostic category, requiring further research, within the spectrum of the category Eating Disorders Not Otherwise Specified (EDNOS). BED is characterized by eating a much larger amount of food than most people would consider normal in a discrete amount of time (2 hours). This is associated with a loss of control about what and how much is eaten, but without the compensatory behaviors (vomiting, use of laxatives) typical of bulimia nervosa [1]. On average, individuals suffering from BED have a high prevalence of psychiatric and medical comorbidities, as well as obesity [2]. In fact, BED may occur in up to 30% of extremely obese subjects seeking treatment at weight loss programs [3], and obesity may be observed in approximately 65-70% of people with BED [4]. Cognitive behavioral therapy (CBT) can be considered one of the better clinical approaches available to treat BED [5]. CBT has been shown to reduce binge days and episodes and to improve the psychological features of BED, such as measures of restraint, hunger, and disinhibition surrounding eating. However, CBT alone has not shown strong results in decreased weight and sustained weight reduction in the mid-term (3- and 6-month follow-ups) [2,5].

The rising prevalence of weight-related disorders and the lack of a clear solution are pushing eating disorder and obesity researchers to start collaborating across fields to address them. In particular, their effort is focused on the identification of risk factors that are shared between these weight-related disorders [6]. Apparently, unhealthful weight-control behaviors, such as fasting (going without eating for 24 hours for weight control), vomiting, or laxative abuse, are the common antecedents of both obesity and eating disorders [6-11]. For example, Neumark-Sztainer and colleagues [7] discussed the results of the Project EAT II (Eating Among Teens), a longitudinal study involving 2516 ethnically and socioeconomically diverse adolescents. They report that, 5 years later, the use of unhealthful weight-control behaviors increased the risk for binge eating with loss of control by a factor of six, for being overweight by a factor of three, and for extreme weight-control behaviors, such as the use of diet pills and self-induced vomiting by a factor between two and five. A similar result was found by Stice and colleagues [11]: in a different longitudinal study fasting was the best predictor for the future onset, 5 years later, of binge eating and bulimia nervosa. These data have an important clinical implication: the evidence that youths practicing unhealthful weight-control behaviors are at higher risk for obesity implies that prevention and treatment interventions should also focus on the causes of these behaviors. A study by Kostanski and Gullone [12] with a sample of 431 Australian pre-adolescent children (7-10 years) offers a possible interpretation: pre-adolescents as young as 7 years of age are unsatisfied with their body appearance and deliberately engage in restrictive eating behaviors. Moreover, a recent study [13] showed that in adolescents frequent self-weighing is associated with lower body satisfaction and higher rates of unhealthy and extreme weight control behaviors.

In particular, according to the allocentric lock hypothesis (ALH) [14,15], individuals with obesity and eating disorders may be locked to an allocentric (observer view) negative image schema [16] of their body that is no longer updated by contrasting egocentric representations driven by perception. In other words, these patients may be locked to a negative image of their body that perception is not able to update even after a demanding diet and a significant weight loss. In sum, they cannot win. Whatever they do to modify their real body, they will always be locked in a negative body perception that they hate. This situation usually has two effects: subjects either start more radical dietary restraint or, at the opposite end, decide to stop any form of food control and start “d uninhibited” eating behaviors. The passage from a locked allocentric representation to eating or weight disorders may be explained by social influence: media and culture promote diet as the best way to improve body image satisfaction. However, the impossibility of improving body image, even after a demanding diet, locks the patient into an unsatisfying body experience.

Although the ALH is starting to be backed by research data with anorectic patients [17,18], we decided to include in a CBT approach a virtual reality (VR) protocol aimed both at unlocking the negative memory of the body [15] and at modifying its behavioral and emotional correlates within an inpatient,
medically managed, intensive cognitive-behavioral BED treatment.

The purpose of this study is to evaluate the brief and long-term efficacy of the proposed approach (VR-enhanced CBT for obese inpatients with BED) in a randomized controlled trial. Outcome measures are weight, number of binge eating episodes during the previous month, and body satisfaction. We hypothesize that the VR-enhanced CBT (ECT) is more effective than standard CBT and a control condition in (1) maintaining and further improving weight loss, and (2) maintaining binge eating remission at 1-year follow-up after discharge from a multimodal medically managed inpatient program (IP). Furthermore, we hypothesize that ECT is more effective than standard CBT and a control condition in improving and maintaining body satisfaction.

The study was approved by the Ethical Committee of the Istituto Auxologico.

Methods

Participants and Procedures

This study was a randomized controlled trial (ISRCTN 59019572). In total, 124 consecutive patients seeking treatment at the Eating Disorder Unit of the Istituto Auxologico Italiano, Verbania, Italy, were seen for screening interviews for admission to the study. Criteria for participation included the following: (1) women aged 18-50 years, (2) who met DSM-IV-TR criteria for BED for at least 6 months prior to the beginning of the study, (3) no other concurrent severe psychiatric disturbance (psychosis, depression with suicidal risk, alcohol or drug abuse), (4) no concurrent involvement in other treatment for BED, including pharmacotherapy, (5) no concurrent medical condition not related to the disorder, and (6) written and informed consent to participate.

Of these, 34 either did not fulfill inclusion criteria or were excluded for other reasons (e.g., time constraints). All patients meeting the inclusion criteria were then consecutively and randomly assigned to one of the three experimental conditions described below. The randomization scheme was generated by using a randomization website [19]. After allocation, 24 patients declined participation in the study (Figure 1). In total, 66 female patients (mean age 31.79±7.9 years, mean weight 106.6±17.7 kg, mean height 162±7 cm, mean BMI 40.5±5.2) entered the treatment phase (Figure 1; a detailed description of the inclusion criteria is included in the CONSORT-ehealth form available in Multimedia Appendix 1). The sample characteristics are shown in Table 1. Baseline comparisons among the three groups showed a difference only in marital status. Percentages of married patients were significantly higher in the IP group and, to a lesser extent, in the ECT group than in the CBT group.

The VR-enhanced CBT and traditional CBT (see below for treatment details) were administered by 2 licensed clinical psychologists and 1 licensed psychotherapist under the supervision of a senior licensed psychotherapist. The 3 therapists were randomized to the two treatment conditions.

Table 1. Baseline characteristics.

<table>
<thead>
<tr>
<th></th>
<th>ECT (n=27)</th>
<th>CBT (n=20)</th>
<th>IP (n=19)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD), years</td>
<td>32.9 (8.8)</td>
<td>29.9 (7.95)</td>
<td>32.2 (6.36)</td>
<td>.324a</td>
</tr>
<tr>
<td>Weight, mean (SD), kg</td>
<td>103 (18.2)</td>
<td>106.6 (8.9)</td>
<td>111.6 (22.9)</td>
<td>.223a</td>
</tr>
<tr>
<td>BMI, mean (SD), kg/m²</td>
<td>39.2 (5.3)</td>
<td>41.1 (3.3)</td>
<td>41.8 (6.3)</td>
<td>.189a</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td>University</td>
<td>4 (14.8)</td>
<td>1 (5)</td>
<td>2 (10.5)</td>
</tr>
<tr>
<td></td>
<td>High school</td>
<td>14 (51.9)</td>
<td>12 (60)</td>
<td>14 (73.7)</td>
</tr>
<tr>
<td></td>
<td>Lower education</td>
<td>9 (33.3)</td>
<td>7 (35)</td>
<td>3 (15.8)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td>Married</td>
<td>(44.4)</td>
<td>(25)</td>
<td>(68.4)</td>
</tr>
</tbody>
</table>

aKruskall-Wallis test with Monte Carlo P estimation.
bChi-square test with Monte Carlo P estimation.
**The Integrated Multimodal Medically Managed Inpatient Program**

The integrated multimodal medically managed inpatient program (IP) was the common treatment condition for all the participants. It consisted of hospital-based living for a duration of 6 weeks. Inpatients received medical, nutritional, physical, and psychological care. In particular, they maintained a low-calorie diet (tailored to patients’ needs), entered weekly nutritional groups held by dieticians, received psychological support both in individual and group settings, and undertook physical training. Participants who were allocated to this condition were considered “controls” and did not enter the following treatments.

**Cognitive Behavior Therapy**

During the inpatient program, participants allocated to this condition received 15 additional cognitive behavior therapy (CBT) sessions over 5 weeks. Therapists followed a detailed manual that outlined the contents of each session. This manual was based on the CBT approach described by Fairburn and colleagues [20,21] and by Ricca and colleagues [22]. It was developed during a year of intensive pilot work and adapted to the inpatient setting. In particular, after the first inpatient week, participants entered 5 weekly group sessions and 10 biweekly individual sessions. The first 8 individual sessions were structured according to Stage 1 of the CBT manual for binge eating. They focused on an overview of the goals of the treatment program, the use of self-monitoring records to identify high-risk situations that might trigger binge eating, support in normalizing eating patterns, and the identification of behavioral strategies for coping with high-risk situations for binge eating. The final 2 individual sessions focused on the maintenance of improvement and on relapse prevention.

The group sessions were structured according to Stage 2 of the CBT manual for binge eating. They focused on problem-solving strategies and cognitive interventions targeting concerns about body weight and shape and problematic eating. After hospital discharge, continuity of care and support through telecommunication devices (email, chat, and telephone as...
preferred) were offered to each patient. Contacts were not scheduled and were dependent on patients’ needs.

**VR-Enhanced Cognitive Behavior Therapy**

Like the CBT condition, participants allocated to VR-enhanced cognitive behavior therapy (ECT) received 15 additional sessions over 5 weeks. After the inpatients’ first week, participants entered 5 weekly group sessions similar to the CBT ones (focused on concerns about body weight and shape and problematic eating) and 10 biweekly VR sessions. ECT treatment was based on a detailed protocol describing the contents of each of the 15 sessions [23,24]. For the virtual reality sessions, NeuroVR open-source software was used [25-27]. NeuroVR includes 14 virtual environments used by the therapist during a 60-minute session with the patient (see **Figure 2**). The environments present critical situations related to the maintaining/relapse mechanisms (Home, Supermarket, Pub, Restaurant, Swimming Pool, Beach, Gymnasium) and two body image comparison areas. Through the VR experience, patients practiced both eating/emotional/relational management and general decision-making and problem-solving skills. By directly practicing these skills within the VR environment, patients were helped in developing specific strategies for avoiding and/or coping with triggering situations.

The first session was used to assess any stimuli that could elicit abnormal eating behavior. Specifically, the attention was focused on a patient’s concerns about food, eating, shape, and weight. The next 14 sessions were used to assess and modify the following.

**Figure 2.** A screenshot of the NeuroVR 2 open-source software.

---

**Expectations and Emotions Related to Food and Weight (Functional Analysis)**

The therapist helped patients to recognize why they eat and what they need to either avoid or cope with the specific emotional/behavioral triggers. This was achieved by integrating different cognitive-behavioral methods: Countering, Alternative Interpretation, Label Shifting, and Deactivating the Illness Belief.

**Strategies Used to Cope With Difficult Interpersonal and Potential Maintenance Situations**

The patient practiced old behaviors and tested new ones. This was achieved both by using the Temptation Exposure with Response Prevention [28,29] (skills training) and by working on these three empowering dimensions [30]: perceived control, perceived competence, and goal internalization (fostering the motivation).

**Body Experience of the Subject**

To do this, the virtual environment integrates the therapeutic methods used by Butter & Cash [31] and Wooley & Wooley [32] with the body image rescripting protocol based on ALH (see **Table 2**) [15,33].

In particular, we used the virtual environment in the same way as guided imagery [34] is used in the cognitive and visual/motorial approach.

After hospital discharge, continuity of care and support through telecommunication devices (email, chat, and telephone as preferred) were offered also to patients allocated to this condition. As in the previously described condition, contacts were not scheduled and were dependent on patients’ needs.
Table 2. The VR body image rescripting protocol (adapted from Riva, 2011).

<table>
<thead>
<tr>
<th>Phase 1: Interview</th>
<th>During a clinical interview, the patient is asked to relive the contents of the negative body image and the situation/s in which it was created and/or reinforced (eg, “being teased by my boyfriend at home”) in as much detail as possible. The meaning of the experience for the patient was also elicited.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase 2: Development of the VR scene</td>
<td>The clinician reproduces the setting of the identified situation (eg, “the corridor of the classroom where my boyfriend teased me”) using one of the different scenes available in the free NeuroVR software.</td>
</tr>
<tr>
<td>Phase 3: Egocentric experience of the VR scene</td>
<td>The patient is asked to re-experience the event in VR from a first person perspective (the patient does not see his/her body in the scene) expressing and discussing his/her feelings. The patient is then asked what was needed to happen to change the feelings in a positive direction. The main cognitive techniques used in this phase, if needed, are:</td>
</tr>
<tr>
<td></td>
<td>Countering: Once a list of distorted perceptions and cognitions is developed, the process of countering these thoughts and beliefs begins.</td>
</tr>
<tr>
<td></td>
<td>Label Shifting: The patient first tries to identify the kinds of negative words she uses to interpret situations in her life, such as bad, terrible, obese, inferior, and hateful. The situations in which these labels are used are then listed. The patient and therapist replace each emotional label with two or more descriptive words.</td>
</tr>
<tr>
<td>Phase 4: Allocentric experience of the VR scene</td>
<td>The patient is asked to re-experience the event in VR from a third person perspective (the patient sees his/her body in the scene) intervening both to calm and reassure his/her virtual avatar and to counter any negative evaluation. The therapist follows the Socratic approach, for example, “What would need to happen for you to feel better? How does it look through the eyes of a third person? Is there anything you as a third person would like to do? How do the other people respond?” The main cognitive techniques used in this phase, if needed, are:</td>
</tr>
<tr>
<td></td>
<td>Alternative Interpretation: The patient learns to stop and consider other interpretations of a situation before proceeding to the decision-making stage.</td>
</tr>
<tr>
<td></td>
<td>Deactivating the Illness Belief: The therapist first helps the client list his/her beliefs concerning weight and eating.</td>
</tr>
</tbody>
</table>

Assessment

Assessments were obtained 1 week after the start of the inpatient program, at the last week, and at 1-year follow-up (by postal mail). Height was measured with a stadiometer, and weight was assessed with the participant in lightweight clothing with shoes removed, on a balance beam scale. A single question extracted from the EDI-Symptom Checklist [35] was administered at each time-point to assess the number of binge eating episodes (with binge eating defined as the consumption of unusually large amounts of food with a subjective sense of loss of control during the last month). Data at follow-up were self-reported. The binge eating episodes during the previous month were replaced with baseline values carried forward (BCF), assuming that nonresponders had worsened. Differently, missing data at follow-up in the BSS, BIAQ, and CDRS questionnaires were calculated with respect to the percentage maintaining or improving the weight loss at follow-up for ECT and CBT treatment conditions in comparison with the inpatient program. The power calculation was done to evaluate the possibility of detecting statistically significant differences both between the groups (independent measures) and within groups (repeated measures). Given the low/medium statistical power due to the relatively small number of participants, the non-normality of several distributions and the unbalanced groups, we decided to use the exact methods with Monte Carlo approximation: a series of nonparametric statistical algorithms that enable researchers to make reliable inferences when data are sparse, heavily tied or unbalanced, not normally distributed, or fail to meet any of the underlying assumptions necessary for reliable results using the standard asymptotic method [41]. The exact methods with Monte Carlo approximation used for comparisons are the Kruskal-Wallis test with post hoc analysis [42] for independent measures, the Wilcoxon rank-sum test for repeated measures, and Chi-square for categorical variables, with alpha=0.5, two-tailed. Weight data were analyzed with an intention-to-treat (ITT) analysis with nonresponders at follow-up assumed to have regained 0.3 kg per month—an assumption already used in previous studies [43,44]. Also, missing data in number of binge eating episodes during the previous month were replaced with baseline values carried forward (BCF), assuming that nonresponders had worsened. Differently, missing data at follow-up in the BSS, BIAQ, and CDRS questionnaires were not imputed because we had no assumption about the missing process. Odds ratios with confidence intervals were also calculated with respect to the percentage maintaining or improving the weight loss at follow-up for ECT and CBT treatment conditions in comparison with the inpatient program alone. Data were analyzed using SPSS 16.0.

Statistical Analysis

A power calculation was done to evaluate the possibility of detecting statistically significant differences both between the groups (independent measures) and within groups (repeated measures). Given the low/medium statistical power due to the relatively small number of participants, the non-normality of several distributions and the unbalanced groups, we decided to use the exact methods with Monte Carlo approximation: a series of nonparametric statistical algorithms that enable researchers to make reliable inferences when data are sparse, heavily tied or unbalanced, not normally distributed, or fail to meet any of the underlying assumptions necessary for reliable results using the standard asymptotic method [41]. The exact methods with Monte Carlo approximation used for comparisons are the Kruskal-Wallis test with post hoc analysis [42] for independent measures, the Wilcoxon rank-sum test for repeated measures, and Chi-square for categorical variables, with alpha=0.5, two-tailed. Weight data were analyzed with an intention-to-treat (ITT) analysis with nonresponders at follow-up assumed to have regained 0.3 kg per month—an assumption already used in previous studies [43,44]. Also, missing data in number of binge eating episodes during the previous month were replaced with baseline values carried forward (BCF), assuming that nonresponders had worsened. Differently, missing data at follow-up in the BSS, BIAQ, and CDRS questionnaires were not imputed because we had no assumption about the missing process. Odds ratios with confidence intervals were also calculated with respect to the percentage maintaining or improving the weight loss at follow-up for ECT and CBT treatment conditions in comparison with the inpatient program alone. Data were analyzed using SPSS 16.0.
**Results**

**Inpatient Treatment Analysis**
Outcome data were available for all the participants at the end of treatment. Weight significantly decreased in all the three conditions (ECT: -6.17 kg, CI -7 to -5.3, \( P < .001 \); CBT: -7.1 kg, CI -7.9 to -6.2, \( P < .001 \); IP: -6.6 kg, CI -8.1 to -5.2, \( P < .001 \)) without any significant differences between them (Table 3). This was an expected result because all the participants underwent the same 6-week medically managed inpatient treatment including a low-calorie diet and physical training (30 minutes of walking two times a week as a minimum). For the same reason, the number of binge eating episodes decreased to zero in all the three groups (Figure 3).

Body satisfaction (BSS and CDRS) significantly improved in all the groups too, with no difference across them, while body image concerns (BIAQ-Total) significantly improved only in the ECT condition. This result probably means that experiencing a medically managed inpatient treatment helped in accepting one’s own body and in decreasing dissatisfaction towards it, but only the treatment enhanced by VR exposure was effective in improving body satisfaction in relation to typical avoidance situations (Table 3).

**Follow-up Analysis**
One year follow-up data were available for 66.6% (n=44) of the participants who initially entered and completed the treatment phase. Drop-out rates were similar for each group. Patients who did not respond to the follow-up call were not interviewed about their reasons for not attending the final assessments. Differences between those who did and did not respond were tested for all the variables at baseline and at the end of treatment. Statistically significant differences were found only in median numbers of baseline binge eating episodes (12 responders, 16 non-responders). With respect to the two treatment conditions, responders were only those patients who had at least one telepsychological session through telecommunication devices with the clinical psychologist or psychotherapist to whom they had been initially assigned for treatment.

ITT analysis of weight and BMI outcomes after 1-year follow-up show a different picture in comparison with the previous results (Table 3). First, statistically significant weight and BMI increases were observed in the IP group (from 105 kg to 109.3 kg; \( P < .001 \)), while no statistically significant weight and BMI changes were found between the end of the inpatient treatment and the 1-year follow-up in CBT and ECT groups. In addition, statistically significant differences in weight and BMI median scores at follow-up were found across the three groups in favor of ECT (Table 4). In fact, only ECT was effective in further improving weight loss at 1-year follow-up.

<table>
<thead>
<tr>
<th>Table 3. Means, standard deviations, and medians for BSS, CDRS, and BIAQ-Total at entry to the study and upon completion of the inpatient program.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>BSS</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>CDRS</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>BIAQ-Total</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

aNons responders are assumed to have regained 3.6 kg, 0.3 per month.

bKruskall-Wallis test with Monte Carlo \( P \) estimation across groups at each time point.
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Figure 3. Monthly mean number of binge eating episodes at baseline, at the end of the inpatient treatment and at 1-year follow-up (dropouts at follow-up are assumed to have regained the baseline score).

Table 4. Means, standard deviations, and medians for weight and BMI at entry of the study, upon completion of the inpatient program, and at 1-year follow-up by group.

<table>
<thead>
<tr>
<th></th>
<th>ECT (n=27&lt;sup&gt;a&lt;/sup&gt;)</th>
<th>CBT&lt;sup&gt;a&lt;/sup&gt;</th>
<th>IP&lt;sup&gt;a&lt;/sup&gt;</th>
<th>P&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Weight (kg)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>At entry</td>
<td>103</td>
<td>18.2</td>
<td>97.6</td>
<td>106.6</td>
</tr>
<tr>
<td>Upon completion</td>
<td>96.9</td>
<td>16.7</td>
<td>93.6</td>
<td>99.5</td>
</tr>
<tr>
<td>1-year follow-up</td>
<td>96</td>
<td>16.3</td>
<td>92</td>
<td>101</td>
</tr>
<tr>
<td><strong>BMI</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>At entry</td>
<td>39.2</td>
<td>5.3</td>
<td>38.1</td>
<td>41.1</td>
</tr>
<tr>
<td>Upon completion</td>
<td>36.9</td>
<td>5</td>
<td>36.5</td>
<td>38.3</td>
</tr>
<tr>
<td>1-year follow-up</td>
<td>36.6</td>
<td>5</td>
<td>36.2</td>
<td>39</td>
</tr>
</tbody>
</table>

<sup>a</sup>Nonresponders are assumed to have regained 3.6 kg, 0.3 per month.

<sup>b</sup>Kruskall-Wallis test with Monte Carlo P estimation across groups at each time point.

With respect to percentages of weight and BMI reductions at 1-year follow-up from baseline, almost significant differences emerged between the three groups (P=.052 for both) in favor of ECT and CBT (Figure 4). Post hoc comparisons showed a significant difference between ECT and IP (P=.027). Furthermore, ECT was significantly better after 1-year follow-up in improving or maintaining weight loss after treatment than IP alone. The percentages of participants who succeeded in weight maintenance or in further loss was 44.4% in ECT versus 10.5% in IP (OR 6.8, 95% CI 1.3-35.4, P=.014). Also CBT was significantly better after 1-year follow-up in improving or maintaining weight loss than IP alone, with 40% of participants being successful (OR 5.7, 95% CI 1.09-31.5, P=.035). With respect to the 5% weight loss criterion (from baseline), ITT analyses did not detect any statistically significant difference across groups, even if percentages show a trend in favor of ECT (ECT 55.6%, CBT 50%, and IP 31.6%).

Monthly number of binge eating episodes significantly increased from zero in all three groups at 1-year follow-up. ITT analysis with BCF found no statistically significant difference between the groups in follow-up median scores (Figure 3). This was largely due to the relatively great number of nonresponders we handled, assigning them the baseline scores. We decided to impute missing data in order to preserve statistical power, and we used BCF because we assumed that nonresponders had worsened.
Given that drop-out rates were not different among the three groups, we also ran a sensitivity analysis by excluding patients who did not answer the follow-up call. Results were not dissimilar and depicted the same picture we observed with imputed data.

Follow-up analyses were not performed on BSS, BIAQ, and CDRS scores because missing data were not imputed and a responders-only analysis was unfeasible due to the critical lack of information. Statistical power would have been insufficient to detect even large differences across groups and the risk of type II error would have been quite inflated.

**Figure 4.** Median percent weight reduction at the end of the inpatient treatment and at 1-year follow-up (dropouts at follow-up are assumed to have regained 3.6 kg, 0.3 per month).

**Discussion**

We presented a randomized controlled clinical trial testing and comparing a new VR-enhanced CBT approach with standard CBT for the treatment of obese individuals with BED. Starting from the ALH [14]—suggested that individuals with obesity may be locked to an allocentric (observer view) negative memory of the body that is no longer updated by contrasting egocentric representations driven by perception—we decided to include in the standard CBT approach to BED patients a VR-based protocol aimed at both unlocking the negative memory of the body and modifying its behavioral and emotional correlates.

We tested the efficacy of the VR-enhanced CBT on 66 female obese (BMI>40) patients with BED referred to a 6-week medically managed inpatient program (IP). Participants were randomly divided in three groups: IP (control condition), IP+CBT (15 additional sessions of group and individual CBT sessions), and IP+ECT (15 additional sessions of CBT group and VR individual sessions). We found that the inpatient program was effective in reducing weight in a sample of obese patients with BED in a relatively brief period (6 weeks) and independently from the added CBT and ECT treatments. This was a largely expected result given the highly controlled environment in which patients attended the multimodal program. The VR-enhanced CBT (ECT) delivered during the inpatient program showed to be effective in the long term. In fact, ECT proved superior to the inpatient program alone in preventing weight regain and in further improving the weight loss after 1-year follow-up. Also, standard CBT was more effective than the inpatient program alone in preventing weight regain. However, follow-up scores with nonresponders assumed to have regained 3.6 kg (0.3 per month) show a significant difference in favor of ECT. Indeed, only ECT was effective in further improving weight loss at 1-year follow-up. On the contrary, control participants regained on average most of the weight they had lost during the inpatient program.

Binge eating episodes decreased to zero during the inpatient program (because of the same reasons explained for weight reduction) but were reported again in all three groups at 1-year follow-up. However, in the ITT analysis with BCF, a substantial regain was observed only in the group who received the inpatient program alone, while both ECT and CBT were successful in maintaining a low rate of monthly binge eating episodes (Figure 3).

**Limitations**

Some study limitations deserve attention. The first and most important one is the medium-high rate of nonresponders (33.4%); thus, our follow-up results have to be considered with caution. In order to preserve the ITT principle and statistical power, we handled missing data by imputation, assuming that patients who did not provide data at 1-year follow-up had...
worsened. With respect to weight, we imputed data according to a plausible empirical rule already used in previous studies [43,44], while missing data in a number of binge eating episodes were handled by an imputation method (BCF) that deserves more critical consideration [45]. Second, the CBT treatment used in this study is a reduced (6-week) version of the Oxford outpatient protocol [20,21]. Obviously, major changes have been made to the original 44-week format, so we cannot compare our results with others obtained in studies that implemented the original protocol. Third, no other psychosocial variable was measured beyond body image satisfaction. As a reviewer suggested, measures of emotional and social functioning would have added further information on the efficacy of the ECT treatment. We agree and hope that future studies on this novel VR-enhanced treatment will include further measures of psychological, emotional, and social variables that can act as outcomes as well as mediators or moderators of treatment efficacy.

Conclusion

The rising prevalence of weight-related disorders and the lack of a clear solution are pushing eating disorder and obesity researchers to collaborate. In particular, their efforts have identified a critical risk factor: unhealthful weight-control behaviors, such as fasting, vomiting, or laxative abuse, are the common antecedents of both obesity and binge eating. But why do these subjects decide to start such radical weight-control behaviors? The answer underlined both by clinical practice and by research studies is simple: because subjects do not like their bodies.

Given the importance of body image satisfaction for the quality of life of these patients, these findings argue for the potential benefits of treatment strategies for improving body satisfaction. Unfortunately, this vision is not shared by the existing treatment protocols. As noted by Rosen 15 years ago, only a third of cognitive-behavioral treatments assessed in his review addressed body image specifically [46]. The situation still has not changed very much. And when it happens, the focus is more on shape concerns and over-evaluation than on the experience and perception of a fat body [47].

Recently the ALH [14,15] offered a clear link between a negative body image and the etiology of obesity and eating disorders, i.e., patients may be locked to an allocentric (observer view) negative image schema of their body that is not updated by contrasting egocentric representations driven by perception. In other words, they cannot win: whatever they do to modify their real body, they will always be present in a virtual body that they hate. This situation has usually two effects: subjects either start more radical dietary restraint or, the opposite, they decide to stop any form of food control and start “disinhibited” eating behaviors.

In this study, we tested a modified CBT approach that included a VR-based treatment to target this issue. VR can be considered an “embodied technology” for its effects on body perceptions [48]. On one side, different authors showed that is possible to use VR both to induce illusory perceptions, eg, a fake limb [49], by altering the normal association between touch and its visual correlate. It is even possible to generate a body transfer illusion [50]: Slater and colleagues substituted the experience of male subjects’ own bodies with a life-sized virtual human female body. On the other side, it is also possible to use VR to improve body image [51,52], even in patients with eating disorders [23,53,54] or obesity [55,56].

Despite the study limitations discussed above, findings support the hypothesis that the integration of a VR-based treatment, aimed at both unlocking the negative memory of the body and at modifying its behavioral and emotional correlates, may improve the long-term outcome of a treatment for obese BED patients. This result is in line with the recent review [57] about the use of VR for the treatment of body image in eating disorders. The authors concluded their paper with the following words: “VR-based therapies seem to be especially suitable for improving body image both in ED patients and in subclinical samples...All these studies showed significantly greater improvement in measures related with body image when the VR component was added.” (p. 9). The ALH discussed in this paper may be a possible explanation for this result. However, due to the integrated structure of the VR intervention and to the assessment tools used in the trial, we are not able to verify a possible direct effect of the proposed treatment on the allocentric lock (only indirect through a better body satisfaction). So, future studies are needed to further explore and verify this specific hypothesis.

As expected, the VR-based treatment, in comparison with the standard CBT approach, was able to better prevent weight regain but not to better manage binge eating episodes. This is because both CBT and ECT shared the same protocol on problem-solving strategies and cognitive interventions targeting problematic eating.

Future research should focus on using meta-analysis techniques in order to test the real strength of effects found in the clinical studies, and on conducting more controlled studies comparing VR-based treatments with traditional ones. To reach this goal, the “Laboratorio de Enseñanza Virtual y Ciberpsicología” at the School of Psychology of the Universidad Nacional Autonoma de Mexico, in cooperation with the Obesity Unit of the Medica Sur Hospital in Mexico City, have recently started a controlled clinical trial [58,59].

Acknowledgments

The present work was supported by the Commission of the European Communities (CEC), through its IST program (Project VEPSY Updated and Project INTREPID) and by the Italian MIUR FIRB program (Project IVT2010).
Multimedia Appendix 1

CONSORT-EHEALTH checklist V1.6.2 [59].

None declared.

References


Abbreviations

ALH: allocentric lock hypothesis
BCF: baseline values carried forward
BED: binge eating disorders
BIAQ: Body Image Avoidance Questionnaire
BSS: Body Satisfaction Scale
CBT: cognitive behavioral therapy
CDRS: Contour Drawing Rating Scale
ECT: VR-enhanced cognitive behavior therapy
IP: integrated multimodal medically managed inpatient program
ITT: intention-to-treat
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The strength of randomized controlled trials is that they allow causal statements to be made about the efficacy of an intervention. This is because the randomization of participants to experimental condition distributes participants with different characteristics to each experimental condition by chance, including variations in the outcome variables of interest. Such randomization allows the use of statistical tests incorporating probability statements regarding the chance that the difference observed between conditions is due to chance (eg, 1 in 20 chance; \( P<.05 \)).

Any systematic removal of participants post-randomization interferes with the assumption of the randomness of participant allocation to experimental condition. This can introduce a potential confound or alternative explanation of the results. The recently published study by Rooke et al [1] removed participants from the analysis who reported other treatment use during the study (n=5). The removal of participants was done post-randomization and in a systematic fashion (ie, anyone who reported using other treatment was not included in the analysis). All participants who reported receiving other treatment were in the control condition and were allocated to receive the Web address of an education only website. Even if some participants in the intervention condition who were also allocated to receive other treatment, this would still be a systematic, post-randomization removal of participants. However, it is easier to develop alternate explanations of the findings of this trial because all participants using other treatment were from the control condition.

From one perspective, it is possible that the excluded participants were those who were experiencing the most serious problems with their Cannabis use. If this is the case, it could make it less likely that significant differences would be observed between experimental condition by reducing the variance between participants. Alternatively, perhaps these were the five participants in the control condition who were the most motivated to reduce their Cannabis use. This could mean that participants in the control condition were less motivated, on average, than those in the intervention condition, to do something about their Cannabis use. This could serve as an alternate explanation of the findings in this study.

Given that only five participants were removed out of 225 (or 230 if control and intervention group participant totals are added?) randomized at baseline, it is quite possible that this alternate explanation is untrue. However, the authors do expose themselves to alternate explanations of the findings by the removal of these participants. If the systematic removal of participants post-randomization is deemed necessary, one possible solution would be to run (and report on) the analysis with and without these participants included. Such sensitivity analyses would go a long way towards addressing any possible confounds that may have been introduced.
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