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Abstract

Introduction: Smoking is the most preventable cause of death. Although effective, Web-assisted tobacco interventions are underutilized and recruitment is challenging. Understanding who participates in Web-assisted tobacco interventions may help in improving recruitment.

Objectives: To understand characteristics of smokers participating in a Web-assisted tobacco intervention (Decide2Quit.org).

Methods: In addition to the typical Google advertisements, we expanded Decide2Quit.org recruitment to include referrals from medical and dental providers. We assessed how the expanded recruitment of smokers changed the users’ characteristics, including comparison with a population-based sample of smokers from the national Behavioral Risk Factors Surveillance Survey (BRFSS). Using a negative binomial regression, we compared demographic and smoking characteristics by recruitment source, in particular readiness to quit and association with subsequent Decide2Quit.org use.

Results: The Decide2Quit.org cohort included 605 smokers; the 2010 BRFSS dataset included 69,992. Compared to BRFSS smokers, a higher proportion of Decide2Quit.org smokers were female (65.2% vs 45.7%, P=.001), over age 35 (80.8% vs 67.0%, P=.001), and had some college or were college graduates (65.7% vs 45.9%, P=.001). Demographic and smoking characteristics varied by recruitment; for example, a lower proportion of medical- (22.1%) and dental-referred (18.9%) smokers had set a quit date or had already quit than Google smokers (40.1%, P=.001). Medical- and dental-referred smokers were less likely to use Decide2Quit.org functions; in adjusted analysis, Google smokers (predicted count 17.04, 95% CI 14.97-19.11) had higher predicted counts of Web page visits than medical-referred (predicted count 12.73, 95% CI 11.42-14.04) and dental-referred (predicted count 11.97, 95% CI 10.13-13.82) smokers, and were more likely to contact tobacco treatment specialists.

Conclusions: Recruitment from clinical practices complimented Google recruitment attracting smokers less motivated to quit and less experienced with Web-assisted tobacco interventions.
smoking cessation; Web-assisted tobacco intervention; Google advertisements; medical practice; dental practice; public health informatics

Introduction

Smoking continues to be the number one preventable cause of death [1-5]. To meet the 2020 Healthy People objectives of ending the tobacco epidemic and reducing illness, disability, and death related to tobacco use and secondhand smoke exposure [6], innovative approaches are needed to reach and engage current smokers. Web-assisted tobacco interventions have improved quit rates [7-18] and can potentially reach a large number of smokers [19-21]. However, current methods to recruit smokers to these interventions have some limitations [22-26].

Most Web-assisted tobacco interventions recruit smokers by using search engine or media advertisements [27-28]. These methods require the smokers to actively initiate the first contact with the intervention; thus, the recruited smokers may not be representative of the majority of smokers [22-23], particularly in their readiness to quit. A Cochrane review of 20 Web-assisted tobacco interventions reported that most of these interventions that used search engine recruitment were able to recruit only those smokers ready to quit [29]. These smokers tended to be female and white [29-31]. Recruiting smokers by using just search engine or media advertisements also misses an important opportunity to recruit the majority of smokers, the 70% who see a health care provider at least once per year [3,5].

In our study, we expanded the recruitment of smokers to our evidence-based, Web-assisted tobacco intervention (Decide2Quit.org [32]) to also include provider referrals from medical and dental practices in addition to the usual Google advertisements. Our goal in this paper was to assess whether our expanded recruitment improved variability of our cohort. In particular, we were interested to see if directly recruiting smokers from provider’s e-referrals would increase participation of smokers less ready to quit. Finally, we looked longitudinally at these smokers’ participation in Decide2Quit.org; specifically, we looked at the association between recruitment source and subsequent use of Decide2Quit.org.

Methods

Study Design

We compared smokers who registered on Decide2Quit.org from May 2010 through July 2011 with smokers who responded to the 2010 BRFSS survey. Decide2Quit.org—a Web-assisted tobacco intervention containing information about quitting smoking, secure asynchronous messaging with a certified tobacco treatment specialist (TTS), an online support group, and a motivational, pushed-email, tailored messaging system—is the core patient intervention in 2 randomized trials. Decide2Quit.org is both a cessation induction and a relapse prevention system. All smokers can benefit from the system, whether they are in the precontemplation, contemplation, or preparation stage, or in the action or maintenance stages. Thus, we recruited smokers at all motivational levels. We used multiple routes to recruit smokers. In the Quality Improvement in Tobacco Provider Referrals & Internet-delivered Microsystem Optimization (Quit-Primo) trial, smokers were referred to Decide2Quit.org from medical practices [33] and in the Hygienists to Internet Quality Improvement in Tobacco (Hi-Quit) trial, smokers were referred from dental practices participating in a practice-based research network. In parallel, we also used Google advertisements to recruit smokers to Decide2Quit.org. These 2 trials were approved by the Institutional Review Boards of the University of Alabama at Birmingham and the University of Massachusetts Medical School.

The Behavioral Risk Factors Surveillance Survey (BRFSS) is a yearly, cross-sectional telephone survey conducted by state health departments with technical and methodological assistance provided by the Centers for Disease Control and Prevention to collect prevalence data on risk behaviors and preventive health practices that affect health status [34]. The health characteristics estimated from the BRFSS pertain to the adult population, aged 18 years or older. For our analysis, we used the 2010 BRFSS dataset because it was in the same time frame as the Decide2Quit.org registrations.

Setting and Sample

The Decide2Quit.org cohort included smokers recruited from 81 medical primary care practices and 51 dental practices across the United States, and through Google advertisements. Primary care medical practices were recruited from a registered database of internal medicine and family/general practitioners. Dental practices were recruited from state lists of registered dentists and through the Dental Practice-Based Research Network [35]. At these practices, we implemented an e-referral program that allowed providers to recruit smokers to Decide2Quit.org at the point-of-care by entering their email addresses into an online form [33,36]. When e-referred, smokers were sent up to 10 email messages encouraging registration over an 8 week period or until the patient registered. To recruit smokers through Google advertisements, 3 ads were posted on Google AdWords [37]. Advertisements were linked to searches for keywords related to smoking (eg, smoking, quit smoking, stop smoking, quit, quit smoking tips, and quit smoking programs) and included a link that took participants directly to the Decide2Quit.org home page where they could choose to register as new participants.
The BRFSS is conducted monthly to collect data about risk behaviors from people in all 50 states, the District of Columbia, Puerto Rico, Guam, and the Virgin Islands. Respondents to the BRFSS were identified by using telephone-based methods; although 95% of US households have telephones, the coverage varies across states and subgroups. No direct methods were used to compensate for nonphone coverage; however, post-stratification weights were used to partially correct for any bias caused by lack of telephone coverage. These weights also adjusted for differences in probability of selection and nonresponse. A more complete description of the sampling methodology may be found on the BRFSS website [34].

Data Collection
All smokers registering on Decide2Quit.org completed an online survey during registration. We collected demographics (sex, age, ethnicity, education, marital status, and Internet usage) and smoking characteristics (readiness to quit, quit history, number of cigarettes per day, and smoking at home). Readiness to quit was assessed using a question based on the Transtheoretical Model of Change [38]. The readiness question consisted of 5 options: I am not thinking of quitting (precontemplation), I am thinking of quitting (contemplation), I have set a quit date (preparation), I quit today (action), and I have already quit (maintenance). Online activity (number of visits, page visits, asynchronous interactions with TTS, and use of the online support group) was tracked through Web page scripts.

The BRFSS questionnaire includes a standard set of questions asked by all states about current health-related perceptions, conditions, and behaviors, including smoking, as well as demographic questions. We used the question “Do you now smoke cigarettes every day, some days, or not at all?” to identify smokers in the 2010 BRFSS dataset.

Statistical Analyses
All analyses were conducted using Stata version 11 (StataCorp LP, College Station, TX, USA). We first compared demographic characteristics of Decide2Quit.org smokers and BRFSS smokers. Next, we compared demographic and smoking characteristics by Decide2Quit.org recruitment source (Google advertisements vs clinical practice referrals). We also compared the readiness to quit of these smokers. We used the Pearson chi-square test to assess the significant differences between Decide2Quit.org and BRFSS smokers (survey weighted proportions). For each recruitment source, we assessed the number of referrals per successful smoker registration. For medical and dental practices, we divided the total referral count by the number of smokers subsequently registered in that group. For Google, we used the number of click throughs on our advertisement as the referral number and divided this number by the subsequent number of smokers registered in that group. This is an estimate of the number of referred smokers needed per successful registration.

Finally, we assessed whether recruitment source was associated with subsequent use of the system. In this analysis, our dependent variable was use of the system measured by number of pages visited, our independent variable was recruitment source, and our covariates were demographics and smoking characteristics.

We used a count regression because our dependent variable was the number of pages visited. Because of over dispersion of the variance of the distribution of the dependent variable, we used negative binomial regression instead of simple Poisson. From these models, incidence rate ratios (IRR) and adjusted counts of the dependent variable were calculated. Although we primarily used number of pages visited as our system use variable, we also assessed use by using number of visits to the system.

Results
Summary
The Decide2Quit.org sample included 605 registered smokers: 32.6% (n=197) were from Google advertisements, 46.4% (n=280) were from medical practice e-referrals, and 21.0% (n=127) were from dental practice e-referrals. The 2010 BRFSS dataset included 69,992 smokers aged 18 and older.

Decide2Quit.org Versus Behavioral Risk Factors Surveillance Survey
Compared with the national sample of smokers participating in the BRFSS, a higher proportion of Decide2Quit.org smokers were female (65.2% vs 45.7%, P=.001), over the age of 35 years (80.8% vs 67.0%, P=.001), and had attended some college or were a college graduate (65.7% vs 45.9%, P=.001) (Table 1). A small but significant difference was seen in the proportion of smokers who attempted to quit in the past 12 months (5%, P=.01).

Number of Referrals Per Smoker Registration by Recruitment Source
The number of medical practice referrals was 1588 resulting in 280 successful registrations; thus, the number of referrals per registration was 5.7. The number of dental practice referrals was 739 with 127 registrations; the number of referrals per registration was 5.8. There were 6992 click throughs on our Google advertisements and a resulting 197 registrations; the number of referrals per registration was 35.5.

We compared Decide2Quit.org’s smokers by recruitment method (Google advertisement, medical practice referral, or dental practice referral, see Table 2). Because Google is frequently the recruitment source for Web-assisted tobacco interventions, we consistently use it as the reference or comparison group.
Table 1. Characteristics of smokers participating in the Behavioral Risk Factor Surveillance Survey (BRFSS) and all smokers (Google, medical-referred, and dental-referred combined) who engaged in the Web-assisted tobacco intervention Decide2Quit.org.

<table>
<thead>
<tr>
<th>Demographic characteristic</th>
<th>Decide2Quit.org combined, n (%)</th>
<th>BRFSS, n=69,992 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>n=604</td>
<td></td>
<td>(54.3)</td>
</tr>
<tr>
<td>Sex b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>210 (34.7)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>394 (65.2)</td>
<td>(54.7)</td>
</tr>
<tr>
<td>Age b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19-34</td>
<td>116 (19.2)</td>
<td>(33.0)</td>
</tr>
<tr>
<td>35-54</td>
<td>307 (50.8)</td>
<td>(44.1)</td>
</tr>
<tr>
<td>&gt; 55</td>
<td>181 (30.0)</td>
<td>(22.9)</td>
</tr>
<tr>
<td>Race b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>529 (87.6)</td>
<td>(80.7)</td>
</tr>
<tr>
<td>Nonwhite</td>
<td>75 (12.4)</td>
<td>(19.3)</td>
</tr>
<tr>
<td>Highest grade of school b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; High school</td>
<td>36 (6.0)</td>
<td>(15.7)</td>
</tr>
<tr>
<td>High school</td>
<td>171 (28.3)</td>
<td>(38.5)</td>
</tr>
<tr>
<td>Some college or college graduate</td>
<td>397 (65.7)</td>
<td>(45.9)</td>
</tr>
<tr>
<td>During the past 12 months, have you stopped smoking for 1 day or longer because you were trying to quit smoking? c</td>
<td>No 277 (45.9) (40.9)</td>
<td>Yes 324 (54.1) (58.8)</td>
</tr>
<tr>
<td>Smoking status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not thinking about quitting</td>
<td>26 (4.3)</td>
<td></td>
</tr>
<tr>
<td>Thinking of quitting</td>
<td>413 (68.4)</td>
<td></td>
</tr>
<tr>
<td>Set a quit date</td>
<td>72 (11.9)</td>
<td></td>
</tr>
<tr>
<td>Already quit</td>
<td>93 (15.4)</td>
<td></td>
</tr>
</tbody>
</table>

a Weighted for complex survey design  
b P = .001  
c P = .01
Table 2. Demographic characteristics and readiness to quit of smokers by recruitment source.

<table>
<thead>
<tr>
<th>Demographic characteristic</th>
<th>Recruitment source, n (%)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Google advertisement n=197</td>
<td>Dental practice referrals n=127</td>
<td>Medical practice referrals n=280</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>61 (31.0)</td>
<td>43 (33.9)</td>
<td>106 (37.9)</td>
</tr>
<tr>
<td>Female</td>
<td>136 (69.0)</td>
<td>84 (66.1)</td>
<td>174 (62.1)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19-34</td>
<td>29 (14.7)</td>
<td>40 (31.5)</td>
<td>47 (16.8)*</td>
</tr>
<tr>
<td>35-54</td>
<td>105 (53.3)</td>
<td>59 (46.5)</td>
<td>143 (51.1)</td>
</tr>
<tr>
<td>&lt; 55</td>
<td>63 (32.0)</td>
<td>28 (22.1)</td>
<td>90 (32.1)</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>171 (86.8)</td>
<td>112 (88.2)</td>
<td>246 (87.9)</td>
</tr>
<tr>
<td>Nonwhite</td>
<td>26 (13.2)</td>
<td>15 (11.8)</td>
<td>34 (12.1)</td>
</tr>
<tr>
<td>Highest grade of school</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; College graduate</td>
<td>134 (68.0)</td>
<td>91 (71.7)</td>
<td>236 (84.3)*</td>
</tr>
<tr>
<td>College graduate</td>
<td>63 (32.0)</td>
<td>36 (28.4)</td>
<td>44 (15.7)</td>
</tr>
<tr>
<td>Smoking status</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not thinking about quitting</td>
<td>6 (3.1)</td>
<td>11 (8.7)*</td>
<td>9 (3.2)*</td>
</tr>
<tr>
<td>Thinking of quitting</td>
<td>112 (56.9)</td>
<td>92 (72.4)</td>
<td>209 (74.6)</td>
</tr>
<tr>
<td>Set a quit date</td>
<td>29 (14.7)</td>
<td>13 (10.2)</td>
<td>30 (10.7)</td>
</tr>
<tr>
<td>Already quit</td>
<td>50 (25.4)</td>
<td>11 (8.7)</td>
<td>32 (11.4)</td>
</tr>
</tbody>
</table>

*P<.001 comparing Google and the applicable column

Demographics by Recruitment Source

Demographic and smoking characteristics varied by recruitment source (Table 2). Compared with Google and medical-referred smokers, the dental-referred smokers (21.0%) were younger ($P=.001$ and $P=.002$, respectively). Compared with Google (32.0%) and dental-referred (28.4%) smokers, a lower proportion of medical-referred smokers (15.7%) were college graduates ($P<.001$ and $P=.003$, respectively).

Readiness to Quit and Other Smoking Characteristics by Recruitment Source

A lower proportion of medical-referred (22.1%) and dental-referred (18.9%) smokers had set a quit date or had already quit than Google-referred smokers (40.1%, $P<.001$ for both comparisons). The mean number of cigarettes smoked per day was similar between Google (mean 17.8, SD 10.5) and medical-referred smokers (mean 17.4, SD 9.2), but lower for dental-referred smokers (mean 14.5, SD 8.9; $P=.002$). Fewer dental-referred smokers allowed smoking at home compared with the other 2 groups (dental-referred 34% vs Google 48%, $P=.36$; dental-referred 34% vs medical-referred 45%, $P=.005$). Medical-referred (8.6%) and dental-referred (15.8%) smokers were less likely to have visited smoking cessation websites as compared to Google smokers (40.1%, $P<.001$ for both comparisons).

Smokers’ Participation in Decide2Quit.org by Recruitment Source

Medical-referred (mean 2.4, SD 3.4) and dental-referred (mean 2.1, SD 2.6) smokers visited Decide2Quit.org less frequently than Google smokers (mean 2.7, SD 4.0), but this was not statistically significant ($P=.14$ and $P=.06$, respectively). On average, they also visited fewer pages on the website per visit (medical-referred: mean 12.9, SD 13.6; dental-referred: mean 12.3, SD 12.4; Google: mean 17.4, SD 15.2; Google vs medical-referred $P<.001$; Google vs dental-referred $P=.002$). Compared with Google smokers (42.6%), a lower proportion of medical-referred (29.6%, $P=.01$) and dental-referred (22.8%, $P=.01$) smokers messaged the TTS at least once. Although not statistically significant, among those who messaged at least once, medical- and dental-referred smokers also interacted with the TTS less frequently than their Google counterparts (medical-referred: mean 2.0, SD 2.4; dental-referred: mean 2.0, SD 1.7; Google: mean 3.3, SD 6.1). However, this was not statistically significant (Google vs medical $P=.05$, Google vs dental $P=.13$). Medical-referred (23.6%) and dental-referred (12.6%) smokers also used the online support group less frequently than Google smokers (39.1%, $P=.01$ for both comparisons).
Multivariable Comparisons Among Google, Medical-Referred, and Dental-Referred Smokers

After adjustment for demographic characteristics and readiness to quit, Google smokers had higher predicted counts of Web page visits (IRR 17.0, 95% CI 15.0-19.1) compared with the medical-referred (IRR 12.7, 95% CI 11.4-14.0) and dental-referred smokers (IRR 12.0, 95% CI 10.1-13.8) (Table 3). Google smokers were also more likely to use the TTS and an online support group. When we assessed system use using number of visits to the website, the direction and magnitude of the point estimates remained the same.

Table 3. Associations between recruitment source and use of Decide2Quit.org.

<table>
<thead>
<tr>
<th>Demographic characteristic</th>
<th>Unadjusted</th>
<th>Adjusted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient origin</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reference</td>
<td>17.4 (15.3-19.6)</td>
<td>Reference 17.0 (15.0-19.1)</td>
</tr>
<tr>
<td>From Google advertisement</td>
<td>12.9 (11.5-14.2)</td>
<td>0.8 (0.7-0.9)</td>
</tr>
<tr>
<td>From medical provider</td>
<td>12.3 (10.4-14.2)</td>
<td>0.7 (0.6-0.9)</td>
</tr>
<tr>
<td>From dental provider</td>
<td>15.3 (13.9-16.6)</td>
<td>Reference 14.8 (13.6-16.1)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>12.3 (10.8-13.8)</td>
<td>0.8 (0.7-1.0)</td>
</tr>
<tr>
<td>Male</td>
<td>0.8 (0.7-0.9)</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19-34</td>
<td>14.5 (12.7-16.9)</td>
<td>Reference 14.3 (12.0-16.6)</td>
</tr>
<tr>
<td>35-54</td>
<td>13.8 (12.4-15.2)</td>
<td>0.9 (0.8-1.1)</td>
</tr>
<tr>
<td>&gt; 55</td>
<td>14.7 (12.8-16.7)</td>
<td>1.0 (0.8-1.2)</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>14.6 (13.5-15.7)</td>
<td>1.2 (1.0-0.5)</td>
</tr>
<tr>
<td>Nonwhite</td>
<td>1.3 (1.0-1.6)</td>
<td></td>
</tr>
<tr>
<td>School</td>
<td></td>
<td></td>
</tr>
<tr>
<td>College graduate</td>
<td>18.4 (15.8-21.1)</td>
<td>Reference 17.8 (15.3-20.4)</td>
</tr>
<tr>
<td>&lt; College graduate</td>
<td>13.0 (11.9-14.0)</td>
<td>0.7 (0.6-0.9)</td>
</tr>
<tr>
<td>Smoking status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Already quit</td>
<td>16.2 (13.3-19.1)</td>
<td>Reference 15.9 (13.1-18.7)</td>
</tr>
<tr>
<td>Set a quit date</td>
<td>15.1 (12.0-18.3)</td>
<td>1.0 (0.8-1.3)</td>
</tr>
<tr>
<td>Thinking of quitting</td>
<td>13.9 (12.7-15.1)</td>
<td>0.9 (0.8-1.1)</td>
</tr>
<tr>
<td>Not thinking about quitting</td>
<td>9.9 (6.4-13.4)</td>
<td>0.7 (0.5-1.0)</td>
</tr>
</tbody>
</table>

Counts are marginal predicted counts products postregression using the X command in STATA.

Discussion

Findings and Conclusions

Approximately 70% of the 44.5 million adult smokers in the United States want to quit, but fewer than 5% of those who do try to quit in a given year succeed [6]. Thus, expanding the reach of effective treatments, such as Web-assisted tobacco interventions, is crucial in increasing quit rates. However, recruitment to Web-assisted tobacco interventions poses unique challenges [22,24-26]. In this study, we expanded recruitment by adding an e-referral approach to the traditional search engine method. In this paper, we assessed how this combination increased the variability of our cohort.

Compared with the population of smokers responding to the 2010 BRFSS, a higher proportion of smokers registering with Decide2Quit.org were female (nearly 20% more). They also were more likely to identify themselves as white in race/ethnicity and be highly educated. However, among those recruited from medical practices, 15.7% reported college education, which was the same proportion reported by BRFSS-participating smokers. Inconsistent with expectations, Decide2Quit.org smokers were older. The rate of prior quit attempts in the past 12 months was similar among those registering with Decide2Quit.org and the national BRFSS.

Our comparisons (as shown in Table 1) highlight the sharp difference in the proportion of women participating in our Web-assisted tobacco intervention as compared with the national sample of smokers. The higher proportion of women also was consistent across our recruitment sources (Google advertisement 69.0% vs medical referral 62.1% vs dental referral 66.1%). Women, in general, may be more likely to participate in a Web-assisted tobacco intervention; therefore, our participation...
rates may just be reflecting general trends. Across 6 other Web-assisted tobacco interventions, the mean proportion of women participating was 60% (range 52-72) [39-44]. The lower participation rates of men in these interventions suggest that different recruitment approaches or different types of interventions might be needed to engage them in cessation activities.

Although we identified differences in race/ethnicity and education for our Web-engaged smokers compared to the BRFSS, our age distribution was older than the national sample. The older age may be because the decision to make a serious and successful attempt to quit smoking is typically made when a smoker has reached a greater level of maturity than the average smoker (mid- to upper-30s). Other Web-assisted tobacco interventions also report a mean age of 39 years (range 34-49, [39-44]). However, close to one-third of our smokers were over the age of 55. This number may be reflective of the decrease in age barriers to Internet adoption in recent years. [45].

Recruitment from medical and dental practices was more efficient than Google advertising with respect to the number of referrals needed to register a smoker (5.7, 5.8, and 35.5, respectively). Within the population of smokers registering at Decide2Quit.org, the types of smokers who were recruited from clinical practices were different from those who found the intervention site via Google. The general trend in educational status among our Web-engaged smokers varied. Those recruited from medical practices were less educated and less likely to have previously used a Web-assisted tobacco intervention; thus, they more closely resembled the national sample. Dental practice smokers were younger than counterparts from the other recruitment groups. Many younger smokers are seen in dental practices, but may not be seen in medical practices; thus, recruitment from dental practices allowed us to target smokers who were not engaged through Google or medical practices. These dental participants also were lighter smokers, a group that may be especially difficult to engage in interventions to quit smoking.

In addition to engaging smokers with different demographic characteristics, clinical practice-based recruitments also resulted in participation by smokers with a wider range of motivational levels. Our results support previous concerns that recruiting using search engine-based recruitment methods alone may limit the reach of Web-assisted tobacco interventions mainly to smokers highly motivated to quit [46-50]. Currently, most smokers recruited to these interventions are through search engine advertisements or other mass media campaigns, which require the smoker to be motivated to register on the system. For example, out of 2523 smokers recruited to a Web-assisted tobacco intervention [27], most (71%) were recruited through Google Ads or direct mailing. Only 95 smokers (3.8%) were recruited through provider referrals or other proactive recruitment methods. The recruitment to the National Colorectal Cancer Research Alliance (NCCRA) and OncoLink Web-assisted tobacco intervention [28] also were primarily through search engine and mass media campaigns. In the OncoLink study, only 7.3% of 2162 smokers were registered from proactive provider referrals.

As noted, our results indicate that using only search engine or mass media recruitment methods limits the range of smokers engaged. In our study, a higher proportion of Google smokers were ready to quit or had already quit compared with other smokers; medical practice referrals brought in smokers who were often at a lower readiness to quit and less likely to have sought help from online resources. They are an important group of smokers to engage, and Web-assisted tobacco interventions can be designed for smokers not ready to quit (as cessation induction interventions) as well as for smokers ready to quit (as an aid to cessation).

Although we were successful in broadening our sample, we were unable to maintain the engagement of clinical practice-recruited smokers at the same level as Google-recruited smokers. Google participants had higher participation rates at Decide2Quit.org. Previous Web-assisted tobacco intervention studies have shown a relationship between smoking cessation and number of website visits [51], number of website sections viewed [52], and amount of time spent on the website [53]. Thus, Google participants may have disproportionately benefited from the intervention. Google smokers had a higher number of page hits, even after adjusting for demographics and readiness to quit. Google smokers were more educated, had prior experience participating in a Web-assisted tobacco intervention, and were more likely to have set a quit date or quit. Other important predictors of greater use included TTS use and access to an external social network. Future Web-assisted tobacco interventions may need to be flexible in their strategy to maintain engagement for smokers not quite ready to quit [54], perhaps by continually monitoring participation rates and programming their interventions to be more proactive with the groups that are less engaged.

Limitations
Our study has limitations. First, we collected a limited number of characteristics of these smokers; thus, the samples may vary on important unmeasured characteristics. Some of the information was self-reported through an online survey and cannot be validated. We evaluated the impact of only 1 Web-assisted tobacco intervention (Decide2Quit.org), which prevents strict generalizability to all Web-assisted tobacco interventions or other online behavior support. One major difference in participation in the intervention was by readiness to quit. Although, we adjusted for readiness to quit in our model (Table 3), it is certainly possible that residual confounding by readiness is mediating differences in participation by recruitment source.

In conclusion, to maximize the potential of Web-assisted tobacco interventions, expanding methods to attract more smokers is critical. In recruiting users who typically do not participate in these interventions, we demonstrated that clinical practice recruitment does complement Internet search engine recruitment. However, our results also suggest that once recruited, those smokers recruited from clinical practices may not be as active as the Google smokers, suggesting that Web-assisted tobacco interventions may need to tailor their engagement strategies.
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Abstract

Background: A recent trend in personal health and wellness management is the development of computerized applications or information and communication technologies (ICTs) that support behavioral change, aid the management of chronic conditions, or help an individual manage their wellness and engage in a healthier lifestyle.

Objective: To understand how individuals across 3 generations (young, middle-aged, and older) think about the design and use of collaborative health and wellness management technologies and what roles these could take in their lives.

Methods: Face-to-face semistructured interviews, paper prototype systems, and video skits were used to assess how individuals from 3 age cohorts (young: 18-25 years; middle-aged: 35-50 years; and older: ≥65 years) conceptualize the role that health and wellness computing could take in their lives.

Results: A total of 21 participants in the 3 age cohorts took part (young: n=7; middle-aged: n=7; and older: n=7). Young adults expected to be able to actively manage the presentation of their health-related information. Middle-aged adults had more nuanced expectations that reflect their engagement with work and other life activities. Older adults questioned the sharing of health information with a larger audience, although they saw the value in 1-way sharing between family members or providing aggregated information.

Conclusions: Our findings inform our suggestions for improving the design of future collaborative health and wellness applications that target specific age groups. We recommend that collaborative ICT health applications targeting young adults should integrate with existing social networking sites, whereas those targeting middle-aged and older adults should support small social networks that rely on intimate personal relationships. Systems that target middle-aged adults should support episodic needs, such as time-sensitive, perhaps intermittent, goal setting. They should also have a low barrier to entry, allowing individuals who do not normally engage with the Internet to participate with the application for the specific purposes of health engagement. Collaborative ICT health applications targeting older adults should allow discreet 1-way sharing, and also support sharing of information in aggregate with others’ data. These systems should also provide mechanisms to preselect recipients of different kinds of data, or to easily direct specific information to individuals in real time.


KEYWORDS
ubiquitous computing; health promotion; wellness; human-computer interaction; design; generational differences
Introduction

Information and communication technologies (ICTs) that can harness the knowledge and support of other people and allow individuals to manage and understand their health and wellness can empower individuals to actively manage their health, change their behaviors, and learn more about health conditions [1,2]. Examples include general social networking platforms, such as Facebook [3], online patient communities [4], smartphone applications [5], and exercise-oriented video games [6]. These applications generate data about and for the individual, and data that can influence their health-related decision making and technology adoption. Individuals’ preferences about using such applications, useful features, and related factors will be predicated upon their previous experiences with ICTs, similar systems, and other contextualizing concerns, including what others think about them. The popularity and potential of user-targeted health applications for personal empowerment argues for research that can provide us with a deeper understanding of how people perceive such technologies and their interests and concerns about sharing health-related information.

Many of these commercially available wellness-focused ICTs seem to take a one-size-fits-all approach. However, it stands to reason that generational and other demographic differences influence how people think about health in general, the role of personal relationships in health management, and new technologies. A recent study by the Pew Research Center [7] shows that all generations are using technology more often, but for different purposes. These differences should be examined more closely if ICTs are to be effective in promoting healthy behavior across all generations. Furthermore, generational differences in technology adoption and use of health and wellness management may suggest design implications for understanding the generational differences when it comes to the use of ICTs for health.

Background and Rationale

In this paper, we examine generational attitudes, interests, and motivations toward the use of ICTs for wellness tracking. Comparative studies on the use of ICTs for health and wellness are generally focused on the role and efficacy of using online sources for obtaining health information online [8-12] or has tended to focus on a particular population (eg, caretakers of older adults [13] or teenage girls [14]), or tailoring solutions to meet immediate health needs (eg, diabetes patients [15], overweight children and adolescents [6], juvenile arthritis [16], and physical activity intervention of young populations [17]). The foci of such studies seem to be on chronic conditions [18-20], take a conceptual approach [21-25], or do not break down generational differences in sufficient detail [26-30].

The body of research on older adults and ICTs also seems to reinforce a design-centered approach of examining preexisting systems and identifying usability issues. For example, Pak et al [31] examined how older and young adults navigate information systems and found results that were consistent with preexisting research, namely that older adults use computing technology less than younger adults and lack spatial and orientation abilities. Haverhals et al [18] examined the use of personal health applications for medication management and identified 5 usage challenges (information seeking, having autonomy in treatment decisions, identifying medication dosages, information discrepancy in identifying therapies, and health-information coordination). Kim et al [32] examined how older adults use a personal health record and found that they do not actively engage with these systems due to low technological skills, health literacy, and cognitive capabilities. Nijsland et al [30] examined an Internet-based self-care system and identified design issues (lack of tailoring, navigation, efficiency and reliability issues, and legal concerns) that impede use and understanding.

Although this type of work is valuable, we argue that there is more than usability and the cognitive/physical deficit to focus on in the aging population. Instead, attitudes and concerns need to become part of the research agenda as part of the larger societal shift toward personal responsibility for health and wellness and the use of ICTs for doing so. These trends have been brought on by a variety of factors, including economic necessity, the availability of epidemiological knowledge (ie, awareness of health trends at the population level), and a new “moral regime” that advocates for the existence of healthier societies [33]. With this emphasis on prevention comes an expectation that individuals will actively engage in the management of their health. In parallel, the widespread availability and comparatively low cost of information communication technology has resulted in the emergence of numerous commercial products that allow for the tracking and sharing of health information. For the individual, ICTs provide many options for obtaining health information, tracking exercise and diet, and communicating with medical professionals, and as existing research shows [1,2], these systems promote healthy behavior.

Objective

The objective of our study was to better understand individuals’ motivations for wanting to use ICTs for wellness tracking (if at all) and the generational differences that exist.

Given the popularity of ICT’s for health and wellness tracking, it is essential that researchers understand generational differences among different age groups as they engage with health and wellness technology. A better understanding of how individuals from various age groups conceptualize health and wellness tracking and sharing will allow for creation of better-tailored ICTs that can promote mediated behavior change. It is essential that researchers understand generational differences among different age groups as they engage with health and wellness technology. Although there have been studies that investigate these generational differences, they have primarily focused on usability concerns [18,30-32] or research on why older adults do not use health-related Internet resources [9-12] What has received less attention is research on motivation, that is research that goes about obtaining a better understanding of how individuals from various age groups conceptualize health and wellness tracking and sharing. An understanding of these motivations and concerns will allow for creation of better-tailored ICTs that can promote better-mediated
behavior. To date, little work exists that examines generational conceptualizations of health technologies. We intend to address this gap in this paper.

**Methods**

Our prototype health-tracking systems were presented to 3 distinct groups of individuals: young adults (aged 18-25 years), middle-aged adults (aged 35-50 years), and older adults (aged 65 years and older). We had a total of 21 participants with 7 in each age category (Table 1). Interviews were held in the fall of 2010 and spring/early summer of 2011. The Indiana University institutional review board approved our protocol. After obtaining informed consent, we administered a brief questionnaire to each participant in which we asked basic demographic questions and questions about the participant’s previous experiences with various ICTs and health applications. We showed brief videos that explained the functionality of our health-tracking systems and followed with a 1 to 1.5 hour semistructured interview, accompanied by visualizations related to the tracking system.

**Study Design**

We developed 2 hypothetical personal health-monitoring systems that would allow us to probe individuals’ perceptions toward the collection, sharing, and transmission of health-related information (ie, context data about diet and exercise that can be interpreted, shared, or examined). The aim of our project was not to focus on the usability of any particular system, but instead to explore a user’s motivation in order to elicit a broader discussion around the kinds of technologies (location sensing, social networking, information sharing, and collaboration) that are increasingly being used in pervasive health applications. Our approach is a formative approach inspired by work done by Beaudin et al [34] who created conceptual mock-ups in order “to elicit feedback about longitudinal tracking ideas” which serve as “probes to elicit detailed reactions and self-reflection during interviews.” We used a combination of mock low-fidelity prototypes [35,36] and video skits [37-39] to provide background information about the applications and suggested uses for the system. Because we were dealing with a hypothetical health-tracking system, we had to choose interaction metaphors that would push for a broader discussion and provide some similarity, while at the same time making sure it did not go too far off-field where the participants would not understand how the system functions.

The research participants were in different stages of life; therefore, we chose to create video skits that would reflect these differences (campus living versus home living) to help better facilitate envisioning and understanding of the technology. The use of a video skit is informed by Mancini et al [37] who used it as a methodological tool to help the viewer understand the ubiquitous technology presented to participants. The first video system demonstrated the use of a campus-based debit card (referred to as campus card) that university students could use to purchase food, either in campus eateries or in local shops and restaurants. The accompanying video showed a student purchasing food items in a general shop located in a school dormitory. A voiceover narrated the problems involved in maintaining a healthy diet while at school. The narrator then introduced our hypothetical food tracking system as a way to track and manage food choices.

The second video illustrated a hypothetical “smart kitchen surface” on which users could place food items and it would then weigh and track what was consumed. The accompanying video showed a middle-aged adult shopping at a local supermarket and then going home to interact with the smart kitchen. The voiceover again presented the challenges of healthy eating and introduced the prototype system as one tool for managing one’s eating habits.

After participants watched both videos (the order of the videos was randomized), we showed them the 2 sets of visualizations related to the prototypes. Semistructured interview questions first probed participants about what came to mind when they saw the mock-ups; this provided us with insight with respect to what understanding they were bringing to the interview about similar systems. Further questions asked them to provide an explanation of how they expected the system to function, if and what information was being tracked, if and how information was being shared, if they would feel comfortable using such a health-tracking system, and if such a system would be useful to them or to anyone they know. We chose to do semistructured interviews because it allowed us to follow conversational segues, which provided us with a richer set of data. For example, it uncovered religious-cultural and commercialized agricultural-industry concerns that we would not have been able to collect if the interview was fully structured.

The first author analyzed all interview transcripts using inductive thematic analysis to look for emergent themes and patterns without necessarily relying on a preexisting framework or set of ideas [40]. All authors then discussed themes and refined them. Subsequent passes through the data were used to code for intergenerational differences among the themes of interest. The process was repeated until consensus on findings was reached.
Table 1. Demographic summary of the participants in the study (N=21).

<table>
<thead>
<tr>
<th>Group and participant #</th>
<th>Sex</th>
<th>Profession</th>
<th>Technology comfort level</th>
<th>Education</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>F</td>
<td>Master’s student</td>
<td>Comfortable</td>
<td>Bachelor’s degree</td>
</tr>
<tr>
<td>2</td>
<td>M</td>
<td>Unemployed</td>
<td>Somewhat comfortable</td>
<td>Bachelor’s degree</td>
</tr>
<tr>
<td>3</td>
<td>F</td>
<td>Undergraduate student</td>
<td>Very comfortable</td>
<td>Some college</td>
</tr>
<tr>
<td>4</td>
<td>F</td>
<td>Undergraduate student</td>
<td>Comfortable</td>
<td>Some college</td>
</tr>
<tr>
<td>5</td>
<td>F</td>
<td>Doctoral student</td>
<td>Comfortable</td>
<td>Master’s degree</td>
</tr>
<tr>
<td>6</td>
<td>F</td>
<td>Unemployed</td>
<td>Uncomfortable</td>
<td>Juris Doctor</td>
</tr>
<tr>
<td>7</td>
<td>F</td>
<td>Speech therapist</td>
<td>Somewhat comfortable</td>
<td>Master’s degree</td>
</tr>
<tr>
<td>Middle-aged</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>F</td>
<td>Administrative</td>
<td>Uncomfortable</td>
<td>Bachelor’s degree</td>
</tr>
<tr>
<td>9</td>
<td>F</td>
<td>Administrative</td>
<td>Very comfortable</td>
<td>Master’s degree</td>
</tr>
<tr>
<td>10</td>
<td>F</td>
<td>Doctoral candidate</td>
<td>Somewhat comfortable</td>
<td>Master’s degree</td>
</tr>
<tr>
<td>11</td>
<td>M</td>
<td>Supervisor</td>
<td>Very comfortable</td>
<td>Bachelor’s degree</td>
</tr>
<tr>
<td>12</td>
<td>M</td>
<td>Doctoral candidate</td>
<td>Comfortable</td>
<td>Master’s degree</td>
</tr>
<tr>
<td>13</td>
<td>M</td>
<td>Computer programmer</td>
<td>Very comfortable</td>
<td>Master’s degree</td>
</tr>
<tr>
<td>14</td>
<td>M</td>
<td>Carpenter</td>
<td>Comfortable</td>
<td>High school</td>
</tr>
<tr>
<td>Older</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>M</td>
<td>Retired doctor</td>
<td>Comfortable</td>
<td>MD</td>
</tr>
<tr>
<td>16</td>
<td>M</td>
<td>Retired faculty</td>
<td>Somewhat comfortable</td>
<td>PhD</td>
</tr>
<tr>
<td>17</td>
<td>F</td>
<td>Retired manager</td>
<td>Uncomfortable</td>
<td>Some college</td>
</tr>
<tr>
<td>18</td>
<td>M</td>
<td>Retired detective</td>
<td>Somewhat comfortable</td>
<td>Some college</td>
</tr>
<tr>
<td>19</td>
<td>M</td>
<td>Psychotherapist</td>
<td>Uncomfortable</td>
<td>Master’s degree</td>
</tr>
<tr>
<td>20</td>
<td>F</td>
<td>Retired teacher</td>
<td>Somewhat comfortable</td>
<td>Master’s degree</td>
</tr>
<tr>
<td>21</td>
<td>M</td>
<td>Retired therapist</td>
<td>Uncomfortable</td>
<td>Master’s degree</td>
</tr>
</tbody>
</table>

Prototype Development Process

We created 2 sets of mock-up interfaces that further explained the functionality of our hypothetical video systems. The first set was explicitly designed to represent mapping systems that are present in smartphones, cars, portable devices, and computers (eg, Google Maps or Microsoft Bing). However, instead of tracking distance to geographic markers, the system tracked individuals’ food purchasing habits as they purchased groceries and meals at restaurants. The intent of the system was to show the user their meal and food purchasing patterns in a geographical fashion. The second series of mock-ups was evocative of a social network–sharing site. This mock-up showed thumbnail profiles of individuals next to what looks like a timeline or historical graph. The goal of this mock-up was to show an interface that was representative of a social networking site; however, in this case nutritional information was being shared. What was being tracked and shared was nutritional health information, what foods were consumed by these individuals, and the nutritional content of the food consumed. We chose these 2 specific metaphors for representing our wellness system because we expected participants to be most familiar with social networking and using online maps.

We did not use a simpler or a more common genre of existing information systems (eg, email or an online e-commerce website) because we wanted to use metaphors that could be used to show people’s behavior or geographic information. We wanted to create a generalized prototype that would allow for the exploration of a user’s conceptualization, while at the same time not having it be too limiting (eg, by showing a Facebook page) or so far off-field that the user would not understand what the prototype was that we were showing. Example screenshots of our mock-ups are shown below in Figures 1 and 2.

We created several screenshots of the mock-up for each system, each of which highlighted different features of the prototype’s purpose and functionality. When presented with these mock-ups we asked our participants to verbalize to us their conceptualizations and expectations of each system based on both these interfaces and the accompanying videos. To prevent any potential order bias, we randomized which interface was shown first to the participant.

It is important to recall that our goal was not to evaluate a particular system, but to use the mock-ups to serve as conversational probes in order to elicit participants’ understanding, comfort toward, and perceived usefulness of the
data being captured, stored, and shared. Both our pilot and study data indicate the probes served this purpose.

Changes to the Study
The video for young adults focused on the purchasing of food whereas the video for older adults focused on food preparation. We initially intended to only show the age-oriented video to each group with the middle-aged adults seeing the video created for the older adults. However, when we tested the research protocol, participants raised questions that were addressed in the age-oriented video not shown to their age group. Therefore, we decided to show both videos to all participants during the study. We initially considered that there would be a risk of young adults not being able to associate with the content in the older adult video content and vice versa. However, we decided that this risk was minimal because both videos showed common activities (the purchasing of food) that all age groups engage in.

Participants
Recruitment
Members were recruited via flyers distributed at various locations, including the university health center, university speech and hearing clinic, local retirement communities, libraries, and other local institutions.

Technology Experience
Participants answered a brief questionnaire about basic demographics (education, age, and gender) as well as previous use and ownership of and general familiarity with ICTs. Young adults self-reported as the most technologically knowledgeable demographic, with most stating in the survey that they were comfortable to very comfortable with the role that technology played in their lives. Middle-aged adults were mixed in their responses. Older adults primarily reported that they felt uncomfortable around technology. Younger adults primarily used laptop computers and owned cellphones. They also all responded that they used some form of social networking software. These findings are not surprising, as existing survey research by the Pew Research Center indicates that 83% of Millennials (young adults aged between 18-33 years) interviewed use social networking sites [7]. Middle-aged adults’ computer usage was split between desktops and laptops with cellphone ownership being unanimous. Older adults were more likely to own a desktop computer instead of a laptop. These findings match results from a study by Pew Research Center that indicated that 70% of Millennials owned a laptop, compared to 43% and 33% ownership by the older Boomer generation (adults aged between 57-65 years) and the Silent generation (adults aged between 66-74 years), respectively [41].
Figure 1. Social networking–inspired mock-up.
Results

In this section, we discuss the 3 identified themes that displayed clear generational distinctions that coalesced from the interview data: passive and active engagement, data and information sharing, and social networking. An overview of our findings is presented in Table 2, and a more detailed discussion of our identified themes follows.

Data and Information Sharing

Our prototyped systems drew upon existing research that showed that a person is better able to engage in positive health behaviors when they have the social support of an existing network of peers [42,43]. However, analysis of the interview transcripts suggested distinct differences in how the age groups felt about using a mapping or social networking application to share one’s health-related activities. The young adults tended to see significant value in sharing information because it would allow for friends to provide support. “Somebody could say, ‘Wow, you really should watch your salt, or your sodium intake,’” and “‘Looks like you’ve been taking in a lot of vitamin B12 this week...that could be dangerous for this organ,’” and “You’re wagging your finger at them, ‘You’re not being so healthy this week, I saw what you bought’” (Y2). Others brought up the ability to show off or brag when doing well as a way to motivate positive behaviors in others: “[It] might be the case that you would need to share that information, to either validate what you are saying, or just brag about it even,” and “We are all able to view these to kind of motivate each other” (Y3).

Middle-aged adults integrated the potential use of these health and wellness tracking systems into the framework of their existing social relationships. For this group, the broadcasting of activities was also seen as being useful in helping support more intimate social relationships for specific health goals, as opposed to the younger group’s willingness to sharing data more broadly. For example, M9 said, “I always have a workout partner with me that knows this is what my goal is...and if I start slacking, then I want you to say, ‘Are you feeling okay?’” and “I really can’t see why I’d want to know what a particular person consumed, unless I was perhaps a parent looking at the student.”

Older adults could see the benefit in sharing health data with their family and close friends. The focus on family by older participants is in-line with previous research that showed that older adults often feel they have a moral duty to see and provide suggestions about health to their children [44]. In other scenarios, older adults frequently expressed that sharing did not make sense to them. They often just didn’t see why someone outside of the family might be interested: “…don’t know why somebody would care about this other than my family” (O17). Similarly, they did not see why they would care to see anyone else’s information. When questioned if there would be any value in viewing the shopping and dietary habits of other individuals, O17 responded with a clear no: “I can’t think of any reason…unless you’re just plain nosy!”

When asked who should be able to see their information, O16 responded, “…any researcher can see this or that you can see it you are saying, or just brag about it even,” and “We are all able to view these to kind of motivate each other” (Y3).
because I want you to monitor my diet or I’m interested in your research program.” However, when asked if in return they would be able to see the dietary habits of the researcher they responded with: “I don’t care what you eat. I would object to a system that allowed me to look at anybody that I wanted to see what they were eating.”

Social Networking

Another clear distinction identified across generations was the familiarity with and expectations from social networking software. All members of the youngest age group quickly identified the social networking mock-up, and to a lesser extent the map mock-up, as having a very strong social networking component to them. Once this group identified the social networking connection, the mock-ups immediately made more sense. They described information sharing using metaphors drawn from social networking technologies (eg, lists and profiles): “Sharing would be to people, maybe that you’ve already selected” (Y1). They discussed the implicit expectation of reciprocal sharing of information: “…other people in my family or my household, or friends that I could maybe do some social networking with, and see, ‘Oh, what’s Sarah been eating this week?’” (Y2). They also clearly felt they could control information flow about themselves through managing lists of friends: “I have different groups of friends, so maybe I have a family group, but maybe I also have a work group. So maybe I could select who I want to share the info with” (Y3). This suggests the active control and expectation that this age has when it comes to managing their online personas and what is shared with others. Younger adults also referenced sharing even when social networking was not explicitly embedded in the interface. For example, when asked about the functionality of the map health and wellness tracking system, Y3 responded: “…you can add friends on kind of a like a GPS [Global Positioning System] and then if they are logged into certain places, then you can say, we are both at [a local grocery store] and maybe meet up.”

Four of the participants in the middle-aged group (M9, M11, M12, and M14) referred to social networking, but with less frequency and detail than the younger adults. The youngest middle-aged adult, 35-year-old M13, made a strong association with social networking. The other 2 individuals in this group (M8, M10) did not make associations with social networking until much later in their interviews. For example, in the case of M8, it was only after the interviewer highlighted and explained some of the features and functionality of the health tracking did the participant draw parallels to social networking sites: “I mean now I’m starting to try and compare it to something like Facebook.” Additionally, the middle-aged adults who referred to social networking indicated that these systems were perceived as a diversion...something to do with free time: “It could just be fun to check some things out, similar to a Facebook-type interaction” (M11). They were also aware that they approached social networking differently than their younger counterparts: “There is definitely a generational split. The younger individuals, they see this information different [sic]. They have different perceptions of privacy of information” (M9). Participant M10 found it strange that people would constantly update their Facebook profile and indicated that he was more likely to curate: “I judiciously determine that something would be of interest to a large number of people.”

The older adults’ expectations of how the health and wellness tracking systems functioned were far more varied. Participant responses tended to be informed by the technologies they had encountered in their careers, confirming findings in previous research [45]. Participant O15, who had a medical background, referred to the thumbnails of individuals and activity data on the social networking modeled health and wellness tracking system as being like a cardiogram or medical record. He did not see the purpose of viewing an individual’s health behavior; they considered the data to be representative of an entire population: “General population. I would think that this represented. If we multiplied this by 100,000 people, I would guess this would show some descriptive statistic, median or mean.” A former professor, O16 frequently referenced databases: “It would be putting data into a database that kept a running track of what I was doing, eating, whatever. It would be updating essentially.” However, databases were not the only analogy employed during the sense-making process by the older adults. Participant O16 hypothesized several ways in which data could be collected or retrieved, from natural language queries (“I could simply ask a question”) to manual data entry.

Emergent Theme: Passive and Active Engagement

One of the strongest and unexpected age-related themes we identified is that participants would either respond in what we call a passive or active manner when discussing how they would expect to engage with a health-monitoring system. Unlike the social networking theme, which is something we were specifically probing for, the passive and active engagement themes are an emergent finding. An individual taking a passive approach would expect the technology to do what is required with minimal intervention by the user (if they had a positive stance toward the system), or if they had some concerns, participants would express the expectation that nothing could really be done outside of opting out. However, individuals that expected to take a more active approach with their technology use expected the system to provide them with the right resources and capabilities to do so. This group expected these tools would allow them to adjust how the system functioned, curate data, and control data sharing and broadcasting.

Older adults were more likely to take a more passive approach and be willing to delegate responsibility to other actors to managing access to the data and the system itself. For example, when asked from whom information should be hidden, O16 stated: “That’s a good question to be determined by the people who set up the system.” Other older respondents were willing to delegate responsibility to the system itself, which suggests that the respondent trusted the system to be capable of correctly evaluating and managing their health-related information. For example, when asked who would have access to dietary information, O17 stated: “That would be a decision for the system to make.” She later said: “I trust it.” Although the responses from middle-aged adults were mixed, what makes this group stand out from the other 2 is their focus...
on and concerns for the effects that collaborative health-tracking technology would have on their jobs and careers. For example, M9 said she would consider using a health-tracking system on a limited basis with “real life” friends, but her main concern was that her employer not have any access to this information: “If...[employer] is not going to be able to scan our little card and track what we’re doing and see what we’re doing, I would have no problem using a program like that.”

The young adult participants consistently used active language when describing the systems. They expected to be given tools that would allow them to actively manage their online persona via lists, access controls, and updates. They expected that they would have control of their data, or at least how their data would be made available to the public or certain individuals. When asked if they would be willing to share their data to support healthy behavior, Y3 replied: “Yeah, and I think I would be...as long as I had, you know, the privilege, I guess, to be able to modify that whenever I wanted to, and select if I wanted to share how and whenever I wanted to ...if I’m choosing to be a part of this type of program and I was able to just do the select the people that I wanted, or whatever, then I would imagine that I would share that information. Otherwise, I wouldn’t be a part of the program.”

Based on our identified themes, we believe that the generational differences we elicited in this study have significant generalizable design implications for designing new health and wellness technologies.

**Interpretation of Themes**

Although we discussed 3 themes as distinct findings for the sake of clarity, they were strongly interrelated. For example, when discussing the process of broadcasting health-related information subject, Y3 stated: “...show it with this predetermined group that I had already selected, then it would be more motivating than just showing it to myself.” This response illustrates the preferred metaphor of this age group (social networking) expressed via the concept of predetermined groups. However, it also expresses a sense of active engagement with controlling the system (“that I had already selected”) and the assumption that sharing information about one’s health activities would be more motivating to engage in healthy behavior.

As we described, young and some middle-aged adults drew upon metaphors from social networking software to explain how these systems would work and the meaning it would have in their lives. For the younger generations, social networking tools are essential adjuncts to their lives. As such, it is not surprising that they would draw parallels to social networking technology in our health-tracking mock-ups. However, for middle-aged (and older) adults, online social networks were primarily seen as a novel distraction to supplement preexisting established social networks and as a way to occasionally check-in on contacts. Older adults’ reactions to these systems, however, were frequently ones of cautious skepticism. This is consistent with previous research that shows older adults will respond with ambivalence to computing technology that, in their mind, does not address their day-to-day needs [46].

Their strong connection to social networking may explain why young adults also took an active approach toward managing their online persona, whereas older adults, who gravitated toward databases and similar work-oriented applications (over which they would presumably have less personal or individual control) to describe the system, did not. Younger adults also took an active approach toward managing other people’s perceptions of them. For this generation, manipulating and crafting how one is represented online is a perfectly reasonable strategy to employ: “Because it sounds kind of like things you can almost like play around with, because it gives you option to manipulate data” (Y4). Older adults that spoke passively were uncomfortable of such management: “Oh hell, there is no room for lying. I wouldn’t share that. Not at all, I mean, if you are lying, then I think that negates everything” (O16). Participant O19 considered this online management as not being truthful: “People just mostly tell all the shiny, happy side of themselves and nobody really knows what’s going on by looking at that stuff.”

The young adults stated that they would publicize to groups or lists, which again indicates the use of social networking software metaphors and an active management approach. However, the middle-aged adults stated that they would possibly publicize their information, but only for an audience of existing friends with which they are actively and collectively striving toward certain health-related goals. The older adults did not see any use in publicizing health-related information, and only after further discussion would they acknowledge that possibly there could be a value in broadcasting, but only to other family members. The 2 older groups raised concerns about broadcasting health-related information to potentially inappropriate audiences, such as employers.

For older adults, the concept of sharing is not related to broadcasting, but sharing information for research purposes or the family unit. These differences reinforce findings from the aging literature that have found that the quality of relationships is preferred over quantity as people age so information tends to be shared with fewer people, but more deeply [47]. A system that is designed solely around the idea of sharing health-related information for motivational purposes might not gain much traction among older adults. Designers may need to take this into account when designing for these populations.
of their real world social networks or subgroups that have a shared interest (eg, fitness groups), whereas older adults envisioned the system to work with familial networks. Existing social networking sites, such as Facebook, encourage larger networks in several ways. Their open nature allows people to search for acquaintances, and allows “friends of friends” to see and interact with each other through a mutual acquaintance. Varying expectations and social conventions lead some people to make friend requests to others who may deem the friendshipremote at best. Yet it can be uncomfortable for a person to deny a friend request from a remote acquaintance, or remove someone from their network whom they no longer feel close to. This results in networks that grow over time to be quite large. Thus, although integration of health applications into existing social networks may be inappropriate for many users, the ability to use familiar tools and integrate information and networks across platforms may be a preferred feature.

**Design Recommendation 2**

Collaborative ICT health applications targeting middle-aged and older adults should support small social networks that rely on intimate personal relationships.

This recommendation also addresses the more passive engagement style of older adults as a side effect. With a smaller network, there is less need to actively manage sharing of information through lists and other access control. However, a small network does not necessarily mean that it is desirable to share all information with everyone at all times. Thus, an application should support other modes of sharing than simple broadcast, which is standard fare for current social networking applications.

**Design Recommendation 3**

Collaborative ICT health applications targeting older adults should incorporate mechanisms to preselect recipients of different kinds of data, or to easily direct specific information to individuals in real time.

Fortunately, this is more easily done with a smaller social network. For example, when an older adult links a new pedometer to their tracking software, the interface can show them (on 1 screen) all of the people in their current network and the older adult can select who should receive their step counts and in what form (eg, daily, weekly, or in aggregate). Similarly, if an older adult inputs a new exercise goal, they can specify who should receive that goal from their network. This is a much easier process than when the network is large and a person must decide who among hundreds of friends should have access.

---

**Discussion**

The narratives that people use to make sense of new technologies may vary widely by age, life experience, and concerns external to the ICT. However, we believe that those divergent framings are a potentially rich resource of guiding principles for designers of new health and wellness applications, particularly those targeting specific age groups.

**Design Recommendations**

It may be obvious that one would not design the same approach for a 20-year-old and an 80-year-old with respect to other ICTs, but application developers often adopt such one-size-fits-all mindsets toward health and wellness systems.

We present design recommendations informed by the findings of our study. Table 3 provides an overview of these recommendations. These recommendations are meant to improve acceptance and adoption of future health and wellness information systems.

**Social Networking**

Our study reflects the way other researchers have found that young adults use social networking sites: although they might desire the ability to broadcast their health information to a large social network for support and motivation, our findings seem to indicate that they expect these applications to afford them the ability to manage content and recipients.

Active management implicitly brings up the question of informational privacy. Although at one time there was the expectation that this age group was somewhat indifferent to privacy, more recent research indicates otherwise [48,49]. These more recent findings are consistent with the results from our study. Young adults expressed that they would want to manage their privacy by drawing upon metaphors of current popular social networking software (lists, groups, and other privacy settings). Our findings suggest that this age group may expect systems to provide them with the tools to actively manage and control their online personas.

**Design Recommendation 1**

Collaborative ICT health applications targeting young adults should integrate with existing social networking sites so users can make use of their current social networks as well as familiar tools for information and network management.

Middle-aged and older adults had more nuanced expectations when it came to sharing health-related information. Middle-age adults expected sharing to be limited to individuals who are part

---

**Table 2. Summary of identified generational distinctions.**

<table>
<thead>
<tr>
<th>Theme</th>
<th>Young adults</th>
<th>Middle-aged adults</th>
<th>Older adults</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participation and engagement</td>
<td>Active engagement</td>
<td>In between</td>
<td>Passive engagement</td>
</tr>
<tr>
<td>Data and information sharing</td>
<td>Open sharing with expected response</td>
<td>Sharing of information with existing networks</td>
<td>Sharing does not make sense</td>
</tr>
<tr>
<td>Social networking</td>
<td>Tied strongly to sharing and their conceptualization of how systems should function</td>
<td>Acknowledgement of awareness, although tied to existing networks</td>
<td>Some awareness, but not direct interest in participation</td>
</tr>
</tbody>
</table>

---

http://www.jmir.org/2013/5/e83/
Table 3. Overview of design recommendations.

<table>
<thead>
<tr>
<th>Age group</th>
<th>Recommendation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young adults</td>
<td>Have preexisting expectations based on social networking experience. Expect integration with existing social networking sites.</td>
</tr>
<tr>
<td>Middle-aged adults</td>
<td>Should support smaller social networks and existing relationships. Needs to support different modes of sharing besides broadcast. Have a low barrier of entry. Support intermittent, episodic use.</td>
</tr>
<tr>
<td>Older adults</td>
<td>Support different modes of sharing besides broadcast; simplify the process of preselecting recipients to receive information. Have a low barrier of entry. Allow for 1-way or aggregate sharing.</td>
</tr>
</tbody>
</table>

**Design Recommendation 4**

Collaborative ICT health applications targeting middle-aged and older adults should have a low barrier to entry, allowing individuals who do not normally engage with the Internet to participate with the application for the specific purposes of health engagement.

Individuals in these physical social networks may not have a regular online presence; therefore, health-tracking systems should have a low barrier of entry. Examples of how to achieve this low barrier may be to develop a mobile application capable of working on most cell phones, or a low-cost, special-purpose display that can be purchased at a local department store and simply plugged in.

**Episodic Support**

Comments from the middle-aged adults indicate that this age group might take a more episodic or goal-oriented approach toward using health information–management systems (eg, to meet a specific goal, such as walking 3 times a week). For example, M12 stated, “I want to be able to start out running and get up to 3.5 miles a day under 30 minutes. That’s my goal. That’s my goal every winter.” As such, a system targeting this age group should facilitate these episodic needs.

**Design Recommendation 5**

Collaborative ICT health applications targeting middle-age adults should support episodic needs, such as time-sensitive, perhaps intermittent, goal setting.

**One-Way and Aggregated Sharing**

Some middle-aged adults mentioned the benefit of 1-sided sharing of health-related information, such as a parent wanting to see what their young adult children were doing, but not vice versa: “If you had children and you wanted to watch what they were eating...you could monitor, in a good way hopefully, their eating habits” (M10). A few of the older adults saw value in comparing their health information with aggregated information from a group. For example, O15 considered that the sharing of aggregate information as “being useful in a research study. For example, here is individual variation among adult males or males over 50 or whatever.” This individual did express some concern in regards to anonymity and security: “I would want some reassurance before I got involved in the system, yeah. Just how the data is going to be used.”

**Design Recommendation 6**

Collaborative ICT health applications targeting middle-aged or older adults should allow discreet 1-way sharing and also support sharing of information in aggregate with others’ data.

For example, an older adult may be willing to share their data with others if it appears in aggregate with a larger group, but not on an individual basis. If data presented in the health application interface always appears in aggregate, then the loss of individual data does not indicate a lack of willingness to share with others.

**Conclusion**

The recent popularity and availability of computerized wellness and health tracking and sharing systems made us question how users understand and conceptualize such systems. Although the research literature focuses on the use of these systems by specific subpopulations, commercial products seem to take a one-size-fits-all approach. However, health and wellness management is strongly situated at the family level and is a cross-generational activity. As such, it is important to understand cross-generational differences and attitudes toward these health and wellness tracking systems. Our study set out to identify these differences, of which we found several salient examples.

These include nuanced expectations of middle-aged adults, young adults’ expectations of being able to actively manage their health and wellness information, and older adults’ interest in smaller social networks and intimate relationships. These expectations need to be taken into account by designers of health and wellness applications if they want to develop systems that target specific generations or be used successfully to support health and wellness across the life span.

**Unanswered Questions and Future Research**

We touched briefly upon the privacy and security concerns respondents had with respect to employers, family members, and others accessing their health data, but did not explore these themes thoroughly and will likely do so in the future. Many of these issues in health information have been extensively explored by other researchers as well [50-54]. We are also aware that there is a gender difference across our populations, which may influence technology interest and adoption as well as attitudes toward personal health.

**Limitations**

Although the interviews provided us with a rich set of data, we acknowledge limitations. The small size of the group allows only preliminary themes of interest to surface. The individuals we interviewed were similar in socioeconomic status, experience with information technology, and education levels. There are...
also some limitations in defining our older adult’s category as including all participants over 65 years. In the Pew Research Center’s Internet study, there were some remarkable differences in technology use between the Silent generation (ages 66-74 years) and the GI generation (ages 75+). For example, 58% of the Silent generation were online versus 30% of the GI generation [7]. Lastly, we are also aware that our study has some socioeconomic limitations. Except for 1 individual, everyone had (or was in the process of getting) an undergraduate college education. Furthermore, their socioeconomic status puts all participants into the middle class; thus, we do not have any knowledge how responses would have varied from lower or higher income individuals. Future studies will examine these identified limitations and the impact they have on the use of collaborative health and wellness management technologies.
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Multimedia Appendix 1
This video demonstrates the use of a campus-based debit card (referred to as campus card) that university students could use to purchase food, either in campus eateries or in local shops and restaurants.
[WMV File (Windows Media Video), 23MB - jmir_v15i5e83_app1.wmv]

Multimedia Appendix 2
This video illustrates a hypothetical “smart kitchen surface” that would allow users to place food items from their kitchen on a flat surface that would then weigh and track what was consumed.
[WMV File (Windows Media Video), 26MB - jmir_v15i5e83_app2.wmv]
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Abstract

Background: Mental disorders are responsible for a high level of disability burden in students attending university. However, many universities have limited resources available to support student mental health. Technology-based interventions may be highly relevant to university populations. Previous reviews have targeted substance use and eating disorders in tertiary students. However, the effectiveness of technology-based interventions for other mental disorders and related issues has not been reviewed.

Objective: To systematically review published randomized trials of technology-based interventions evaluated in a university setting for disorders other than substance use and eating disorders.

Methods: The PubMed, PsycInfo, and Cochrane Central Register of Controlled Trials databases were searched using keywords, phrases, and MeSH terms. Retrieved abstracts (n=1618) were double screened and coded. Included studies met the following criteria: (1) the study was a randomized trial or a randomized controlled trial, (2) the sample was composed of students attending a tertiary institution, (3) the intervention was delivered by or accessed using a technological device or process, (4) the age range of the sample was between 18 and 25 years, and (5) the intervention was designed to improve, reduce, or change symptoms relating to a mental disorder.

Results: A total of 27 studies met inclusion criteria for the present review. Most of the studies (24/27, 89%) employed interventions targeting anxiety symptoms or disorders or stress, although almost one-third (7/24, 29%) targeted both depression and anxiety. There were a total of 51 technology-based interventions employed across the 27 studies. Overall, approximately half (24/51, 47%) were associated with at least 1 significant positive outcome compared with the control at postintervention. However, 29% (15/51) failed to find a significant effect. Effect sizes were calculated for the 18 of 51 interventions that provided sufficient data. Median effect size was 0.54 (range –0.07 to 3.04) for 8 interventions targeting depression and anxiety symptoms and 0.84 (range –0.07 to 2.66) for 10 interventions targeting anxiety symptoms and disorders. Internet-based technology (typically involving cognitive behavioral therapy) was the most commonly employed medium, being employed in 16 of 27 studies and approximately half of the 51 technology-based interventions (25/51, 49%). Distal and universal preventive interventions were the most common type of intervention. Some methodological problems were evident in the studies, with randomization methods either inadequate or inadequately described, few studies specifying a primary outcome, and most of the studies failing to undertake or report appropriate intent-to-treat analyses.

http://www.jmir.org/2013/5/e101/
Conclusions: The findings of this review indicate that although technological interventions targeting certain mental health and related problems offer promise for students in university settings, more high quality trials that fully report randomization methods, outcome data, and data analysis methods are needed.
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Introduction

University students are predominantly at an age when the incidence of mood and anxiety disorders is peaking—mental health problems are most likely to begin before 24 years of age [1]. Combined with the stresses that the transition to university may provoke [2], it is not surprising that mental disorders are responsible for a high level of disability burden in university students [3-5], with a recent US study reporting a prevalence level of nearly 50% in the previous year [6]. Mental disorders also have a negative impact on academic participation and outcomes [1,3,7]. Universities provide a unique opportunity to prevent and treat mental disorders in a high-risk group and have the potential to host comprehensive approaches that cover prevention, early intervention, and treatment strategies [1,3,8]. However, many universities have limited resources available to support comprehensive approaches to student mental health, and students are often reluctant to seek help from traditionally structured student counseling centers [5,8]. It is estimated that less than one-quarter of university students with a mental disorder seek help during any 1 year [6]. Consequently, only a minority of university students with mental health problems receive adequate help [4].

Electronic media has the potential to play a significant role in developing university-based approaches to improving mental health. It is reported that young people seek help or information for emotional and mental health problems online [9-11] and, in the university population, electronic media seems to be useful in screening, increasing mental health literacy, and encouraging at-risk students to access support and treatment [1,5,8,12,13]. Online interventions may be highly relevant to university at-risk students to access support and treatment [5,8]. It is estimated that less than one-quarter of university students with a mental disorder seek help during any 1 year [6]. Consequently, only a minority of university students with mental health problems receive adequate help [4].

Electronic media has the potential to play a significant role in developing university-based approaches to improving mental health. It is reported that young people seek help or information for emotional and mental health problems online [9-11] and, in the university population, electronic media seems to be useful in screening, increasing mental health literacy, and encouraging at-risk students to access support and treatment [1,5,8,12,13]. Online interventions may be highly relevant to university at-risk students to access support and treatment [5,8]. It is estimated that less than one-quarter of university students with a mental disorder seek help during any 1 year [6]. Consequently, only a minority of university students with mental health problems receive adequate help [4].

Method

Search Methodology

The PubMed, PsycINFO, and Cochrane Central Register of Controlled Trials databases were searched using keywords, phrases, and Medical Subject Headings (MeSH) terms in May 2012. The search strategy (see Multimedia Appendix 1) involved terms that covered 3 broad concepts: (1) setting or population in which the intervention was conducted (university) AND (2) the focus of the intervention (mental disorder/mental health promotion), AND (3) the modality in which the intervention was delivered or accessed (technology such as the Internet, telephone, etc). Keywords, MeSH terms, and phrases pertaining to concept 1 (university) and concept 3 (technology) were developed by the researchers. Those pertaining to concept 2 (mental disorder/health) were derived from the International Classification of Diseases (ICD-10) list of mental disorders from the National Health and Medical Research Council (NHMRC) keywords for mental health research and additional terms identified by the researchers. The present review conforms to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) statement [26]. A PRISMA checklist is provided in Multimedia Appendix 2.

Study Identification

Figure 1 displays the flowchart for the selection of the included studies, which involved multiple stages. The first stage involved screening to eliminate clearly irrelevant abstracts. A total of 2274 abstracts were returned by the database searches, of which
656 abstracts were identified as duplicates and excluded. The remaining 1618 abstracts were screened by 2 raters (LF or AG and JC) according to the following criteria:

1. The study investigated (1) an intervention for a mental health problem or disorder, or the promotion of positive mental health, or (2) the study measured a mental health–related outcome in relation to the intervention.

2. The intervention was either disseminated via or accessed using a technological device (eg, computer, smartphone, telephone) or process (eg, email, Internet, SMS/text-messaging, video).

3. The study was conducted in a university setting with students or young people.

4. The study was not a thesis or a conference proceeding.

5. The article was written in English.

Studies that were considered relevant by both raters were retained and those that were identified as relevant by only 1 rater were rescreened by both raters according to the preceding criteria. Following the second screen, abstracts that both raters considered relevant were retained. The remaining abstracts were discussed by the 2 raters and relevant abstracts were mutually agreed upon following discussion. A total of 125 abstracts were identified as relevant following the initial screening stage. An additional 40 papers were located through handsearching the reference lists of papers from the initial 125 identified abstracts and reviews located through the original 1618 abstracts. In addition, JC screened the reference lists on Beacon [27], a portal listing online applications for mental and physical disorders. This yielded a total of 165 papers that underwent the second stage of screening and were included if they met the following stricter criteria:

1. Study design: the study was a randomized controlled trial (RCT) or a randomized trial (ie, an equivalence trial).

2. Recruitment population: the sample was composed of students attending a tertiary institution, such as university, college, or a Technical and Further Education (TAFE) institution.

3. Intervention type: the intervention or some portion of the intervention (eg, reminder or follow-up contact) was either delivered by or accessed using a technological device or process (Internet, telephone, video). Studies that used technology only to conduct screening or measure outcomes (which are not considered part of the intervention) did not satisfy this criterion.

4. Age: the age range of the sample was between 18 and 25 years or the mean age of the sample was between 18 and 25 years. If sample age was not able to be sourced directly from the authors, studies that sampled undergraduates without specifying age were included.

5. Intervention focus: the intervention was designed to improve, reduce, or change symptoms relating to a mental disorder (as defined by the DSM-IV and ICD-10).

Studies that were considered relevant by both raters were retained and those that were identified as relevant by only 1 rater were rescreened by a third rater. A total of 108 papers were retained for coding by 2 coders (LF or AG and JC). Three of these papers [28-30] were subsequently excluded for the following reasons: outcome data reported elsewhere (ie, summary papers, n=2) [28,30], and a non-peer-reviewed conference proceeding (n=1) [29]. Of the remaining 105 papers, 63 papers examined interventions for substance use problems (alcohol, tobacco, and other drugs) and 14 papers examined interventions for eating disorders, weight gain, or body image. These papers were excluded from the current review as they have been the subject of previous reviews. The remaining 28 papers included in this review examined interventions for other mental health problems and related issues (depression, anxiety disorders, stress, Internet addiction, psychological distress, and hardiness/acculturation).

### Coding of the Included Papers

A total of 28 papers were included. However, 2 papers [31,32] reported data from the same study leaving a total of 27 studies for analysis. Each of the 27 included studies was coded by 2 raters (LF or AG and JC) with a preformulated rating sheet with relevant data extracted and recorded. Data coding comprised the following: country where the study was conducted, participant characteristics and recruitment method, type and length of intervention and the technology used, whether or not the intervention was distal, amount of human contact involved in the intervention, whether or not intention-to-treat (ITT) analysis was employed, an overall quality rating for the study, the primary outcome measure for the study, measurement occasions, whether or not the intervention was significantly superior to the control at each measurement occasion, and Hedge’s g effect sizes for the difference between each intervention and the control group at each measurement occasion.

Type of intervention (ie, intervention target group) was categorized using the framework described by Mrazek and Haggerty [33]. Universal programs were those available for all (no screening involved), selective programs were those that selected individuals at risk of a mental health condition (involved screening), indicated programs were those that selected individuals displaying symptoms of a mental health condition in the absence of a mental disorder (involved screening), and treatment programs were those that targeted individuals diagnosed with a mental disorder.

Amount of human contact was coded based on categories identified by Newman and colleagues [34]: (1) self-administered therapy (therapist/human contact for assessment, at most), (2) predominantly self-help (therapist/human contact beyond assessment for periodic check-ins, teaching clients how to use the self-help tool, and/or for providing the initial therapeutic rationale; if any assistance in the use of therapeutic tools was provided, it did not involve more than 1.5 hours of the therapist’s/human’s time), (3) minimal-contact therapy (active involvement of a therapist/human, although to a lesser degree than traditional therapy for this disorder; including any treatment in which the therapist/human assisted the client in the application of specific therapy techniques and that involved more than 1.5 hours of the therapist’s/human’s time), and (4) predominantly therapist-administered treatments (clients had regular contact
with a therapist/human for a typical number of sessions, but the study attempted to determine whether the use of a self-help tool augmented the impact of the standard therapy). In studies in which reminders were provided and no human involvement or tailoring was reported, the reminders were considered to be automated, and the study was categorized as self-administered. Interventions were considered to be distal if they “traveled” to the recipient, rather than the recipient being required to physically go to a location to participate in the intervention.

Study quality was assessed using the risk of bias criteria proposed by the Cochrane Effective Practice and Organisation of Care Group [35], a measure designed to assess potential sources of bias for studies involving a control group. Items are designed to measure bias relating to inadequate random allocation sequence and allocation concealment, differences in baseline outcome measurements and characteristics, inadequate treatment of missing outcome data, researcher knowledge of allocated interventions, contamination between the conditions, selective outcome reporting, as well as any other risk of bias. A score of 1 was awarded for each criterion adequately addressed within the paper with potential scores ranging from 0 to 9.

Data Analysis
A quantitative meta-analysis was not conducted because of the heterogeneous nature of the studies. Descriptive information regarding whether the study reported a significant time × group interaction was reported. This information was reported for the primary symptom outcome measure(s) as specified by the authors. In the event that a primary outcome was not specified or multiple measures of the same construct were examined (eg, multiple measures of depressive symptoms), only the first outcome that was described in the measures section of the paper was reported. Where possible, Hedge’s g effect sizes were calculated using mean posttest and follow-up scores and standard deviations for each intervention group and the control group. Effect sizes were not calculated in several instances in which means and standard deviations were not reported at all or were not reported for the overall sample, or if the number of participants analyzed in the intervention and control groups was unclear or not reported. Negative effect sizes indicate that the control group outperformed the intervention group. For studies that conducted both ITT and completer analyses, results pertaining to the ITT analyses were reported. Analyses for follow-up were not conducted because of the heterogeneity of the follow-up periods. The association between various study characteristics and whether or not studies reported statistically significant results at postintervention favoring the intervention was explored using a series of Fisher exact tests for categorical variables and Mann-Whitney U tests for continuous variables. Data were analyzed by comparing intervention and control conditions within studies. For completeness, all interventions are presented in Multimedia Appendix 3 (4 interventions did not employ technology). However, only interventions that contained technology were compared for analysis. Therefore, from the 27 studies, a total of 51 comparisons were made (each study could examine more than 1 comparison).
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Results

Study Characteristics

Multimedia Appendix 3 shows the characteristics of the included studies (N=27). Studies were categorized according to the symptoms or disorder that the intervention targeted as reported by the study authors. The conditions targeted were depression and anxiety (n=7) [36-42], anxiety symptoms (n=4) [31,43-45], examination anxiety (n=4) [46-49], specific phobia (n=3) [50-52], stress (n=2) [53,54], social anxiety (n=1) [55], computer-related anxiety (n=1) [56], posttraumatic stress (n=1) [57], generalized anxiety disorder (n=1) [58], psychological distress (n=1) [59], hardiness and acculturation (n=1) [60], and Internet addiction (n=1) [61].

Origin

Most studies targeting depression and anxiety were conducted in the United States [36-38,40,41] with the remaining 2 from Australia [39,42]. Studies targeting anxiety disorders and stress were conducted in a wider range of countries with 7 from the United States [44,46,50,51,53,54,58], 4 from Italy [43,45,47,49], and 1 each from Australia [31], United Kingdom [48], Belgium [52], Spain [55], and the Netherlands [57]. Studies targeting other mental health issues were from the United States [60], United Kingdom [59], and China [61].

Interventions

Intervention Type

Ten studies employed universal interventions, and fewer studies focused on indicated (n=7), selective (n=7), and treatment (n=3) interventions.

Depression and Anxiety Symptoms (n=7)

Of the 4 studies for depression and anxiety symptoms, 43% (3/7) examined selective interventions [39,41,42], with the remaining studies assessing universal (2/7, 29%) [36,37], indicated (1/7, 14%) [38], and treatment (1/7, 14%) [40] interventions. The 4 selective or indicated studies [38,39,41,42] evaluated cognitive behavioral therapy (CBT)-based interventions, the 2 universal intervention studies [36-37] focused on relationship skills training, and the treatment study [40] examined the effectiveness of an intervention based on physical activity and Web-based social cognitive theory (SCT) as an adjunct to mental health counseling.

Anxiety Symptoms (n=4)

Of the 4 studies targeting anxiety symptoms, 3 were universal [44,45] and 1 was indicated [31]. The 3 universal studies delivered either relaxation [43,45] or exposure-based interventions [44], and the indicated study delivered CBT [31].

Examination Anxiety (n=4)

Of the 4 studies targeting examination anxiety, 2 were universal [47,49], 1 was selective [48], and 1 was indicated [46]. The 2 universal studies delivered stress inoculation training [47,49], the selective study delivered CBT or education interventions [48], and the indicated study delivered systematic desensitization and relaxation [46].

Specific Phobia (n=3)

Of the 3 studies targeting specific phobias, 2 were indicated studies [50,51] and 1 was a treatment study [52]. The 2 indicated studies targeted spider phobia [50] and acrophobia [51], and delivered exposure therapy. The treatment study targeted spider phobia and delivered exposure therapy [52].

Stress (n=2)

Of the 2 studies targeting stress, 1 was universal [54] and 1 was selective [53]. The universal study delivered real and virtual reality physical activity [54] and the selective study delivered health information and motivational feedback interventions [53].

Other Anxiety Disorders (n=4)

The study targeting computer-related anxiety was universal and delivered hypnosis or biofeedback [56]. The study targeting posttraumatic stress was selective and delivered structured writing [57]. The study targeting generalized anxiety disorder was indicated and delivered exposure, expressive writing, or auto-photic stimulation (APS) interventions [58]. The study targeting social anxiety disorder was a treatment study delivering CBT [55].

Other Mental Health Problems and Issues (n=3)

For the 3 studies examining other issues, 1 used a universal intervention targeting hardiness and acculturation [60], 1 was an indicated study focused on Internet addiction [61], and 1 was a selective study targeting psychological distress [59]. Two of the studies delivered education [59,60], and the remaining study delivered motivational interviewing [61].

Technology Employed

The 51 interventions examined in the present review employed a range of broad technology types including the Internet (n=18), audio (n=9), virtual reality (n=6), video (n=4), stand-alone computer programs (n=1), and/or a combination of these (Internet plus computer program, n=5; audio plus video, n=5; computer plus audio, n=1; Internet plus audio, n=1; Internet plus APS, n=1). There were no telephone-only interventions. The interventions were delivered using a range of specific devices, including computer (n=24), mobile phone (n=4), Moving Picture Experts Group Layer-3 (MP3) audio file (n=3), Digital Versatile Disc (DVD; n=3), compact disc (CD; n=2), virtual reality devices (n=6), audiotape player (n=4), video player (n=2), and combinations of these, including computer plus audio player (n=2) and computer plus APS (n=1). CBT interventions tended to be Internet-based and were commonly delivered using websites and in conjunction with therapist support in-person or via email. Email was the most common method of monitoring. Educational interventions tended to be delivered using stand-alone computer-based programs and videos. Interventions involving exposure, stress inoculation training, and relaxation tended to be delivered via audio (audiotape, CD, and MP3), combined audio and video (DVD), mobile phone, or virtual reality.
**Intervention Length and Delivery**

Intervention length ranged from 15 minutes to 10 weeks. For interventions of less than 1 week in duration, intervention length ranged from 15 to 60 minutes (mean 34.23, SD 13.82). For interventions that were 1 week or longer, the mean intervention length was 4.1 weeks (SD 3.04). Length of time to follow-up ranged from immediately postintervention to 12 months postintervention. Of the 51 technology-based interventions employed, 27 (52.9%) were delivered distally, 18 (35.3%) were delivered nondistally, and 6 (11.8%) contained distal and nondistal components. Of the 25 Internet-based interventions, 13 (52.0%) were completely distal, 6 (24.0%) contained a combined distal and nondistal component, and 6 (24.0%) interventions were not distal [39,42,61].

**Level of Human Contact**

Over half of the interventions were self-administered (30/51, 59%), and approximately one-fifth were predominantly self-help (10/51, 20%). For interventions that were predominantly self-help, human contact was most commonly provided in the form of email monitoring or moderation of a discussion forum. Four interventions (8%) involved minimal contact and tended to include more intensive therapist involvement via email. Interventions classified as therapist administered (7/51, 14%) were often face-to-face interventions that served as comparison groups to a technology-based intervention, or were face-to-face interventions with a technology-based component as an adjunct (ie, Internet-based homework) [40,42].

**Participants**

By definition, the mean age of participants fell between 18 and 25 years. Most samples were composed solely of undergraduate university students. Two studies targeted specific groups of students: nursing students [44] and Asian-Indian students [60]. Females formed the majority of participants in most studies, with the exception of 5 studies in which males were either the majority (n=3) [46,51,60] or the sample contained equal numbers of males and females (n=2) [43,45]. The most common recruitment methods were university-wide emails, advertisements in university publications or during lectures, and flyers posted around university campuses. In 7 studies, samples were recruited through undergraduate psychology or health courses [31,36,38,39,50,54,56].

**Outcome Measures**

Four of the 7 depression and anxiety studies used the Beck Depression Inventory (BDI) and the Beck Anxiety Inventory (BAI) as their primary outcome measures [36-38,41]. Three of the 4 studies targeting anxiety symptoms used the State Trait Anxiety Inventory (STAI) as their primary outcome measure [43-45], as did 2 of the 4 studies targeting examination anxiety [47,49]. The 2 remaining studies targeting examination anxiety used the Test Anxiety Inventory (TAI) [46,48]. Studies targeting specific phobias used the Fear of Spiders Questionnaire [50], the Acrophobia Questionnaire [51], and an 11-point fear rating scale [52]. The 2 studies targeting stress used either the Perceived Stress Scale [53] or the Momentary Mood States Checklist [54]. The single studies targeting social anxiety, computer-related anxiety, posttraumatic stress, generalized anxiety disorder, psychological distress, hardness, acculturation and social support, and Internet addiction used measures specific to the disorder being targeted.

**Study Quality**

Sample sizes across all studies ranged from 20 to 283 (median 60). Most studies were RCTs (n=26), and 1 study was a randomized trial [46]. Of the 26 RCTs, 10 studies employed a no-intervention control, 9 studies used attention control groups, 6 studies used a wait-list control, and in 1 study, participants were assigned to a wait-list control but also received treatment as usual. Quality ratings for the studies employing a control group ranged from 1 to 6, with an overall mean rating of 4.42 of a possible 9 points. The mean quality ratings for categories of studies were stress (mean 5.0, range 4-6); other anxiety disorders, such as seasonal affective disorder, posttraumatic stress disorder, generalized anxiety disorder, psychological distress, acculturation, and Internet addiction (mean 4.67, range 3-6); depression and anxiety symptoms (mean 4.43, range 3-6); specific phobias (mean 4.33, range 3-5); anxiety symptoms (mean 4.0, range 3-5); and examination anxiety (mean 3.67, range 1-6). Table 1 shows the number of studies that satisfied each of the quality rating criteria.

### Table 1. Numbers (and percentages) of studies (with control groups) meeting quality rating criteria of the Cochrane Effective Practice and Organisation of Care (EPOC).

<table>
<thead>
<tr>
<th>Criterion #</th>
<th>EPOC quality rating criteria</th>
<th>Studies, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Was the allocation sequence adequately generated?</td>
<td>5 (19.2)</td>
</tr>
<tr>
<td>2</td>
<td>Was the allocation adequately concealed?</td>
<td>1 (3.8)</td>
</tr>
<tr>
<td>3</td>
<td>Were baseline outcome measurements similar?</td>
<td>17 (65.4)</td>
</tr>
<tr>
<td>4</td>
<td>Were baseline characteristics similar?</td>
<td>11 (42.3)</td>
</tr>
<tr>
<td>5</td>
<td>Were incomplete outcome data adequately addressed?</td>
<td>10 (38.5)</td>
</tr>
<tr>
<td>6</td>
<td>Was knowledge of the allocated interventions adequately prevented during the study?</td>
<td>0 (0)</td>
</tr>
<tr>
<td>7</td>
<td>Was the study adequately protected against contamination?</td>
<td>24 (92.3)</td>
</tr>
<tr>
<td>8</td>
<td>Was the study free from selective outcome reporting?</td>
<td>21 (80.8)</td>
</tr>
<tr>
<td>9</td>
<td>Was the study free from other risks of bias?</td>
<td>26 (100)</td>
</tr>
</tbody>
</table>
As indicated in Table 1, few studies used or reported adequate randomization methods. In terms of baseline outcome measurement, more than half of studies reported that there were no significant differences present across study groups at baseline. Less than half of studies, however, reported that the characteristics of the providers of the intervention and control conditions were similar (criteria 4). Approximately one-third of studies reported that they used methods to adequately address incomplete data. No studies met criteria 6 (Was knowledge of the allocated interventions adequately prevented during the study?).

Of the entire 27 studies, 8 studies undertook ITT analyses, and 13 did not. Six studies did not report this information. Of the 8 ITT studies, half (n=4) reported data from a full sample (no attrition), 2 used maximum likelihood estimation methodology, 1 used the last observation carried forward, and 1 used a mixed models analysis.

**Intervention Efficacy**

**Depression and Anxiety Symptoms**

Among the 7 studies targeting depression and anxiety symptoms, there were 10 interventions that were compared to a control group (some studies had multiple intervention arms). Six interventions were CBT-based (delivered either online or using a stand-alone computer), 2 interventions involved relationship focused skills training, 1 intervention comprised physical activity and SCT, and 1 intervention involved online peer-support.

**Effective/Mixed Results**

Postintervention, 3 of the CBT-based interventions were associated with a significant time x group interaction favoring the intervention group on both depression and anxiety symptom outcomes. The remaining CBT interventions (n=3) only found effects for anxiety symptoms postintervention, as did the online peer-support intervention. Only 1 of the relationship skills training interventions found a significant interaction at posttest for depression symptoms [36]. The second relationship skills training intervention study found a positive effect for anxiety at 10-month follow-up [37].

**Not Effective**

The physical activity and Web-based SCT intervention did not find a significant group x time interaction postintervention for either depression or anxiety [40].

**Anxiety Symptoms**

Among the 4 studies targeting anxiety symptoms, 9 interventions were examined. Six interventions were relaxation-based: video plus an audio narrative (n=2), video alone (n=1), audio narrative alone (n=2), and virtual reality headset plus audio narrative (n=1). Two interventions were exposure-based: audiocassette alone (n=1) and audiocassette plus progressive muscle relaxation (n=1). One intervention was CBT-based.

**Effective/Mixed Results**

The 2 exposure-based interventions were effective for reducing anxiety relative to a control condition [44]. Video and audio relaxation combined was associated with significant within-group decline in anxiety symptoms in 1 study [43], but data was not compared with a control group and this intervention was also not found to be effective in another study [45].

**Not Effective**

Video alone, audio alone, and a virtual reality headset plus an audio narrative were not found to be effective for reducing anxiety symptoms [43,45]. The only online CBT intervention was also not associated with a significant interaction in favor of the intervention [31].

**Examination Anxiety**

Among the 4 studies targeting examination anxiety, 11 interventions were examined. Two interventions examined computer-assisted exposure plus audio relaxation, 8 interventions examined stress inoculation delivered by video and audio (n=3), video alone (n=2), and audio alone (n=3), and 1 intervention examined online CBT.

**Effective**

One study examining 4 stress inoculation interventions (video plus audio vs video only vs audio via MP3 only vs audio via CD only) found that all interventions were effective in reducing anxiety symptoms relative to a no-intervention control condition [47]. Online CBT was also found to be effective for symptoms of examination anxiety [48]. The study examining exposure plus audio relaxation found that computer-based delivery was equivalent to group-based delivery of the intervention [46].

**Not Effective**

The remaining study examining stress inoculation interventions did not provide sufficient data to determine the effectiveness of the interventions relative to the control group [49].

**Specific Phobia**

Among the 3 studies targeting specific phobia, 5 interventions were examined. All interventions were exposure-based. Three were delivered using virtual reality and 2 were delivered using video.

**Effective**

Virtual reality exposure interventions for spider phobia [50] and acrophobia [51] were associated with significant reductions in anxiety symptoms relative to a control group. Exposure using video was also effective in the treatment of spider phobia [52].

**Stress**

Among the 2 studies examining stress, 4 interventions were examined. Interventions included online education (n=1) or online motivational feedback (n=1) [53], a virtual reality simulation of the outdoors while walking on a treadmill (n=1), or a virtual reality simulation alone (n=1) [54].

**Not Effective**

None of the interventions were effective in reducing stress.

**Other Anxiety Disorders**

The study targeting social anxiety disorder examined online CBT [55]. The study targeting computer-related anxiety examined computer-assisted biofeedback [56]. The study targeting posttraumatic stress examined online structured writing...
exercises [57]. The study targeting generalized anxiety disorder examined 3 interventions: online exposure, online expressive writing, and APS [58].

**Effective**

Postintervention, online CBT was found to be effective for treating social anxiety disorder [55], biofeedback was effective for symptoms of computer-related anxiety [56], structured writing was effective for symptoms of posttraumatic stress [57], and online exposure and APS were effective for symptoms of generalized anxiety disorder [58].

**Not Effective**

Online expressive writing was not found to be effective for symptoms of generalized anxiety disorder [58].

**Other Mental Health Problems and Issues**

One study targeting psychological distress examined 2 interventions: online education and online education plus an online support group [59]. One study targeting hardiness, acculturation, and social support examined online information [60]. One study targeting Internet addiction examined 3 interventions: online motivational interviewing with feedback in a laboratory setting, online motivational interviewing without feedback in a laboratory setting, and online motivational interviewing without feedback in the participant’s own setting [61].

**Effective/Mixed Results**

An online education intervention and a social support intervention each demonstrated within-group decline in psychological distress over time, but were not compared with a control group [59]. However, a combined intervention involving both the online education intervention and the support group was not more effective than education alone [59]. All of the motivational interviewing interventions targeting Internet addiction were associated with significant within-group decline in symptoms over time [61], but the interaction effect with the control was not tested. However, the control group did not show significant within-group decline over time.

**Not Effective**

Online information was not found to be effective in the study targeting hardiness and acculturation [60].

**Effect Sizes**

For interventions targeting depression and anxiety symptoms with available data (n=8), effect sizes ranged from −0.07 to 3.04 (median 0.54; depression = 0.48, anxiety = 0.77). Across interventions targeting anxiety symptoms and disorders with available data (n=10), effect sizes ranged from 0.07 to 2.66 (median 0.84). Because of insufficient or unavailable data, effect sizes were unable to be calculated for 33 of the 51 interventions (64%) or 14 of the 27 studies (52%), which included all of the interventions targeting stress, computer anxiety, psychological distress, hardiness and acculturation, and Internet addiction.

Less than half of studies provided sufficient data to calculate effect sizes. For interventions that targeted depression and anxiety, effect sizes were as follows for the 1 universal (alpha = −0.74), 6 selective (alpha = 0.81), 1 indicated (alpha = 0.54), and 1 treatment (alpha = 0.18) interventions. For interventions targeting anxiety symptoms and disorders, none of the 16 universal interventions (5 trials) had had sufficient data to calculate effect size. Alpha levels were as follows for the 3 selective interventions (alpha = 0.67), 5 indicated interventions (alpha = 0.49), and 2 treatment interventions (alpha = 1.83).

**Association Between Positive Outcomes and Study Characteristics**

Mann-Whitney U tests demonstrated no association between study outcome favoring the intervention and the following study characteristics: number of intervention sessions (U=35.0, P=.21), length of intervention (weeks; U=43.5, P=.67), sample size (U=40.5, P=.53), and quality rating (U=41.5, P=.56). Fisher exact tests also demonstrated no association between study outcome favoring the intervention and type of control group (attention placebo: n=9; wait list: n=6; no intervention: n=10, P=.84); type of technology used (Internet, includes all interventions that are Internet-based or involved an Internet component: n=34; other: n=21, P=.57); whether or not the intervention was distal (yes, includes completely and partially distal interventions: n=33; no: n=22; P=.74); and amount of human contact (self-administered: n=30; predominantly self-help: n=10; minimal-contact therapy: n=4; predominantly therapist-administered treatments: n=7; P=.30). The success rates of different types of interventions at achieving a study outcome favoring the intervention appeared dissimilar between the universal (n=25, 56%), selective (n=12, 67%), indicated (n=13, 75%), and treatment (n=5, 80%) trials. However, chi-square tests demonstrated that this difference was not significant (P=.74).

**Discussion**

**Principal Findings**

This systematic review identified 27 studies reporting RCTs of technology interventions targeting depression, anxiety, and related mental health issues, excluding substance misuse and eating disorders. Most of the studies (24/27, 89%) employed interventions focused on anxiety symptoms or disorders or stress, although 29% of these 24 studies (n=7) targeted both depression and anxiety. No study reported that they targeted depression alone in this population. Internet-based technology (typically involving CBT) was the most commonly employed medium, and it was used in 16 studies and almost half of the interventions. Distal and universal preventive interventions were the most common type of intervention. No study investigated the effectiveness of telephone interventions, and only 3 of 27 interventions (11%) targeted treatment. Audio and video were commonly used for exposure, stress inoculation, and relaxation training. More trials were undertaken in the United States than in any other country (13/27, 48%).

Overall, approximately half (n=24, 47%) of the 51 technology interventions were associated with at least 1 significant positive outcome compared with the control at postintervention, with 29% (n=15) failing to find a significant effect. Only 2 interventions (from 1 study) did not have a control group for comparison, and the remaining 10 interventions (from 3 studies)
did not provide sufficient data on interaction effects to determine efficacy compared with the control. The studies finding a positive outcome compared with the control included 7 of the 10 technology-related interventions employed in the anxiety and depression studies, 2 of the 9 technology interventions in the anxiety studies, all 5 of the specific phobia interventions, none of the 4 stress interventions, and 4 of 5 interventions targeting other anxiety disorders. None of the 6 interventions targeting other conditions were demonstrated to be effective relative to controls, with 3 of these belonging to 1 study that did not provide sufficient data to determine efficacy compared with control [61]. Similarly, mixed results have been found in prior reviews of both Internet-based eating disorder prevention interventions [20] and in Internet-based alcohol use interventions [62].

Thus, the findings of the current review indicate that technological interventions targeting certain mental health and related problems offer promise for students in university settings. The data suggest that technology-based CBT may be particularly useful in targeting anxiety and, to a lesser extent, depressive symptoms in interventions targeting both depression and anxiety. A previous review on Internet-based interventions found comparable effect sizes for both depression (alpha = 0.42 to 0.65) and anxiety (alpha = 0.29 to 1.74) preventive and treatment interventions involving CBT [24]. Exposure approaches, including those involving virtual reality technology, offer promise for specific phobias. Moreover, the focus on universal intervention and prevention approaches including selective and indicated samples and the evidence that these may be effective are promising, especially given findings in the general community that optimal and comprehensive current treatment approaches alone cannot avert the majority of burden of disorders such as depression [63]. Prevention interventions delivered early in the life course have the potential to avert the greatest burden.

It is important to acknowledge that the interventions included in the present review may not have been designed specifically for the university population; rather, the students may have simply been a convenient research sample. For studies clearly designed for university students in the tertiary setting (ie, exam anxiety [46-49], academic worry [58], stress [53], psychological distress [59], and adjustment and acculturation in international students [60]), there was no clear advantage for the development specifically within this population, with 3 [47,48,58] of the 8 studies finding at least 1 significant positive outcome compared with the control at postintervention.

However, the review also highlights that there are significant gaps in the current state of knowledge in this area. Very few studies have focused on the use of technology in the university setting for the treatment of mental disorders (n=3), and in very few cases did more than 1 study target the prevention or treatment of specific disorders. Most of the studies focused on anxiety symptoms or disorders. Moreover, some methodological problems were evident in the studies, with many studies failing to report sufficient information about randomization, or less frequently, suffering from inadequate randomization methods, few studies specifying a primary outcome, and most of the studies failing to undertake or report appropriate intent-to-treat analyses. It is also of note that none of the studies met criterion 6 of the EPOC quality scale. This criterion specifically refers to the blinding of outcome assessments (ie, “Score ‘low risk’ if the authors state explicitly that the primary outcome variables were assessed blindly, or the outcomes are objective, eg, length of hospital stay” [35]). This is an inherent problem with self-report population studies. Where outcome assessments are carried out using Internet-based self-report surveys and not clinical assessment, it is not possible to precisely meet this criterion because the participants (the outcome assessors) are themselves typically not blind to their assigned conditions in studies of psychological interventions in general as well as in Web-based research [64]. Study quality criteria designed specifically for Internet-based research would enable more accurate assessment of this characteristic. Nevertheless, it is imperative that studies explain in sufficient detail the methods they used to accurately assess study quality. In addition, more than half of the studies (14/27, 52%), including all those focused on conditions other than depression and anxiety, and almost all of the trials with universal samples (9/10, 90%) failed to provide sufficient data to calculate effect sizes. This information is vital to comparatively assess the effect of interventions accurately. All future studies in this area should endeavor to provide this information to enable appropriate comparison between studies. As would be expected, treatment trials recorded the largest effect sizes (alpha = 1.35) across all studies targeting depression and anxiety, or anxiety symptoms and disorders, followed by selective (alpha = 0.67) and indicated (alpha = 0.52) trials.

None of the studies reported information about cost-effectiveness. However, 1 study targeting depression and anxiety provided broad information about costs of dissemination for the workshop leader (US $2000/10-15 participants), coaching emails, and face-to-face booster sessions (US $55/hour) [41]. To the author’s knowledge, no trials of technology-based interventions in tertiary students have examined cost-effectiveness per se, although there has been 1 study of the cost-effectiveness of translating the English-language program MoodGYM and the website BluePages for delivery to Norwegian university students [65]. This is not unexpected despite the argument that Internet-based research is useful at reducing the cost of public health, a recent review of all health-related Internet-based interventions, including mental health, found a total of only 8 studies that reported on cost-effectiveness [66]. Further information about the cost-effectiveness of Internet-based research in university students is required.

Somewhat surprisingly, we failed to find an association between any of the characteristics of the studies or their methodological quality and whether they reported positive outcomes. In particular, it might have been predicted that there would be an association between length of intervention or number of intervention sessions and achieving a study outcome favoring the intervention group. The reason for this is unclear, but may reflect the heterogeneity of the studies across many variables and the small number of interventions for each condition, precluding investigation of the association for each condition separately.
Limitations

There are some limitations to the present review that require consideration. Firstly, it is clear that some interventions were developed for university students (i.e., the specific issues they face), and that others may have been simply tested in this population. Because of this, the included interventions may not have taken full advantage of the opportunities for technology-based interventions in a tertiary setting, which has important implications for the dissemination of these interventions within universities. However, some of the interventions were clearly university-specific with several of the anxiety interventions targeting student-focused problems, such as exam anxiety and stress in students, as well as adjustment and acculturation in international students. The present review searched 3 databases and it is possible that some relevant journals are not indexed by these databases. However, an attempt was made to address this by handsearching previous reviews, key papers, and the Beacon portal [67]. In addition, the restriction of the inclusion criteria to English-language journal papers may have introduced a level of bias into the present review.

Conclusions

It is clear that further research is required in university settings to investigate the effectiveness of technological interventions for specific mental disorders in the tertiary student population, to compare the relative efficacy of and engagement with different types of technological intervention within a disorder and ultimately to evaluate the most appropriate means by which such interventions might routinely be implemented in university settings.
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Abstract

Social media has contributed positively to the interaction between proponents of medical products and technologies and the public by permitting more direct interaction between these two groups. However, it has also provided opponents of these products a new mechanism to organize opposition. Using the example of anti-vaccinationism, we provide recommendations for how proponents of medical products and technologies should address this new challenge.
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Introduction

Social media has been defined as “a group of Internet-based applications that...allow the creation and exchange of user generated content” [1]. These platforms range from social networking sites such as Facebook, to content sharing sites such as YouTube and Picasa, and even to interactive virtual worlds such as Second Life and World of Warcraft. Rapidly increasing in popularity and influence, social media presents a double-edged sword for proponents of medical technologies. On one hand, social media has transformed how companies communicate with potential consumers of medical pharmaceuticals and technologies. Both consumers and producers have a range of novel communication channels available to them that can rapidly match consumer interests and needs with available products and services. Social media platforms provide companies with new communication channels, relatively inexpensive and targeted advertising opportunities, and a consumer-mediated information stream that could potentially improve consumers’ trust in information and brand loyalty to companies through information shared online. Social media has also given consumers communications tools that enable them to rapidly seek health information, share medical advice, directly manage health conditions, and benefit from, and contribute to, a community discourse by rating, ranking, and describing experiences with medical products. These applications have been developed partly in response to a shift in how consumers see their role in managing their health in an increasingly complex and patient-oriented medical system [2-4].

However, along with these opportunities for empowering both health consumers and producers alike comes potential peril [5]. Social media activities have raised alarms in the medical research community over companies having more effective tools to directly market health products to consumers—an activity regulated in most jurisdictions outside the United States [6,7]. The direct marketing of pharmaceuticals, procedures, devices, and medical tests to consumers is thought to lead to overconsumption or inappropriate consumption of medical technologies [8,9]. Conversely, social media also presents new opportunities for opposition to medical technologies, most notably for those that raise the ire or concern of some citizens, such as religious opposition to stem cell or novel fertility
technologies. Social media provides a new platform for these individuals to organize, communicate, and undermine industry messages. It allows these individuals to circumvent traditional communication mechanisms and therefore does not require their messages to be either acceptable or relevant to mainstream broadcasters. It thus permits a minority of motivated individuals to potentially control the discourse and, at times, contribute to the spread of misinformation, damaging an otherwise useful interaction between proponent and consumers. An example of where this disruptive new media has been particularly problematic, and which offers cautionary messages to advocates of other technologies, is in the field of immunization. We have been studying this phenomenon and provide a summary of our experiences and lessons for advocates of new and existing technologies.

**Social Media and the Anti-Vaccination Movement**

Anti-vaccinationism has existed since the introduction of the first vaccine. Individuals who have alternate belief systems have mobilized, typically geographically, to communicate their concerns. This has led to sporadic vaccine rejection movements. More recently, the claim that the MMR (measles-mumps-rubella) vaccine or thimerosal containing vaccines are associated with autism continues to persist despite numerous studies refuting the link [10]. This rumor, largely initiated by a since-withdrawn paper in the *Lancet*, has resulted in vaccine rejection and contributed to over 26,000 cases of measles in Europe in 2011 [11,12].

What is social media’s role in all of this? Traditionally, geographic proximity was necessary for mobilizing anti-vaccination forces. However, social media has circumvented this potential barrier, allowing individuals from disparate regions who likely would not have otherwise communicated to come into contact. In this process, individuals who had otherwise had their viewpoints rejected and been marginalized can be emboldened and can feel empowered. Social media also provides these individuals with new dynamic mechanisms to communicate their viewpoints. We observed this in several ways while studying vaccine concerns. We first observed the congregation of anti-vaccination viewpoints on YouTube [13]. Individuals utilized YouTube to upload videos that highlighted vaccine concerns and commented on each other’s videos in a quasi social-network manner. Our observation was reinforced by the fact that anti-vaccination videos had more views and higher ratings than pro-vaccine videos. We observed similar vaccine concerns on the social media site MySpace when studying postings related to the HPV vaccine [14]. Examining these blogs revealed geographical clustering of anxiety—with Texas’ attempt to make the HPV vaccine mandatory leading to a plethora of anti-HPV vaccine blogs in that state. Our assessment of the blogging sentiments also revealed potential future challenges in having boys accept the vaccine given that boys’ blogs were determined to be more negative. We even observed organized anti-vaccine behavior when we surveyed health communications in the virtual world Second Life [15] (see Figure 1 for a screen capture showing the Vaccine 911 auditorium; Vaccine 911 is a vaccine critical organization that presents weekly lectures on immunization in Second Life). As can be surmised, these pernicious activities can pose a real threat to mainstream messaging. If vaccination, one of the most important mechanisms for reducing mortality and morbidity where all established sources of information support the practice, can be undermined by social media activities, more novel technologies are at real risk of being similarly undermined [16]. Other examples of where traditional health messages have been undermined using social media include the promotion of anorexia and the spread of misinformation pertaining to rheumatoid arthritis [17,18].

**Figure 1.** Screen capture from the Second Life Site of the Vaccine 911 auditorium: The Iowa Wellness and Spinal Tuning Center (SLurl 163,122,28; Image taken Dec 15, 2008).
**Recommendations**

What strategies should advocates of medical technologies employ to combat the social mobilization of opposition to their products derived from marginalized opinions, hearsay, and inaccurate representation of the science involved? Here are a few recommendations stemming from our observations.

**Social Media Monitoring**

This is now an established part of marketing strategies. Numerous services are available to track online comments and social media activity about a new product and also to analyze sentiment, providing businesses with an opportunity to interact with customers, and to potentially intervene and prevent viral marketing campaigns by responding rapidly to customer concerns [19]. This is a necessary first step for any pre-emption efforts. Moving beyond social media monitoring, advocates of medical technologies may also want to consider monitoring search behavior related to their products. In health, search term surveillance has shown promise in identifying behavior patterns and anticipating disease outbreaks [20].

**Be Where the Conversation Is**

The US Centers for Disease Control and Prevention has made it part of their outreach mandate to master the various social media platforms so that, as much as possible, they can deliver scientifically accurate and appropriate content at the point when a consumer is seeking information, either via a Google keyword search, blogging on Facebook, watching videos on YouTube, or scanning related news items [21].

**Interacting Through Social Media**

This is a delicate task that needs to be approached with caution. When exploring social media contact, proponents of medical products may encounter a lot of negative sentiment. However, responding to the sentiments may simply provide a platform and greater audience for the more extreme viewpoints. Proponents of medical products need to recognize that opposition to their products will lie along a spectrum. There will be those who are ideologically opposed, and no effort to persuade them will be successful and will likely only intensify their opposition. We observed this when studying anti-vaccination attitudes and found that individuals often frequent social media sites to hear like-minded viewpoints and are not interested in hearing alternate viewpoints [13]. While vaccination may be a somewhat extreme example given the intensity of rhetoric that characterizes the discussions, nanotechnology, stem cells, and reproductive technologies could also create similar opposition. Proponents of medical technologies need to recognize that their target is the ambivalent individual. An individual who has no strongly held opinion and is susceptible to influence by a persuasive argument or an argument that resonates with a strong pre-existing belief system they hold (for example religious/political views). This leads to our fourth recommendation.

**Recognizing the Power of Social Media**

While some of the more radical viewpoints on social media may seem bizarre, dismissing the overall sentiments on social media would be a mistake. Public figures may champion these viewpoints (Jenny McCarthy on vaccines and Prince Charles on nanotechnology) giving the viewpoints’ credibility among more moderate participants. Further, heavy-handed tactics by proponents of new technology may backfire because of the ability to create opposition through social media. Finally, and perhaps most importantly, there may be a basis of truth to the concerns voiced on social media sites. Proponents of medical products would be well served to listen to this discourse, ignore the extreme contributors, and prepare to address the concerns of the more moderate contributors. Companies that respectfully acknowledge these concerns and respond with clear actions, demonstrating that these concerns are being listened to, will build trust in their products. In contrast, companies ignoring the media and its messages will do so at their own peril.

Social media has been described as a game changer and proponents of medical products will have to develop mechanisms to understand and manage its influence. In many ways, social media has been beneficial, serving to improve the interaction between proponents of products and the public, in addition to providing members of the public an opportunity to provide valid criticism. However, the risk of discourse being hijacked by an extreme minority can be destructive to the relationship between producer and consumer. Ours are but a few of the suggestions to guide proponents of medical technologies as they navigate this new media and its impact.
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Abstract

Background: Crowdsourcing has become a valuable method for collecting medical research data. This approach, recruiting through open calls on the Web, is particularly useful for assembling large normative datasets. However, it is not known how natural language datasets collected over the Web differ from those collected under controlled laboratory conditions.

Objective: To compare the natural language responses obtained from a crowdsourced sample of participants with responses collected in a conventional laboratory setting from participants recruited according to specific age and gender criteria.

Methods: We collected natural language descriptions of 200 half-minute movie clips, from Amazon Mechanical Turk workers (crowdsourced) and 60 participants recruited from the community (lab-sourced). Crowdsourced participants responded to as many clips as they wanted and typed their responses, whereas lab-sourced participants gave spoken responses to 40 clips, and their responses were transcribed. The content of the responses was evaluated using a take-one-out procedure, which compared responses to other responses to the same clip and to other clips, with a comparison of the average number of shared words.

Results: In contrast to the 13 months of recruiting that was required to collect normative data from 60 lab-sourced participants (with specific demographic characteristics), only 34 days were needed to collect normative data from 99 crowdsourced participants (contributing a median of 22 responses). The majority of crowdsourced workers were female, and the median age was 35 years, lower than the lab-sourced median of 62 years but similar to the median age of the US population. The responses contributed by the crowdsourced participants were longer on average, that is, 33 words compared to 28 words ($P<.001$), and they used a less varied vocabulary. However, there was strong similarity in the words used to describe a particular clip between the two datasets, as a cross-dataset count of shared words showed ($P<.001$). Within both datasets, responses contained substantial relevant content, with more words in common with responses to the same clip than to other clips ($P<.001$). There was evidence that responses from female and older crowdsourced participants had more shared words ($P=.004$ and $.01$ respectively), whereas younger participants had higher numbers of shared words in the lab-sourced population ($P=.01$).

Conclusions: Crowdsourcing is an effective approach to quickly and economically collect a large reliable dataset of normative natural language responses.
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Introduction

Internet-based crowdsourcing of medical studies has had a number of successes in recent years [1]. Using open calls on the Web, researchers have been able to recruit large, and sometimes specialized, populations to contribute data, with low expenditure of resources. For example, 20,000 members of the 23andMe genome-sequencing community responded to a detailed survey about their phenotype [2], over 500 individuals with developmental prosopagnosia were identified through self-testing on the research group’s website [3], and thousands of online participants contributed information about their off-label drug use [4]. Traditional recruiting and testing to collect these datasets would have been expensive—in some cases prohibitively so—whereas in these cases, data were contributed freely.

In most uses of crowdsourcing in medical research to date, the primary data consist of categorical responses. However, for many purposes it would be valuable to quickly and inexpensively collect large natural language datasets in response to an open-ended question or prompt. Such a process could be used to norm projective psychological tests or to compile qualitative descriptions of disease symptoms or commonly experienced side effects of treatment. In one recent application of crowdsourcing, workers gave qualitative, free-text feedback on different approaches to communicating oral health messages, in addition to quantitative feedback [5]. Saunders et al [6] recently described the use of free-text responses to evaluate the viewer’s acquisition of information from video clips. Rather than scoring text passages manually, using heuristic marking or a rubric, this approach scores them automatically relative to a large body of normative responses. An objective measure of information acquisition such as this has a number of potential applications, including, in our research, quantifying the benefit of video enhancements for people with low vision. In the present study, we examine whether crowdsourcing is an effective way to collect the required normative dataset. We test whether crowdsourced responses have substantial content and whether the responses, as well as the participants giving the responses, are similar to those seen in a supervised lab setting.

Crowdsourcing, first named by Howe [7], refers to the practice of advertising small self-contained tasks on the Web, usually to be worked on via the Internet, such as within a Web browser. Workers are typically compensated on the basis of the work they complete, rather than by a contract for a fixed amount of work. For the employer, the absence of the traditional relationship with employees, in many cases not knowing their identities or qualifications, is balanced by the speed and cheapness with which a large number of tasks can be completed. Often little time investment is required for data collection beyond the initial setup. The volume of data can compensate for potential inconsistency in quality; several studies have shown that combining the responses of nonexpert workers, whether by averaging or by using majority answers to screen out low-quality answers, can equal the quality of expert work, at a much lower cost [8-10]. The present study is based on the crowdsourcing website Mechanical Turk administered by Amazon, chosen because of its advertised worker base of over 500,000 individuals and because of the convenient infrastructure it provides for posting and paying for small jobs (typically requiring between 1 minute and 1 hour) to be completed over the Web. Because of the presence of an intermediary, workers can remain anonymous while receiving payments from experimenters.

Mechanical Turk and other crowdsourcing tools are particularly well suited for the task of collecting nonspecific normative datasets. Besides the speed and low cost of data collection, the population is relatively heterogeneous, typically spanning a range of ages, educational backgrounds, and geographic locations that is greater than can be easily accessed by conventional methods [11,12]. Although it is difficult to control the demographic composition in crowdsourcing, this limitation is less serious when a general normative dataset sampling from the population at large is required. However, there is still concern about whether datasets collected in this way would have low quality responses or other distinctive characteristics that limit their usefulness. Some reasons why data obtained through recruiting and testing participants over the Internet might be less valuable [13,14] include potential sampling bias in recruiting only Internet users; that the experimental setting and display conditions cannot be controlled; greater chance of distractions and interruptions; and the possibility of worse compliance or motivation because of the lack of the presence of an experimenter. The question of the quality of more complex responses in light of these issues has not previously been addressed.

We compared a normative natural language dataset that was collected over the Web from participants recruited using Mechanical Turk (crowdsourced), with a dataset collected in the lab with participants recruited using conventional means (lab-sourced). As discussed in Saunders et al [6], the responses consisted of short descriptions of 30-second movie clips. We compared the results of the two recruiting processes, as well as the properties of the responses that the two groups produced. In addition to simple metrics such as the lengths of the responses, we used a take-one-out procedure to evaluate the quality of the content. The text of each response was compared to the text of all other responses in the same normative dataset, taking note of whether it was more similar to the responses to the same movie clip than to the responses to other movie clips, using a simple count of shared words. We also performed this procedure crossing the two normative datasets to test whether the content was similar.

Methods

Recruitment

Crowdsourced participants (workers) were recruited through postings on Amazon Mechanical Turk and were limited to workers who were registered as living in the United States. Demographic information was requested from each worker before they completed any tasks. At the end of the demographic survey, workers were informed about what they would be asked to do and actively consented by selecting a check box. Workers were known to us only by an ID assigned by Amazon. They were paid on a per-response basis, with Amazon as an
Lab-sourced participants were recruited from the community in and near Boston, Massachusetts, using a contact list or by being referred by participants in this and other studies. There was a target number of 60 participants divided equally into three age groups: under 60 years, 60-70 years, and greater than 70 years, each with equal numbers of men and women. The age stratification ensured responses from older participants, to investigate a possible age effect and because the visual disorders addressed in our other research, such as macular degeneration, are more prevalent in older people. Other criteria for the lab-sourced participants included a normal appearance of retina, no ocular conditions in self-reported ophthalmologic history, binocular visual acuity better than 20/32, and a Montreal Cognitive Assessment [15] score of at least 20. Informed consent was obtained from each participant prior to data collection, and they received a vision assessment and a cognitive assessment. Participants were shown the clips wearing habitual, not necessarily optimal, optical correction. They were compensated at a rate of $10 per hour, including the time for the clinical assessment, with the average time taken being approximately 2.5 hours.

**Video Clips**

There were 200 video clips selected from 39 different films and TV programs, chosen to represent a range of genres and types of depicted activities. The genres included nature documentaries (eg, BBC’s Deep Blue), cartoons (eg, Shrek Forever After), and dramas (eg, The Hurt Locker). The clips were 30 seconds long and were selected from parts of the films that had relatively few scene cuts, which was reflected in the average number of cuts per minute in our clips being 9, as compared to approximately 12 per minute in contemporary films [16]. The clips included conversation, indoor and outdoor scenes, action sequences, and wordless scenes where the relevant content was primarily the facial expressions and body language of one or more actors. Although all participants heard audio in addition to viewing video, they were instructed to report only on the visual aspects of the clip.

**Data Collection**

Crowdsourced participants viewed the video clips within a Web browser, on a local computer of their choice. Therefore the size of the monitor, their distance from the monitor, and other display characteristics were not fixed. The clips were shown within the frame of the Mechanical Turk interface (Figure 1), with each clip representing a separate HIT (Human Interface Task, the unit of paid work on the Mechanical Turk website). Below the clip, there were two text boxes in which to answer two movie description prompts, “Describe this movie clip in a few sentences as if to someone who hasn’t seen it” and “List several additional visual details that you might not mention in describing the clip to someone who hasn’t seen it.” Text entry into these boxes was disabled until the clip had finished playing. Workers could complete as many video clip description tasks as they wanted while more clips were available, at any time of day. It was not possible to guarantee that each worker would complete a certain number of these tasks. The $0.25 bonus for every 25 responses was included as an inducement to complete more clips. Workers were prevented from seeing any clip more than once. Across all crowdsourced participants, 20 responses were collected for each clip, for a total of 4000 responses.

**Lab-Sourced Participants**

Lab-sourced participants viewed the video clips on an iMac i7 at a fixed distance of 100 cm. The videos were 33 degrees of visual angle wide. The clips were displayed by a MATLAB program using the Psychophysics Toolbox [17]. An experimenter gave the instructions and was in the room during data collection, but the MATLAB program automatically displayed the prompts after viewing a clip. The prompts were the same as for the crowdsourced participants. The spoken responses to each prompt were recorded using a headset microphone and later transcribed using MacSpeech Pro to produce the initial (automated) transcript, and then a separate group of Mechanical Turk workers verified and corrected the automated transcript [8]. Each lab-sourced participant viewed and responded to a different set of 40 clips selected from the set of 200 clips, for a total of 2400 responses (exactly 12 per clip). Equal numbers of responses to each video were collected for each of the six age-stratification by gender groups.

**Natural Language Processing**

We processed the text of responses with the Text to Matrix Generator toolbox for MATLAB [18], which included a step that deleted a list of stopwords. Stopwords are words that carry little information on their own, such as “the” and “but”. To the default stopword list, we added verbal interjections that might have been transcribed from the lab-sourced verbal responses, such as “yeah” and “um”. The toolbox converted the compiled responses to term-document matrices for numerical analysis. We used the matrices to compute the number of words in responses and the relationship between demographics and number of words in responses. In addition, we evaluated the content by comparing responses to other responses that were made to the same video clip or to responses to other video clips. We reasoned that if a response contains accurate content about the clip, then on average it should be more similar to the responses to the same video clip than it is to responses to other video clips.

The method we used to compare responses was to count the number of words that two responses shared (after removing stopwords), disregarding repeated instances of the word in either response. More sophisticated approaches, for example that took into account synonyms, did not score as well in our validity benchmarks [6]. Since longer responses have an advantage as far as including words that might be found in normative dataset responses, the total number of words in a response (after removing stopwords) has a strong correlation with its shared word score, r=.63, across all the data we collected. However, the word count does not explain all the variance in the shared word score, and several composite scores, such as the ratio of shared words to total words, performed no better, so we used...
the simple shared word count as our metric of quality of responses.

This analysis was carried out within the lab-sourced and crowdsourced datasets. The similarity of the two response datasets was then evaluated by crossing the datasets: comparing responses from one dataset to the responses of the other dataset that originated from the same video clip. The mean of the resulting similarity scores should reflect the overall similarity in how the two populations described a clip. Finally, the two datasets were pooled and the mean shared words for each response, for the same clip and other clips, was computed relative to this pooled dataset.

Figure 1. Example screenshot of Web forms used for data collection from crowdsourced participants, as hosted by Amazon Mechanical Turk.
Results

Participants

Data collection for the 60 lab-sourced participants (median age 64, range 23-85 years) required 13 months of active recruiting. Examination showed small subclinical cataracts in 6 participants: one case of red-green color vision deficiency, one case of dry eye, and one case of a detachment of the peripheral retina in the right eye, which had been repaired with laser surgery and should not have affected the ability to watch the video clips.

Data collection for the crowdsourced responses took place during 34 days of active data collection (over a 38-day period). Responses were contributed by 99 distinct Mechanical Turk worker IDs, which we assume corresponds to 99 individuals (median age 35, range 20-66 years). However, it is possible for a worker to create multiple accounts with the use of additional credit cards and email addresses (see Discussion). The number of responses contributed by crowdsourced participants ranged between 1 and 188, median 22, with the most prolific 20% of the workers contributing 60% of the responses. Responses were usually contributed over the course of multiple working sessions. The only eye condition reported by the crowdsourced workers that could have affected viewing was one case of cataracts (“not significant enough for surgery yet”). The same worker also reported having severe dry eyes. This worker contributed 39 responses.

The demographics of the two samples are presented in Table 1. The crowdsourced sample was skewed towards women, whereas equal numbers of men and women were recruited for the lab-sourced sample (by study design). The crowdsourced sample distribution had a younger median age, but a long tail of older workers (skewness=0.65). There was no evidence for a significant difference in the racial makeup of the two groups, although none of the lab-sourced sample reported their ethnicity as “Multiple”, in contrast to 8% of the crowdsourced sample. Similarly, there was not a significant difference in the number of people who reported themselves as “Hispanic”, although the proportion was higher in the crowdsourced sample. The lab-sourced sample was more highly educated, with a greater proportion of people with bachelor’s degrees and postgraduate degrees as their maximum attainment and a smaller proportion with a maximum attainment of “Associate degree” or “Some college”.

Table 1 also compares the demographics of the two samples to the population of the United States as a whole. The median age of the lab-sourced sample was older (by design), whereas the median age of the crowdsourced sample was 35 years, which is 2 years younger than the median age of the population of the country (2010 census [19]). Both samples resembled the United States in their racial and ethnic makeup to some degree, with the greatest discrepancy from the country as a whole being in fewer Asian people and fewer Hispanic-identified people. More people reported their race as “Multiple” in the crowdsourced population than in the United States as a whole. Both of our population samples had achieved a higher level of education on average than the population of the United States (based on people 18 years and over in the 2011 Current Population Survey[21]): there was a higher rate of bachelor’s degrees and a lower proportion who had attained only high school diplomas. This could have been partly due to the greater concentration of older adults in the two samples, with few participants falling in the 18-22 year range.
Table 1. Self-reported demographic characteristics of participants.

<table>
<thead>
<tr>
<th></th>
<th>Crowdsourced (N=99)</th>
<th>Lab-sourced (N=60)</th>
<th>Test for difference (P value)</th>
<th>US population</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>37 (37%)</td>
<td>30 (50%)</td>
<td>.14</td>
<td>49% a</td>
</tr>
<tr>
<td>Female</td>
<td>62 (63%)</td>
<td>30 (50%)</td>
<td></td>
<td>51%</td>
</tr>
<tr>
<td><strong>Age (median, min–max)</strong></td>
<td>35y (20–66y)</td>
<td>64y (23–85y)</td>
<td>&lt;.001</td>
<td>37y a</td>
</tr>
<tr>
<td><strong>Race/Ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>6 (6%)</td>
<td>5 (8%)</td>
<td>.18</td>
<td>13% a</td>
</tr>
<tr>
<td>White</td>
<td>81 (82%)</td>
<td>54 (90%)</td>
<td></td>
<td>72%</td>
</tr>
<tr>
<td>Asian</td>
<td>3 (3%)</td>
<td>1 (2%)</td>
<td></td>
<td>5%</td>
</tr>
<tr>
<td>American Indian/Alaska Native</td>
<td>1 (1%)</td>
<td>0 (0%)</td>
<td></td>
<td>1%</td>
</tr>
<tr>
<td>Multiple</td>
<td>8 (8%)</td>
<td>0 (0%)</td>
<td></td>
<td>3%</td>
</tr>
<tr>
<td><strong>Hispanic</strong></td>
<td></td>
<td></td>
<td>.09</td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>8 (8%)</td>
<td>1 (2%)</td>
<td></td>
<td>16% a</td>
</tr>
<tr>
<td>Not Hispanic</td>
<td>91 (92%)</td>
<td>59 (98%)</td>
<td></td>
<td>84%</td>
</tr>
<tr>
<td><strong>Highest education</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>11 (11%)</td>
<td>5 (8%)</td>
<td></td>
<td>35% b</td>
</tr>
<tr>
<td>Some college</td>
<td>16 (16%)</td>
<td>6 (10%)</td>
<td></td>
<td>23%</td>
</tr>
<tr>
<td>Associate degree</td>
<td>32 (32%)</td>
<td>2 (3%)</td>
<td></td>
<td>10%</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>28 (28%)</td>
<td>20 (33%)</td>
<td></td>
<td>21%</td>
</tr>
<tr>
<td>Postgraduate degree</td>
<td>12 (12%)</td>
<td>27 (45%)</td>
<td></td>
<td>11%</td>
</tr>
</tbody>
</table>

a2010 United States Census [19,20].

Finally, the self-reported demographics of our Mechanical Turk sample were similar to those found in a survey of Mechanical Turk workers taken in 2009 [22]. Like our workers, the workers in that study who were located in the United States had a mean age of approximately 35 years, were mostly women, and consisted of approximately 40% bachelor’s degree holders, with approximately 15% holding a postgraduate degree. Therefore, our sample represented a typical pool of American workers that are available for recruitment through Mechanical Turk for studies of this nature.

We compared survey answers about TV and movie viewing habits between the two sets of participants. We also asked about difficulties in viewing different display devices, with questions such as “Do you find it difficult to see details or feel that you miss important information when watching TV or movies on the TV?” A linear regression showed that crowdsourced participants watched more hours of TV, $t=2.2$, $P=.03$, with 38% reporting 3 or more hours a week compared to 25% in the lab-sourced sample, and 8% reporting 0-1 hours a week compared to 22% in the lab-sourced sample. Crowdsourced participants reported less difficulty with watching television, $X^2=10.5$, $P=.01$, with 84% answering “never” or “rarely” to the difficulty question, compared to 73% of the lab-sourced participants. Far more crowdsourced participants reported having watched TV or movies on portable devices, such as a smartphone, than lab-sourced participants: 50% compared to 17%, $X^2=18.2$, $P<.001$. However, for those individuals who did view media on portable devices, the level of difficulty reported was not significantly different between the groups, $X^2=1.5$, $P=.67$. There was weak evidence of crowdsourced participants watching movies in the theater more often, $X^2=11.5$, $P=.07$, although only 3% reported watching movies “never”, compared to 15% of the lab-sourced participants. There was no significant difference in the reported difficulty of watching movies, $X^2=5.0$, $P=.17$, with most crowdsourced and lab-sourced participants (85% and 90% respectively) reporting difficulties “never” or “rarely”.

**Comparison of Lab-sourced and Crowdsourced Responses**

The distribution of response lengths, after removing stopwords, between the lab-sourced and crowdsourced responses had a large overlap (Figure 2). The means were significantly different: $t_{6398}=15.1$, $P<.001$, with the lab-sourced responses having 5 fewer words on average (mean 33 vs mean 28, medians 31 and 26). This difference could not fully be explained by differences in the demographics of the populations, as demonstrated by a
mixed model analysis [23] with dataset, age, highest education level, and gender as predictors, and participant and video as fully crossed random factors. The lab-sourced dataset had shorter responses on average: \( P = .003 \), even when controlling for these demographic factors.

The total vocabulary used in the crowdsourced responses, after removal of words on the stoplist, was 8512 distinct words for 4000 responses, whereas the lab-source participants used 7356 words for 2400 responses. However, when we controlled for different dataset sizes, the lab-sourced participants had a more varied vocabulary. We randomly sampled 2400 responses from the crowdsourced responses, to match the lab-sourced dataset size, and computed the number of distinct words among those responses. From 1000 such samples, the average vocabulary size was 6904, compared to the lab-sourced vocabulary size of 7356, and this difference was significant: \( t_{999} = 319, P < .001 \). Using the same procedure to control for dataset size, we also compared the number of words that occurred once only in each dataset and found that there were 17% more in the lab-sourced dataset (3240 lab-sourced, 2770 crowdsourced), further supporting the idea that participants in the lab used a more varied vocabulary. The two complete datasets had 4875 words in common, with 3637 words appearing in the crowdsourced dataset but not the lab-sourced dataset, and 2481 words appearing in the lab-sourced dataset but not the crowdsourced dataset. Table 2 shows the most frequently used words in these two categories. Excluding stopwords, the mean word length was 4.1 letters for the crowdsourced data and 4.2 letters for the lab-sourced data.

We used a take-one-out procedure to test the validity of the datasets and the scoring method. We compared each response to the remaining responses to the same clip, and to responses to other clips, using the same procedure of counting the non-repeating words shared between the two responses after removal of stopwords. In Figure 3, panel A illustrates that for both datasets, the average similarity to responses to the same movie clip was far greater than to responses to other movie clips: \( F_{1,12796} = 18,492, P < .001 \). There was also a difference due to the dataset, with the crowdsourced dataset having larger shared word scores on average than the lab-sourced dataset: \( F_{1,12796} = 3894, P < .001 \). There was an interaction between same/other comparisons and dataset, \( F_{1,12796} = 1580, P < .001 \), with the difference between the shared words with the same clip and other clips being larger in the lab-sourced condition, although the ratios between the same and other mean number of shared words were similar (4.0 in the crowdsourced dataset and 3.8 in the lab-sourced dataset).

We evaluated the similarity of the two datasets by performing the same response comparisons between datasets. Responses from the lab-sourced dataset were compared to the responses to the same movie clip in the crowdsourced dataset and to responses to other movie clips in the crowdsourced dataset. Panel B in Figure 3 demonstrates that the responses to the same clips were much more similar on average: \( t_{6666} = 120, P < .001 \) (Welch’s \( t \) test). Similarly, responses in the crowdsourced dataset were compared to responses to the same and other clips in the lab-sourced dataset, and the responses to the same clip were much more similar: \( t_{28332} = 71, P < .001 \) (Welch’s \( t \) test). Therefore we pooled the two datasets, and as panel C in Figure 3 shows, responses were much more similar to responses to the same clip than they were to responses to other clips, \( F_{1,12796} = 19263, P < .001 \). Additionally, crowdsourced responses had higher numbers of shared words on average, \( F_{1,12796} = 1363, P < .001 \), and a larger difference between same-clip and other-clip shared words, \( F_{1,12796} = 513, P < .001 \). The difference between crowdsourced and lab-sourced dataset shared word scores was not only due to demographic differences between the populations, as was shown by a mixed model with age, education, and gender as additional predictors, since the lab-sourced dataset still had significantly lower shared-word scores, \( P < .001 \).

Finally, we examined whether the average shared word score within a dataset for a particular clip (which reflects the homogeneity of responses to a clip) was similar between the two normative datasets. There was a significant correlation, \( r = .69, P < .001 \), between the mean of a video clip’s shared word scores in the crowdsourced dataset and in the lab-sourced dataset, indicating that clips that elicited a large amount of common vocabulary across respondents did so in both datasets.

Demographic Effects

We conducted an analysis to determine whether age, gender, or maximum education level had an effect on average number of shared words within each normative dataset (that is, comparing responses to responses within the same dataset) or on the total number of words in responses (after removal of stopwords). We used mixed models with participant and video as fully crossed random factors. In the crowdsourced dataset, there was strong evidence that gender predicted shared word score, \( P < .004 \), with men having a shared word score that was 0.61 lower on average. Age was also a significant predictor of shared-word score, \( P = .01 \), with age positively related to shared-word score with coefficient=0.027 shared-words per year. Education level did not significantly predict shared-word score, \( P = .14 \). The relationship between demographic factors and total number of words approached significance for gender, \( P = .08 \); age, \( P = .07 \); and education, \( P = .06 \).

In the lab-sourced dataset, age predicted shared-word score, \( P = .01 \), but with a negative coefficient: \(-0.013 \) shared words per year. Gender and education did not significantly predict shared word score for the lab-sourced responses, ie, \( P = .53 \) and .24 respectively. Education significantly predicted the total number of words, \( P = .03 \), with a positive coefficient=2.3 words per education level, but gender and age did not: \( P = .38 \) and .11 respectively.

http://www.jmir.org/2013/5/e100/
Figure 2. Distribution of number of words in responses in crowdsourced data (top) and lab-sourced data (bottom), after removal of stopwords.
Table 2. Comparison of crowdsourced and lab-sourced vocabulary.

<table>
<thead>
<tr>
<th>Words that appeared in crowdsourced but not lab-sourced responses</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>teen</td>
<td>36</td>
</tr>
<tr>
<td>reveal</td>
<td>36</td>
</tr>
<tr>
<td>raises</td>
<td>28</td>
</tr>
<tr>
<td>cgi</td>
<td>28</td>
</tr>
<tr>
<td>pony</td>
<td>23</td>
</tr>
<tr>
<td>sleeves</td>
<td>22</td>
</tr>
<tr>
<td>sheets</td>
<td>22</td>
</tr>
<tr>
<td>listens</td>
<td>20</td>
</tr>
<tr>
<td>maroon</td>
<td>19</td>
</tr>
<tr>
<td>framed</td>
<td>18</td>
</tr>
<tr>
<td>driveway</td>
<td>18</td>
</tr>
<tr>
<td>storage</td>
<td>17</td>
</tr>
<tr>
<td>whilst</td>
<td>16</td>
</tr>
<tr>
<td>clicked</td>
<td>16</td>
</tr>
<tr>
<td>rail</td>
<td>16</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Words that appeared in lab-sourced but not crowdsourced responses</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>involves</td>
<td>15</td>
</tr>
<tr>
<td>encampment</td>
<td>12</td>
</tr>
<tr>
<td>drama</td>
<td>12</td>
</tr>
<tr>
<td>beautifully</td>
<td>12</td>
</tr>
<tr>
<td>recording</td>
<td>11</td>
</tr>
<tr>
<td>movies</td>
<td>11</td>
</tr>
<tr>
<td>jell-o</td>
<td>11</td>
</tr>
<tr>
<td>report</td>
<td>10</td>
</tr>
<tr>
<td>photographer</td>
<td>10</td>
</tr>
<tr>
<td>fiction</td>
<td>10</td>
</tr>
<tr>
<td>fella</td>
<td>10</td>
</tr>
<tr>
<td>scenario</td>
<td>9</td>
</tr>
<tr>
<td>involving</td>
<td>9</td>
</tr>
<tr>
<td>impress</td>
<td>9</td>
</tr>
<tr>
<td>disney</td>
<td>9</td>
</tr>
</tbody>
</table>
Figure 3. Mean number of words shared by responses with responses to the same clip, and with responses to other clips (error bars indicate 95% CI).

Discussion

This study has shown that crowdsourced natural language data can have substantial content and be similar to data obtained in the laboratory. Although the demographic characteristics were somewhat different between the two samples, with the crowdsourced population being younger, less educated, and more female than the makeup of the lab-sourced population (which was selected for age and gender), there was a large overlap in the lengths of responses that participants provided,
and in the vocabulary they used to describe specific movie clips. This makes crowdsourcing a feasible approach for collecting a large normative free-text dataset, such as is needed for an automated natural language scoring method [6]. Unlike previous applications of crowdsourcing to medical natural language processing (eg [24]), our method does not use worker qualification tests or “gold standard” responses created by experts to screen out low-quality answers. Instead, the large volume of free-text data compensates for potential inconsistency in the quality.

A consequence of this finding is that experiments using natural language responses can be conducted quickly using Web-based crowdsourcing, with the dependent measure being the scores obtained through automatic comparison to a normative dataset. These scores are taken to reflect the amount of valid content in the response. We are taking this approach to evaluate the benefits of image enhancement to acquiring information from video clips [25]. Furthermore, panel B in Figure 3 and the associated analysis demonstrate that a crowdsourced normative dataset can be used to effectively score free-text responses obtained in the lab. This makes it possible to use this approach to score a relatively small dataset obtained in a lab-based study, for example with a special population that would be hard to recruit online, against a large dataset of normative responses to the same query obtained through Mechanical Turk or a similar crowdsourcing service.

The crowdsourced sample resembled previous descriptions of the American Mechanical Turk population and resembled the population of the United States as a whole. The most discrepant feature of the crowdsourced population was the 2:1 gender imbalance towards female participants. This could help to account for the higher average shared word score in the crowdsourced sample because responses contributed by women received higher scores in general. Although the effect is relatively small, with average shared word score about 9% higher for women, it suggests that gender should always be included as a predictor in analyses of the scores produced by this method.

The crowdsourced participants also watched more television and movies and far more video on handheld devices. Since amount of TV watched, difficulties watching TV, frequency of watching movies, and likelihood of watching video on a handheld device have been found to be related to age [26], we conducted post hoc logistic and linear regressions that included age as a predictor. The difference in age distribution fully explained the difference in amount of handheld video watching and frequency of moviegoing. However, the difference in the number of hours of TV remained, so this was the only viewing habit difference between the populations that would remain if the samples were age-matched. There were only limited differences in the difficulty the two population samples reported in viewing video on different display devices, with both reporting the most difficulty with viewing on handheld devices and the least difficulty with viewing movies in the theater.

Besides the difference in the length of responses, the content of responses was more consistent in the crowdsourced dataset, indicated by the larger number of words shared between responses to the same clip. There were at least two major differences in the creation of the datasets that could have contributed: first, the crowdsourced responses were typed whereas the lab-sourced responses were spoken and then transcribed; and second, the lab-sourced population had a greater diversity, particularly in terms of age. Of the lab-sourced sample, 45% (27/60) was over 66 years, the age of the oldest crowdsourced participant. Examination of the words that appeared in one sample but not the other (Table 2) showed likely age-related vocabulary differences [27], such as “fella” in the lab-sourced sample and “cgi” in the crowdsourced sample. A more varied vocabulary in older participants would also explain the inverse relationship between age and shared word score in the lab-sourced dataset. However, as described in the results, a difference between the shared word scores of the datasets remained even when controlling for age. Whatever the cause, our results showed strong evidence for a more varied vocabulary in the lab-sourced dataset. However, despite this difference in word use, the shared word score differentiated within-clip responses from between-clip responses just as effectively when the lab-sourced normative dataset was used (panel A in Figure 3), so we saw no evidence that the scores, though lower on average, were less sensitive to semantic differences between the contents of clips.

Our comparison of crowdsourced and lab-sourced data collection focused on a specific type of natural language data, short descriptions of movie clips. One limitation is that, depending on the purpose of the data, responses may require different analysis techniques, which could increase the weight of the differences due to crowdsourcing that we found. For example, if responses are to be automatically scanned for a predefined list of keywords, then the increased probability of spelling errors when responses are typed could affect the results, as could the different vocabularies of the two populations. The fact that the two datasets differed both in their participant populations and in the manner of data input (typed or spoken) meant that differences could not be conclusively attributed to one or the other cause. However, our results show that neither difference led to a drastic change in the lengths or vocabulary of the responses. Another limitation is that we only report a simple method of scoring responses by counting the mean shared vocabulary with other responses to the same clip. Although this method had the best performance of the algorithms we evaluated [6], more sensitive methods of scoring responses might reveal more subtle differences between the datasets.

Data collection using Web-based crowdsourcing took only a fraction of the time it took us to recruit the target number of lab-sourced participants and was considerably less expensive, particularly when experimenter hours are taken into account. Including the time to identify, contact, and brief participants, we estimate an average of more than 3 hours per additional lab-sourced participant, compared to only a few minutes per additional crowdsourced participant. There is an investment of time and technical expertise to prepare a Mechanical Turk task, and data collection is not entirely automated, since it is necessary to review and approve submitted work and to answer worker queries [28]. There are also issues that arise that require time to resolve, such as one case we detected in a related study where...
an individual had set up two Mechanical Turk worker accounts (in violation of the website’s terms of service). Apart from this incident, we found little evidence of cheating, and along with the quantitative evidence of quality of responses, our observation was that the majority of the workers took a conscientious and thoughtful approach to answering our query. Although we had a mechanism for blocking particular workers from our jobs, we did not need to use it and had to reject only a tiny percentage of submissions (no more than 10 in the course of collecting 4000 responses).

There were several factors that may have contributed to our success with Mechanical Turk, given the conditions of the American worker pool at the time of data collection, August and September 2011. We were careful to stay in communication with the worker population, by offering an email address that we monitored closely and by introducing ourselves and responding to posts on the “turkernation” forums [28]. This helped to build our reputation as trustworthy employers and alerted us to problems and potential improvements in the Mechanical Turk task during the data collection period. Our task involved watching clips from entertaining films, which may have helped us attract more workers, led to more return visits, and helped to ensure engagement throughout the task. The free-text format of the response also allowed for a limited amount of creativity and self-expression. Other researchers [29,30] have noted the importance of fun in designing tasks for Internet users who have many competing options for how to spend their time, and this remains important even with financial incentives. However, we also had good results with a less stimulating task, correcting automated transcripts of the spoken lab-sourced responses. In both cases, each job was relatively short, approximately 2 minutes including the time for the clip to play, and we checked work and awarded payments frequently, typically every weekday. For the video description task, we offered a small bonus for every 25 responses contributed, but we did not see reliable evidence that this motivated workers to complete more tasks (ie, there were not noticeable spikes in the histogram of number of responses completed by workers just after 25, 50, or 75). We restricted the listings to workers registered in the United States, which some investigators have suggested might improve average submission quality [24], and we reasoned that focusing on predominantly English-speaking countries could be particularly helpful for natural language data collection (at the time of data collection it was only possible to restrict the task to workers from a single country).

Based on our experience, when might crowdsourcing not be a suitable replacement for lab-based data collection? Unlike in the lab-based data collection, we did not have control over the sample demographics. It might be possible to address this within Mechanical Turk, for example by rejecting workers who do not meet certain criteria [11], but this poses additional challenges because of lack of representation of some demographics in the pool of workers (in particular, older and lower income) [14] and in the difficulty of verifying self-reported demographic information. Our results suggest it would be difficult to obtain a target number of responses from all workers, which would be necessary for a balanced within-subject design (although see [31] for an example of this being achieved). However, the use of a mixed-model analysis can compensate for the lack of equal combinations of conditions and stimuli for each worker. Although we overcame most of the technical challenges inherent in presenting video clips to workers via the Web, the heterogeneity of hardware and software configurations meant that a few workers still experienced problems with the video playback, ranging from stuttering to a refusal to play. It was clear, too, that the exact color, contrast, and visual angle of the video would vary between participants, which was acceptable for a task evaluating high-level vision such as ours but could pose problems when low-level control of the stimuli is necessary. Nevertheless, we have demonstrated that it is feasible to crowdsourced not only questionnaires or static images, but also multimedia. Finally, we observed that workers do not always read instructions carefully or else do not adhere to all the details consistently, which could make crowdsourcing unsuitable for experiments where manipulation of the instructions is a critical part of the experiment. As an example, our instructions stated that information from the soundtrack of the video clip should not be used in the description, but auditory information (including dialogue) was mentioned in a number of responses. To ensure the instructions are read and comprehended, a short quiz, as was recommended by Crump, McDonnell, and Gureckis [31], could be used.

In conclusion, crowdsourcing is an effective way to obtain natural language data quickly and inexpensively, both for collecting normative datasets and for conducting experiments. With respect to the concerns raised by the APA Board of Scientific Affairs [14], we found that using the crowdsourcing methodology we chose, the population sample resembled the population of the United States in several key demographic factors and that responses were of a high quality. Crowdsourcing can provide a valuable complement to more narrowly-targeted traditional recruiting and data collection methods and even substitute for them in some studies.
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Abstract

Background: The majority of workers, regardless of age or occupational status, report engaging in personal Internet use in the workplace. There is little understanding of the impact that personal Internet use may have on patient care in acute clinical settings.

Objective: The objective of this study was to investigate the volume of one form of personal Internet use—online social networking (Facebook)—generated by workstations in the emergency department (ED) in contrast to measures of clinical volume and severity.

Methods: The research team analyzed anonymous network utilization records for 68 workstations located in the emergency medicine department within one academic medical center for 15 consecutive days (12/29/2009 to 1/12/2010). This data was compared to ED work index (EDWIN) data derived by the hospital information systems.

Results: Health care workers spent an accumulated 4349 minutes (72.5 hours) browsing Facebook, staff cumulatively visited Facebook 9369 times and spent, on average, 12.0 minutes per hour browsing Facebook. There was a statistically significant difference in the time spent on Facebook according to time of day (19.8 minutes per hour versus 4.3 minutes per hour, P<.001).

There was a significant, positive correlation between EDWIN scores and time spent on Facebook (r=.266, P<.001).

Conclusions: Facebook use constituted a substantive percentage of staff time during the 15-day observation period. Facebook use increased with increased patient volume and severity within the ED.
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Introduction

There is an ever-increasing amount and diversity of online recreational opportunities available to Internet users, including online videogames, gambling, and social networking sites such as Facebook. Previous research has indicated that a majority of workers, regardless of age or occupational status, report engaging in personal Internet use in the workplace and misuse, such as this personal Internet use during work hours as well as more serious actions such as illegal downloading, accessing unauthorized information, and interpersonal aggression via email or other online communications, is increasingly prevalent [1-3]. Less is known about Internet use and misuse in medical settings and the potential impact on patient care.

Research by Morris-Docker et al showed that health professionals in patient care settings access the Internet during quiet periods throughout day and night for both work and non-work related activities without interfering with patient care or workload [4]. Since this study has been conducted, the Internet and the manner in which it is used has changed dramatically, particularly with the increased prevalence of social networking applications and websites and the prevalence of handheld access to the Internet. In this complex and rapidly developing technology landscape, online social networking applications have emerged as the significant Internet traffic...
destination. Previous research has established that health care professionals regularly use social networking applications to create and maintain relationships with friends, family, and coworkers [5-10]. While no known empirical study of social network use during clinical work hours has been conducted, studies of non-clinical workplace behavior and misbehavior have been a cornerstone of organizational behavior research [11].

Anecdotal evidence implied that Internet use, especially that associated with online social networking sites (such as Facebook), was common among individuals working in a level 4 trauma center and emergency department (ED) at an academic medical center in the Southeastern United States. Given Facebook’s increase in membership, coupled with the opportunity for access to the Internet on hospital workstations, this study aimed to investigate the volume of Facebook traffic generated by workstations in the ED in contrast to measures of its clinical volume and severity.

Methods

Sample Computers

The Institutional Review Board at the University of Florida approved this study. We analyzed network utilization records for 68 workstations located in the ED within one medical center for 15 consecutive days (12/29/2009 to 1/12/2010). These records were anonymous and no user information was available such as job description (physicians, resident, non-physician extender, nurse, clerical, or other staff) or personal demographics. The workstations were all Internet accessible and did not restrict access to popular social networking destinations (including Facebook), and all were located in open physician and staff workspaces within the ED. Workstations associated with designated break rooms were excluded from the study.

Utilization and Volume/Severity Calculations

To calculate Facebook use, network utilization records for each workstation were obtained from the academic medical center’s SurfControl Web filtering software, which allows information technology administrators to categorize, track, and potentially limit user access to websites. SurfControl data yielded cumulative Facebook time from selected computers in one second increments. To control for instances in which an individual may have logged onto Facebook and then left the computer idle, SurfControl browse sensitivity was set at a maximum of 3 continuous minutes which roughly equates to the length of time a user is presumably actively engaged with a site. This conservatively takes into account “multi-tasking”, or being emergently needed in a different location, instead of counting the entire amount of time a webpage is open, which would likely over-estimate actual use. However, any true engagement with a webpage will only be counted as 3 minutes even if longer. To calculate how busy the ED was during the study, hourly ED work index (EDWIN) scores were calculated according to ED patient volume reports. An EDWIN score is a valid and reliable index that quantifies both the value and severity of ED admissions [12]. EDWIN is calculated using the following formula: n(i)t(i)/N(a)[B(T)-B(A)], where n(i) = the number of patients in the ED in triage category, t(i) = triage category, N(a) = number of attending physicians on duty, B(T) = number of treatment bays, and B(A) = number of admitted patients in the ED. The triage system recommended, the emergency severity index (ESI), was modified by reversing the ranking of triage categories; that is, an ESI score of 1 represented the least acute patient and 5 the most acute [13].

Data were analyzed using IBM SPSS PASW v.20, and included descriptive statistics and analysis of variance procedures with a P<.05 as considered significant.

Results

In a 15-day period, health care workers spent an accumulated 4349 minutes (72.5 hours) browsing Facebook on workstations in one ED. ED staff cumulatively visited 9369 Facebook pages and spent, on average, 12.0 minutes per hour browsing Facebook.

There was a statistically significant difference in the amount of time spent on Facebook according to time of day. During the night shift, (7pm-7am), workers cumulatively spent an average of 19.8 minutes per hour browsing Facebook, yet during the day shift (7am-7pm) workers cumulatively spent an average of 4.3 minutes per hour browsing Facebook (P<.001). Of note, the ED was busiest during night shift hours (7pm-7am), with mean EDWIN ratings at 0.51 during night shifts versus 0.29 during day (P<.001). Importantly, there was a significant, positive correlation between EDWIN scores and time spent on Facebook (r=.266, P<.001), indicating that as the ED became busier, more time was spent browsing Facebook. (See Figure 1). The relationship between ED business and time on Facebook became more pronounced when averaged across the 15-day period (r=.757, P<.001, Figure 2).
Discussion

Principal Findings

Facebook use constituted a substantive percentage of staff time during the 15-day observation period, and Facebook use increased with increased patient volume and severity within the ED. It is understood that the near ubiquity of online entertainment, including social networking applications, can influence productivity, and, to the best of our knowledge, this study represented the first investigation of online social network use in an acute patient setting [2]. The results of the study provided evidence that social network use in the ED is common, which was expected, but also that it increased as patient volumes and acuity increased, which was unexpected. This unanticipated finding warrants further investigation since increased patient volume and acuity seemed to prompt health care workers to seek distractions or opportunities for cognitive time-outs, which is something that social networks provide. It is possible that these time-outs lead to improved worker functioning, but of more concern is that it may also represent a compromise of patient care. It could be argued that workers need to have the autonomy and authority to take breaks and relax while on the job. This notion is supported by research by Greenfield et al.
References

Limitations
There are several limitations associated with this study that are worth noting. While the results indicated a significant amount of time was spent accessing Facebook, especially during times of increased patient acuity and volume, the study had no comparison to other non-Internet, non-clinical activities that staff may engage in during clinical shifts. Data collected from this study does not account for Internet use from personal mobile devices such as cell phones, where it is estimated that approximately 40% access the Internet or email [16]. Finally, Internet use of other Internet sites was not presented.

Conclusions
Online social networking is an important and worthwhile activity to engage friends, family, and acquaintances, but as with other distractions, electronic or not, should be used cautiously in the workplace. It is our opinion that this level of Facebook use is unacceptably high in clinical spaces, and as such, computer workstations in patient-care space should limit access to online social networking and other forms of entertainment. Such limitations could be externally enforced through Web filters, such as SurfControl. However, internal regulation, such as encouraged by simple reminders like screensaver reminding staff about appropriate use during business hours, may better limit misuse. Given that many individuals now access online entertainment applications via mobile phones, the development and implementation of a comprehensive workplace Internet use policy, one that includes the use of personal mobile devices, should be considered.
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Multimedia Appendix 1
The relationship between Facebook use and ED business (with SD).
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Abstract

Background: Attrition is a persistent issue in online self-help programs, but limited research is available on reasons for attrition or successful methods for improving participant retention. One potential approach to understanding attrition and retention in such programs is to examine person-related variables (eg, beliefs and attitudes) that influence behavior. Theoretical models, such as the Theory of Planned Behavior, that describe conditions influencing human behavior may provide a useful framework for predicting participant retention in online-based program.

Objective: We examined predictors of participant retention in a guided online anxiety, depression, and stress self-help program for university students using the theory of planned behavior. We also explored whether age, symptom severity, and type of coaching (ie, email vs phone) affected participant retention.

Methods: 65 university students with mild to moderate depression, anxiety, and stress were enrolled in this prospective cohort study. Participants completed a questionnaire based on the theory of planned behavior prior to commencing the online-based program and the Depression Anxiety and Stress Scale (DASS) during the assessment module of the program. Participant retention was operationalized as the number of program modules completed.

Results: Perceived control over completing the online program significantly predicted intention to complete the program (F3,62=6.7; P=.001; adjusted R^2=.2; standardized beta=.436, P=.001). Age (standardized beta=.319, P=.03) and perceived behavioral control (standardized beta=.295, P=.05) predicted the number of program modules completed (F3,61=3.20, P=.03, adjusted R^2 =.11). Initial level of distress (ie, symptom severity) did not predict participant retention (P=.55). Participants who chose phone-based coaching completed more program modules than participants who chose email-based coaching (Mann-Whitney’s U=137; P=.004).

Conclusions: Participants’ age, level of perceived behavioral control, and choice of interaction (ie, phone-based or email-based coaching) were found to influence retention in this online-based program.
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self-help; online treatment; Web-based; retention; dropouts; theory of planned behavior
Introduction

Online self-help programs designed to assist individuals with mental health concerns have been demonstrated to be effective at improving mental health outcomes [1,2]. Despite the noted efficacy of such programs, participant dropout is a persistent issue, with reported attrition rates reaching between 50-83% [3-5]. Few studies have formally investigated factors contributing to participant attrition from Internet-based programs, yet such research would provide crucial information towards improving participant retention and, therefore, improve mental health outcomes.

There is currently little known about successful approaches for improving retention in online programs. Studies using guided Internet programs (eg, coach-assisted) have reported relatively lower dropout rates compared to unguided programs (eg, [6]). However, direct comparisons of retention in guided and unguided programs are currently not available. One recent pilot study evaluated whether the addition of a program coach would increase participation in an online program for promoting self-management in bipolar disorder [7]. The authors found that participants who were given an online coach were more likely to return to the program after registration (71% initial retention) and continue in the program after 3 weeks (38% retention) compared to participants without a program coach (44% and 9% retention, respectively) [7]. Some studies have also investigated the use of phone support in improving participant retention. Kenwright and colleagues found that participants who received phone support during a computer-guided self-help program for obsessive-compulsive disorder were less likely to drop out than those who did not receive phone support [8]. In contrast, Anderson and colleagues did not observe a decrease in dropout rates from participants receiving weekly telephone calls compared to those who received only the online-based program [9]. However, some research suggests that receiving reminders, regardless of the type (eg, phone, in person, postcard), has a positive effect on increasing retention [10,11].

There is limited research available on predictors of attrition from online programs. The few studies examining this issue have focused primarily on sociodemographic factors (eg, age, sex, years of education), disorder characteristics (eg, symptom severity and duration), and/or treatment-related variables (eg, treatment setting) [4,12-15]. To date, discrepant relationships have been reported between all of these variables and attrition, with the exception of the symptom severity [4]. Studies exploring the influence of symptom severity on dropout rates have found that individuals with less severe difficulties were more likely to drop out of online-based programs [12-14]. These findings suggest that individuals with less severe distress may be either less motivated or may benefit less from treatment and, therefore, be more likely to drop out. Although this research provides some insight into reasons for participant dropout, further research is necessary to better understand factors contributing to participant attrition and retention.

An alternative approach to understanding attrition is to examine person-related factors (eg, beliefs, attitudes) that influence the behavior. One theory that attempts to identify predictors of behavior is the Theory of Planned Behavior [16,17]. This theory stipulates a person’s (1) attitudes towards the behavior, (2) subjective normative beliefs (ie, perception of what other people think about the behavior and how much they are influenced by others’ beliefs), and (3) perceived behavioral control (ie, how much control they believe they have over completing the behavior) drive the person’s intention to complete the behavior. Intention and perceived behavioral control, in turn, predict the likelihood the person will engage in the behavior. The theory of planned behavior has been used extensively to investigate and predict changes in health behaviors, including increasing physical activity, reducing risk-taking behavior (eg, speeding, drinking alcohol, using drugs), and dietary changes [18,19]. This theory may provide a useful framework for investigating person-related factors that influence retention in online-based self-help programs.

The present study aimed to investigate predictors of participant retention using the theory of planned behavior. We prospectively examined how participants’ attitudes, subjective normative beliefs, and perceived behavior control predict intention to complete a guided online anxiety, depression, and stress self-help program for university students. We then examined whether intention and perceived behavior control successfully predict participant retention in the program. Finally, given the literature examining sociodemographic, disorder characteristics, and treatment-related variables on attrition, we explored whether age, symptom severity, and type of coaching (ie, email vs phone) affected participant retention.

Methods

Participants and Recruitment

Participants were recruited from Dalhousie University, the University of King’s College, and Nova Scotia College of Art and Design, in Halifax, Canada. Recruitment for the study began in 2010. Participants were recruited primarily via emails, advertisements in a campus newspaper, and recruitment posters. Interested individuals contacted the primary program coach through email and were provided with information regarding the study. The study protocol was initially presented to participants on the website’s consent form page. Interested participants signed up for the program online and received a phone call from the primary program coach, who reviewed the consent form with the participant and assessed their eligibility for the study. Participants who provided verbal and written informed consented and met study criteria were included in the study.

All participants provided informed consent following procedures approved by the Dalhousie University Research Ethics Board. Eligible participants met the following criteria: (1) experiencing mild to moderate levels of anxiety, depression, or stress, (2) not experiencing suicidal thoughts, (3) not experiencing symptoms of bipolar disorder, an eating disorder, an addiction, or psychosis, and (4) not receiving psychological counseling. Eligibility for the study was assessed through a phone conversation with the participant and the program coach. In total, 68 university students attending the aforementioned postsecondary institutes were assessed for eligibility. Three
were excluded due to not meeting eligibility criteria (ie, decided to seek personal counseling), and 65 were enrolled to participate in the study. From this sample, 48 subjects were also participants in a controlled clinical trial of the online self-help program, and for this reason, 24 participants experienced a 6-week delay in accessing the program due to being randomly assigned to a delayed access control condition. However, all participants, regardless of assignment, completed all measures (ie, the Theory of Planned Behavior Questionnaire and Depression Anxiety Stress Scale-21) immediately prior to commencing the program (see Figure 1).

Measures

**Theory of Planned Behavior Questionnaire**

The Theory of Planned Behavior Questionnaire (see Multimedia Appendix 1) is a brief 10-item questionnaire designed to quantitatively measure participants’ attitudes, subjective normative beliefs, perceived behavioral control, and intention to complete the guided online self-help program. This questionnaire was developed using guidelines outlined by Fishbein & Ajzen [20] and Francis and colleagues [21].

**Depression Anxiety Stress Scale-21 (DASS-21)**

The DASS-21 [22] is an abbreviated version of the original 42-item DASS. It is composed of three 7-item subscales measuring symptoms of depression, anxiety, and stress. Participants are asked to rate the degree to which they endorse each item on a 4-point Likert scale. The DASS-21 has been found to be a valid measure of depression, anxiety, and stress [23].

**Study Design**

All participants who met eligibility criteria and provided written consent were asked to complete the Theory of Planned Behavior Questionnaire via email prior to commencing the guided online self-help program. For participants who received immediate access to the program, the questionnaire was collected immediately prior to beginning the program modules. Participants who were given delayed access to the program, as part of the randomized control trial, completed the questionnaire 6-weeks post assignment (ie, immediately prior to beginning the program modules). Hence all participants completed the questionnaire immediately prior to commencing the program. The DASS-21 was completed as part of the Introduction and Assessment Module. Delayed access participants completed the DASS-21 for a second time (6-weeks post assignment) as part of the first module (ie, Introduction and Assessment Module).

**Online Self-Help Program**

This is a cognitive-behavior therapy-oriented online self-help program developed at Dalhousie University to assist students experiencing mild to moderate anxiety, depression, and stress. It consists of 5 core modules (Introduction and Assessment, Activity and Mood, Motivation, Thoughts and Feelings, and Advanced Thoughts and Feelings; see Table 1 for description of each module). Each module is organized in a workbook format that includes psychoeducation, real-life examples, videos, and activities (see Figure 2). This program has been demonstrated to reduce self-reported symptoms in depression, anxiety, and stress in participants who complete the program compared with wait-list controls [24].

**Program Coaches**

Participants were assigned to a program coach (ie, a trained graduate or undergraduate student), who contacted them via telephone or email (based on the participants’ preference) on a weekly basis. On average, contact with a coach involved one phone call or one email a week. Phone calls were on average 15-20 minutes in duration, while emails were on average 250-500 words in length. Participants were informed during the consent process that the program coaches were not professional counselors. Program coaches did not function as individual therapists; rather, they provided motivational support to participants and clarified information contained within the program. Coaches also monitored participant progress and reviewed activities completed by participants to ensure the correct applications of the techniques.

Program coaches were trained on the online self-help program by the primary investigator, Dr. Victor Day, as well as the head program coach. The majority of the training involved reviewing the online program materials in order to adequately address participant questions and provide assistance with module activities, when necessary. Program coaches were supervised by the head program coach and the primary investigator in order to assure fidelity to the coaching model.

**Data Analysis**

The data were analyzed using the statistical software package SPSS 17.0. A planned multiple regression was conducted to investigate whether participants’ attitudes, subjective normative beliefs, and perceived behavioral control predicted their intention to complete the online-based program. A planned hierarchical regression was conducted to investigate whether intention, perceived behavioral control, and age predicted participant retention (ie, the number of modules completed). These analyses were conducted in accordance to the methods utilized by Azjen [16,17], Fishbein & Ajzen [20], and those outlined by Francis and colleagues [21]. Nonparametric Mann-Whitney tests were used to investigate differences between immediate and delayed access participants as well as participants who chose phone-based or email-based coach contact.
Figure 1. Flowchart of participant recruitment.
Table 1. Description of core modules.

<table>
<thead>
<tr>
<th>Core modules</th>
<th>Topics</th>
<th>Exercises</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Introduction</td>
<td>Introduction to program features.</td>
<td>Depression, Anxiety, and Stress Questionnaire.</td>
</tr>
<tr>
<td></td>
<td>Description of emotional distress.</td>
<td>Suicidal Ideation screener.</td>
</tr>
<tr>
<td>2. Activity and Mood</td>
<td>Relationship between activity and mood.</td>
<td>Identifying goals for change.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Decisional balancing chart.</td>
</tr>
<tr>
<td>3. Motivation</td>
<td>Building motivation for change.</td>
<td>Identifying steps to achieve goals.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Identifying and planning for barriers to change.</td>
</tr>
<tr>
<td>4. Thoughts and Feelings</td>
<td>How thoughts affect feelings.</td>
<td>Thought records.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Identifying and challenging thoughts.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Labeling common cognitive distortions.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Challenging negative thoughts.</td>
</tr>
<tr>
<td>5. Advanced Thoughts and Feelings</td>
<td>Challenging more persistent thoughts and core beliefs.</td>
<td>More practice of challenging thoughts.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Identifying automatic thoughts and core beliefs.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Challenging automatic thoughts and core beliefs.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Depression, Anxiety, and Stress Questionnaire.</td>
</tr>
</tbody>
</table>

Figure 2. Screenshots of the online-based program.

Results

Participant Characteristics
See Table 2 for a summary of participant characteristics. All participants endorsed moderate levels of depression, anxiety, and stress prior to commencing the guided online self-help program.

Delayed Access Versus Immediate Access
A proportion of the sample (24/65, 37%) completed the questionnaires and online program 6 weeks after enrolling into the study; thus, the potential effect of delayed access on participant retention was examined using a nonparametric Mann-Whitney test. Participants who experienced delayed access completed a similar number of program modules (mean 2.79, SD 1.44; median 2.5). This was compared to participants who received immediate access (mean 4.33, SD 3.22; median 3.0; U=439; P=.46). A larger proportion of delayed access
participants discontinued the program (ie, did not complete all 5 modules; 19/24, 80%) compared to immediate access participants (23/41, 56%). However, this difference was found to be only marginally significant when examined using a chi-square test ($\chi^2 = 3.38; P = .068; N=65$). When comparing only the subjects who were also enrolled in the concurrent randomized controlled clinical trial, 62.5% (15/24) of immediate access subjects completed all 5 modules, while 20.8% (5/24) of the delayed access subjects completed all 5 modules ($\chi^2 = 8.57; P = .003; N=48$).

### Factors Predicting Intention

To examine whether attitudes, subjective normative beliefs, and perceived behavioral control predict participants’ intention to complete the guided online-based program, these variables were entered into a simultaneous multiple regression (see Table 3). The model was significant ($F_{3,62} = 6.7; P = .001; \text{adjusted } R^2 = .21$), however, only perceived behavioral control was found to significantly predict participants’ intention to complete the guided online self-help program (standardized beta = .436, $P = .001$). Thus, participants who endorsed higher perceived behavioral control over completing the online program also endorsed higher intention to complete the program.

### Table 2. Description of participant characteristics.

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Total N=65</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD)</td>
<td>23.2 (5.0)</td>
</tr>
<tr>
<td>Males (Females)</td>
<td>9 (56)</td>
</tr>
<tr>
<td>Dropout(^a), n</td>
<td>42</td>
</tr>
<tr>
<td>Modules completed, mean (SD)</td>
<td>3 (1.6)</td>
</tr>
<tr>
<td>Initial Depression Score, mean (SD)</td>
<td>19.4 (11.7)</td>
</tr>
<tr>
<td>Initial Anxiety Score, mean (SD)</td>
<td>12.5 (9.0)</td>
</tr>
<tr>
<td>Initial Stress Score, mean (SD)</td>
<td>21.5 (8.9)</td>
</tr>
</tbody>
</table>

\(^a\)Dropout was defined as an individual who did not complete all 5 modules.

### Table 3. Multiple regression predicting intention to complete the online-based program.

<table>
<thead>
<tr>
<th></th>
<th>B</th>
<th>SE(^a) B</th>
<th>Standardized beta</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attitude</td>
<td>.072</td>
<td>.078</td>
<td>.126</td>
</tr>
<tr>
<td>Subjective norms</td>
<td>-.013</td>
<td>.013</td>
<td>-.128</td>
</tr>
<tr>
<td>Perceived behavioral control</td>
<td>.325</td>
<td>.090</td>
<td>.436(^b)</td>
</tr>
</tbody>
</table>

\(^a\)SE=standard error.

\(^b\)P=.001

### Factors Predicting Program Completion

A hierarchical multiple regression was employed to examine factors that may affect participant retention, defined as the number of program modules completed. Intention and perceived behavioral control were entered in the first model since these two variables are proposed to predict behavior (ie, the number of modules completed) according to the theory of planned behavior [17]. Age was then entered into the second model because previous literature on attrition from online-based programs has found that age can influence program adherence [12,15,25]. Model 1 was not found to significantly predict the number of modules completed (Model 1: $F_{2,62} = 1.29, P = .28$ adjusted $R^2 = .01$; see Table 4). Rather, the best fitting model for predicting participant retention was the combination of perceived behavioral control, intention, and age (Model 2: $F_{3,61} = 3.20, P = .03$, delta $R^2 = .10$). In this combined model, perceived behavioral control (standardized beta = .295, $P = .038$) and age (standardized beta = .319, $P = .012$) significantly predicted the number of modules completed (see Table 4). A follow-up analysis was conducted to examine whether moderation was occurring between perceived behavior control and age. The moderation analysis was nonsignificant ($P = .78$), suggesting that the presence of age did not moderate the relationship between perceived behavioral control and participant retention. Instead, these two variables in conjunction predict participant retention.
The purpose of this study was to investigate predictors of participant retention in a guided online program for anxiety, depression, and stress symptoms, as measured by DASS scores, did not predict the number of modules completed: $F_{3,61} = 7.14, P = .55$, adjusted $R^2 = -.01$.

### Phone-Based Versus Email-Based Coaching

The effect of the type of contact with the program coach on participant retention was examined using a Mann-Whitney test because of unequal group sizes; 83% (54/65) of participants chose primarily email-based contact with the program coach. Participants who chose phone-based coaching completed more program modules (mean = 4.36, SD = 1.12; median = 5.0). This was compared to participants who chose email-based coaching (mean = 2.81, SD = 1.61; median = 2.0; $U=137; P = .004$). Participants who chose phone-based coaching did not differ from participants who chose email-based contact on any of the theory of planned behavior variables (ie, attitudes, subjective normative beliefs, perceived behavioral control, and intention) or on DASS scores, as examined by a series of Mann-Whitney tests ($P > .05$).

### Discussion

The purpose of this study was to investigate predictors of participant retention in a guided online program for anxiety, depression, and stress in university students through the use of the theory of planned behavior. Within our sample, 65% (42/65) of participants did not complete all 5 core modules of the program. Although this represents a large proportion of participants did not complete all of the modules appeared to be larger in delayed access participants (19/24, 80%) than immediate access participants (23/41, 56%). However, this difference was only marginally significant ($P = .068$) and was likely influenced by an unequal number of individuals who experienced delayed access versus immediate access (24 versus 44, respectively).

To examine this further, we compared the completion rates of only the subjects who were concurrently enrolled in the randomized controlled trial (N = 48). We found that, in this instance, a greater proportion of immediate access participants (15/24, 62.5%) completed all 5 program modules compared to delayed access participants (5/24, 4.17%); $P < .01$. The result of this subanalysis contradicts previous findings of lower completion rates for individuals in experimental conditions compared with control conditions (eg, [3]) and suggests that delayed access in randomized controlled trials may negatively affect participant retention.

According to the theory of planned behavior [16,17], a person’s attitudes, subjective normative beliefs, and perceived behavioral control influence their intention to engage in a behavior. We examined how these variables influenced participants’ intention to complete the online self-help program. We found that the participants’ perceived control over completing the online self-help program significantly predicted self-reported intention to complete the program. Thus, university students who endorsed greater perceived control over their behavior also endorsed greater intention to complete the online program. This finding is consistent with previously reported research on health behaviors, which has shown that perceived behavioral control is an important predictor of behavioral intention as well as actual behavioral change [19,26].

Ajzen [17] asserts that intention to complete a behavior and perceived control over the behavior predict whether a person will engage in the behavior. We did not find that these two variables alone (ie, intention and perceived behavioral control) significantly predicted the number of modules completed. Instead, we found that age and perceived behavioral control significantly predicted participant retention. Older university students, who endorsed more perceived control over completing the online-based program, actually completed more program modules. Previous studies have found that younger participants are more likely to drop out than older participants, though these
studies included adults with a broad range of ages [12,15,25]. Our study found that even in young adulthood (ages 19-28), relatively older participants were more likely to complete online self-help programs. As mentioned above, we also found that when age was entered into the model, greater perceived behavioral control was also found to predict the number of modules completed. The concept of perceived behavior control is closely related to self-efficacy (ie, a person’s judgment of how successfully they can complete a behavior) [17]. Our findings are consistent with health psychology research demonstrating that those with high perceived behavioral control (ie, high self-efficacy) are more likely to adhere to exercise programs [27,28]. Promoting self-efficacy within this target group (ie, university students) may help improve participant retention. Suggested methods for improving self-efficacy include motivation interviewing [29], focusing on the students’ previous successes, vicarious experience (ie, the successes and failures of their peers), and verbal praise [30,31]. These strategies have been demonstrated to improve academic self-efficacy and performance in university students [32,33]. Identifying participants with low self-efficacy and attempting to foster this self-efficacy through the aforementioned strategies may potentially improve adherence and retention in online-based programs for this population. For example, this could be done during an initial phone conversation by reviewing the costs and benefits of changing the participant’s current behavior, discussing when participants can work on the program on a weekly basis, examining past successful life changes, and praising module completion in weekly email or phone conversations. Further research in this area is warranted.

Of note is the absence of a predictive relationship between participants’ intention to complete the online program and the number of modules completed. Consistent with this finding, a recent study investigating attrition from an online treatment for chronic insomnia also failed to find a relationship between intention to complete the program and attrition [26]. The lack of a relationship between intention and behavior may be affected by the study design. Few studies using the theory of planned behavior include prospective designs or objectively measure behavior. When behavior is measured, it is generally done through self-report [18,19]. Within the theory of planned behavior literature, prediction of observable behavior has been found to be more modest than prediction of self-reported behavior [18]. The lack of relationship between self-reported intention and behavior in our study may, in part, be due to the fact that we employed a prospective design and objectively measured behavior. Our relatively modest sample size may have also contributed to the absence of this relationship.

Previous literature on attrition from online-based programs has examined sociodemographic, symptom severity, and treatment characteristics. Some studies have found consistent relationships between the degree of symptom severity and participant dropout [4]. In particular, participants with less severe symptoms have been found to be more likely to drop out from online programs for chronic insomnia, posttraumatic stress, phobia, and panic disorders [12-14,26]. In our study, we did not find that severity of depression, anxiety, and/or stress predicted participant retention. However, unlike many of the aforementioned studies, participants in our study were not required to meet diagnostic criteria for a psychological disorder. Rather, the majority of our sample included university students with subclinical levels of anxiety, depression, and stress. The absence of a predictive relationship between symptom severity and participant retention may have been due to our subclinical sample.

Guided Internet programs for anxiety and depression have been found to be more efficacious than interventions without treatment support [34]. These benefits are obtained even when the individuals providing treatment support are not professionally trained therapists [35,36]. Our program included nontherapist coaches who provided encouragement and support to participants via telephone or email, based on participant preference. The majority of participants chose primarily email-based contact (83%). Yet, participants who chose phone-based coaching completed significantly more modules (on average 4.36 modules) than students who chose email-based coaching (on average 2.8 modules). Given that participants were provided with the option to receive phone- or email-based coaching, this finding might represent a self-selection bias (ie, participants who were more likely to complete the program selected to receive phone-based coaching). However, Kenwright and colleagues found that participants who were randomized to receive scheduled clinician-directed phone calls were less likely to drop out from a computer-aided intervention for obsessive compulsive disorder [8]. Phone-based support may facilitate engagement and rapport, enhancing the participants’ experience in the online-based program, thus improving participant retention. Future research should examine the utility of phone-support as a strategy to improve participant retention in online-based programs.

Limitations

Our study utilized a questionnaire based on the theory of planned behavior, which was designed to be brief and to address our specific hypotheses (ie, predicting participant retention in the online-based program). Further research is necessary to establish the reliability and internal validity of the items in this questionnaire. In addition, the university students who enrolled in the study were primarily female, and hence gender differences in participant retention could not be examined.

Conclusions

This study contributed to the limited literature on predictors of participant attrition and retention in online-based programs. Age, perceived control over completing the program, and the type of coach contact (ie, phone) were found to be important factors in increasing participant retention. Further research is necessary to examine the potential influence of phone-based support versus email support on participant retention. Interventions exploring potential approaches for fostering participants’ perceived behavioral control (ie, self-efficacy) may also be helpful in developing strategies to improve participant retention in online programs.
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Abstract

Background: Face-to-face cognitive behavioral therapy (CBT) and interpersonal psychotherapy (IPT) are both effective treatments for depressive disorders, but access is limited. Online CBT interventions have demonstrated efficacy in decreasing depressive symptoms and can facilitate the dissemination of therapies among the public. However, the efficacy of Internet-delivered IPT is as yet unknown.

Objective: This study examines whether IPT is effective, noninferior to, and as feasible as CBT when delivered online to spontaneous visitors of an online therapy website.

Methods: An automated, 3-arm, fully self-guided, online noninferiority trial compared 2 new treatments (IPT: n=620; CBT: n=610) to an active control treatment (MoodGYM: n=613) over a 4-week period in the general population. Outcomes were assessed using online self-report questionnaires, the Center for Epidemiological Studies Depression scale (CES-D) and the Client Satisfaction Questionnaire (CSQ-8) completed immediately following treatment (posttest) and at 6-month follow-up.

Results: Completers analyses showed a significant reduction in depressive symptoms at posttest and follow-up for both CBT and IPT, and were noninferior to MoodGYM. Within-group effect sizes were medium to large for all groups. There were no differences in clinical significant change between the programs. Reliable change was shown at posttest and follow-up for all programs, with consistently higher rates for CBT. Participants allocated to IPT showed significantly lower treatment satisfaction compared to CBT and MoodGYM. There was a dropout rate of 1294/1843 (70%) at posttest, highest for MoodGYM.

Intention-to-treat analyses confirmed these findings.

Conclusions: Despite a high dropout rate and lower satisfaction scores, this study suggests that Internet-delivered self-guided IPT is effective in reducing depressive symptoms, and may be noninferior to MoodGYM. The completion rates of IPT and CBT were higher than MoodGYM, indicating some progress in refining Internet-based self-help. Internet-delivered treatment options available for people suffering from depression now include IPT.

Trial Registration: International Standard Randomized Controlled Trial Number (ISRCTN): 69603913; http://www.controlled-trials.com/ISRCTN69603913 (Archived by WebCite at http://www.webcitation.org/6FjMhmE1o)
Introduction

Depression is a highly prevalent mental disorder [1] and it is expected to rank as the leading cause of burden of disease in high-income countries by 2030 [2]. Depression is associated with serious disability [3], loss in quality of life [4], and substantial economic costs both at an individual and a societal level [5,6]. Both pharmacological and psychological treatments for depressive disorders are effective in reducing symptoms [7]. Clinical practice guidelines recommend cognitive behavior therapy (CBT) and interpersonal psychotherapy (IPT) as options for psychological treatment [8-10]. CBT is based on the cognitive theory that negative automatic thoughts, maladaptive information processing, and avoidance behavior play a key role in the development and maintenance of depression [11]. IPT originates from interpersonal theory [12]. It links stressful life events and insufficient social support to the development and maintenance of depressive symptoms [13]. Both psychotherapies are brief, highly structured, and can be manualized. CBT and IPT have shown to be effective in reducing depression symptoms compared to treatment as usual [7,14,15]. Meta-analyses show that, when compared head-to-head, CBT and IPT do not differ significantly from one another in their effectiveness [7,14,15].

Both CBT and IPT require significant therapist time. Long waiting lists caused by low workforce numbers are common [16]. Perceived social stigma, which hinders help seeking [17], and high costs [18] may discourage individuals with a psychiatric disorder from seeking professional help. Internet-based self-help interventions offer potential solutions to these barriers. Immediately accessible and less costly, online interventions may offer a valuable alternative to face-to-face therapy. Previous studies and meta-analyses have demonstrated unguided Internet-based self-help interventions to be effective for common mental disorders, with a pooled effect size of 0.28, but dropout rates are high [8]. CBT programs have been successfully delivered on the Internet [19,20]. However, to our knowledge, no study has examined the effectiveness of Internet-based IPT.

The present study examined the effectiveness of Internet-delivered IPT and a new Internet-delivered CBT module (from e-couch [21]) compared to an online CBT intervention (MoodGYM). MoodGYM was originally developed for youth, but has known efficacy in reducing depressive symptoms in adults [22-24]. The trial was designed within a noninferiority framework. Noninferiority trials are used when there is clear evidence of efficacy for an existing standard treatment, such that it is ethically unacceptable to employ a placebo or inactive control group [25] and when a new treatment is hypothesized to have comparable, but not necessarily superior, effectiveness to the established intervention [26]. We hypothesized that the new Internet-delivered modules of IPT and CBT would be noninferior to a CBT module (MoodGYM) in reducing symptoms of depression and anxiety. We also predicted that the Internet-delivered IPT module would be rated by its users as being as feasible, acceptable, and satisfactory as MoodGYM.

Method

Participants and Procedure

This automated, 3-arm, fully self-guided, online noninferiority trial compared 2 new treatments (IPT and CBT) to an active control treatment (MoodGYM) for depressed individuals. The Internet-delivered CBT and IPT interventions (from e-couch) were developed at the Centre for Mental Health Research (CMHR) at the Australian National University (ANU). The e-couch program targets a range of conditions currently (depression, generalized anxiety disorder, social anxiety disorder) with other conditions to be added in the future. It also provides modules for bereavement and loss, as well as divorce and separation. It comprises a mental health literacy component and psychotherapeutic components for each condition (eg, CBT, IPT, applied relaxation, physical activity, and behavioral activation for depression). This study compared the IPT and CBT components with the 4-module version of MoodGYM. To increase external validity, there was no specific promotion for the trial. Spontaneous visitors from around the world who registered on the e-couch website [21] between October 2009 and October 2010 and who showed interest in participating in the research trial (by clicking a “I want more information about the trial” button), were given information about the study. Those who provided both informed consent to participating in the trial (by clicking on the “I agree” button on the webpage) and an email address were then asked to complete an online baseline screening survey. Individuals who were 18 years of age or older and not currently receiving treatment for depression by a mental health specialist were eligible for inclusion in the study. Individuals with suicide intention, as measured with a suicidal ideation screening item on the Web Screening Questionnaire (WSQ) [27], or those who scored above 27 (95th percentile or higher) on the Center for Epidemiological Studies Depression scale (CES-D) at baseline, were immediately provided with an information page containing advice about obtaining appropriate professional help, including emergency help. They could, however, continue to participate in the study. Excluded were individuals who were health professionals treating people with depression or anxiety, researchers reviewing depression or anxiety sites, or students studying anxiety or depression as part of a college or university course. Individuals who did not meet the inclusion criteria were directed to the public version of the e-couch program, which provides interventions for depression, generalized anxiety disorder, and social phobia. Individuals were not required to provide their real names, but were asked to use a pseudonym instead. Ethical approval for the study was provided by the Human Research Ethics Committee of the ANU (protocol number 2008/269). Participants were randomly assigned to MoodGYM, CBT, or IPT, stratified by sex, age, and presenting depression symptom.
severity. The randomization schedule for participant allocation to condition groups was prepared by using an automated system built into the trial software, and randomization occurred automatically. The allocation sequence was concealed from the researchers. Participants randomized to the intervention groups were aware of the allocated arm. Following randomization, an automated email containing log-in details for the assigned program was sent to each participant, at which point the intervention could be accessed immediately.

**Interventions**

All programs were offered over 4 weeks. Users were required to complete the modules in order. Participants were able to revisit previous pages of the modules and scores of previous assessments, but were not able to repeat the assessments. Each week an automated email was sent to advise participants of the availability of their new module. Participants were always offered the option to pause and restart at their chosen time. See Figures 1-3 for screenshots of the 3 programs.

**Internet-Delivered Cognitive Behavioral Therapy (CBT e-couch)**

The Internet-delivered CBT intervention comprised 1 component of the depression stream of e-couch [21] and is based on the principles of CBT [11]. In addition to an explanation of the rationale of CBT, the program consisted of 3 major modules: identifying negative thoughts, tackling negative thoughts, and undertaking behavioral activation (based on activity scheduling developed by Lewinsohn [28]). The program contained 18 exercises and assessments in total, which were saved in a personal workbook.

**Internet-Delivered Interpersonal Psychotherapy (IPT e-couch)**

The Internet-delivered form of IPT comprised 1 component of the depression stream of e-couch [21]. It consisted of 4 modules (grief, role disputes, role transition, and interpersonal deficits) and a personal workbook (containing 13 exercises and assessments). The IPT program was based on the IPT clinician manual of Weissman et al [13], with each of the 4 IPT areas constructed to reflect the areas and topics relevant to each area. Interactive exercises reflected the topics and questions described in the Interpersonal Inventory. Participants did not choose IPT areas, but could decide the order in which they were completed; exercises within each of the IPT areas were not compulsory.

**Internet-Delivered CBT (MoodGYM)**

The online CBT package comprised a 4-module version of MoodGYM [29] delivered over 4 weeks. The details of the program are described elsewhere [30,31]. In this trial, a set of 4 of the CBT modules, a personal workbook (containing 22 exercises and assessments), and a feedback evaluation form were used. The modules cover the identification of and behavioral methods to overcome dysfunctional thinking, assertiveness, and self-esteem training. Each module takes approximately 20 to 40 minutes to complete [31]. The relaxation module was removed from the program for this study to match the time length of the other 2 programs. Previous research has demonstrated that this component is not needed for efficacy [31].

**Measures**

All questionnaires comprised online standard self-report measures taken at baseline (pretest), immediately after the intervention (posttest), and 6 months after the intervention (follow-up). Measures of participant characteristics were collected at baseline, symptoms measures were administered at all 3 time points, and user satisfaction was collected at posttest.

**Participant Characteristics**

The survey included questions concerning sociodemographic characteristics (age, gender, country of origin, location, and education level), previous history of depression, previous use of treatments for depression, marital status, preference for randomization condition, perceived need for treatment, and current medication.

**Primary Outcome Measures: Depressive Symptoms**

**Center for Epidemiological Studies Depression Scale**

The 20-item self-report CES-D was used to assess depressive symptoms (item score: 0-3; total score range: 0-60) [32]. The Internet CES-D is reliable and valid with a cut-off score of 22 (sensitivity: 0.94; specificity: 0.62) [33]. The Cronbach alpha in this study was .90. Because the CES-D was administered online, a cut-off score of 22 is used in this study.

**Secondary Outcomes: Satisfaction, User-Perceived Benefits, and Adherence**

**Client Satisfaction Questionnaire**

The Client Satisfaction Questionnaire (CSQ-8) assesses global client satisfaction with treatments [34]. The 8-item self-report questionnaire uses scale response options from 1 to 4, with total score ranges from 8 to 32. Previous research has reported that the CSQ-8 has high internal consistency [35] and was comparable to the Cronbach alpha in this study (Cronbach alpha=.90).

**Treatment Preference**

Preference for randomization condition was assessed by asking the question “Do you have a preference to be in one of the programs?” at baseline. Participants replied with no preference or “yes, program 1, 2, 3.” These data were included in the analyses (no preference, preference: match/no match).

**Adherence**

Adherence was measured in 2 ways for each individual: (1) completion of posttest surveys (all groups), and (2) the number of IPT, CBT, or MoodGYM modules completed.

**Statistical Analysis**

Noninferiority trials require the a priori specification of a noninferiority margin. We used the confidence interval (CI) approach [36] to define the noninferiority margin for this study. The noninferiority margin of the primary outcome measure CES-D was set at a lower-bound 95% CI pre-post within-group effect size of 0.33, which was based on the lower-bound 95%
CI margin of the pre-post within-group effect size of 0.56 (95% CI 0.33-0.79) of MoodGYM [24]. To decrease the risk of type I error (false acceptance of an ineffective treatment), the standard deviation (SD) of the pretest was used in calculating the lower-bound 95% CI margin of the effect size of 0.56; this yields a conservative estimate of benefit. For noninferiority trials, the null is $E-S \leq -\delta$ and the alternative hypotheses (1-sided) is $E-S > -\delta$, where $E$ is the experimental treatment and $S$ is the standard treatment. Figure 4 shows the formula for calculating the $t$ test statistic when testing noninferiority (using the formula of Mascha and Sessler [26]).

The null hypothesis is rejected to claim noninferiority of the standard control treatment and the new treatment, if $T$ is larger than the value of $T_1$ from a $t$ distribution with $n_E-n_S-2df$ at $1-\alpha$. The $P$ value is the probability of observing a larger value of $T_1$, if the null hypothesis (ie, inferiority) were true in the population sampled from. For a $P$ value less than alpha, we reject the null hypothesis and conclude noninferiority [26]. As this was a noninferiority trial, this criterion did not apply for the upper bound of the CI. Using 1-beta=.90 and alpha=.05 (2-sided), we needed at least 150 participants in each condition at posttest (a total sample of 450 participants) to reach sufficient statistical power.

Data integrity (distribution, outliers, skewness, and kurtosis) tests were conducted. Measures of skewness and kurtosis indicated deviations from normality for baseline CES-D scores because of some extreme responses. The Box-Cox model omitting the pretest scores was fitted and the transformed data were compared with the raw data using mixed model analyses. For ease of interpretation of the test results, only raw data are reported because the conclusions were the same. The baseline characteristics of the 3 groups were compared by using 1-way analysis of variance (ANOVA), and Kruskal-Wallis and Mann-Whitney U tests for continuous measures and chi-square ($\chi^2$) tests for categorical variables.

In noninferiority trials, intention-to-treat (ITT) analysis will often increase the risk of falsely claiming noninferiority (type I error) [37]. Non-ITT analyses are preferred as a protection from ITTs increase of type I error risk [38]. Therefore, the effects of the interventions were analyzed by using both ITT analyses and per-protocol approaches as recommended for noninferiority trials by Piaggio et al [38]. There is greater confidence in results when the conclusions are consistent [38]. To conduct the per-protocol analysis, 2 groups were created: those who returned the posttest and follow-up surveys (completers), and those who completed half or more of the treatment modules and returned the surveys (adherent completers). Linear mixed models (LMM) were used for both types of analyses. Restricted maximum likelihood estimation was used with an unstructured covariance structure accommodation with participant effects. The LMM gives unbiased estimates of ITT effect under the assumption that data from participants who withdrew were missing at random (MAR). Test time was treated as a categorical variable because we were interested in the differences between groups on each occasion of measurement.

Between-group and within-group effect sizes were calculated according to Cohen’s $d$ (standardized mean difference) [39]. Clinically meaningful changes on the CES-D were assessed using the clinically significant change (CSC) formula (with a CES-D score <22) and the reliable change index (RCI) [40]. The RCI reflects the degree of change that occurred beyond the fluctuations of an imprecise measuring instrument, with values greater than 1.96 representing statistically significant change [41]. In the present study, pretest SD scores of the CES-D with a reliability of 0.90 were used in the RCI formula. In addition, analyses were also undertaken for the subsample of participants who had symptoms severe enough to be considered clinical cases at baseline (score $\geq 22$ on the CES-D). Chi-square tests and 1-way ANOVA tests with Bonferroni correction at posttest were used to examine differences in treatment completers and noncompleters (those who completed less than half of the modules). Statistical analyses were conducted using SPSS version 19.0, except for the Box-Cox transformation procedures, which were conducted using Stata 9.
Figure 1. Screenshot of e-couch cognitive behavior therapy (CBT) website.
Figure 2. Screenshot of e-couch interpersonal psychotherapy (IPT) website.
Figure 3. Screenshot of MoodGYM website.
Results

Participants
Of the 10,598 individuals who registered on e-couch during the trial period, 5796 expressed interest in the trial and proceeded to screening. Of these, 3166 did not meet the eligibility criteria (eg, under 18 years of age or currently receiving treatment for depression by a mental health specialist) and were excluded from the study. Of the remaining 2630 participants, 2045 provided informed consent; however, 116 of these did not subsequently verify their email address. Accordingly, a total of 1929 participants were randomized to 1 of the 3 conditions. However, 66 of these participants were excluded after randomization because it became apparent that they were ineligible at baseline for participation (eg, being a researcher or a student, n=21). In addition, 45 randomized participants did not complete the baseline assessment. This was missed at first screening because of a technical fault, but was picked up subsequently. Figure 5 shows the flowchart of participants (CONSORT-EHEALTH checklist [42] presented in Multimedia Appendix 1).

Of the total sample (N=1843), 543 (29.46%) were aged between 25 to 29 years, and most were female, (1334/1843, 72.38%). Participants were primarily Australian or New Zealand residents (751/1843, 40.75%) and most were well educated, having completed postsecondary education (1606/1843, 87.14%). The mean CES-D baseline score was 36 (SD 11.52). There were no significant differences between the groups at baseline with
respect to depressive symptoms ($\chi^2 = 3.1, P=.21$), demographic characteristics (see Table 1), or treatment preference before randomization ($P=.73$).

**Treatment Adherence and Attrition**

In total, 30% (549/1843) of participants completed the posttest assessment and 28% (336/1843) completed the follow-up assessment. Of participants who were adherent to the program (completed 50% or more of the modules), 25.8% (476/1843) and 16% (294/1843) completed posttest and follow-up assessments, respectively. Of the IPT participants, 49.5% (307/620) completed at least half of the intervention (22 modules) and 27.3% (169/620) completed all modules. For the CBT participants, 37.7% (230/610) finished 2 or more modules and 14.4% (88/610) completed all modules. A total of 195 of 613 participants (31.8%) finished half or more of the MoodGYM program. Of these, 10.9% (67/613) finished the whole program. Reasons given for dropout included technical problems, personal issues (lack of time), disease-specific barriers (feeling too depressed to work on the program or not convinced that the program would help), general intervention problems (programs was too long, too much text to read, boring, or too repetitive), specific intervention issues (the examples were not relevant to the participant), or engagement issues (preferred to do something else). Of these, 10.9% (67/613) finished the whole program.

**Effectiveness and Noninferiority**

Results are presented for 3 groups: all participants (all those enrolled in the trial, ITT), completers (all those completing online visits at posttest and at 6-month follow-up), and adherent completers (those completing ≥50% of the modules).

For completers, the within-group effect sizes on the primary outcome measure CES-D were larger for all treatments at posttest (IPT ($d=0.76$ vs CBT $d=0.87$) and follow-up (IPT $d=1.02$ vs CBT $d=1.44$). Between-group effect sizes were small (posttest: IPT vs MoodGYM $d=0.14$, 95% CI $-0.06$ to 0.35; CBT vs MoodGYM $d=0.05$, 95% CI $-0.17$ to 0.26; follow-up: IPT vs MoodGYM $d=0.18$, 95% CI $-0.09$ to 0.45; CBT vs MoodGYM $d=0.12$, 95% CI $-0.15$ to 0.39). Within-group effect sizes for adherent completers ranged from $d=0.74$ to $d=0.90$ at posttest and $d=1.02$ to $d=1.33$ at follow-up. The between-group effect size for IPT vs MoodGYM was higher (posttest: $d=0.23$, 95% CI $0.00$–$0.46$; follow-up: $d=0.31$, 95% CI $0.02$–$0.60$) than that for CBT vs MoodGYM (posttest: $d=0.02$, 95% CI $-0.25$ to 0.22; follow-up: $d=0.04$, 95% CI $-0.26$ to 0.34). The ITT analyses yielded medium within-group effect sizes ($d=0.59$ to $d=0.67$ at posttest and $d=0.66$ to $d=0.80$ at follow-up). Between-group effect sizes were small (posttest: IPT vs MoodGYM $d=0.09$, 95% CI $-0.02$ to 0.21; CBT vs MoodGYM $d=0.01$, 95% CI $-0.10$ to 0.12; follow-up: IPT vs MoodGYM $d=0.09$, 95% CI $-0.02$ to 0.21; CBT vs MoodGYM $d=0.03$, 95% CI $-0.08$ to 0.14). See Table 2 and Multimedia Appendix 2.

The previously determined noninferiority margin ($d=0.33$) was converted to delta=3.795 points differences on the CES-D (based on a SD of 11.5). Using the formula of Mascha and Sessler [26], a completers analysis indicated that IPT compared to MoodGYM was found to be noninferior at posttest ($t_{282}=4.046$, $P<.001$, 95% CI $-0.89$ to 4.73). The mean difference between IPT and MoodGYM on the CES-D for completers at posttest was 1.92 points (95% CI $-0.86$ to 4.70, $P=.17$). MoodGYM participants scored nonsignificantly lower at posttest. CBT completers were also found to be noninferior to MoodGYM ($t_{341}=2.142$, $P=.02$; 95% CI $-3.57$ to 2.33), with a mean difference at posttest of 0.62 points (lower for CBT) which was not statistically significant (95% CI $-2.30$ to 3.54, $P=.68$). For adherent completers, results were similar (IPT vs MoodGYM posttest: $t_{282}=2.246$, $P<.001$; CBT vs MoodGYM posttest: $t_{282}=2.246$, $P<.001$; 95% CI $-3.39$ to 2.91). There was a nonsignificant mean difference between IPT and MoodGYM on the CES-D for adherent completers at posttest of 0.05 which was higher for IPT (95% CI 0.06-0.04, $P=.05$), but not for CBT vs MoodGYM (mean difference: 0.24; 95% CI $-2.88$ to 3.36, $P=.88$, lower for CBT). An ITT analysis also indicated that IPT and CBT were found to be noninferior to MoodGYM (IPT: $t_{231}=4.769$, $P<.001$, 95% CI $-0.41$ to 4.43; CBT: $t_{1221}=3.207$, $P<.001$, 95% CI $-2.27$ to 2.71). Mean depression scores were not significantly different across the 3 programs at posttest (IPT vs MoodGYM: 2.01, 95% CI $-0.32$ to 4.34, $P=.09$, higher for IPT; CBT vs MoodGYM: 0.22, 95% CI: $-2.17$ to 2.61, $P=.86$, higher for CBT).

Table 2 presents the means and SDs for completers, adherent completers, and the ITT sample as produced by the LMM procedure. Because LMM does not yield SDs, we calculated them manually by using the formula $SD = SEM \div \sqrt{N}$. For the completers of posttest and/or follow-up, there was a significant overall improvement over time for all programs on the CES-D ($F_{2,434}=290.309, P<.001$). There was no significant group*time interaction effects on the CES-D at posttest ($F_{4,436,3}=1.15, P=.33$). Results were similar for the ITT sample and the adherent completers (see Table 3).

Residuals of the models were inspected and showed nonnormality. Therefore, to be thorough, power transformations were estimated fitted using a Box-Cox model that included the same terms as the mixed model omitting the pretest scores. The test of deviations of residuals from normality was significant for just the IPT group at posttest ($F_{586,272}=2.36, P=.02$). We compared the contrast results by using the transformed data to the raw data, indicated that they have the same pattern of significance. Because the normality violation was not profound and because it is easier to interpret raw data (and
Retransformation of model estimates is not always appropriate; we have presented raw data in this paper.

Table 1. Baseline demographic, socioeconomic, and clinical characteristics of participants for the e-couch cognitive behavioral therapy (CBT), the e-couch interpersonal psychotherapy (IPT), and the MoodGYM website.

<table>
<thead>
<tr>
<th>Condition</th>
<th>All participants</th>
<th>MoodGYM</th>
<th>CBT</th>
<th>IPT</th>
</tr>
</thead>
<tbody>
<tr>
<td>n/N (%)</td>
<td>1843 (100)</td>
<td>613 (33.26)</td>
<td>610 (33.10)</td>
<td>620 (33.64)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>1334 (72.38)</td>
<td>438 (71.45)</td>
<td>445 (72.95)</td>
<td>451 (72.74)</td>
</tr>
</tbody>
</table>

Age group (years), n (%)

<table>
<thead>
<tr>
<th>Age group (years)</th>
<th>All participants</th>
<th>MoodGYM</th>
<th>CBT</th>
<th>IPT</th>
</tr>
</thead>
<tbody>
<tr>
<td>18-24</td>
<td>307 (16.66)</td>
<td>100 (16.31)</td>
<td>92 (15.08)</td>
<td>115 (18.55)</td>
</tr>
<tr>
<td>25-34</td>
<td>543 (29.46)</td>
<td>181 (29.52)</td>
<td>188 (30.82)</td>
<td>174 (28.06)</td>
</tr>
<tr>
<td>35-44</td>
<td>470 (25.50)</td>
<td>145 (23.65)</td>
<td>164 (26.88)</td>
<td>161 (25.97)</td>
</tr>
<tr>
<td>45-55</td>
<td>338 (18.34)</td>
<td>111 (18.11)</td>
<td>113 (18.52)</td>
<td>114 (18.39)</td>
</tr>
<tr>
<td>&gt;55</td>
<td>185 (10.04)</td>
<td>76 (12.39)</td>
<td>53 (8.69)</td>
<td>56 (9.03)</td>
</tr>
</tbody>
</table>

Country of residence, n (%)

<table>
<thead>
<tr>
<th>Country of residence</th>
<th>All participants</th>
<th>MoodGYM</th>
<th>CBT</th>
<th>IPT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia and New Zealand</td>
<td>751 (40.75)</td>
<td>254 (41.44)</td>
<td>239 (39.18)</td>
<td>258 (41.61)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>454 (24.63)</td>
<td>148 (24.14)</td>
<td>157 (25.73)</td>
<td>149 (24.03)</td>
</tr>
<tr>
<td>United States</td>
<td>350 (18.99)</td>
<td>112 (18.27)</td>
<td>115 (18.85)</td>
<td>123 (19.84)</td>
</tr>
<tr>
<td>Canada</td>
<td>100 (5.43)</td>
<td>28 (4.57)</td>
<td>36 (5.90)</td>
<td>36 (5.81)</td>
</tr>
<tr>
<td>Other</td>
<td>188 (10.20)</td>
<td>71 (11.58)</td>
<td>63 (10.32)</td>
<td>54 (8.71)</td>
</tr>
<tr>
<td>Spouse</td>
<td>914 (49.59)</td>
<td>301 (49.10)</td>
<td>310 (50.82)</td>
<td>303 (48.87)</td>
</tr>
</tbody>
</table>

Education

<table>
<thead>
<tr>
<th>Education</th>
<th>All participants</th>
<th>MoodGYM</th>
<th>CBT</th>
<th>IPT</th>
</tr>
</thead>
<tbody>
<tr>
<td>None, or primary</td>
<td>21 (1.13)</td>
<td>11 (1.79)</td>
<td>4 (0.66)</td>
<td>6 (0.97)</td>
</tr>
<tr>
<td>Secondary</td>
<td>216 (11.72)</td>
<td>70 (11.42)</td>
<td>67 (10.98)</td>
<td>79 (12.74)</td>
</tr>
<tr>
<td>Postsecondary</td>
<td>1606 (87.14)</td>
<td>532 (86.79)</td>
<td>539 (88.36)</td>
<td>535 (86.29)</td>
</tr>
<tr>
<td>Baseline CES-D&lt;sup&gt;a&lt;/sup&gt;, mean (SD)</td>
<td>36.01 (11.52)</td>
<td>35.34 (11.61)</td>
<td>36.29 (11.04)</td>
<td>36.38 (11.86)</td>
</tr>
<tr>
<td>Current medication&lt;sup&gt;b&lt;/sup&gt;, n (%)</td>
<td>754 (40.91)</td>
<td>253 (41.27)</td>
<td>255 (41.80)</td>
<td>246 (39.68)</td>
</tr>
</tbody>
</table>

<sup>a</sup>CES-D: Center for Epidemiological Studies Depression scale.

<sup>b</sup>Any prescribed current medication.
Figure 5. Flowchart of participants.
Table 2. Results and effect sizes (Cohen’s d) for the Center for Epidemiological Studies Depression scale (CES-D) for completers and adherent completers, and for intention-to-treat (ITT) analyses.

<table>
<thead>
<tr>
<th>Program</th>
<th>Test time, n; mean (SD)</th>
<th>Within-group effect size, d (95% CI)</th>
<th>Between-group effect size, d (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pretest</td>
<td>Posttest</td>
<td>Follow-up</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pre-post</td>
<td>Pre–follow-up</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completers of posttest (n=549) and/or follow-up (n=336)</td>
<td>0.18 (0.56,0.96)</td>
<td>1.02 (0.76,1.28)</td>
<td>IPT vs MoodGYM</td>
</tr>
<tr>
<td></td>
<td>IPT</td>
<td>206; 35.65 (11.85)</td>
<td>206; 26.22 (12.92)</td>
</tr>
<tr>
<td></td>
<td>CBT</td>
<td>181; 34.46 (11.31)</td>
<td>181; 23.68 (13.34)</td>
</tr>
<tr>
<td></td>
<td>MoodGYM</td>
<td>162; 35.19 (12.44)</td>
<td>162; 24.30 (14.10)</td>
</tr>
<tr>
<td>Adherent completers of posttest (n=476) and/or follow-up (n=294)</td>
<td>0.14 (0.02,0.60)</td>
<td>0.23 (0.00,0.46)</td>
<td>IPT vs MoodGYM</td>
</tr>
<tr>
<td></td>
<td>IPT</td>
<td>192; 35.60 (11.79)</td>
<td>192; 26.38 (13.25)</td>
</tr>
<tr>
<td></td>
<td>CBT</td>
<td>158; 34.30 (11.79)</td>
<td>158; 23.09 (13.25)</td>
</tr>
<tr>
<td></td>
<td>MoodGYM</td>
<td>126; 34.41 (11.32)</td>
<td>126; 23.33 (13.25)</td>
</tr>
<tr>
<td>ITT posttest and follow-up (N=1843)</td>
<td>0.09 (0.02,0.21)</td>
<td>0.09 (0.02,0.21)</td>
<td>IPT vs MoodGYM</td>
</tr>
<tr>
<td></td>
<td>IPT</td>
<td>620; 36.38 (11.51)</td>
<td>620; 26.59 (20.27)</td>
</tr>
<tr>
<td></td>
<td>CBT</td>
<td>610; 36.29 (11.51)</td>
<td>610; 24.80 (21.34)</td>
</tr>
<tr>
<td></td>
<td>MoodGYM</td>
<td>613; 35.34 (11.52)</td>
<td>613; 24.58 (22.43)</td>
</tr>
</tbody>
</table>

Within-group follow-up effect size for completers is based upon the following pretest scores: IPT (n=129, mean 35.66, SD 12.05); CBT (n=115, mean 34.89, SD 11.05); MoodGYM (n=92, mean 34.13, SD 12.65); within-group follow-up effect size for adherent completers is based upon the following pretest scores: IPT (n=119, mean 35.48, SD 11.91); CBT (n=101, mean 34.68, SD 11.90); MoodGYM (n=74, mean 33.77, SD 11.92).

In favor of MoodGYM.

In favor of CBT.

Table 3. Effectiveness of Internet-delivered programs with depression score (CES-D) as dependent variable.

<table>
<thead>
<tr>
<th>Depression score</th>
<th>Posttest</th>
<th>Follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time</td>
<td>Groupxtime</td>
</tr>
<tr>
<td></td>
<td>F (df)</td>
<td>P</td>
</tr>
<tr>
<td>Total sample</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completers</td>
<td>290.309  2,434.0</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Adherent completers</td>
<td>260.021  2,386.7</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Intention-to-treat</td>
<td>382.60 2,484.155</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Clinical cases</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completers</td>
<td>306.190  2,368.8</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Adherent completers</td>
<td>275.800  2,327.7</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Intention-to-treat</td>
<td>306.190 2,368.8</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
Clinically Significant Change and Reliable Change Index for Completers

For completers, no significant differences in CSC were found between the 3 programs at posttest ($\chi^2=1.78$, $P=.41$) and follow-up ($\chi^2=3.70$, $P=.16$). The number of participants showing CSC at posttest were $n=61$ for IPT, $n=65$ for CBT, and $n=52$ for MoodGYM. For adherent completers, results were similar. Using the formula of Jacobson and Truax [40] for RCI (the degree of change that occurred beyond the fluctuations of an imprecise measuring instrument) with a Cronbach alpha of .90, all programs reached the RCI critical value of 1.96 at posttest (IPT: 2.01; CBT: 2.41; MoodGYM: 2.21) and follow-up (IPT: 2.78; CBT: 3.82; MoodGYM: 2.86). The RCI results were similar for adherent completers at posttest (IPT: 1.97; CBT: 2.40; MoodGYM: 2.47) and follow-up (IPT: 2.76; CBT: 3.59; MoodGYM: 3.28; see Table 4).

Clinical Cases

Analyses were also undertaken for the subsample of participants who had symptoms severe enough to be considered clinical cases at baseline. A CES-D value $\geq 22$ is considered to indicate clinical caseness [31]. For the ITT sample scoring $\geq 22$ on the CES-D, analyses showed a significant overall improvement over time for all groups on the CES-D ($F_{2,368.8}=306.190$, $P<.001$). No differences between the treatments over time were found on the CES-D ($F_{4,451.2}=0.976$, $P=.42$). Within-group effect sizes on the primary outcome measure CES-D were small for all treatments at posttest (IPT $d=0.55$; CBT and MoodGYM $d=0.56$) and medium at follow-up (IPT $d=0.65$; MoodGYM $d=0.61$) except for IPT, which was small (IPT $d=0.58$). The RCI was below the critical value of 1.96 at posttest for all programs. At follow-up, all programs reached the critical value of 1.96 (IPT: 2.26; CBT: 2.51; MoodGYM: 2.46). For completers and adherent completers scoring $\geq 22$ on the baseline CES-D, results were similar (see Table 3). RCI for completers was above 1.96 for all programs at posttest (IPT: 2.93; CBT: 3.26; MoodGYM: 3.47) and follow-up (IPT: 3.84; CBT: 4.80; MoodGYM: 4.97). RCI for adherent completers was above 1.96 for all programs at posttest (IPT: 2.95; CBT: 3.40; MoodGYM: 3.57) and follow-up (IPT: 4.00; CBT: 4.93; MoodGYM: 4.77, see Multimedia Appendix 3).

### Treatment Satisfaction

There was a significant difference between the 3 interventions in treatment satisfaction scores at posttest for completers as measured with the CSQ-8 ($F_{2,535}=18.75$, $P<.001$). Post hoc analyses using Tukey’s honestly significant difference (HSD) test showed that participants randomized to IPT ($n=201$) had a significantly lower total satisfaction score (mean 20.55, SD 4.80) compared to MoodGYM ($n=158$; mean 22.81, SD 4.58) with a mean difference of 2.26 (SD 0.49, $P<.001$) and CBT ($n=179$; mean 23.26, SD 4.47) with a mean difference of 2.71 (SD 0.48, $P<.001$).

### Table 4. Proportion of participants reaching the criteria for clinically significant change (score $<22$) on the Center for Epidemiological Studies Depression scale (CES-D).

<table>
<thead>
<tr>
<th>Treatment condition</th>
<th>Baseline caseness, n (%)</th>
<th>Clinically significant change</th>
<th>6-month follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Posttest n (%)</td>
<td>Adherent completers n (%)</td>
</tr>
<tr>
<td>IPT (n=610)</td>
<td>581 (95.2)</td>
<td>61 (32.0)</td>
<td>55 (32.7)</td>
</tr>
<tr>
<td>CBT (n=620)</td>
<td>581 (93.7)</td>
<td>65 (38.2)</td>
<td>61 (43.6)</td>
</tr>
<tr>
<td>MoodGYM (n=613)</td>
<td>575 (93.8)</td>
<td>52 (34.7)</td>
<td>41 (39.4)</td>
</tr>
</tbody>
</table>

aCompleters posttest IPT ($n=194$), CBT ($n=170$), MoodGYM ($n=150$).

bAdherent completers posttest IPT ($n=168$), CBT ($n=140$), MoodGYM ($n=104$).

CCompleters 6-month follow-up IPT ($n=124$), CBT ($n=110$), MoodGYM ($n=82$).

dAdherent completers IPT ($n=102$), CBT, MoodGYM ($n=61$).

### Discussion

**Principal Results: Noninferiority, Effectiveness, and Efficacy**

The present study is the first to show that Internet-delivered IPT can be effective in the treatment of depressive symptoms at posttest and at 6-month follow-up. Both the IPT and the CBT online interventions employed in the trial showed significant medium to large within-group effect sizes on the CES-D for completers and adherent completers. For the ITT sample, effect sizes were smaller, but still moderate in size. Of the clinical cases, completers and adherent completers showed medium to large effect sizes on posttest and follow-up ratings. We found that IPT and CBT were noninferior compared to MoodGYM for those who returned posttest, and between-group effect sizes were small. Although recent MoodGYM studies report similar effect sizes to our study, our conclusions need to be taken with some caution given that the effect size found in this study differed from the effect size from the initial study, and therefore might hamper assay sensitivity. Furthermore, the new CBT program reached consistently higher, but not significant, effect sizes compared to the IPT and the standard MoodGYM program. Overall, the between-group effect sizes were larger for IPT versus MoodGYM compared to CBT versus MoodGYM.
Comparison With Prior Work

Our findings of the equivalent effectiveness of CBT and IPT are concordant with previous research on face-to-face interventions [7]. The within-group effect size for completers of MoodGYM found in our study was similar to that of 2 recently published studies of unguided MoodGYM [23,43], but was considerably higher than the trial conducted by its originators in 2004 [22,24]. To be able to draw reliable conclusions of noninferiority, it is important to establish effect sizes of similar size to prior trials. To minimize bias, it is important to replicate the conditions under which the control treatment was previously examined (eg, the same population sample, outcome measures, assessment time points, and delivery of treatment). MoodGYM is automated and has fidelity as an intervention. We have no reason to assume that omission of the MoodGYM relaxation module accounts for the difference in the effect size found in this study, because removal did not affect treatment effectiveness in a previous dismantling study [31]. The most likely cause of the observed differences lies in the different samples recruited. The present study recruited participants directly from those visiting a self-help website, whereas the original study consisted of a sample of participants selected randomly from the Australian electoral roll. The present sample had higher depression scores at baseline compared to the original trial [22,24]. The difference in dropout rate (42% in the original study vs 70% in our study) might also account for the higher effect size we found for our completer analysis, because the effect size in our ITT sample (MoodGYM $d=0.66$) is more similar to the effect size of the completers in the originators study (MoodGYM $d=0.56$) [22,24]. Lower dropout rates in the original study may have arisen from the addition of weekly phone calls by lay interviewers, which might be considered as minimal contact therapy [44] and might affect the dropout rate [45]. However, a recent study by Farrer et al [23] found no significant difference in dropout between participants receiving weekly telephone calls in addition to MoodGYM and those receiving only self-guided MoodGYM. This aside, we can conclude that Internet-delivered IPT is likely to be an effective treatment for depressive symptoms, and thereby offers people with depression another online treatment option.

The CSC rates in the current study were lower than those reported in other online studies [46,47]. One explanation for this finding might be that those studies incorporated guidance, whereas this study was fully automated. Another explanation might be that the baseline CES-D scores were higher in this study than typically found in other studies [47]. Hence, the drop in CES-D score required to achieve a score in the nonclinical range (ie, a CSC) is more difficult to reach. Clinical cases of the ITT samples showed no reliable change. However, completers of clinical cases showed reliable change for all programs at posttest and follow-up. CBT reached consistently higher RCI rates. CBT might be superior to IPT and/or MoodGYM. However, as we did not set our hypothesis a priori to test noninferiority between IPT and CBT, or superiority between CBT and the other programs, conclusions cannot be drawn because of insufficient power.

Feasibility and Satisfaction

There was no significant difference in treatment preference at baseline before randomization. This lack of preference for treatment condition is important, because it suggests that a disparity between the preferred and allocated conditions was unlikely to negatively impact disproportionately on the findings. However, treatment satisfaction ratings were significantly lower for the IPT program compared with MoodGYM and CBT. One explanation for these findings may be related to what people were looking for in an online intervention. Also, although there were no patient program preferences before randomization, it is unknown how participants felt about being randomized to IPT immediately postrandomization but before exposure to the treatment. Online CBT is widely known, whereas fewer individuals know about IPT. To the extent that the social psychological literature has demonstrated that familiarity breeds liking, it may be possible that differences in satisfaction in treatment were driven in part by differences in familiarity with each treatment. Another explanation may be that the IPT program was too brief. Adherence to the treatment was considerably lower than the original MoodGYM trial [22]. As mentioned earlier, the influence of weekly telephone calls in the original study might have influenced the dropout rate, as might the source of participants from among spontaneous visitors to a self-help website. Some studies of unguided self-help have reported similar dropout rates [43,48,49], but others have not [7,50]. Completion rates for the new IPT and CBT programs were significantly higher than for MoodGYM. This could suggest that the new programs are more acceptable, particularly to adults. Within a noninferiority framework, this finding is very important, because newer implementations of e-therapy were at least as effective as MoodGYM, whereas completion rates—a key problem in this field [51]—were higher. However, MoodGYM is a well-known open-access program. Some participants assigned to MoodGYM could have undertaken the program previously, and if so may have been less willing to finish the intervention.

Limitations

This study has several limitations. First, as mentioned previously, the effect size found in this study differs from that on which we based the noninferiority margin and power calculation. Second, the noninferiority margin of the primary outcome measure is usually based on the lower-bound CI of the between-group effect size of the traditional treatment [36]. In our case, this would be an effect size of 0.33 and a lower-bound 95% CI of 0.11 [24]. To reach sufficient statistical power to be able to detect a significant difference, we would need at least 14,000 participants per condition. Therefore, we used an alternative approach to calculate the lower-bound noninferiority margin. Based on the study of Mackinnon et al [24] we used the within-group effect size of 0.56 instead. This resulted in a noninferiority margin of an effect size of 0.33, which is a 3,795 difference on the CES-D. Although this difference is still liberal, an effect size of 0.30 is considered as the minimum for clinically meaningful change [52]. Third, LMM is based on the MAR assumption, while dropout rates were very high. It is widely recognized that the MAR assumption is untenable. MAR assumes that the pattern of missing data does not depend on the
unobserved data. This is a substantially weaker assumption than missing completely at random (MCAR), in which the data are missing independent of values of the observed and unobserved data. Therefore, LMM is the most robust of the methods for analyzing the data.

Low adherence, however, could underestimate differences between groups, and therefore increase the likelihood of finding noninferiority. However, our completer analyses revealed no statistical differences in effectiveness between the 3 programs. Nevertheless, our conclusions need to be taken with caution given the high dropout rates. One possible explanation of the difference in attrition rates across the programs might be that MoodGYM takes longer to complete compared with the other programs, and lengthier programs might be associated with greater attrition [31]. Although MoodGYM had the highest dropout rate, dropout was high among all conditions, a finding that is common for Internet interventions. High dropout rates are likely with minimal exclusion criteria, unguided interventions [44,45], and little or no financial commitment [51]. However, a recent study by Hilvert-Bruce et al [53] showed that noncompleters derive benefit before dropping out. Also, there were significant baseline differences (CES-D score, gender, age) between participants who completed the programs and those who did not, which might indicate selection bias. The ITT analyses demonstrated effects nevertheless. In addition, it was unknown whether participants used other treatments during the study. This could mask real differences between groups if this use of additional treatments was more prevalent for 1 group compared with the others. Because we did not measure additional use of other treatments, we cannot rule this possibility out entirely. Finally, in face-to-face IPT, one focus is chosen, whereas in the Internet-delivered IPT, all modules were undertaken by the participant.

Future research is needed to replicate IPT noninferiority compared to CBT programs, to test whether the new CBT program is superior to other programs, to examine whether guided Internet-delivered IPT is as effective as face-to-face IPT, to investigate methods to improve adherence, to investigate whether IPT would also be effective outside of a randomized controlled trial setting, and whether Internet-delivered IPT is also effective in the treatment of other disorders, such as social phobia or panic disorder. It is important that future research investigates individual characteristics, such as recent life events, that predict treatment response for IPT. There will also be value in investigating whether a planned extended version of e-couch IPT will yield higher satisfaction ratings.

Conclusions

Although a firm conclusion regarding the noninferiority of IPT and the sustainability of results compared to CBT cannot be drawn yet, we can conclude that Internet-delivered IPT is an effective treatment for depressive symptoms, and thereby offers those with depression another online treatment option. An Internet-accessed IPT program could potentially be more appealing to IPT-trained therapists than a CBT-based one, perhaps making such clinicians more likely to recommend it to their clients. In the United Kingdom, the first wave of the Increasing Access to Psychological Therapies (IAPT) initiative was CBT only, but recently it has been expanded to other approaches, including IPT. Given that MoodGYM is already a resource used within IAPT (mostly without support), Internet-delivered IPT could well be a feasible option in second-wave IAPT services. Furthermore, the new e-couch CBT program was shown to be noninferior to the active CBT-based control program and thus may provide an open-access alternative to MoodGYM. Another important finding is that the completion rates of the new treatments were higher, indicating some progress in refining Internet-based self-help.

Acknowledgments

This study was funded by the Faculty of Psychology and Education of the VU University, Amsterdam, and the Center for Mental Health Research at The Australian National University. HC is supported by NHMRC Fellowship 525411. KG is supported by an NHMRC Senior Research Fellowship No 525413. We wish to thank Ada Tam, Philip Batterham, Jos Twisk, Bob Forrester, Filip Smit, and Lisanne Warmerdam for their helpful comments and participation in the project.

Conflicts of Interest

The interventions investigated in the current study were developed at the Centre for Mental Health Research, The Australian National University. HC and KG are authors and developers of the MoodGYM and e-couch websites, but derive no personal or financial benefit from their operation.

Multimedia Appendix 1

CONSORT-EHEALTH checklist V1.6.2 [42].

[PDF File (Adobe PDF File), 996KB - jmir_v15i5e82_app1.pdf ]

Multimedia Appendix 2

Mean depression scores over time for interpersonal psychotherapy (IPT), cognitive behavior therapy (CBT), and MoodGYM (intention-to-treat, N=1843).
Multimedia Appendix 3

Results and effect sizes (Cohen's d) for Center for Epidemiological Studies Depression scale (CES-D) per protocol and intention-to-treat (ITT) analyses for clinical cases (≥22 on the CES-D).

References


Abbreviations

ANU: The Australian National University
CBT: cognitive behavioral therapy
CES-D: Center for Epidemiological Studies Depression scale
CMHR: Centre for Mental Health Research
CSC: clinically significant change
CSQ-8: Client Satisfaction Questionnaire
IAPT: Increasing Access to Psychological Therapies
IPT: interpersonal psychotherapy
ITT: intention-to-treat
LMM: linear mixed model
MAR: missing at random
RCI: reliable change index
WSQ: Web Screening Questionnaire

©Tara Donker, Kylie Bennett, Anthony Bennett, Andrew Mackinnon, Annemieke van Straten, Pim Cuijpers, Helen Christensen, Kathleen M Griffiths. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 13.05.2013. This is an open-access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Original Paper

Web-Based Counseling for Problem Gambling: Exploring Motivations and Recommendations

Simone Rodda¹,², BSc (Hons); Dan I Lubman¹,², PhD, FRANZCP, FACHAM; Nicki A Dowling³, PhD; Anna Bough¹, BSW; Alun C Jackson³, PhD

¹Turning Point Alcohol and Drug Centre, Fitzroy, Australia
²Eastern Health Clinical School, Monash University, Melbourne, Australia
³Problem Gambling Research and Treatment Centre, University of Melbourne, Victoria, Australia

Corresponding Author:
Simone Rodda, BSc (Hons)
Turning Point Alcohol and Drug Centre
54-62 Gertrude Street
Fitzroy, 3065
Australia
Phone: 61 0384138433
Fax: 61 0394181012
Email: simoner@turningpoint.org.au

Abstract

Background: For highly stigmatized disorders, such as problem gambling, Web-based counseling has the potential to address common barriers to treatment, including issues of shame and stigma. Despite the exponential growth in the uptake of immediate synchronous Web-based counseling (ie, provided without appointment), little is known about why people choose this service over other modes of treatment.

Objective: The aim of the current study was to determine motivations for choosing and recommending Web-based counseling over telephone or face-to-face services.

Methods: The study involved 233 Australian participants who had completed an online counseling session for problem gambling on the Gambling Help Online website between November 2010 and February 2012. Participants were all classified as problem gamblers, with a greater proportion of males (57.4%) and 60.4% younger than 40 years of age. Participants completed open-ended questions about their reasons for choosing online counseling over other modes (ie, face-to-face and telephone), as well as reasons for recommending the service to others.

Results: A content analysis revealed 4 themes related to confidentiality/anonymity (reported by 27.0%), convenience/accessibility (50.9%), service system access (34.2%), and a preference for the therapeutic medium (26.6%). Few participants reported helpful professional support as a reason for accessing counseling online, but 43.2% of participants stated that this was a reason for recommending the service. Those older than 40 years were more likely than younger people in the sample to use Web-based counseling as an entry point into the service system (P=.045), whereas those engaged in nonstrategic gambling (eg, machine gambling) were more likely to access online counseling as an entry into the service system than those engaged in strategic gambling (ie, cards, sports; P=.01). Participants older than 40 years were more likely to recommend the service because of its potential for confidentiality and anonymity (P=.04), whereas those younger than 40 years were more likely to recommend the service due to it being helpful (P=.02).

Conclusions: This study provides important information about why online counseling for gambling is attractive to people with problem gambling, thereby informing the development of targeted online programs, campaigns, and promotional material.
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Introduction

Internet interventions have the potential to cover large geographical areas at low cost and reach marginalized and difficult-to-reach populations [1]. Their potential for anonymity and convenience has increased access to information and counseling to groups such as young men [2], in addition to attracting new treatment seekers [3]. Particularly relevant to highly stigmatized disorders, such as problem gambling, Web-based (online) counseling has the potential to address common barriers to treatment, including shame and stigma [4,5]. Indeed, shame has been identified as a significant barrier to help seeking for problem gambling, as well as a reason for gamblers wanting to recover without formal assistance and not wanting others to know about the problem [6-8]. Research on Internet interventions and problem gambling has included investigating the effectiveness of self-directed Internet therapies [9], online peer-support groups and message boards [10,11], and tailored feedback on assessment [12]. With the exception of an evaluation of a UK program which provided the first publicly funded synchronous real-time chat intervention for problem gambling [13], no further research has been published on online counseling (ie, synchronous real-time chat) and problem gambling.

Research conducted in online counseling environments has typically attempted to identify similarities and differences to the therapeutic alliance found in face-to-face or telephone counseling [14]. Online counseling shares similarities with these other forms of counseling in that it is synchronous and involves at least 2 parties, but the lack of verbal, aural, and physical cues, argued to be critically important to the development of therapeutic alliance, is absent. Indeed, the disadvantages of online counseling have been well documented, and include a lack of audio and visual cues, limited capacity to develop a therapeutic alliance, and modality issues, such as typing speed, consent, privacy, and comfort with the medium [4,15,16]. Although legitimate concerns, it is possible that some clients find these issues attractive and as perceived benefits of online counseling.

The motivations of people involved in ongoing online treatment were captured in a small study by Cook and Doyle [17], who interviewed clients in their third or later session of predominately email counseling for a range of issues, including mental health and relationships. They found motivations for using email and chat included viability (believing this mode would be effective), disinhibition (lowered embarrassment or fear of judgment), cost, travel, the ease of developing an honest client-therapist relationship, and confidentiality/flexibility. In addition, clients said the benefits of a documented written text meant there was the capacity to read over and reflect on counseling sessions. This study has been used extensively as the basis for why people access online counseling, but the themes were based on the responses of only 9 participants, with just 3 engaged in real-time chat. Since this time, multiple studies have examined motivations of those engaged in appointment-based (often involving a cost) services and identified a number of additional motivators, including convenience, privacy and anonymity, face-to-face wait times, and access to specialized services [3,17-19]. To date, Leibert et al [18] conducted the only study to consider motivations as well as perceived advantages and disadvantages of using online counseling. This study found the reasons for using online counseling were similar to the perceived advantages (ie, anonymity, flexibility, emotional expression).

There is minimal research involving free online counseling without an appointment. However, investigations of motivations for using real-time chat provided without appointment have been conducted with clients and counselors of the Kids Helpline, an Australian telephone and online service providing counseling to young people. One of these studies attempted to identify the motivation for using online counseling over telephone or face-to-face counseling by recruiting young people waiting for a real-time chat counseling session into online focus groups [19]. A range of motivational factors emerged, including privacy and an emotionally safe environment (eg, reduced exposure, privacy, control), and issues around time (more time to reflect).

Although these studies are important in identifying why people use online counseling, there are several constraints that may limit their generalization to immediate interventions. These include relatively small sample sizes (some as low as 9 participants), as well as a lack of clarity on the nature of service offered (ie, typically email rather than chat). Studies have also tended to focus on the lack of face-to-face elements rather than possible benefits associated with their absence, and only 1 study involving adolescents directly asked about motivations for accessing counseling online over telephone or face-to-face services [19]. In addition, participants in these studies have predominately been drawn from ongoing appointment-based counseling, with limited research into the experiences of those accessing free services without appointment. Lastly, few studies have sought to explore motivations for using online counseling as well as the impact of their experience on reasons for recommending that modality to other people with a similar problem.

The aim of the current study was to determine reasons for choosing and recommending online counseling. Based on previous research examining ongoing clients involved in a range of online modalities (eg, chat, email), as well as young people engaged in brief interventions provided via real-time chat, we expected themes to emerge associated with anonymity, confidentiality, flexibility, and factors associated with the modality (ie, record of session). We did not expect that cost, therapeutic alliance, and counselor credentials, which are similar to telephone and face-to-face services, would be a reason for using or recommending online counseling over other options. In addition, recent research on barriers to help seeking for problem gambling [8] indicate shame and stigma to be barriers to engaging in professional and nonprofessional help among younger people (18-39 years of age). As such, we expected motivations for accessing online counseling would differ by age, with younger clients (<40 years) being more likely to endorse factors around shame and embarrassment than older clients.
Method

Participants

There were 241 participants with concerns about their own gambling, who accessed online counseling offered by the Australian national online counseling site Gambling Help Online [20] between November 2010 and February 2012. Six participants left both open-ended questions blank and were removed, leaving a final sample of 235 participants. Participants were more often male (57.4%) than female (42.6%), and ages ranged from younger than 30 years (30.6%), between 30 to 39 years (29.8%), between 40 to 49 years (20.9%), to older than 50 years (18.8%). Participants were most often engaged in nonstrategic forms of gambling, including electronic gaming machines, lotteries, bingo, and Keno (70.6%), than strategic forms of gambling, such as wagering, casino gambling, and sports betting (29.4%). A preference to gambling online was reported by 16.9% of participants. All participants were classified as problem gamblers as measured by the Problem Gambling Severity Index (PGSI) of the Canadian Problem Gambling Index (CPGI) [21] (mean 21.6, SD 4.0, range 8-27). Almost two-thirds of participants (62.1%) were new treatment seekers for problem gambling, with 33.6% having received counseling previously and 3.8% currently seeking treatment at another service. Participants with previous help seeking had accessed face-to-face (68.8%), telephone (15.1%), chat or email help from Gambling Help Online (9.7%) or other sources, such as international websites (6.5%). Most sessions occurred outside traditional business hours, including evenings and weekends (69.8%), and participants represented all states across Australia, except the Northern Territory.

Participants were offered an electronic exit survey at the completion of an online counseling session. The survey was provided as a link when a counseling session was terminated and was not promoted by the counselor or pop-up technology. The response rate for completing the exit survey was 17.1%. This response rate is comparable to online surveys that do not involve follow-up reminders, pop-ups, or other methods to increase participation [22,23].

To determine the representativeness of the current sample, the demographics of participants were compared with the total population of 1219 clients who completed a real-time chat counseling session with Gambling Help Online between November 2010 and February 2012. Chi-square ($\chi^2$) analysis indicated that there were fewer participants younger than 40 years ($\chi^2 = 27.1, P<.001$), and significantly more participants who had previously sought counseling online, via telephone or face-to-face ($\chi^2 = 12.3, P=.002$), in the research sample than the total client group. There were no significant differences between groups in terms of gender, ethnicity, severity, type, or mode of gambling.

Procedure

Participants were offered an exit survey at completion of a counseling session via Gambling Help Online. This service provides real-time chat and email support to approximately 1500 people affected by problem gambling each year. Gamblers, family, and friends can access the service anonymously by completing a brief demographic survey and registering with an email address. Available 24/7, this service provides immediate free access to professional counselors without an appointment [24].

The service primarily provides counseling, information, and referrals for a range of gambling concerns. Brief interventions via reactive (inbound) helplines typically include brief assessment, feedback, and advice (eg, limiting time and money, scheduling alternative activities). Provided as single sessions, counselors responding to chat requests have qualifications in psychology or social work with training and expertise in the area of problem gambling. A typical session is delivered over a 45-minute period, although the amount of content covered online is approximately half of that discussed in face-to-face or telephone environments.

As part of a larger study, ethics approval was granted from the University of Melbourne’s Human Research Ethics Committee (ID: 1034028) and the Department of Justice’s Human Research Ethics Committee (JHREC) CF/10/17108. The exit survey was delivered at the end of the counseling session and contained 2 open-ended questions designed to elicit the motivations for choosing online counseling over other modalities. These included (1) What made you decide to use online counseling over other types of assistance (eg, telephone helpline, face-to-face counseling)? and (2) Would you recommend online counseling to someone concerned about a gambling issue (yes/no)? Why is that? The overall survey included a range of post-session indicators and took between 10 and 15 minutes to complete. On completion, participants saved the survey, which was stored in a secure online database.

Data Analysis

The open-ended responses pertinent to this study were analyzed using content analysis [25]. This method was chosen because client responses were diverse (ie, 1 word to full-sentence responses) and we were interested in capturing novel and new themes as well as the extent of similarity of experience. In addition, this method of analysis allowed us to examine responses against previously developed categories and use an inductive approach to expand these new categories to represent the motivations of participants engaged in online counseling. Responses were capped at 200 characters and ranged between 1 and 52 words. Responses were typically brief, with participants responding with an average 11 words (median 8, IQR 4-15).

When new categories emerged that were distinctly different to those previously reported, the researchers developed new labels and descriptions for these categories that were added to the dataset. Two of the researchers developed categories independently that captured all of the data (SR and ND), with a third researcher arbitrating differences and contributing toward the final category development (DL). To ensure categories were mutually exclusive, a number of categories were combined (eg, privacy and confidentiality) and subcategories developed.

Once initial categories were established, 2 researchers coded the entire sample and continuously checked categories with each other to ensure consistency (SR and AB). Responses varied from 1-word descriptions to sentences involving multiple
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reasons for using online counseling. As such, the unit of analysis was ideas or themes. For example, responses such as “access” and “I find it easier to access” were coded as accessibility. Responses including multiple ideas were coded into multiple categories. For example, the response “easy to use in comfort of home, safe, less confrontational” was coded into 2 categories, access from home and comfortable. Items that were ambiguous or not relevant to the motivation for treatment seeking were excluded from analysis (eg, “I have a gambling problem”). Participant quotes reported in this paper have been provided verbatim except with minor alterations to spelling. Words added to assist readability are indicated within parentheses.

Following the initial analysis to identify themes and develop categories, 2 raters undertook 3 hours of training in the application of the data dictionary (ie, definitions of categories and subcategories). They each coded 30 responses for the 2 open-ended questions (13% of the sample). As described by Neuendorf [25], the results of pilot testing were used to improve and adapt the coding dictionary before final coding and items with low responses were collapsed into single categories. Items were checked for interrater reliability using Cohen’s kappa (κ), which calculates percent agreement while correcting for chance. Scores of .41 to .60 indicate moderate agreement, .61 to .80 substantial agreement, and .81 to 1 almost perfect agreement [26]. A high interrater agreement was achieved ranging between .89 and .98. Eleven items were then resolved via consensus between the 2 raters, with a third researcher (DL) providing arbitration where consensus was unable to be reached.

To determine whether participants experienced online counseling differently according to age, gender, gambling type, and previous treatment experiences, data were analyzed via a series of chi-square procedures or t tests where data were continuous. A McNemar nonparametric test was used to determine change in reasons for use over reasons for recommending across the sample. Proportions reported throughout the results relate to the number of participants who freely reported each item rather than how many of the sample agreed with that reason.

Results

Participants

There were 222 participants who provided 351 reasons for using online counseling (13 participants did not respond to this question). Reasons reported by participants fell into 4 broad categories: (1) confidentiality and anonymity, (2) convenience and accessibility, (3) service system access, and (4) therapeutic medium. The same 4 broad themes emerged as to why people recommended online counseling, with the addition of access to helpful professional support. A total of 229 participants provided 351 reasons for recommending the service (6 participants were excluded due to insufficient information for classification).

Confidential and Anonymous

Over one-quarter (27.0%) of participants mentioned issues around confidentiality and privacy as reasons for choosing online counseling over telephone or face-to-face counseling, and 21% stated that this was a reason for recommendation. For some participants, online counseling provided a discrete option that could be engaged in without others knowing. This may be due to the gambling itself being hidden from others or the act of seeking help being hidden. For some, online counseling provided a safe, private, and secure option where family, friends, or coworkers would not overhear the individual discussing the problem: “My phone bills are viewable by work or family; I don’t wish to be traced to calling for help” (male, 30-34 age group).

Anonymity was described as “not as daunting,” “not exposed,” and “not sharing problems with people you know.” It was viewed as an enabling factor to speaking about the problem, often for the first time: “It enabled me to face up to the fact that I have a gambling problem and talk to someone anonymously. It is the first time I have spoken to anyone about my despair over not being able to control my gambling” (female, 55-59 age group).

There was concern about being judged and embarrassment about having a gambling problem. Some participants described their experiences of having a gambling problem as a “disgrace,” and that they were “ashamed” and frequently embarrassed. For some, help seeking was “demeaning,” with 1 participant saying that they were able to admit the problem, but not accept the embarrassment of disclosure. For others, embarrassment had prevented exploration of phone or face-to-face options: “I feel very embarrassed about even ringing making an appointment and/or meeting someone face to face. After tonight I have more confidence about eventually consulting with a counselor; in the meantime, I feel it’s given me an avenue of help” (female, 60-64 age group).

Again, anonymity appeared to be an enabling factor for overcoming embarrassment and talking to a counselor online. Some participants separately related embarrassment to the benefits of anonymity and privacy. Indeed, when exploring why they would recommend the service, participants discussed feeling less judged and having increased control over the session: “It’s easy to be honest about feelings when anonymous. It is very difficult to talk about the extent that problem gambling affects all areas of life. Online appears less judgmental and the option is always there to switch off and run away if need be” (female, 55-59 age group).

Convenience and Accessibility

Over half of participants (50.9%) stated that the reason they chose online counseling over telephone or face-to-face counseling was due to convenience, although only one-quarter (25.8%) cited convenience as a reason they would recommend online counseling to others.

Almost one-quarter (24.3%) of participants said they chose online counseling because it was easy, simple, flexible, convenient, and accessible. For some, easy access referred to being able to reach the service when experiencing difficulty: “The least effort to get counseling when you feel really down” (male, 30-34 age group).

Two time factors emerged, one around immediacy and the other around 24-hour access. Participants said they were attracted by online counseling because it was easy, simple, flexible, and accessible. For some, easy access referred to 24-hour access. Participants said they were attracted by online counseling because it was easy, simple, flexible, and accessible.
contact was typically in response to distress related to gambling behavior and wanting to speak with someone immediately. For others, accessing online counseling was a spontaneous decision that was facilitated by the absence of an appointment process: “It was available; I saw the literature at the club earlier tonight and thought I’d give it a go” (female, 40-44 age group, 3:14 am).

Similarly, 24-hour access was attractive as it provided a help-seeking option at a convenient time, including evenings, overnight, and weekends. A small number of participants described a preference for accessing online counseling from home. For these participants, the physical comfort and not having to go to an office was attractive. For others, online counseling provided a low cost option in which a landline was not available to call a helpline (mobile telephone calls to helplines are charged at standard call rate).

### Service System Access

Approximately one-third (34.2%) of participants stated the reason for using online counseling was related to service system access, although only 17.3% cited service system access as a reason for recommending online counseling to others. Specifically, 16.7% of participants identified online counseling as a good first step in both disclosing the gambling problem for the first time and accessing counseling: “I thought that it was a good place to start to get a feel for what I should and may expect from going to see a counselor face to face. It was a good first step and the online counselor provided information for me to go see a counselor” (male, 30-34 age group).

Sixteen participants cited dissatisfaction with other help (7.2%). This included a range of issues, such as wait lists or helplines not answering and unsatisfying interactions with counselors from other services. Some participants said they had tried everything else and were seeking a different perspective. In addition, 4 participants said that they did not know what other services were available or were not able to find any information on other options.

Referral to online counseling via advertising, word of mouth, and referral from other services was stated as a reason for using online counseling by 16 participants. Advertising and word of mouth were the reasons 11 participants came to the site, and included online and television advertising, as well as information found via search engines, gambling venues, or other websites. Two participants said that they chanced across the site and decided to “give it a go.” For 5 participants, online counseling provided a referral to other forms of help: “Initially did online counseling to enquire about face-to-face counseling. It was also an opportunity to experience it for the first time” (male, 35-39 age group).

Only 3 participants stated they used online counseling as an adjunct to other treatment. For these participants, it was a method of accessing support between counseling appointments, for relapse prevention, or when their counselor was unavailable.

### Therapeutic Medium

Thirty-three participants (26.6%) reported that they preferred online counseling to face-to-face or telephone counseling because of modality-specific features, with 17.9% citing these factors as a reason for recommendation. This included a preference to talk to, or through, a computer rather than face to face. For these participants, the experience of chatting online was viewed as easier than talking face to face or via the telephone: “It’s easier to talk to a screen” (female, 25-29 age group).

Participants identified a range of online counseling features as attractive, including the extended delivery time (ie, time to think and reflect), the capacity to review and save transcripts, as well as the act of writing over speaking. One participant also suggested this was a reason for recommending online counseling: “It’s less pressure. Writing actually makes you think about the situation in a logical [way]. Helps make order out of chaos” (male, 40-44 age group).

Eight participants reported that it was easier to express emotions using online counseling compared to telephone or face-to-face counseling. This was particularly the case where there was extreme distress and associated embarrassment: “It was late at night and I was very upset and crying so I would not have made any sense trying to talk to anyone” (female, 35-39 age group); “I do not like talking on phones and I prefer to cry without anyone seeing me” (female, 30-34 age group).

A few participants (4.5%) specifically stated that online counseling was more relaxed, comfortable, and less confronting than telephone or face-to-face counseling: “Less confronting at the moment, it’s easier when things are so bad to be anonymous” (female, 60-64 age group).

In this case, the participant identified anonymity of the counselor as important. Indeed, a range of factors described previously, including anonymity, lack of physical presence, and the perception that they felt less judged appeared to facilitate honest communication.

### Helpful Professional Support

Few participants stated that they used online counseling because they thought it would provide access to professional and helpful support, but almost half of participants (43.2%) stated that this was a reason to recommend online counseling. Helpful professional support was highlighted as helpful for improving mood (eg, emotional regulation), confidence in resisting urges (eg, awareness of triggers), and addressing gambling cognitions (eg, alteration of gambling-related cognitions about winning): “I gained useful facts that opened my eyes and helped me realize that the machine is designed to make money and for you to lose it” (male, 20-24 age group).

Eighteen participants reported that they experienced the relationship with the online counselor as nonjudgmental and understanding, and indicated that the counselor knew what they were going through. Participants said counselors provided...
“thought-provoking questions” without “sugar-coating it.” Being able to access an independent/neutral professional was viewed as helpful in problem solving. In this situation, the counselor was viewed as empathic, expert, and credible: “Because I feel much better in myself and I didn’t feel judged in any way” (female, 30-34 age group).

Online counseling was recommended as a source of information and/or strategies. This included referral to other services and exploration of treatment options. Some participants described online counseling as “putting them in the right direction” and helping them to find the right resources: “They helped me out. They came back with answers; phone numbers, just general help. It was just nice to know there was someone on the other side, reading your problems and telling you their opinion” (female, 25-29 age group).

Overall, 87.7% of participants said that they would recommend online counseling to someone with a gambling problem. Fourteen participants (6.3%) stated that they did not like the medium or that it was generally unhelpful. Ten participants (4.5%) had specific issues with the counselor, involving miscommunication, a perceived lack of listening skills, or the delivery of empathy. Lastly, a small number of participants (2.1%) experienced problems with the technology itself, premature disconnection, or service dropout.

Differences in Reported Motivations by Key Demographic and Help-Seeking Variables

We found few demographic differences between gender, age, gambling type (strategic and nonstrategic), preferred modality (face-to-face, online, or phone), severity of problem gambling, help-seeking experiences (new, current, or previous treatment seeking), time of contact, and reasons for using online counseling. However, those older than 40 years were more likely to use online counseling as an entry point into the service system (38.7%) compared with those under 40 years (26.1%; $\chi^2_{1} = 4.2$, $P=.045$), whereas those engaged in nonstrategic betting (eg, electronic gaming machines) were more likely to be motivated to use online counseling as an entry point into the service system (36.0%) compared with strategic gamblers (19.3%; $\chi^2_{1} = 6.8$, $P=.01$). Those older than 40 years were more likely to recommend it because of its privacy and potential for anonymity (25.8%) compared with those younger than 40 years (14.8%; $\chi^2_{1} = 4.4$, $P=.04$), whereas those younger than 40 years (47.2%) were more likely than those older than 40 years (31.2%) to recommend online counseling because it was helpful ($\chi^2_{1} = 5.9$, $P=.02$).

Given the similarities of response between motivations and recommendations, we were interested in the degree of movement between these 2 variables. In terms of movement between motivations for use and reasons for recommending, 34 (35.7%) participants changed their initial response about convenience when asked why they would recommend online counseling. Of these, 18 (7.7%) participants changed their response to convenience (from another motivation), whereas 66 (28.1%) did the reverse ($\chi^2_{1} = 26.3$, $P<.001$). For service access, 67 (28.5%) participants changed their initial response, with 49 (21.0%) participants subsequently not identifying it as a reason for recommendation, whereas 18 (7.7%) did the reverse ($\chi^2_{1} = 13.4$, $P<.001$). There was also a significant change in the proportion of participants endorsing helpful professional advice, with 93 (39.6%) participants subsequently endorsing helpfulness as a reason for recommendation, and only 3 the reverse ($\chi^2_{1} = 82.5$, $P<.001$). There was no significant change in the proportion of those endorsing anonymity/privacy or therapeutic medium. That is, those who endorsed these reasons did not significantly alter their response when asked why they would recommend online counseling.

Discussion

Principal Findings

This exploratory study provides a first look at the reasons why people choose online counseling over telephone or face-to-face counseling and why they would recommend it to someone else with a gambling problem. As expected, themes around anonymity and confidentiality emerged, as well as flexibility, albeit within the larger theme of convenience and accessibility. Openness of expression overlapped with a range of factors associated with the therapeutic modality, including a preference for writing instead of talking. Therapeutic alliance and counselor credentials, which are similar to telephone and face-to-face services, were not a reason for using online counseling, but access to helpful professional support as well as the development of a therapeutic alliance was a reason to recommend online counseling. The hypothesis that younger people would endorse more factors around shame and stigma than older people was not supported.

The findings of this study indicate that motivations for using online counseling over telephone or face-to-face counseling is in response to barriers, such as shame and stigma, and accessibility [7,27], but there are important differences, such as being able to easily reach help when experiencing distress or when highly motivated. Although our findings on age and gender by shame or stigma differed to those reported by Hing et al [8], we did find that males were more motivated than females by convenience and less by the immediacy the medium provided. In addition, younger people were also more likely to recommend online counseling due to its convenience than people older than 40 years. Clearly, the environment in which counseling is accessed is increasingly relevant in online counseling, where privacy is of concern during business hours, possibly when the individual is help seeking from a place of employment.

Congruent with previous research involving those engaged in a range of Internet interventions, concerns around anonymity and privacy, as well as easy and convenient access, emerged [10]. Anonymity in previous studies has been related to “perceived anonymity” [17], anonymity such that others are not aware of their treatment seeking [3], and being physically unseen by the counselor [18]. We found that anonymity was typically associated with an absence of identifying personal information (eg, their name), as well as both theirs and/or the counselor’s physical presence. Adolescents contacting the Australian Kids...
Helpline reported that the privacy of being online involved not wanting others to know that counseling was being sought at that moment (eg, late at night when others are asleep, or being overheard on the phone) [19]. These findings are also consistent with previous research, with online clients reporting greater concerns about their own physical environment (eg, being heard by someone else in the house) than helpline callers, who reported fears of the Internet being unsafe [28].

In addition to differences between face-to-face, telephone, and online environments, the current research identified important differences between immediate and appointment-based online interventions. Our study involved those accessing a free service that provided an immediate intervention. The intervention typically involves motivational interviewing and/or behavioral strategies [29] following a brief screen of gambling severity and the immediate impact of problem gambling (ie, level of distress). Although these therapeutic interventions have been found effective for problem gambling, there has been almost no research on the effectiveness of these interventions delivered at a time when the participant is eager, ready, and willing to talk. Indeed, participants talked about being highly motivated to act, which was often in response to distress, anger, or anxiety. A desire for emotional relief may partially account for the speed of immersion found in this and other studies [18,19], whereby the participant is already thinking about their concern prior to the counseling session commencing.

Despite participant uptake of anonymous online counseling, there is scant research on the clinical benefits of providing an immediate intervention. It is perhaps surprising given widespread funding for helpline and online services across most areas of mental health, that minimal research exists on the impact of providing an intervention at the moment the person is experiencing harm. Over the past 3 years, the advent of smartphones and other mobile devices has significantly increased the frequency of interventions occurring at the time of the event (eg, low mood) [30,31] rather than at some future time (ie, akin to appointment-based services). In addition, the utility of immediate interventions have also been explored in the context of emergency departments versus primary care, suggesting 85% of presentations relate to non-life-threatening issues [32]. In this setting, the presentation is not related to an accident or emergency, but patients present because of a range of factors, including convenience and access. A model by Padgett and Brodsky [33] of accident and emergency presentations suggests an interaction of predisposing issues (eg, social support), enabling factors (eg, accessibility), and perceived need (eg, level of distress), and partially explains why our participants would choose online over telephone or face-to-face services.

Few participants chose online counseling because it would provide helpful professional support, but when asked why they would recommend it to someone with a gambling concern, the fact that the intervention helped became important. Previous research involving clients in ongoing treatment indicated viability was a reason for choosing online counseling [17]. Although a few participants mentioned service viability as a motivator, the main theme that emerged in our study was related to helpfulness of professional support. Given that it could be expected that telephone and face-to-face services also provide helpful professional support, we suspect that the immediacy of the intervention, that is at the right time and right place, was important.

Participants were primarily asked the reasons for recommending online counseling to obtain additional information related to their motivations. Indeed, responses were similar across motivations and recommendations, except for the emergence of helpful professional support. Understanding the characteristics and experiences in relation to movement between these variables could have practical implications in terms of clinician training and evaluating service effectiveness. For example, shame and embarrassment is repeatedly reported as a concern for highly stigmatized conditions, but there is minimal literature describing how interventions and services best address this issue. In practical terms, it would be helpful to know whether it is clinically more important to address the reason for presenting to a service (ie, anonymity) or to provide an intervention that addresses the presenting issue (ie, gambling). Indeed, our study indicated that some participants did not shift perspective (ie, were motivated by anonymity and also provided this as a reason for recommendation), whereas others did shift (ie, motivated by anonymity and would recommend online counseling because it helped).

Limitations

This research is the first to explore motivations of an adult population accessing immediate, online counseling for problem gambling. However, there are several limitations that need to be considered. First, participants in this sample were older than the population from which they were drawn and more often had sought help previously. Individual experiences combined with a slightly older demographic may mean that the motivations of some groups, including younger people, were underrepresented. In addition, we had expected issues around shame and stigma to be more frequently reported by younger than older participants. Our sample was slightly older than the total online counseling population, but still younger than other research involving adult gamblers (ie, 61% of our sample was younger than 40 years of age). It is possible that stigma is an issue for any age group or that issues such as access and convenience are more relevant for this population.

Second, surveys of help-seeking motivations are bound by the context and source of participants. As with the current study, they are typically cross-sectional, not capturing shifting motivations to change or motivations or readiness to seek treatment (eg, influence of gambling harms, social pressure, and time since last bet). Indeed, most previous surveys have involved clients of face-to-face or helpline counseling services, or identified perceived barriers of individuals not currently seeking help. Typically, these surveys have not been offered at the time the help was being sought and were retrospective reports. Although our study examined motivations at the time the decision was made, it is possible these reports were biased by their experiences of accessing the service.

Third, whether motivations are better identified via open-ended questioning or rating scales needs further investigation. As suggested by Pulford et al [7], many barriers to help seeking
for gambling are not identified until prompted. Our study found approximately half of the sample were motivated by convenient and easy access, but it is possible that this was important to a larger proportion of the sample. In addition, the use of qualitative research methods allows us to be fairly confident that we are representing the views of participants, but there are issues with drawing conclusions related to the impact of motivations on recommendations. For example, we found significant movement between motivations and recommendations on convenience, service access, and helpfulness, but no significant change in anonymity/confidentiality and therapeutic medium. It is possible experiences, including the degree to which participant expectations are met, influence reasons for recommendation. Often client surveys include a question about whether the service would be recommended, typically as an indicator of satisfaction or rates of referral. However, responses may well be a better indicator of what happened in the intervention and whether they met participant expectations, rather than as an indicator of referral, which is possibly unrealistic when highly stigmatized conditions are involved. Indeed, service usage statistics for Gambling Help Online indicate that fewer than 10% of clients state their knowledge of the service was derived via a referral from a family member, friend, or professional.

Conclusions

In summary, we found that reasons for choosing online counseling over telephone or face-to-face services include issues of confidentiality/anonymity, accessibility, service system access, a preference for features of the therapeutic medium, and professional support. Given the rapid expansion of service systems in response to the opportunities presented by technology, it is timely to identify the motivations for using services so that they can be better targeted, promoted, and configured. Most front-end gambling services, including telephone and online, are established at least in part to refer people to face-to-face services, but our research suggests referral to services that cannot be accessed at a convenient time or place, or where a referral is deemed unnecessary, requires further investigation. Ultimately, this would require the development of an evidence base, which demonstrates the uptake, usage, focus, and effectiveness of all clinical interventions on offer. This should also identify the dimensions of the counseling session that contributes toward perceived helpfulness, including the impact of counselor qualifications and counseling methods (including session focus, therapeutic techniques, and mechanics of online counseling) on client outcomes. Given many online clients indicate that online counseling was not just a first step, but the only step in changing behavior, there is an urgent need to develop and evaluate online single session interventions. To do this effectively, the reasons people are drawn to different services need to be further examined.
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Background: Heart failure patients with implantable defibrillators place a significant burden on health care systems. Remote monitoring allows assessment of device function and heart failure parameters, and may represent a safe, effective, and cost-saving method compared to conventional in-office follow-up.

Objective: We hypothesized that remote device monitoring represents a cost-effective approach. This paper summarizes the economic evaluation of the Evolution of Management Strategies of Heart Failure Patients With Implantable Defibrillators (EVOLVO) study, a multicenter clinical trial aimed at measuring the benefits of remote monitoring for heart failure patients with implantable defibrillators.

Methods: Two hundred patients implanted with a wireless transmission–enabled implantable defibrillator were randomized to receive either remote monitoring or the conventional method of in-person evaluations. Patients were followed for 16 months with a protocol of scheduled in-office and remote follow-ups. The economic evaluation of the intervention was conducted from the perspectives of the health care system and the patient. A cost-utility analysis was performed to measure whether the intervention was cost-effective in terms of cost per quality-adjusted life year (QALY) gained.

Results: Overall, remote monitoring did not show significant annual cost savings for the health care system (€1962.78 versus €2130.01; P=.80). There was a significant reduction of the annual cost for the patients in the remote arm in comparison to the standard arm (€291.36 versus €381.34; P=.01). Cost-utility analysis was performed for 180 patients for whom QALYs were available. The patients in the remote arm gained 0.065 QALYs more than those in the standard arm over 16 months, with a cost savings of €888.10 per patient. Results from the cost-utility analysis of the EVOLVO study show that remote monitoring is a cost-effective and dominant solution.
Conclusions: Remote management of heart failure patients with implantable defibrillators appears to be cost-effective compared to the conventional method of in-person evaluations.

Trial Registration: ClinicalTrials.gov NCT00873899; http://clinicaltrials.gov/show/NCT00873899 ( Archived by WebCite at http://www.webcitation.org/6H0BOA29f).
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Introduction

Recent guidelines based on the evidence from randomized controlled trials recommend the use of implantable cardioverter defibrillators (ICD) and defibrillators for cardiac resynchronization therapy (CRT-D) for the management of chronic heart failure (HF) patients [1]. The conventional approach to cardiac device follow-up consists of scheduled in-office visits at intervals ranging from 3 to 6 months [2]. Because of increasing patient volumes, routine follow-up contributes a significant burden to already overstrained clinics in terms of time, capital, and human resources required, and to patients and caregivers in terms of travel and time. Remote monitoring allows assessment of device function [3] and patients’ HF-related parameters at home [4], and may represent a safe, effective, and cost-saving way to significantly reduce in-office follow-up visits that are a burden for both hospitals and patients [5].

Cost-effectiveness and cost-utility analyses are scientific approaches that can help justify the value of new interventions and, thus, informs both medical decision making and public policy [6]. Remote monitoring programs for HF have shown a positive effect on clinical outcomes [7]. However, the evidence for cost-effectiveness is limited and does not include the full range of perspectives [8]. In 2002, a systematic review of cost-effectiveness studies of telemedicine interventions concluded that there was no good evidence that telemedicine is a cost-effective means of delivering health care, but none of the studies used cost-utility [9]. In a recent systematic review of 47 economic evaluations of telemedicine interventions from 2004 to 2010, 11 were cost-effectiveness analyses and 7 were cost-utility analyses [10]. In a meta-analysis of 14 randomized clinical trials of remote monitoring for patients with HF, only 4 studies using structured telephone support examined health care costs [11].

Thus, prospective health-economic studies are needed to correctly determine the clinical and economic benefits of systematic remote monitoring in patients with ICD and CRT-D [5,12]. We conducted a multicenter clinical trial, the Evolution of Management Strategies of Heart Failure Patients With Implantable Defibrillators (EVLVO) study (ClinicalTrials.gov NCT00873899), aimed at measuring the benefits of remote monitoring of chronic HF patients implanted with wireless transmission-enabled ICD/CRT-D endowed with specific diagnostic features for HF [13]. The primary clinical endpoint of the EVLVO study was to determine whether remote monitoring was associated with different rates of emergency department (ED) and urgent in-office visits for HF, arrhythmias, or ICD-related events compared to patients in the standard-treatment arm. Details of primary and secondary clinical endpoints are published elsewhere [14]. This paper focuses on the economic evaluation of the intervention and its cost utility. We hypothesized that remote device monitoring represents a cost-effective approach.

Methods

Study Design

The study design is described in detail elsewhere [13]. Briefly, the EVLVO study is a prospective, randomized, open, multicenter clinical trial designed to compare remote monitoring of chronic HF patients with ICD/CRT-D (remote arm) to the current standard of care (standard arm; ClinicalTrials.gov NCT00873899). Two hundred patients implanted with a Medtronic (Minneapolis, MN, USA) wireless transmission-enabled ICD/CRT-D were enrolled by 6 Italian hospitals and randomized to receive either the Medtronic CareLink Home Monitor for remote transmission [15] (Figure 1) or the conventional method of in-person evaluations. Patients in the standard arm were followed for a 16-month period with scheduled in-office visits at 4, 8, 12, and 16 months. For the remote arm, patients had in-office visits at 8 and 16 months, but remote transmissions replaced their in-office visits at 4 and 12 months. In the remote arm, all alerts regarding clinical management (intrathoracic impedance for fluid accumulation monitoring, atrial arrhythmias, and ICD shocks delivered) were turned on for wireless notification through the CareLink Home Monitor, but no audible alerts were used. Hospital staff accessed patients’ data via the Web-based Medtronic CareLink Network (Figure 2). In the standard arm, patients did not have access to the CareLink Network, and the alerts were turned on for audible notification only. All system-integrity alerts were turned on for both wireless and audible notification in the remote arm and for only audible notification in the standard arm. Management strategies and data collection were predefined and have been previously described [13].

The research protocol of this study was approved by the Institutional Review Boards of the 6 participating hospitals (4 hospitals in Milan, 1 in Pavia, and 1 in Brescia). The investigation conforms to the principles outlined in the Declaration of Helsinki. All patients gave written informed consent. This trial is reported in accordance with the Consolidated Standards of Reporting Trials of Electronic and Mobile Health Applications and Online Telehealth (CONSORT-EHEALTH) [16].
Figure 1. Medtronic CareLink home monitor.
Objectives
This paper summarizes the economic evaluation of the intervention. The analysis was conducted with the perspectives of the health care system and the patient. A cost-utility analysis was performed to measure whether the intervention was cost-effective in terms of cost per quality-adjusted life year (QALY) gained.

Health Care System Perspective
The objective of this analysis was to determine whether the total costs incurred by the health care authority for the patients in the remote arm were different from those in the standard arm. Costs included urgent and nonurgent in-office visits, scheduled and unscheduled remote follow-ups, ED visits, hospitalizations, and diagnostic examinations. All costs are expressed in Euro (€) and refer to the fiscal year 2010. A top-down approach was used for in-office visits, ED visits, hospitalizations, and diagnostic examinations. All costs are expressed in Euro (€) and refer to the fiscal year 2010. A top-down approach was used for in-office visits, ED visits, hospitalizations, and diagnostic examinations. These costs, therefore, correspond to the specific public tariffs from the diagnosis-related group (DRG) system offered by the regional health care authority. Remote follow-ups were not covered by an official reimbursement scheme in Italy at the time this study was conducted, as in other European countries [17]. However, the attribution of an economic value to remote follow-ups was necessary to properly include their cost for the health care system and to compare remote to standard management. In the countries where a reimbursement for remote follow-ups is recognized, this is in-line with that of in-office visits [15,18,19]. Thus, the cost of a remote follow-up was assumed to be equal to that of an in-office visit, and reduced by 50% if not followed with a phone call to the patient. In Italy and other countries, the use of the technology (the remote monitoring device, network server, and website) is included in the initial cost of the ICD without any adjunctive fee [20], thus it does not represent a marginal cost in the economic evaluation.

However, the introduction of a yearly fee to device manufacturers covering the use of technology is a current topic of debate [21]. France is the only European country where the service is covered by the national health care insurance, with an average fee of €900 for the life of the device [22]. Therefore, a different scenario was included assuming a fee of €900 per patient for renting the remote monitoring device, the network server, and the website. An average device life span of 5 years was assumed according to recent studies [23,24]. In the EVOLVO study, the patients in both study arms were implanted with the same devices (ie, remote monitoring capabilities were available for both the intervention arm and the control arm). Therefore, the cost of the device was not included in the economic evaluation because it did not represent a marginal cost. All Medtronic ICDs currently sold in the Italian market have remote monitoring capabilities, as do most ICDs sold in Italy. Moreover, the tariff received by the hospitals for an ICD implantation is fixed and it does not vary according to the type of device implanted. New hardware investments were not requested for remote monitoring in the hospitals because the existent information technology services of the hospitals were sufficient to support the transmissions. Transportation costs were included in the patient perspective only because they are not reimbursed by the health care system. Data regarding the number of activities provided and events occurring to patients during the study period were systematically collected in an electronic database.
Patient Perspective

The objective of this analysis was to determine whether the costs for in-office and ED visits incurred by patients and their caregivers in the remote arm were different from those in the standard arm. The cost of each visit was related to out-of-pocket expenses, including transportation, room and board, and wages lost by patients and family caregivers. Because the newest generation of Medtronic devices are able to automatically transmit data wirelessly, the time used by patients for remote follow-ups was null. These data were collected through questionnaires administered to patients at baseline. Fares of €0.47 per kilometer and €25.67 per hour were used for travel by car and by taxi, respectively. Patient-reported costs were used for other means of transportation and room and board. National wage data were used to calculate wages lost by patients and family caregivers. Hourly wages of €7.82, €10.19, €18.99, €15.06, and €10.40 were used for workers, employees, managers, entrepreneurs, and other self-employed workers, respectively.

Cost-Utility Analysis

A cost-utility analysis was conducted using the costs assessed with the health care system perspective and QALYs. QALYs were calculated based on the answers of the EQ-5D questionnaires submitted by each patient at baseline and at 16 months. Utility values (from 0 to 1) were calculated using the European EQ-net VAS set [25]. Utility values were calculated only if all 5 of the EQ-5D dimensions were answered. Moreover, missing utility values at the study exit were imputed using regression models [26], in which the dependent variable was the utility value at 16 months, and the independent variable was the baseline value. Finally, the cost-utility ratio was computed as differential costs between remote arm and standard arm over 16 months, and differential QALYs. Because of the presence of a baseline imbalance in mean utility values between the study arms, a regression-based adjustment was applied to calculate differential QALYs controlling for baseline utility values [27].

Statistical Analysis

Descriptive statistics were reported as mean and standard deviation (SD) for normally distributed continuous variables or median and interquartile range (IQR) in the case of skewed distributions. Normality of distribution of statistics was tested by means of the nonparametric Kolmogorov–Smirnov test. Differences between mean data were compared by using t tests. A Mann–Whitney nonparametric test was used to compare non-Gaussian variables. Differences in proportions were compared by using chi-square (χ²) tests.

Cost data are typically highly skewed because a few patients incur particularly high costs. Despite the usual skewness in the distribution of costs, statistical analysis comparing medians and using standard nonparametric methods may provide misleading conclusions [28]. The arithmetic mean is the most informative measure for policy decisions, and the t test on untransformed data is appropriate for costs because it is the only method addressing a comparison of arithmetic means [29]. Moreover, the t test is considered reliable for moderately large sample sizes. Therefore, the t test was used for cost analyses. A P value <.05 was considered significant. All statistical analyses were performed by using IBM SPSS Statistics version 19 (IBM SPSS, New York, NY, USA).

Results

Baseline Characteristics and Summary of Clinical Endpoints

Table 1 summarizes the baseline characteristics of patients. Ninety-nine patients were randomly assigned to the remote arm and 101 patients to the standard arm. Demographic and clinical parameters were similar between the study arms. Fifteen patients died during the course of the study (7 in the remote arm and 8 in the standard arm), and 9 patients were withdrawn (3 patients in the remote arm and 6 in the standard arm) (Figure 3). Table 2 summarizes the results of the primary and secondary clinical endpoints, expressed as number of events and annualized rates per patient-year. A detailed analysis of the baseline characteristics of patients and the clinical endpoints is published elsewhere [14].

Health Care System Costs

The cost of in-office visits was €23.75, the mean cost of ED visits was €28.91 (range €22.38-€29.69), the mean cost of hospitalizations was €3865.45 (range €213.61-€25,727.70), and the mean cost of diagnostic examinations was €17.71 (range €3.95-€102.93). The mean annual cost for the management of the patients in the remote arm was lower than that in the standard arm (€1962.78 versus €2130.01; P=.80), although statistical significance was not reached (Table 3). Overall, remote monitoring of HF patients with implantable defibrillators did not show significant annual cost savings for the health care system. Focusing on the cost components, remote monitoring implied, on average, a lower cost for protocol-defined clinic visits than the standard management, since 2 of 4 in-office visits were replaced by scheduled remote follow-ups. According to the primary clinical endpoint, the cost of ED visits and urgent in-office visits was statistically significantly lower in the remote arm (P=.04). But remote monitoring required higher costs for nonurgent in-office visits, and an additional cost to perform unscheduled remote follow-ups as a consequence of automatic wireless remote notifications via CareLink. Most of the annual cost savings (€223.80) were from hospitalizations, which represents the main cost component (91% of the annual cost in the standard arm). Specifically, some of the patients in the standard arm experienced a higher number of HF-related hospitalizations compared to the patients in the remote arm. However, no statistically significant difference was detected between the 2 groups. Finally, the cost of diagnostic examinations was similar between the 2 groups.
Table 1. Demographics and baseline clinical characteristics of patients at the time of enrollment (N=200).

<table>
<thead>
<tr>
<th>Patient characteristics</th>
<th>Standard arm (n=101)</th>
<th>Remote arm (n=99)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male gender, n (%</td>
<td>76 (75.2)</td>
<td>81 (81.9)</td>
<td>.34</td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td>69 (60-73)</td>
<td>66 (60-72)</td>
<td>.14</td>
</tr>
<tr>
<td>New York Heart Association (NYHA) class, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Class I</td>
<td>13 (12.9)</td>
<td>11 (11.1)</td>
<td>.80</td>
</tr>
<tr>
<td>Class II</td>
<td>68 (67.3)</td>
<td>71 (71.7)</td>
<td></td>
</tr>
<tr>
<td>Class III</td>
<td>20 (19.8)</td>
<td>17 (17.2)</td>
<td></td>
</tr>
<tr>
<td>Primary prevention, n (%)</td>
<td>95 (94.1)</td>
<td>87 (87.9)</td>
<td>.20</td>
</tr>
<tr>
<td>Time since implantation &gt;6 months, n (%)</td>
<td>46 (45.5)</td>
<td>45 (45.5)</td>
<td>.90</td>
</tr>
<tr>
<td>Comorbidities, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>52 (51.5)</td>
<td>46 (46.5)</td>
<td>.57</td>
</tr>
<tr>
<td>Diabetes</td>
<td>26 (25.7)</td>
<td>22 (22.2)</td>
<td>.68</td>
</tr>
<tr>
<td>Chronic kidney disease</td>
<td>22 (21.8)</td>
<td>21 (21.2)</td>
<td>1.00</td>
</tr>
<tr>
<td>COPD</td>
<td>15 (14.9)</td>
<td>19 (19.2)</td>
<td>.50</td>
</tr>
<tr>
<td>LV ejection fraction (%), median (IQR)</td>
<td>30 (25-34)</td>
<td>31 (25-35)</td>
<td>.39</td>
</tr>
</tbody>
</table>

Table 2. Summary of the clinical endpoints expressed as number of events (annualized rate per patient-year).

<table>
<thead>
<tr>
<th>Clinical endpoints</th>
<th>Events, n (annualized rate per patient-year)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Standard arm (n=101)</td>
<td>Remote arm (n=99)</td>
</tr>
<tr>
<td>Primary endpoint</td>
<td>117 (0.93)</td>
<td>75 (0.59)</td>
</tr>
<tr>
<td>Secondary endpoints</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ED/urgent in-office visits for HF, arrhythmias, or ICD-related events</td>
<td>92 (0.73)</td>
<td>48 (0.38)</td>
</tr>
<tr>
<td>ED/urgent in-office visits for arrhythmias or ICD-related events</td>
<td>25 (0.20)</td>
<td>27 (0.21)</td>
</tr>
<tr>
<td>Total health care utilizations</td>
<td>726 (5.76)</td>
<td>559 (4.40)</td>
</tr>
</tbody>
</table>

Figure 3. Consolidated Standards of Reporting Trials (CONSORT) diagram of the study.
Table 3. Comparison of health care system costs.

<table>
<thead>
<tr>
<th>Health care system costs</th>
<th>Costs (€), mean (SD)</th>
<th>Mean difference (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Standard arm (n=101)</td>
<td>Remote arm (n=99)</td>
<td></td>
</tr>
<tr>
<td>Protocol-defined clinic visits</td>
<td>90.29 (38.58)</td>
<td>56.63 (38.64)</td>
<td>33.66 (22.89, 44.43)</td>
</tr>
<tr>
<td>ED visits and urgent in-office visits</td>
<td>23.60 (33.68)</td>
<td>14.80 (24.71)</td>
<td>8.81 (0.56, 17.06)</td>
</tr>
<tr>
<td>Nonurgent in-office visits</td>
<td>20.13 (38.71)</td>
<td>30.81 (72.13)</td>
<td>−10.68 (−26.78, 5.42)</td>
</tr>
<tr>
<td>Scheduled remote follow-ups</td>
<td>0.00 (0.00)</td>
<td>32.50 (9.20)</td>
<td>−32.50 (−34.34, −30.67)</td>
</tr>
<tr>
<td>Unscheduled remote follow-ups</td>
<td>0.00 (0.00)</td>
<td>56.42 (58.95)</td>
<td>−56.42 (−68.18, 44.67)</td>
</tr>
<tr>
<td>Hospitalizations</td>
<td>1945.82 (5247.62)</td>
<td>1722.02 (4106.00)</td>
<td>223.80 (−1091.83, 1539.44)</td>
</tr>
<tr>
<td>Diagnostic examinations</td>
<td>50.16 (73.23)</td>
<td>49.60 (77.80)</td>
<td>0.56 (−20.50, 21.63)</td>
</tr>
<tr>
<td>Mean annual cost per patient</td>
<td>2130.01 (5251.33)</td>
<td>1962.78 (4185.61)</td>
<td>167.23 (−1158.61, 1493.06)</td>
</tr>
</tbody>
</table>

Patient Costs

The mean cost of in-hospital visits was €68.37 (range €0–€1720). Results summarized in Table 4 show a statistically significant reduction of the annual cost for the patients in the remote arm in comparison to that in the standard arm (€291.36 versus €381.34; P=.01). Remote monitoring of HF patients with implantable defibrillators, therefore, implied cost savings to patients of 24% of their total annual cost. In particular, cost savings are because of a reduction in the number of protocol-defined clinic visits, replaced by remote follow-ups for the patients in the remote arm, together with a reduction of ED visits and urgent in-office visits.

Cost-Utility

The EQ-5D scores at baseline and 16 months were complete for 144 patients. Fifteen patients died during the study period; therefore, a 0 utility value was assigned at the study exit. By using imputed utility missing values for 21 patients with incomplete data at 16 months, QALYs were available for 180 patients, 91 in the standard arm and 89 in the remote arm. Cost data were available for all those patients. Results from the cost-utility analysis are summarized in Table 5.

Mean utility values at baseline were slightly imbalanced between the remote arm and standard arm, but not significantly different (0.793 versus 0.737; P=.08). Controlling for baseline, there was a differential QALY of 0.065 between the study arms (1.032 versus 0.966; P=.03). The mean cost for the patients in the remote arm was lower than that in the standard arm (€2074.70 versus €2962.80; P=.33), although statistical significance was not reached. Therefore, patients in the remote arm gained 0.065 QALYs more than those in the standard arm, with a cost savings of €888.10 per patient over the 16-month study period. The cost-utility ratio was negative. As a consequence, the cost-utility analysis showed that remote monitoring is cost-effective compared to the conventional follow-up, representing a dominant solution. Assuming a fee of €900 per patient for using the technology over 5 years, the mean cost for the patients in the remote arm was still lower than that in the standard arm (€2304.95 versus €2962.80), with a negative cost-utility ratio.

Table 4. Comparison of patient costs.

<table>
<thead>
<tr>
<th>Patient costs</th>
<th>Costs (€), mean (SD)</th>
<th>Mean difference (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Standard arm (n=101)</td>
<td>Remote arm (n=99)</td>
<td></td>
</tr>
<tr>
<td>Protocol-defined clinic visits</td>
<td>259.91 (111.07)</td>
<td>163.01 (111.23)</td>
<td>96.90 (65.90, 127.90)</td>
</tr>
<tr>
<td>ED visits and urgent in-office visits</td>
<td>63.48 (87.29)</td>
<td>39.68 (66.31)</td>
<td>23.81 (2.16, 45.45)</td>
</tr>
<tr>
<td>Nonurgent in-office visits</td>
<td>57.93 (111.44)</td>
<td>88.67 (207.63)</td>
<td>−30.74 (−77.08, 15.60)</td>
</tr>
<tr>
<td>Mean annual cost per patient</td>
<td>381.34 (202.98)</td>
<td>291.36 (305.53)</td>
<td>89.97 (17.78, 162.17)</td>
</tr>
</tbody>
</table>

Table 5. Utility values, quality-adjusted life years (QALYs), and cost per patient over the 16-month study period.

<table>
<thead>
<tr>
<th>Cost-utility variables</th>
<th>Value, mean (SD)</th>
<th>Mean difference (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Standard arm (n=91)</td>
<td>Remote arm (n=89)</td>
<td></td>
</tr>
<tr>
<td>Mean utility value at baseline</td>
<td>0.737 (0.234)</td>
<td>0.793 (0.179)</td>
<td>−0.055 (−0.117, 0.006)</td>
</tr>
<tr>
<td>Mean utility value at 16 months</td>
<td>0.711 (0.305)</td>
<td>0.754 (0.275)</td>
<td>−0.043 (−0.128, 0.043)</td>
</tr>
<tr>
<td>QALYs (controlling for baseline)</td>
<td>0.966 (0.231)</td>
<td>1.032 (0.177)</td>
<td>−0.066 (−0.126, −0.005)</td>
</tr>
<tr>
<td>Mean cost per patient (€)</td>
<td>2962.80 (7323.93)</td>
<td>2074.70 (4581.30)</td>
<td>−888.10 (−906.75, 2682.95)</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

The results from the cost-utility analysis of the EVOLVO study show that chronic HF patients wearing ICD/CRT-D followed with remote monitoring gained 0.065 QALYs more than those in the standard arm over the 16-month study period, with a cost savings of €888.10 per patient. Remote monitoring, therefore, appears to be a cost-effective and dominant solution compared to conventional in-office follow-up. The cost-effectiveness ratio remains negative even including a fee for the use of technology in the analysis, currently adopted only in France. These results are in-line with a meta-analysis in which cost savings from remote monitoring in HF in comparison to usual care ranged from €300 to €1000, with a QALY gain of 0.06 [30]. Results from cost-utility analyses have clear implications to inform policy makers and payers. Cost per QALY of new health interventions are often grouped in league tables, in which interventions at the top should take priority. Decisions regarding implementation can then be based on threshold values for the cost per QALY, which represents the willingness of society to pay for additional QALYs. For instance, the National Institute for Clinical Excellence (NICE) has set a range of acceptable cost-effectiveness from £20,000 to £30,000 per QALY [31], and a US $50,000 per QALY threshold has been widely used in the United States for renal dialysis [32]. Remote monitoring of HF patients with implantable defibrillators could be taken into consideration for large-scale implementation.

Mean costs for the health care system provide another informative measure for policy decisions and confirm that the remote device monitoring might become an institutionalized service [33]. Our analysis showed that the mean annual cost for the management of the patients in the remote arm was €167.23 lower than that in the standard arm (€1962.78 versus €2130.01; *P*=.80). The cost of scheduled and unscheduled remote follow-ups, assuming a hypothetical tariff in-line with that of in-office visits, accounted for €68.92. Therefore, according to the specific results from the EVOLVO study, the maximum value that could be allocated by the health care authority to remote monitoring of HF patients implanted with ICD/CRT-D without increasing the total budget is €256.15 per patient per year. In the Clinical Evaluation of Remote Notification to Reduce Time to Clinical Decision (CONNECT) trial, the estimated mean cost per hospitalization was significantly lower because of the shorter hospital length of stay for the remote arm. However, more detailed cost data were not collected [34]. The EVOLVO study confirms that remote monitoring implies major cost savings for hospitalizations, ED visits, and urgent in-office visits, which balance the additional cost to perform unscheduled remote follow-ups as a consequence of automatic wireless remote notifications. Moreover, as compared with standard management, remote monitoring increases the rate of appropriate in-hospital visits for clinically relevant device alerts, allows early detection of worsening symptoms [35], and decreases the time from the alert condition to the data review [14].

Implications for patients are positive and confirm the findings from previous studies. Remote monitoring has been demonstrated to be highly accepted and time saving for patients with ICD [20]. Transportation costs are a major component of the overall costs of follow-up, and the potential savings have been previously estimated [36]. The EVOLVO study provides new evidence of the economic benefits for patients and caregivers. The automatic data transmission eliminates the cost normally incurred to attend in-office visits. In our clinical protocol, 2 of 4 in-office visits were replaced by remote transmissions, with consequent savings. Additional benefits would clearly emerge if a higher number of in-office visits were replaced by remote follow-ups.

Limitations

We acknowledge 2 methodological limitations in the economic evaluation of the EVOLVO study. First, to include the cost of remote device monitoring in the absence of a reimbursement scheme, we assumed the cost of a remote follow-up based on the tariff of an in-office visit. In a European survey, 82% of the hospitals had no established reimbursement mechanism for remote follow-up. For cases in which reimbursement was present, this was established as a tariff per visit, an annual fee per patient, or charged as a service by private companies [20]. In a Finnish study, the cost of a routine follow-up, including clinical and device evaluation by a cardiologist, was €210, whereas the fee per transmission evaluation was €55 [19]. In a US study, the cost of device interrogation in-office and by remote monitoring were US $86.92 and US $102.79, respectively [18]. The introduction of a reimbursement mechanism for remote ICD follow-up is currently under discussion in different Italian regions. The second limitation concerns the study design and the different management strategies for alerts in the 2 arms. The cost of protocol-defined clinic visits was lower in the intervention arm because, in this group, patients had remote transmissions replacing their in-office visits at 4 and 12 months, which are more costly than remote follow-ups. Moreover, the protocol imposed, for the standard arm, urgent visits for audible alerts.

Conclusions

The results from the cost-utility analysis of the EVOLVO study demonstrate that remote management of chronic HF patients with implantable defibrillators appears to be a cost-effective solution compared to the conventional method of in-person evaluations. Remote monitoring also implies significant cost savings for the patients. Today, an increasing number of outpatient clinics are already implementing remote monitoring in daily practice [4]. Thus, a large-scale adoption could be supported.

The EVOLVO study summarizes the benefits of remote monitoring for a subgroup of the HF population, namely those patients with an implantable defibrillator. This is in-line with a recent Cochrane systematic literature review [7], in which implications for research include the need for cost-effectiveness and the stratification of the benefits across the HF patient population. Future research should focus on intervention intensity and economic evaluations of large-scale studies to tailor remote monitoring for HF patients with implantable devices.
defibrillators to the population’s needs and resources, to the geography of the population, and to patient preferences [7].
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Abstract

Background: Internet technology can provide a diverse array of online resources for low-income disabled and homebound older adults to manage their health and mental health problems and maintain social connections. Despite many previous studies of older adults’ Internet use, none focused on these most vulnerable older adults.

Objective: This study examined Internet use patterns, reasons for discontinued use, eHealth literacy, and attitudes toward computer/Internet use among low-income homebound individuals aged 60 and older in comparison to their younger counterparts—homebound adults under age 60.

Methods: Face-to-face or telephone surveys were conducted with 980 recipients of home-delivered meals in central Texas (78% were age 60 years and older and 22% under age 60). The eHealth Literacy Scale (eHEALS) and the efficacy and interest subscales of the Attitudes Toward Computer/Internet Questionnaire (ATC/IQ) were used to measure the respective constructs. Age groups were compared with chi-square tests and t tests. Correlates of Internet use were analyzed with multinomial logistic regression, and correlates of eHEALS and ATC/IQ scores were analyzed with OLS regression models.

Results: Only 34% of the under-60 group and 17% of the 60 years and older group currently used the Internet, and 35% and 16% of the respective group members reported discontinuing Internet use due to cost and disability. In addition to being older, never users were more likely to be black (OR 4.41; 95% CI 2.82-6.91, P<.001) or Hispanic (OR 4.69; 95% CI 2.61-8.44, P<.001), and to have lower incomes (OR 0.36; 95% CI 0.27-0.49, P<.001). Discontinued users were also more likely to be black or Hispanic and to have lower incomes. Among both age groups, approximately three-fourths of the current users used the Internet every day or every few days, and their eHEALS scores were negatively associated with age and positively associated with frequency of use. Among the 60 and older group, a depression diagnosis was also negatively associated with eHEALS scores. ATC/IQ efficacy among never users of all ages and among older adults was positively associated with living alone, income, and the number of medical conditions and inversely associated with age, Hispanic ethnicity, and Spanish as the primary language. Although ATC/IQ interest among older adults was also inversely associated with age, it was not associated with Hispanic ethnicity and Spanish as the primary language.

Conclusions: This study is the first to describe in detail low-income disabled and homebound adults’ and older adults’ Internet use. It shows very low rates of Internet use compared to the US population, either due to lack of exposure to computer/Internet technology; lack of financial resources to obtain computers and technology; or medical conditions, disabilities, and associated pain that restrict use. Recommendations to reduce the digital divide among these individuals are provided.
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Introduction

With the unprecedented growth of the aging population, the number of disabled and homebound older adults continues to increase. Census data for 2009 show that 23.5% of the 40 million noninstitutionalized adults aged 65 years and older in the United States had an ambulatory disability and 15.8% had an independent living disability [1]. The Centers for Medicare and Medicaid Services also report that in 2011, 3.3 million Medicare or Medicaid recipients aged 65 and older received home health care services [2]. Of disabled and homebound older adults, the oldest, poorest, and physically and mentally most vulnerable tend to receive home-delivered meals (HDM, commonly known as “Meals on Wheels”) funded under Title III of the Older Americans Act [3]. In 2009, a little over 880,000 older adults (9%, 60-64 years old; 22%, 65-70 years old; 40%, 75-84 years old; and 30%, 85 years old and up) received HDM [4,5]. These low-income homebound older adults, who often have multiple chronic medical conditions and disabilities, face daunting tasks maintaining their independent living status. Their mobility impairments and lack of financial resources are significant barriers to conducting basic activities of daily living and instrumental activities of daily living (ADLs/IADLs) and remaining socially engaged, and as a result, they also become highly vulnerable to depression [6-8].

Internet technology can provide a diverse array of online resources for homebound older adults to manage their health and mental health problems and ADLs/IADLs. For example, they can use the Internet to search for health information; participate in freely available online chronic disease self-management programs, health and mental health support groups, and exercise programs; and order medications, make appointments, and communicate with their health care providers. Homebound older adults may also be able to stay connected to their close social support networks and the larger community via emails and video calls and by visiting religious sites, social networking sites, chat/discussion groups, interest/hobby groups, and news and blog sites. They may also take advantage of online shopping, banking, and bill paying to take more control of their daily lives. Furthermore, Internet access can allow them to benefit from the growing number of telehealth and telemental health interventions [9-11].

Older-adult Internet users indeed report multiple benefits of using this technology including convenience of accessing health-and nonhealth-related information; increased communication and social connections with family, friends, and others regardless of geographical distance; keeping abreast of news and other happenings in their immediate and global communities; participating in a variety of online educational, social, and recreational activities; and convenience of online shopping, banking, and travel arrangements [12-18]. Internet technology and web-based resources may likewise promote homebound older adults’ physical and mental health and reduce their social isolation and dependence on informal and formal support systems.

Although older adults are the fastest growing group of Internet users, their use still lags behind all other age groups. In April 2012, the Pew Internet and American Life Project found that among a nationally representative sample of Americans, 53% of those aged 65 and older, but only 34% of those aged 76 and older, used the Internet or email, in contrast to 97% of the 18-29 age group, 91% of the 30-49 age group, and 77% of the 50-64 age group [19]. Given their advanced age, high degree of functional impairment, limited financial resources, and social isolation, Internet use among low-income homebound older adults is likely to be even lower than that among general older adults. In fact, previous studies found that older adults who did not use the Internet or email tended to be older and of racial/ethnic minority status and had less education, worse physical and functional health, fewer social and financial resources, and greater loneliness/perceived social isolation [20-25]. Other studies also report that the most powerful predictors of not using information technology among older adults are cognitive decline associated with aging processes and attitudes such as anxiety about computer use and the perception that the technology was not useful for them [14,25,26]. Previous studies have not found consistent evidence about depressive symptoms as a correlate of older adults’ computer/Internet use. One study found depressive symptoms to be negatively associated with Internet use [27]; another found no relationship [25].

Older adults themselves report the following reasons for not using computer/Internet technology: the cost of the computer/other equipment and Internet access, functional impairments such as arthritis and joint pain that interfere with typing, visual deficits, ergonomic barriers (eg, small font sizes), lack of computer knowledge, lack of computer-efficacy (beliefs about their ability to use computers/Internet technology) and general self-efficacy (eg, “too old to learn new things”), and mistrust of Internet systems and privacy-related concerns [15,21,28]. However, previous studies also found that experience with computers/Internet reduced anxiety and increased self-confidence and positive attitudes about computers/Internet use in older adults regardless of income and educational levels [18,29-32].

For older adults in general and for low-income, disabled, homebound older adults in particular, eHealth literacy, along with Internet access, is an important dimension of the digital divide, ie, those who use versus those who do not use this technology. eHealth literacy is “the ability to seek, find, understand and appraise health information from electronic sources and apply knowledge gained to addressing or solving a health problem” and is composed of basic literacy, health literacy, scientific literacy, media literacy, and computer literacy [33]. Previous studies show that (1) eHealth literacy is lower among older adults, those with lower socioeconomic status, and those with less computer experience, and (2) higher eHealth literacy is associated with more positive outcomes from Internet searches in three domains: cognitive (eg, health knowledge/information gathering), instrumental (eg, self-management of health needs and health behaviors), and interpersonal (eg, interactions with physicians) [34-36]. Studies also find that health information technology training among older adults results in significant gains in eHealth literacy and ability to navigate complex health websites [18,34]. Government
agencies and many private nonprofit and for-profit sector organizations now make prodigious amounts of health and mental health information and resources available online. Given vulnerable low-income homebound older adults’ substantial health and mental needs, examining their ability to search for high-quality health information/resources and make informed decisions about applying the information to improve their quality of life may be particularly useful. This examination could identify their training needs to help close the digital divide and allow them to reap the multiple benefits of Internet and computer technology use.

Given that no study has examined Internet use patterns, eHealth literacy, and attitudes toward computer/Internet among low-income homebound older adults (aged 60 and older), we did so by comparing them with their younger counterparts—low-income homebound adults under age 60. The research questions in the present study were: Compared to their younger counterparts, (1) What are the rates of current Internet use, previous use, and never use among older adults?, (2) Among current users, what is the frequency of Internet use, types of Internet activities in which they engage, physical and functional difficulties using the Internet, and their comfort level in joining online health discussion groups and exchanging emails with other participants?, (3) Among previous users, what are the reasons for discontinued use?, and (4) Among never users, what is their level of willingness and comfort to engage in conducting health-information searches and joining online health discussion groups and exchanging emails with other participants? In addition, we tested the following hypotheses: Controlling for age, (H1) Never users and previous users will be more likely than current users to be black or Hispanic, lack English proficiency, have lower income, have more chronic medical conditions and ADL/IADL impairments, and have self-reported diagnoses of depression and anxiety, (H2) Among current users, eHealth literacy will be lower among those with self-reported diagnoses of depression and anxiety and lower frequency of Internet use, and (H3) Among never users, attitudes toward computer/Internet use (efficacy and interest) will be positively associated with higher income and living alone and negatively associated with lack of English proficiency and self-reported diagnoses of depression and anxiety.

Methods

Participants and Procedures

The data are from a survey of 980 HDM recipients residing in central Texas. The HDM program is operated by a multipurpose aging-service agency that serves about 2100 low-income, disabled, and homebound adults (80% were 60 years and older, and 20% under age 60) daily. The agency receives partial funding for HDM and case management services for clients aged 60 and older under Title III of the Older American Act and partial funding for the same services for persons under age 60 from the state Medicaid program and the Social Services Block Grant. The computer/Internet use survey was conceived as part of the agency’s strategic exploration of the potential for using emails as part of its communication with clients and for providing case management services via videoconferencing in the future. Through an academic and community collaborative partnership, one of the authors helped the agency develop the survey questionnaire and trained the HDM program’s 12 full-time case managers to conduct the survey with their clients. Most surveys were done between November 2012 and February 2013, either in person using the paper form survey questionnaire or by telephone using the electronic form survey questionnaire. The Spanish version of the survey was used for the clients who spoke Spanish only (< 3% of respondents). Clients assessed as having moderate to severe cognitive impairment based on the 4-item (memory, concentration, orientation, and decision-making) cognition test contained in the HDM program’s intake and recertification assessments were excluded from the survey. Clients unable to participate in the survey due to severe mental illness and those who refused to participate for any reason were also excluded. All survey data were entered in the agency’s centralized electronic client data management system and linked with each respondent’s intake or most recent recertification assessment data. With approval from the University of Texas at Austin’s Institutional Review Board, the de-identified data were analyzed in March 2013.

Measures

Internet Use

Internet use was measured with the question, “Have you ever used the Internet?” The answer categories were (1) No, I have never used it (never user), (2) I have used it before but not currently (previous user), and (3) Yes, I am a current user. The previous users (n=75 adults under age 60 and n=120 adults aged 60 or older) were asked the reasons for discontinuation (no computer or Internet connection at home because of cost, it is not helpful, I do not need it, cannot use computer because of disability or pain, and other—specify).

Internet Use Patterns and Activities

Patterns and activities in Internet use among current users (n=73 adults under age 60 and n=128 adults aged 60 or older) were ascertained with the following items: (1) location of Internet connection (at home, apartment complex, family/friend’s home, and other—specify) and frequency of Internet use (at least once a day, every few days, once a week, a few times a month, once a month or less often), (2) type of activities conducted on the Internet (research health-related information, research information about other topics or issues of interest, send/receive email, buy products online, do banking online and/or pay bills, read news, papers, magazines, and books online, play games online, watch videos (including YouTube), use social networking or dating site (eg, Facebook, Match.com), and other—specify), (3) ease/difficulty of locating websites the user was looking for and finding the information that he/she needed within that site (on a 5-point Likert scale: 1="always easy" to 5="very difficult"), and (4) any physical/functional problem that made it harder for the respondent to use the Internet (pain in the limbs, unsteady hands, difficulty concentrating for long periods of time, difficulty sitting for long periods, eyes that tire easily, and other—specify).
eHealth Literacy

eHealth Literacy among current Internet users was measured by the 8-item eHealth Literacy Scale (eHEALS) with each item scored on a 5-point Likert scale. The eHEALS measures the concept of eHealth literacy as defined as a set of skills required to effectively engage information technology for health and has shown high levels of internal consistency and good test-retest reliability [33]. The items are: (1) I know what health resources are available on the Internet, (2) I know where to find helpful health resources on the Internet, (3) I know how to find helpful health resources on the Internet, (4) I know how to use the Internet to answer my questions about health, (5) I know how to use the health information I find on the Internet to help me, (6) I have the skills I need to evaluate the health resources I find on the Internet, (7) I can tell high-quality health resources from low-quality health resources on the Internet, and (8) I feel confident in using information from the Internet to make health decisions. The final eHEALS score is the average of all 8 items, with higher scores suggesting higher eHealth literacy. The internal consistency reliability in the original eHEALS validation study with a sample of 664 individuals aged 13-21 was Cronbach alpha=.88, and the principal components analysis produced a single factor solution (factor loadings ranging from .60 to .84 among 8 items; eigenvalue=4.479; and 56% of the variance explained). Item-scale correlations ranged from \( r = .51 \) to \( r = .76 \), and test-retest reliability showed modest stability over a 6-month period (\( r = .49 \) to \( r = .68 \)) [33]. Although the eHEALS was originally validated with adolescents and young adults, it has been used to measure eHealth literacy among older adults [37]. In the present study, internal consistency reliability coefficient for the 8-item eHEALS for current Internet users was Cronbach alpha=.93 for both the younger (under age 60) group \( (n=73) \) and the older (60 years and up) group \( (n=128) \) adults.

In addition to these 8 items, two eHEALS supplemental items were used to measure (1) perceived usefulness of the Internet in helping make health decisions, and (2) perceived importance of being able to access health resources on the Internet. Both items were scored on a 5-point Likert scale with higher scores suggesting higher levels of perception. eHEALS developers recommend using these two supplemental items along with the 8 items.

Attitudes Toward Computer/Internet

Among never users \( (n=69 \) adults under age 60 and \( n=515 \) adults aged 60 or older), attitudes toward computers/Internet were measured with the 5-item computer efficacy subscale and the 5-item computer interest subscale of the Attitudes Toward Computers Questionnaire (ATCQ), with each item scored on a 1-5 point Likert scale. The ATCQ was originally validated to measure seven dimensions of attitudes toward computers (comfort, efficacy, gender equality, control, dehumanization, interest, and utility) among 398 students in Grades 4 through 12 [38]. It was later validated with 420 older adults and used to assess older adults’ attitudes toward computers in previous studies [30,37,39,40]. In the present study, the original wording “computer” was changed to “computer/Internet” in each item (ATC/IQ hereafter) to emphasize the Internet. The efficacy items were (1) I know that if I worked hard to learn about computers/Internet, I could do well, (2) Computers/Internet are not too complicated for me to understand (italics in original), (3) I think I am the kind of person who would learn to use a computer/Internet well, (4) I think I am capable of learning to use a computer/Internet, and (5) Given a little time or training, I know I could learn to use a computer/Internet. The interest items were (1) Learning about computers/Internet is a worthwhile and necessary subject, (2) Reading or hearing about computers/Internet would be (is) boring, (3) I don’t care to know more about computers/Internet, (4) Computers/Internet would be (are) fun to use, and (5) Learning about computers/Internet is a waste of time. For both efficacy and interest subscales, the final score is the average of all 5 items, and higher scores suggest higher computer/Internet efficacy or interest. In the present study, the internal consistency reliability coefficients for the efficacy subscale were Cronbach alpha=.85 for those under age 60 and .92 for those age 60 and up. The internal consistency reliability coefficients for the interest subscale were .88 for those under age 60 and .84 for those age 60 and up.

Williness to Use Online Health Information

Among never users, willingness to use online health information was measured with one item, “If someone can teach me how to use the Internet to look for health information, I am willing to try” and scored on a 1-5 point Likert scale. Higher scores suggest greater willingness.

Comfort With Joining Online Health Discussion Groups and Exchanging Emails With Other Participants

Among both current and never users, comfort with joining online health discussions and exchanging emails with other participants was measured with one item, “I would be comfortable joining an online health discussion group and exchanging emails with other participants” and scored on a 1-5 point Likert scale. Higher scores suggest greater levels of comfort.

Sociodemographics

Sociodemographics included age in years, gender, race/ethnicity (nonHispanic white—reference category, black/African American, Hispanic, and other), marital status (married, widowed, divorced/separated, and never married), living arrangement (living alone, living with spouse [and any other person], living with another adult, and living with dependent adult child[ren] or minor child[ren] only), income-to-needs ratio (ratio of income to the official poverty line adjusted for the number of family members, with higher ratios indicating higher income/better financial situation), and primary language the respondent speaks at home (English, both English/Spanish, Spanish only). The agency assessment does not include any questions about the client’s level of education.

Health, Mental Health, and Disability

Health, mental health, and disability were measured by (1) the number of chronic medical conditions (arthritis, hypertension, diabetes, heart disease, lung disease, kidney disease, stroke, and cancer) that the respondent reported as having been diagnosed by a doctor, (2) diagnoses of depression, anxiety, and severe mental illnesses that the respondent reported (and confirmed by case managers using the respondent’s list of medications...
when possible), and (3) the number of ADL impairments (feeding/eating, bathing, grooming, dressing, toileting, and getting in and out of bed) and IADL impairments (cleaning, preparing meals, doing laundry, grocery shopping, making telephone calls, and taking medications).

Analysis

First, we examined data integrity and missingness using univariate frequency distributions. Of 983 surveys conducted, 3 had incomplete data, leaving 980 usable surveys. Then we examined survey participants’ representativeness by comparing their sociodemographic characteristics to those of all HDM clients the agency serves. Despite the exclusion of cognitively impaired and some severely mentally ill clients, survey participants’ sociodemographic characteristics did not differ statistically from all HDM clients. Next, we conducted bivariate analyses using chi-square and t tests to compare respondents under 60 years of age with respondents 6 years of age and over in terms of their computer/Internet use patterns, reasons for discontinued use, eHealth literacy, attitudes toward computer/Internet use, and their willingness and comfort level regarding joining online health discussion groups and exchanging emails with other participants. Finally, we used multinomial logistic regression models to test H1 (Internet use/previous use/never use) and ordinary least squares (OLS) regression models to test H2 (correlates of eHealth literacy) and H3 (computer/Internet efficacy and interest), with sociodemographic and health/mental health characteristics as covariates. To examine correlates that may be specific to older adults (age 60 and up), we also ran separate multivariate models for them. In the multivariate regression analyses, 12 respondents who were not nonHispanic white, black, or Hispanic were excluded because of their small number. All statistical analyses were conducted with SPSS v.20.

Results

Participant Characteristics

Table 1 shows that the participants consisted of 217 (22.1%) people under age 60 and 763 (77.9%) people aged 60 years or older, 70% were female and 30% male, and 42% were nonHispanic white, 36% black, and 21% Hispanic. (The younger group ranged in age from 30-59 years, with 75% at 50-59. The oldest person in the older age group was 102 years old.) Participants’ median income-to-needs ratio was 1.15, they had an average of three chronic illnesses, 42% reported a depression diagnosis, and 23% reported an anxiety diagnosis. Participants were indeed low-income and had high levels of physical, functional, and mental distress. The two age groups did not differ in terms of gender, racial/ethnic distributions, and number of ADL impairments, while the older age group had greater income and higher numbers of chronic illnesses and IADL impairments but lower rates of self-reported diagnoses of depression, anxiety, and severe mental illness. The majority of both groups lived alone, but their living arrangements and marital status differed (eg, the older group was much more likely to be widowed and the younger group never married).

Internet Use and Correlates

Table 2 shows participants’ Internet use patterns. Almost 60% of all participants had never used the Internet, 20% had used it before, and 20% were currently using it. Internet use did differ by age, with a higher rate of use for younger adults. For example, 38% of those under age 55 and 28% of those aged 55-59 were current users, while less than 15% of those 70 years and older were current users; however, only 10% of those 75-79 years old were current users while close to 15% of those 80-89 years were current users. As expected, those 90 years and older had the smallest proportion of current users (less than 9%). The proportion of previous users also varied by age but with higher rates of discontinued use among younger than older adults. A majority of previous users (76% of the under age 60 group and 60.8% of the 60 and up group) reported their inability to afford an Internet subscription and/or a new computer. Some reported that their old computers were no longer working/broken. In addition, 13.3% of the younger group and 14.2% of the older group reported they stopped using computers/the Internet because of disability, pain, or vision impairment. 9.3% of the younger group and 18.3% of the older group reported they no longer use the Internet because they do not need it. As well, 1.3% of the younger group and 1.7% of the older group reported discontinuing use because the Internet was not helpful. 5% of the older group reported they just moved and needed to reassemble/reconnect their computer before they could use it again, and one person (77 years old) reported that he did not have enough time for the Internet. Age group differences in reasons for discontinuing use were not significant (Pearson $\chi^2$=7.91, $P$.10).

Table 3 shows the results of multinomial logistic regression analysis. Among all participants, having never used the Internet, as opposed to current use, was significantly associated with older age, being black or Hispanic (as opposed to being nonHispanic white), and having lower income. Odds ratios show that blacks were 4.4 times and Hispanics were 4.7 times more likely than non-Hispanic whites to have never used the Internet (OR 4.41; 95% CI 2.82-6.91, $P$.001 for blacks and OR 4.69; 95% CI 2.61-8.44, $P$.001 for Hispanics) when other variables were held constant. The likelihood of having never used the Internet decreased by 36% for every one unit increase in income-to-needs ratio (OR 0.36; 95% CI 0.27-0.49, $P$.001). Discontinued use, as opposed to current use, was not significantly associated with age; however, it was significantly associated with ethnicity, with blacks almost twice and Hispanics almost three times more likely to have discontinued Internet use (OR 1.79; 95% CI 1.08-2.95, $P$.05 for blacks and OR 2.86; 95% CI 2.53-5.35, $P$.001 for Hispanics). In addition, the likelihood of discontinued use decreased by 62% with every one unit increase in income-to-needs ratio (OR 0.62; 95% CI 0.45-0.86, $P$.001).

Multinomial logistic regression results for older adults only show that the likelihood of having never used the Internet decreased by 62% with a self-reported depression diagnosis (OR 0.62; 95% CI 0.39-0.98, $P$.05), suggesting that depressed older adults were more likely to have used the Internet than their peers without this diagnosis. The likelihood of discontinued
Internet use decreased by 53% for older adults living alone (OR 0.53; 95% CI 0.31-0.92, P<.05), indicating that older adults living alone are more likely than those living with others to use the Internet.

Table 1. Sociodemographic and health and mental health characteristics by age group.

<table>
<thead>
<tr>
<th></th>
<th>All (N=980, 100%)</th>
<th>Under 60 (n=217, 22.1%)</th>
<th>60 and older (n=763, 77.9%)</th>
<th>P value&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD)</td>
<td>71.31 (13.43)</td>
<td>53.83 (6.04)</td>
<td>76.57 (9.83)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender (%)</td>
<td></td>
<td></td>
<td></td>
<td>.40</td>
</tr>
<tr>
<td>Male</td>
<td>29.5</td>
<td>31.8</td>
<td>28.8</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>70.5</td>
<td>68.2</td>
<td>71.2</td>
<td></td>
</tr>
<tr>
<td>Race/ethnicity (%)</td>
<td></td>
<td></td>
<td></td>
<td>.33</td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>41.7</td>
<td>39.6</td>
<td>42.3</td>
<td></td>
</tr>
<tr>
<td>Black/African American</td>
<td>36.2</td>
<td>38.2</td>
<td>35.6</td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>20.8</td>
<td>19.8</td>
<td>21.1</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>1.2</td>
<td>2.3</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td>Primary language spoken at home (%)</td>
<td></td>
<td></td>
<td></td>
<td>.24</td>
</tr>
<tr>
<td>English</td>
<td>86.8</td>
<td>89.9</td>
<td>84.9</td>
<td></td>
</tr>
<tr>
<td>English/Spanish</td>
<td>11.0</td>
<td>8.9</td>
<td>11.7</td>
<td></td>
</tr>
<tr>
<td>Spanish</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marital status (%)</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Married</td>
<td>17.7</td>
<td>13.4</td>
<td>18.9</td>
<td></td>
</tr>
<tr>
<td>Widowed</td>
<td>33.9</td>
<td>6.9</td>
<td>41.5</td>
<td></td>
</tr>
<tr>
<td>Divorced/separated</td>
<td>34.7</td>
<td>48.4</td>
<td>30.8</td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>13.8</td>
<td>31.1</td>
<td>8.8</td>
<td></td>
</tr>
<tr>
<td>Living arrangement (%)</td>
<td></td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>Live alone</td>
<td>58.0</td>
<td>56.7</td>
<td>58.3</td>
<td></td>
</tr>
<tr>
<td>Live with spouse</td>
<td>16.7</td>
<td>12.0</td>
<td>18.1</td>
<td></td>
</tr>
<tr>
<td>Live with other adult</td>
<td>21.2</td>
<td>24.9</td>
<td>20.2</td>
<td></td>
</tr>
<tr>
<td>Live with dependent child</td>
<td>4.1</td>
<td>6.5</td>
<td>3.4</td>
<td></td>
</tr>
<tr>
<td>Income-to-needs ratio, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>No. of chronic medical conditions&lt;sup&gt;a&lt;/sup&gt;, mean (SD)</td>
<td>3.03 (1.54)</td>
<td>2.79 (1.62)</td>
<td>3.10 (1.50)</td>
<td></td>
</tr>
<tr>
<td>No. of ADL impairment&lt;sup&gt;b&lt;/sup&gt;, mean (SD)</td>
<td>1.69 (1.41)</td>
<td>1.68 (1.65)</td>
<td>1.69 (1.34)</td>
<td>.89</td>
</tr>
<tr>
<td>No. of IADL impairment&lt;sup&gt;c&lt;/sup&gt;, mean (SD)</td>
<td>3.26 (1.49)</td>
<td>2.95 (1.58)</td>
<td>3.34 (1.45)</td>
<td>.001</td>
</tr>
<tr>
<td>Diagnosis of depression (%)</td>
<td>41.9</td>
<td>63.1</td>
<td>35.9</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Diagnosis of anxiety (%)</td>
<td>23.1</td>
<td>37.8</td>
<td>18.9</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Diagnosis of severe mental illness (%)</td>
<td>12.2</td>
<td>28.2</td>
<td>7.8</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>Includes arthritis, hypertension, diabetes, heart disease, lung disease, kidney disease, stroke, and cancer.

<sup>b</sup>Includes moderate to severe impairment in feeding/eating, dressing, grooming, bathing, toileting, and transferring from bed to chair.

<sup>c</sup>Includes moderate to severe impairment in cleaning, doing laundry, preparing meals, shopping, taking medication, and making telephone calls.

<sup>d</sup>P denotes difference between the two age groups.
<table>
<thead>
<tr>
<th>Age group</th>
<th>Distribution, n (%)</th>
<th>Never user</th>
<th>Previous user</th>
<th>Current user</th>
</tr>
</thead>
<tbody>
<tr>
<td>All ages</td>
<td>980 (100)</td>
<td>59.6</td>
<td>19.9</td>
<td>20.5</td>
</tr>
<tr>
<td>Under 60&lt;sup&gt;a&lt;/sup&gt;</td>
<td>217 (22.1)</td>
<td>31.8</td>
<td>34.6</td>
<td>33.6</td>
</tr>
<tr>
<td>60 and older</td>
<td>763 (77.9)</td>
<td>67.5</td>
<td>15.7</td>
<td>16.8</td>
</tr>
<tr>
<td>Under 55&lt;sup&gt;b&lt;/sup&gt;</td>
<td>118 (12.0)</td>
<td>27.1</td>
<td>34.7</td>
<td>38.1</td>
</tr>
<tr>
<td>55-59</td>
<td>99 (10.1)</td>
<td>37.4</td>
<td>34.3</td>
<td>28.3</td>
</tr>
<tr>
<td>60-64</td>
<td>117 (11.9)</td>
<td>50.4</td>
<td>23.1</td>
<td>26.5</td>
</tr>
<tr>
<td>65-69</td>
<td>118 (12.0)</td>
<td>48.3</td>
<td>27.1</td>
<td>24.6</td>
</tr>
<tr>
<td>70-74</td>
<td>111 (11.3)</td>
<td>67.6</td>
<td>18.0</td>
<td>14.4</td>
</tr>
<tr>
<td>75-79</td>
<td>118 (12.0)</td>
<td>70.3</td>
<td>19.5</td>
<td>10.2</td>
</tr>
<tr>
<td>80-84</td>
<td>121 (12.3)</td>
<td>76.9</td>
<td>8.3</td>
<td>14.9</td>
</tr>
<tr>
<td>85-89</td>
<td>110 (11.2)</td>
<td>80.0</td>
<td>5.5</td>
<td>14.5</td>
</tr>
<tr>
<td>90 and older</td>
<td>68 (6.9)</td>
<td>88.2</td>
<td>2.9</td>
<td>8.8</td>
</tr>
</tbody>
</table>

<sup>a</sup>Age group difference in Internet use patterns was significant: Pearson $\chi^2 = 98.68, P < .001$.

<sup>b</sup>Age group difference in Internet use patterns was significant: Pearson $\chi^2 = 153.53, P < .001$.

### Internet Use Patterns and Activities Among Current Users

Table 4 shows that 86% of the younger group and 95% of the older group had an Internet connection at home, while the rest used an Internet connection available at their apartment complex, family/friends’ home, and other places including a store with wireless services. The age groups differed significantly in terms of their Internet connection sites ($P = .02$), with the older group more likely to connect at home: however, they did not differ in frequency of Internet use. A little more than half of both younger and older groups used the Internet daily, a little over 20% used it every few days, 10-11% used it once a week, and the rest used it less often than weekly. For both groups, sending and receiving email was the most popular Internet activity, followed by research on nonhealth- and health-related information. A little more than 75% of the younger group reported health-related information searches, but only 55% of the older group reported the same ($P = .01$). Significant age group differences were also found in Internet use for playing games (56% of the younger group vs 39% of the older group, $P = .03$), watching videos (49% vs 27%, $P = .01$), and for social network or dating sites (48% vs 20%, $P < .001$). Although not statistically significant, almost half of the younger group engaged in online goods purchases and banking/bill paying and reading online papers/news, magazines and books, while 35-39% of the older group did the same. “Other” Internet use (not reported in Table 4) included collecting coupons, looking at used car/motorcycle pictures on craigslist, looking at other photos, video chats using “Skype and Tango”, checking lottery winning numbers; using it as Yellow pages/directory, listening to the radio, and visiting religious websites. Both age groups reported that they had a relatively easy time finding the information they were looking for on the Internet: mean 2.14 (SD 1.08) for the younger group and mean 2.27 (SD 1.15) for the older group, $t = 0.82, P = .41$, suggesting that they felt confident about their search skills. However, many reported discomfort in using the computer/Internet due to physical, functional, and vision-related limitations. The problems they reported included arthritic pain in the fingers, neck and back pain, neuropathy, difficulty typing due to other disability, chronic fatigue and other medical conditions that interfere with their ability to concentrate and sit for a long period of time, and glaucoma and other vision problems. In addition, a few older adults said they were “too old to learn new things,” were fearful of radiation exposure from the computer, and had insufficient reading comprehension to effectively use Internet resources.
Table 3. Correlates of Internet use and nonuse: odds ratios (OR) from multinomial regression results.

<table>
<thead>
<tr>
<th></th>
<th>All ages (n=968)</th>
<th>Older adults only (n=756)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Never use vs current use</td>
<td>Previous use vs current use</td>
</tr>
<tr>
<td></td>
<td>OR (95% CI)</td>
<td>OR (95% CI)</td>
</tr>
<tr>
<td>Age</td>
<td>1.09&lt;sup&gt;a&lt;/sup&gt; (1.07-1.11)</td>
<td>1.01 (0.99-1.03)</td>
</tr>
<tr>
<td>Male</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Female</td>
<td>1.05 (0.70-1.57)</td>
<td>1.16 (0.74-1.82)</td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Black</td>
<td>4.4&lt;sup&gt;a&lt;/sup&gt; (2.82-6.91)</td>
<td>1.79&lt;sup&gt;c&lt;/sup&gt; (1.08-2.95)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>4.69&lt;sup&gt;a&lt;/sup&gt; (2.61-8.44)</td>
<td>2.86&lt;sup&gt;a&lt;/sup&gt; (2.53-5.35)</td>
</tr>
<tr>
<td>English-speaking</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Spanish-speaking</td>
<td>0.77 (0.14-4.16)</td>
<td>0.66 (0.10-4.44)</td>
</tr>
<tr>
<td>Not living alone</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Living alone</td>
<td>0.82 (0.56-1.21)</td>
<td>0.74 (0.48-1.13)</td>
</tr>
<tr>
<td>Income-to-needs ratio</td>
<td>0.36&lt;sup&gt;a&lt;/sup&gt; (0.27-0.49)</td>
<td>0.62&lt;sup&gt;b&lt;/sup&gt; (0.45-0.86)</td>
</tr>
<tr>
<td>No depression diagnosis</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Depression diagnosis</td>
<td>0.74 (0.50-1.10)</td>
<td>0.97 (0.63-1.52)</td>
</tr>
<tr>
<td>No anxiety diagnosis</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Anxiety diagnosis</td>
<td>0.94 (0.60-1.49)</td>
<td>1.34 (0.83-2.16)</td>
</tr>
<tr>
<td>No. of medical conditions</td>
<td>0.93 (0.83-1.05)</td>
<td>0.88&lt;sup&gt;d&lt;/sup&gt; (0.77-1.01)</td>
</tr>
<tr>
<td>No. of ADL/IADL impairment</td>
<td>1.07&lt;sup&gt;d&lt;/sup&gt; (1.00-1.15)</td>
<td>1.04 (0.96-1.12)</td>
</tr>
</tbody>
</table>

|                                    | Previous use vs current use |
|                                    | OR (95% CI) |
| Age                                 | 1.08<sup>a</sup> (1.06-1.11) |
| Male                                | 1.00 |
| Female                              | 0.94 (0.58-1.53) |
| Non-Hispanic white                  | 1.00 |
| Black                               | 5.13<sup>a</sup> (2.96-8.92) |
| Hispanic                            | 7.63<sup>a</sup> (3.28-17.74) |
| English-speaking                    | 1.00 |
| Spanish-speaking                    | 0.51 (0.06-4.49) |
| Not living alone                    | 1.00 |
| Living alone                        | 0.78 (0.48-1.24) |
| Income-to-needs ratio               | 0.74<sup>a</sup> (0.24-0.48) |
| No depression diagnosis             | 1.00 |
| Depression diagnosis                | 0.62<sup>c</sup> (0.39-0.98) |
| No anxiety diagnosis                | 1.00 |
| Anxiety diagnosis                   | 1.11 (0.63-1.96) |
| No. of medical conditions           | 0.92 (0.79-1.07) |
| No. of ADL/IADL impairment          | 1.08 (0.98-1.17) |

-2 LL Model $\chi^2_{22}$ | 307.90 | 219.02

$P$ | <.001 | <.001

Pseudo $R^2$ (Cox and Snell; Nigelkerke) | 0.27; 0.32 | 0.25; 0.31

<sup>a</sup>P <.001.
<sup>b</sup>P <.01.
<sup>c</sup>P <.05.
<sup>d</sup>P <.06.
Table 4. Internet use patterns and activities among current users.

<table>
<thead>
<tr>
<th>Location of Internet connection</th>
<th>Under 60 n=217 (22.1%)</th>
<th>60 and older n=763 (77.9%)</th>
<th>P value&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>At home</td>
<td>86.3</td>
<td>95.2</td>
<td>.02</td>
</tr>
<tr>
<td>Apartment complex</td>
<td>4.1</td>
<td>4.0</td>
<td></td>
</tr>
<tr>
<td>Family/friend’s house</td>
<td>2.7</td>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td>Other (eg, store with Wi-Fi)</td>
<td>6.8</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

| Frequency of use                                      |                        |                             | .97                |
| Daily                                                | 54.8                   | 53.2                        |                    |
| Every few days                                       | 23.3                   | 21.0                        |                    |
| Once a week                                          | 9.6                    | 11.3                        |                    |
| A few times a month                                  | 6.8                    | 7.3                         |                    |
| Once a month of less often                           | 5.5                    | 7.3                         |                    |

<table>
<thead>
<tr>
<th>Type of use</th>
<th>Under 60</th>
<th>60 and older</th>
<th>P value&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Research health-related information</td>
<td>75.3</td>
<td>54.7</td>
<td>.01</td>
</tr>
<tr>
<td>Research information about other topics</td>
<td>76.7</td>
<td>66.4</td>
<td>.15</td>
</tr>
<tr>
<td>Send/Receive email</td>
<td>78.1</td>
<td>76.6</td>
<td>.86</td>
</tr>
<tr>
<td>Buy product online</td>
<td>49.3</td>
<td>35.2</td>
<td>.05</td>
</tr>
<tr>
<td>Do banking /paying bills online</td>
<td>46.6</td>
<td>39.1</td>
<td>.30</td>
</tr>
<tr>
<td>Read papers/news, magazines, and books</td>
<td>50.7</td>
<td>36.7</td>
<td>.07</td>
</tr>
<tr>
<td>Play games</td>
<td>56.2</td>
<td>39.1</td>
<td>.03</td>
</tr>
<tr>
<td>Watch videos (eg, YouTube)</td>
<td>49.3</td>
<td>27.3</td>
<td>.01</td>
</tr>
<tr>
<td>Use social network or dating site (eg, Facebook, Match.com)</td>
<td>47.9</td>
<td>19.5</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Self-reported ease of Internet search<sup>a</sup>, mean (SD)

<table>
<thead>
<tr>
<th></th>
<th>Under 60 (1.08)</th>
<th>60 and older (1.15)</th>
<th>.41</th>
</tr>
</thead>
</table>

Problems causing difficulty using the computer/Internet

<table>
<thead>
<tr>
<th></th>
<th>Pain in the limbs, neck, and back</th>
<th>Unsteady hands</th>
<th>Difficulty concentrating (due to chronic fatigue; recent stroke)</th>
<th>Difficulty sitting for a long period of time</th>
<th>Vision problems (tired eyes, poor vision…)</th>
<th>Other (“too old to learn new things”, fear of radiation exposure, amputated hands, hands not usable, comprehension difficulty)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>60.3</td>
<td>39.8</td>
<td>49.3</td>
<td>45.2</td>
<td>45.2</td>
<td>2.7</td>
</tr>
</tbody>
</table>

<sup>a</sup>On a scale of 1-5, with lower scores suggesting higher level of ease and lower-level of difficulty.

<sup>b</sup>P denotes difference between the two age groups.

eHealth Literacy, Attitudes Toward Computer/Internet, and Correlates

Table 5 shows eHEALS scores for current users and ATC/IQ scores for never users by age group. eHEALS scores suggest that self-rated eHealth literacy for both age groups, on average, are at a neutral (ie, “undecided”) level, although the younger group’s score was significantly higher than the older group’s: mean 3.53 (SD 0.76) vs mean 3.22 (SD 0.85), \( t=2.57, P=.01 \). Both age groups scored slightly higher on the Internet’s usefulness in helping them make decisions about their health (mean 3.67 (SD 1.11) and mean 3.41 (SD 1.28), \( t=1.48, P=.14 \)) and about the importance of being able to access health resources on the Internet (mean 3.75 (SD 1.16) and mean 3.43 (SD 1.32), \( t=1.74, P=.08 \)). eHEALS scores and supplemental item scores were highly correlated \( r=0.67, P<.001 \) for eHEALS and perceived usefulness and \( r=0.69, P<.001 \) for eHEALS and perceived importance. Perceived usefulness scores and perceived importance scores were also highly correlated \( r=0.79, P<.001 \). However, both groups expressed a lower level of
certainty/comfort about joining online health discussion groups and exchanging emails with other participants, with less willingness among older adults: mean 2.89 (SD 1.23) for the younger group and mean 2.52 (SD 1.30) for the older group, \( t=2.01, P=.05 \).

Both ATC/IQ efficacy and interest scores, on average, suggest a neutral (undecided) level of efficacy and interest. The younger group’s efficacy score was slightly and significantly higher than the older group’s: mean 3.34 (SD 0.77) vs 3.01 (SD 0.98), \( t=2.66, P=.01 \). However, there was no age group difference in interest level: mean 3.33 (SD 0.88) vs 3.23 (SD 0.85), \( t=0.88, P=.38 \). Willingness to use online health information (if someone taught them how to use the computer/Internet) was also at a neutral level, with slightly and significantly higher scores for the younger than older group: mean 3.52 (SD 1.05) vs 3.03 (SD 1.22), \( t=3.18, P=.01 \). Comfort with joining online health discussion groups and exchanging emails with other participants was also slightly and significantly higher for younger than older adults: mean 2.81 (SD 1.20) vs 2.44 (SD 1.17), \( t=2.50, P=.01 \).

Another way to examine eHEALS and ATC/IQ scores is by the proportion of those who agreed (rating of 4) or strongly agreed (rating of 5) with the scale items. Among respondents, 35.7% of the younger group and 29.0% of the older group had an average score of 4+ on the 8-item eHEALS. 65.7% of the younger and 63.3% of the older groups rated perceived usefulness as 4 or 5, 68.5% of the younger and 62.5% of the older groups rated perceived importance 4 or 5, and 39.7% and 31.3% of the respective age groups rated their comfort level with joining online health discussion groups and exchanging emails with other participants as 4 or 5. Further analysis also showed that 40.5% of the younger group and 27.3% of the older group scored 4+ on the ATC/IQ efficacy subscale, 36.2% of the younger group and 28.8% of the older group scored 4+ on the ATC/IQ interest subscale, 68.1% and 48.4% of the respective age groups scored 4 or 5 on their willingness to try accessing online health information, and 40.5% and 25.0% of the respective age groups scored their comfort level with joining online health discussion groups and exchanging emails with other participants as 4 or 5.

As expected, Table 6 shows that eHEALS scores among current Internet users of all ages were inversely associated with age and computer/Internet use frequency, with these variables alone explaining 27% of the variance in eHEALS scores. No other sociodemographic and health/mental health characteristics were associated with eHEALS scores. Among the older age group, however, depression was also inversely associated with eHEALS scores: \( \beta=-0.33 \) (SE 0.14), \( P=.02 \). The model adjusted \( R^2 \) was .36.

As Table 7 shows, ATC/IQ efficacy among never users of all ages was positively associated with living alone, income-to-needs ratio, and the number of medical conditions and inversely associated with age, Hispanic ethnicity, and Spanish as the primary language spoken at home. The older age group, being black was also marginally positively associated with efficacy scores: \( \beta=0.19 \) (SE 0.10), \( P=.057 \). ATC/IQ interest among never users of all ages was positively associated with being black but inversely associated with age, Hispanic ethnicity (marginally), and Spanish as the primary language spoken at home. Among the older age group, both ATC/IQ efficacy and interest scores, on average, suggest a neutral (undecided) level of efficacy and interest. The younger group’s efficacy score was slightly and significantly higher than the older group: mean 3.52 (SD 1.05) vs 3.03 (SD 1.22), \( t=2.50, P=.01 \). Willingness to use online health information, and 40.5% and 28.8% of the respective age groups scored their comfort level with joining online health discussion groups and exchanging emails with other participants as 4 or 5.

Table 5. eHealth Literacy (eHEALS), Attitudes Toward Computer/Internet (ATC/IQ), and willingness to use health information searches and online health discussion groups: mean and standard deviation of the mean.

<table>
<thead>
<tr>
<th></th>
<th>Current User</th>
<th></th>
<th>Never User</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Under 60 (n=73)</td>
<td>60 and older (n=218)</td>
<td>Under 60 (n=69)</td>
<td>60 and older (n=515)</td>
</tr>
<tr>
<td>8-item eHEALS</td>
<td>3.53 (0.76)(^b)</td>
<td>3.22 (0.85)(^b)</td>
<td>3.34 (0.77)(^a)</td>
<td>3.01 (0.98)(^a)</td>
</tr>
<tr>
<td>Perceived usefulness</td>
<td>3.67 (1.11)</td>
<td>3.41 (1.28)</td>
<td>3.33 (0.88)</td>
<td>3.23 (0.85)</td>
</tr>
<tr>
<td>Perceived importance</td>
<td>3.75 (1.16)</td>
<td>3.43 (1.32)</td>
<td>3.52 (1.05)(^a)</td>
<td>3.03 (1.22)(^a)</td>
</tr>
<tr>
<td>ATC/IQ efficacy</td>
<td>2.89 (1.23)</td>
<td>2.52 (1.30)</td>
<td>2.81 (1.20)(^b)</td>
<td>2.44 (1.17)(^b)</td>
</tr>
<tr>
<td>ATC/IQ interest</td>
<td>3.52 (1.05)(^a)</td>
<td>3.03 (1.22)(^a)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Willingness to try online health information (if someone can teach me how)</td>
<td>3.67 (1.11)</td>
<td>3.41 (1.28)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comfort with online health discussion groups and email exchanges with other participants</td>
<td>3.75 (1.16)</td>
<td>3.43 (1.32)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^aP<.01\).

\(^bP<.05\); denotes difference between the two age groups.
Table 6. Correlates of eHEALS among current Internet users.

<table>
<thead>
<tr>
<th></th>
<th>All ages (n=198)</th>
<th>Older adults only (n=128)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B (SE)</td>
<td>B (SE)</td>
</tr>
<tr>
<td>Age</td>
<td>-0.02 (0.01)</td>
<td>-0.03 (0.01)</td>
</tr>
<tr>
<td>Female</td>
<td>0.14 (0.11)</td>
<td>-0.01 (0.14)</td>
</tr>
<tr>
<td>Black</td>
<td>0.17 (0.14)</td>
<td>0.13 (0.18)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>-0.27 (0.19)</td>
<td>-0.42 (0.29)</td>
</tr>
<tr>
<td>Spanish-speaking</td>
<td>-0.03 (0.76)</td>
<td>0.02 (0.78)</td>
</tr>
<tr>
<td>Live alone</td>
<td>0.09 (0.11)</td>
<td>0.18 (0.14)</td>
</tr>
<tr>
<td>Income-to-needs ratio</td>
<td>0.11 (0.07)</td>
<td>0.11 (0.08)</td>
</tr>
<tr>
<td>Diagnosis of depression</td>
<td>-0.17 (0.11)</td>
<td>-0.33 (0.14)</td>
</tr>
<tr>
<td>Diagnosis of anxiety</td>
<td>0.11 (0.13)</td>
<td>0.03 (0.17)</td>
</tr>
<tr>
<td>No. of medical conditions</td>
<td>0.00 (0.03)</td>
<td>0.01 (0.04)</td>
</tr>
<tr>
<td>No. of ADL/IADL impairment</td>
<td>-0.01 (0.02)</td>
<td>0.02 (0.03)</td>
</tr>
<tr>
<td>Use Internet a few times a week</td>
<td>-0.44 (0.14)</td>
<td>-0.36 (0.18)</td>
</tr>
<tr>
<td>Use Internet once a week or less often</td>
<td>-0.88 (0.13)</td>
<td>-1.01 (0.16)</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.32</td>
<td>0.40</td>
</tr>
<tr>
<td>Adjusted $R^2$</td>
<td>0.27</td>
<td>0.36</td>
</tr>
<tr>
<td>SE</td>
<td>0.71</td>
<td>0.70</td>
</tr>
<tr>
<td>df ($P$)</td>
<td>13 (&lt;.001)</td>
<td>13 (&lt;.001)</td>
</tr>
</tbody>
</table>

$^a P<.001.$  
$^b P<.01.$  
$^c P<.05.$
Table 7. Correlates of ATC/IQ efficacy and interest among those who never used the Internet.

<table>
<thead>
<tr>
<th></th>
<th>ATC/IQ efficacy</th>
<th>ATC/IQ interest</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Older adults only</td>
<td>All ages</td>
</tr>
<tr>
<td></td>
<td>(n=509)</td>
<td>(n=577)</td>
</tr>
<tr>
<td>Age</td>
<td>-0.02 (0.00)</td>
<td>-0.01 (0.00)</td>
</tr>
<tr>
<td>Female</td>
<td>0.09 (0.08)</td>
<td>0.11 (0.08)</td>
</tr>
<tr>
<td>Black</td>
<td>0.14 (0.09)</td>
<td>0.24 (0.08)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>-0.40 (0.11)</td>
<td>-0.17 (0.10)</td>
</tr>
<tr>
<td>Spanish-speaking</td>
<td>-0.68 (0.20)</td>
<td>-0.40 (0.19)</td>
</tr>
<tr>
<td>Living alone</td>
<td>0.15 (0.08)</td>
<td>0.06 (0.06)</td>
</tr>
<tr>
<td>Income-to-needs ratio</td>
<td>0.15 (0.07)</td>
<td>0.05 (0.08)</td>
</tr>
<tr>
<td>Diagnosis of depression</td>
<td>-0.07 (0.08)</td>
<td>-0.05 (0.08)</td>
</tr>
<tr>
<td>Diagnosis of anxiety</td>
<td>0.04 (0.10)</td>
<td>-0.04 (0.09)</td>
</tr>
<tr>
<td>No. of medical conditions</td>
<td>0.05 (0.03)</td>
<td>0.03 (0.02)</td>
</tr>
<tr>
<td>No. of ADL/IADL impairment</td>
<td>-0.00 (0.02)</td>
<td>-0.01 (0.01)</td>
</tr>
<tr>
<td>R²</td>
<td>0.17</td>
<td>0.10</td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>0.15</td>
<td>0.08</td>
</tr>
<tr>
<td>SE</td>
<td>0.87</td>
<td>0.82</td>
</tr>
<tr>
<td>df (P)</td>
<td>11 (&lt;.001)</td>
<td>11 (&lt;.001)</td>
</tr>
</tbody>
</table>

aP<.001.
bP<.01.
cP<.05.
dP<.07.

Discussion

Many previous studies describe the digital divide between older and younger people, with the divide being greater for those who are racial/ethnic minorities and of lower socioeconomic status (SES) [19,22,25,28,34]. Much research has also been done regarding the psychological, functional, and educational barriers that prevent many older adults from joining the digital age and taking advantage of the many benefits that Internet technology can offer [18,20,35,36]. Most previous research included older adults with varying degrees of SES and functional abilities, and few focused on those with low-incomes and disabilities. This study examined Internet use patterns, eHealth literacy, and attitudes toward computer/Internet among a large sample of low-income homebound older adults and compared them to a younger group of low-income homebound individuals. Because of their disabilities, none worked for pay and all received home-delivered meals; thus, any computer/Internet use in which they engaged would have been exclusively for their personal use.

As expected, this vulnerable group of individuals had low rates of Internet use—34% of the younger group (under 60 years) and 17% of the older group (60 years and older). For the most part, age was inversely associated with Internet use, with lower use rates among those with more advanced age. However, this study also found that the numbers who had to discontinue Internet use (35% of the younger group and 16% of the older group) were as many as those who were currently using the Internet. The primary reasons for discontinuation were the cost of an Internet connection and/or replacing a nonfunctional computer and disability, pain, and vision problems. For those who could not afford an Internet subscription, computer, or other necessary equipment, it appears that they could have continued using the Internet if affordability was not a barrier.

The study also found that even within this group of low-income homebound persons, racial/ethnic minorities and those with lower income were much less likely to use the Internet, indicating the persistent negative effects of racial/ethnic minority status and low SES on digital inclusion. Multivariate analyses also identified the number of chronic medical conditions and ADL/IADL impairments as marginally significant correlates of Internet use. As expected, ADL/IADL impairments were barriers to Internet use; however, higher numbers of chronic medical conditions were positively associated with current Internet use as opposed to discontinued use. While having chronic medical conditions seems to promote Internet use, it is not clear if this results from the need to obtain medical information or manage ones’ health care or whether having more chronic conditions results in greater isolation, making the Internet important in maintaining social connections. Also...
important was that a self-reported diagnosis of depression or anxiety was not a significant correlate, suggesting that these mental health conditions did not inhibit Internet use. Thus, H1 was partially supported.

Regardless of age, about three-fourths of Internet users went online either daily or every few days, suggesting that a majority of these low-income, homebound Internet users integrated Internet technology in their usual routines. In this respect, they were not different from the general US population. The aforementioned national survey done in 2012 found that 70% of US adults aged 65 and older used the Internet on a typical day and 67% of all American adults aged 18 and older did so [19]. Younger persons in our sample reported utilizing the Internet for a wider variety of activities, taking advantage of the many benefits the Internet offers. Older users were not taking full advantage of the Internet’s multiple benefits, as only about 55% did research on health-related information and only one-fifth were using the Internet for social networking purposes. This may reflect their reports that searching and finding the information they needed fell somewhere between “sometimes easy” and “not so easy.” Although most users in the older age group used the Internet daily or almost daily, they appear to have somewhat low levels of confidence in their Internet search skills, which was reflected in their average eHEALS score being significantly lower than in the younger age group. In multivariate analyses, eHEALS scores were negatively associated with age, meaning those of older ages had lower perceptions of their eHealth self-efficacy. Better news is that self-efficacy was significantly determined by the frequency of Internet use, a finding consistent with previous studies that training and practicing Internet skills increases older adults’ computer-related self-efficacy [18,29-32]. As hypothesized, eHEALS scores in the older age group were also inversely associated with a depression diagnosis, which may reflect the generally negative self-evaluation among depressed older adults, even though older adults with depression were more likely to use the Internet than those without this diagnosis. These findings support H2. The low-level of eHealth efficacy among both age groups may also have been responsible for respondents’ lack of willingness to join online health discussion groups, although the lack of willingness may also have stemmed from privacy concerns related to the exchange of emails with other participants or warnings to avoid being taken advantage of online. Some low-income homebound older adults may have faced discrimination or mistreatment by others throughout their lives, and as a result, they may have been cautious about connecting with strangers online, although they perceived the usefulness and importance of the Internet-based health resources.

Those who never used the Internet did not express aversion to learning to use it and believed they could do so, although older respondents were slightly less confident than their younger counterparts. In addition to age, Hispanics and those who primarily spoke Spanish at home expressed lower levels of computer/Internet efficacy, though it is not clear why Hispanics, even controlling for Spanish speaking, had a lower level of efficacy. Participants who lived alone and participants, including those in the older age group, with higher incomes had higher efficacy levels. Those living alone may have more confidence in general given their ability to live independently and may also feel a greater need to use email and other Internet technology that can connect them to others.

Although bivariate analyses showed that low-income homebound older adults’ computer/Internet interest did not differ significantly from their younger counterparts, multivariate analyses again showed that older age was a significant negative factor. Although blacks were less likely to use the Internet than nonHispanic whites, black older adults and older adults who lived alone expressed greater interest in computer/Internet use than their nonHispanic white counterparts and those who lived with someone else. Hispanics were also less likely than nonHispanic whites to use the Internet, but ethnicity and Spanish-language use were not significant factors for older adults’ level of interest. Thus, H3 was partially supported.

A few study limitations should be noted. First, despite the large sample size, the survey participants were selected from a geographically limited area, which may limit the findings’ generalizability. Second, although case managers confirmed participants’ reported health and mental health conditions using medication lists, these diagnoses by themselves may not be equated with symptom manifestations and severity, especially in the case of depression, anxiety, and severe mental illness. Pharmacotherapy may have effectively reduced symptoms for some people. Thus, actual assessment of current symptoms would have allowed more accurate evaluation of their influence. Third, a potentially important omission in the agency assessment dataset was the clients’ level of education, which could have provided a more comprehensive picture of participants’ sociodemographic characteristics and their level of disadvantage. Despite its limitations, the present study is the first to provide a detailed description of Internet use and nonuse among low-income, disabled, and homebound older and younger adults.

We found very low rates of Internet use compared to the US population, either due to lack of exposure to computer and Internet technology, lack of financial resources to obtain computers and access technology for personal use, or medical conditions, disabilities, and associated pain that restrict use. However, the findings also provide hope for reducing the digital divide because while blacks and Hispanics were less likely to be current Internet users, black older adults expressed greater interest and Spanish-speaking adults were no less interested than nonHispanic whites in computer/Internet use. Internet technology can offer multiple benefits to vulnerable homebound individuals and may contribute to reducing health disparities among other disabled homebound individuals. Thus, improving access to Internet technology that can enhance health and well-being should be viewed as a social justice issue. As health care systems increasingly rely on Internet technology to manage patients’ records, communicate with them, and provide care, it will be necessary for patients who want greater involvement in their health care to become proficient in using health information technology. For example, access to one’s electronic health records and being able to communicate more readily with health care providers may go a long way in improving patient compliance with treatment regimens, engaging patients in their treatment, and increasing their control over what is happening to them. Those, such as homebound individuals who often have
multiple health needs, can benefit the most from becoming well versed at using these tools.

Until the digital divide eventually disappears due to younger Americans’ nearly universal exposure to computer use and Internet technology, steps can be taken to increase Internet use among today’s older adults, including those who are disadvantaged, through social policy, technology/equipment design, and training/education. First, in the social policy domain, offering low-income persons technology subsidies/allowances may help them join the digital age, and government agencies and nongovernmental organizations (NGOs) could recycle and refurbish the many computers sitting idle or disposed of each year for older adults’ use. Such government-provided allowances and NGO efforts may result in cost effectiveness if they enable people to live independently, reduce their dependence on informal and formal support, and increase their quality of life. Second, to encourage Internet use among individuals with substantial disabilities, technology should be designed to be as user-friendly as possible [41]. For example, touch screens tend to be more usable than keyboards for older adults with arthritic pains in their fingers/hands. However, future technology designs should go far beyond many current innovations and provide personalized technology systems to facilitate use even among those with a high degree of disability, such as greater access to voice systems for people with low literacy levels or who are visually impaired. Third, older adults who remain reluctant to use the Internet due to low technology-related self-efficacy may be motivated to embrace its use through demonstrations and education. The present study suggests that exposure and practice (ie, frequent use) increases Internet skill efficacy regardless of income level and disability. Many younger people’s computer and Internet skills could be used by employing them through volunteer work or paid employment to teach older adults how to use email, surf the Web, and engage in social networking and health-related tasks. Especially for low-income homebound older adults who have not been exposed to computer/Internet technology but whose needs are substantial, the multiple benefits of computer/Internet use need to be emphasized and equipment and training provided to facilitate their use.

Future studies should test the extent to which providing computer equipment (especially devices that are easiest to use), Internet connections, computer applications, and training to use them increase interest, use, and efficacy and are associated with improved health, mental health, and other well-being outcomes. Studies should also test the types of devices and applications that homebound adults may be most interested in using and the features that facilitate use and better outcomes for this population.

Acknowledgments
The authors are grateful to the HDM program’s case managers for data collection, to Linda Perez for her supervision of data collection, and to David Thompson for his data management.

Conflicts of Interest
None declared.

References


35. Lagana L. Enhancing the Attitudes and Self-Efficacy of Older Adults Toward Computers and the Internet: Results of a Pilot Study. Educ Gerontol 2008 Sep 1;33(9):831 [FREE Full text] [doi: 10.1080/03601270802243713] [Medline: 20148185]


Abbreviations

ADL/IADL: activities of daily living and instrumental activities of daily living

ATC/IQ: Attitudes Toward Computer/Internet Questionnaire
eHEALS: eHealth Literacy Scale

HDM: home-delivered meals

NGOs: nongovernmental organizations

SES: socioeconomic status

Edited by G Eysenbach; submitted 02.04.13; peer-reviewed by B Tennant, L Donelle; comments to author 19.04.13; revised version received 21.04.13; accepted 22.04.13; published 02.05.13.

Please cite as:

Choi NG, DiNitto DM

The Digital Divide Among Low-Income Homebound Older Adults: Internet Use Patterns, eHealth Literacy, and Attitudes Toward Computer/Internet Use


URL: http://www.jmir.org/2013/5/e93/

doi:10.2196/jmir.2645

PMID:23639979

©Namkee G. Choi, Diana M DiNitto. Originally published in the Journal of Medical Internet Research (http://www.jmir.org/), 02.05.2013. This is an open-access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Internet Access and Use in Adults With Hearing Loss

Elisabet Sundewall Thorén, MSc; Marie Öberg, PhD; Gunilla Wänström, MSc; Gerhard Andersson, PhD; Thomas Lunner, PhD

1Division of Technical Audiology, Department of Clinical and Experimental Medicine, Linköping University, Linköping, Sweden
2Eriksholm Research Centre, Oticon A/S, Snekkersten, Denmark
3Hearing Clinic, County Council of Östergötland, Linköping, Sweden
4The Swedish Institute for Disability Research, Linköping University, Linköping, Sweden
5Department of Behavioural Sciences and Learning, Linköping University, Linköping, Sweden
6Department of Clinical Neuroscience, Karolinska Institutet, Stockholm, Sweden

Corresponding Author:
Elisabet Sundewall Thorén, MSc
Division of Technical Audiology
Department of Clinical and Experimental Medicine
Linköping University
Sandbiäcksgatan 7
Linköping, 581 85
Sweden
Phone: 46 10 103 28 57
Fax: 46 13 14 94 03
Email: elisabet.thoren@liu.se

Abstract

Background: The future rehabilitation of adults with hearing loss is likely to involve online tools used by individuals at home. Online tools could also be useful for people who are not seeking professional help for their hearing problems. Hearing impairment is a disability that increases with age, and increased age is still associated with reduced use of the Internet. Therefore, to continue the research on online audiological rehabilitative tools for people with hearing loss, it is important to determine if and to what extent adults with hearing loss use the Internet.

Objective: To evaluate the use of the Internet and email in a group of adults with hearing loss and to investigate if their use of Internet and email differed between genders, among different age groups, and how it compared with the general population in Sweden.

Methods: Questionnaires containing multiple-choice questions about Internet access, email use, and educational level were mailed to individuals with hearing loss, who were registered as patients at a hearing aid clinic. Out of the 269 invited participants, 158 returned a completed questionnaire, which was a response rate of 58.7%.

Results: The results showed that 60% (94/158) of the participants with hearing loss used computers and the Internet. The degree of hearing loss in the group of participants did not explain the level of Internet usage, while factors of age, gender, and education did (P<.001). More men than women used the Internet (OR 2.54, 95% CI 1.32-4.91, P<.001). Use of the Internet was higher in the youngest age group (25-64 years) compared to the oldest age group (75-96 years, P=.001). A higher usage of the Internet was observed in the participants with hearing loss, especially the elderly, when compared with the general population of Sweden (OR 1.74, 95% CI 1.23-3.17, P=.04).

Conclusions: We conclude that the use of computers and the Internet overall is at least at the same level for people with hearing loss as for the general age-matched population in Sweden, but that this use is even higher in specific age groups. These results are important for the future work in developing and evaluating rehabilitative educational online tools for adults with hearing loss.
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Introduction

The use of the Internet and communication via email, chat forums, blogs, and instant messaging have increased dramatically in western society during recent years. For groups that are suffering from different disabilities, the Internet and the use of online communication tools can be helpful because they can reach out and contact other people without being identified as disabled [1]. Research shows that people with different kinds of working disabilities benefit from using computers and the Internet, but they still represent a group with less access to these media than persons without disabilities. It has been argued that the low rate of Internet use in persons with disabilities linked to problems at work (eg, chronic pain) may be associated with socioeconomic factors and a lack of knowledge about online resources [2].

One of the most common disabilities is hearing loss, and objectively measured hearing loss often occurs prior to subjective hearing difficulties [3]. People with hearing loss describe difficulties when interacting with friends in daily communication situations. The mixing of speech with different types of background noise represents a challenging situation for hearing-impaired people. This issue is one reason why the Internet is a medium that may suit people with hearing loss and deaf people because they can use it to communicate with people with normal hearing or peers with similar problems [1,4]. The Internet can also be useful as a communication tool for people with hearing loss, eg, the use of Internet telephony, which has been shown to be particularly useful for improving speech perception [5]. Hearing impairment is a disability that increases with age [6]; usually by approximately age 50, 35-45% of adults report some kind of hearing difficulty, and it is therefore an important public health problem [7].

Higher age is typically associated with reduced use of the Internet [8]. For example, data from Europe have shown that a third of those over the age of 54 and 10% of the adults over the age of 65 use the Internet, which can be contrasted with the approximately 75% of individuals aged 16-24 years who use the Internet [9]. Furthermore, a Canadian study showed that fewer than 10% of the elderly used the Internet, with “elderly” being defined as over 65 years old [10]. An observation made in the same study was that older persons with better hearing and hearing aid users use information technology, such as the Internet, more than persons with hearing loss who were not using their prescribed hearing aids. However, the Canadian data [10] were collected in 2000, and a plausible assumption is that Internet usage has increased since then in all age groups, including the elderly [11]. For some of the people who are not using the Internet, however, it is assumed that they could benefit from available online services. Research on 86-year-olds in Sweden showed that 19% owned a computer, but only 10% were connected to the Internet. However, approximately 90% of the respondents expressed that they might benefit from the Internet if they had access to it [12]. In a study published more than 5 years ago [13], the researcher concluded that teaching the elderly how to use computers and the Internet was possible, so that, for example, the elderly could obtain information and health care contacts. In addition, including the elderly in the process of developing computers and Internet tools and adjusting the media to be more useful and attractive for many older adults were important factors [14].

The rehabilitation of people with hearing loss, audiological rehabilitation, is a complex process and not always successful. Audiological rehabilitation for people suffering from hearing loss consists of many elements, but most people with hearing loss are not offered any additional rehabilitation once their hearing aids have been fitted. In fact, a large number of adults with hearing loss are not seeking professional help to overcome their hearing problems.

Currently, approximately 67% of all Internet users use it to search for online health-related information [15]. In a study from the United Kingdom, Henshaw et al concluded that the Internet is a useful medium for offering hearing health care, especially to the adults with hearing loss who are typically not seeking hearing health care [16]. By using the Internet during audiological rehabilitation, relevant elements could be included in the rehabilitation without the inconvenience of traveling to a hearing health center away from home. In the near future, parts of the rehabilitation and contact with the professionals could be expected to occur via the Internet [17,18]. Therefore, to continue the research on online audiological rehabilitative tools for people with hearing loss, it is important to determine if and to what extent adults with hearing loss use the Internet.

The objective of this study was to evaluate the use of the Internet, computers, and email in a group of adults with hearing loss. We also investigated whether the use of the Internet, computers, and email differed between genders and different age groups and to what degree age, gender, education, and hearing loss could explain the amount of Internet usage. The final aim of our study was to investigate whether there was a difference in the use of the Internet, computers, and email between the general population of Sweden [19] and a group of adults with hearing loss.

Methods

Recruitment and Procedure

In this study, we used systematic sampling by inviting a selected group of hearing aid users from the University Hospital in Linköping, Sweden. Every fourth person who had finished hearing-aid rehabilitation at the University Hospital during 2008 and who did not meet our exclusion criteria was asked to participate in the study via invitation letters sent by regular mail. The defined exclusion criteria were if the potential participant was unable to communicate in Swedish (ie, used an interpreter during the hospital visit) or was under the age of 18 years. During 2009, invitation letters were sent by mail to a total of 269 individuals. The average age of the invited participants was 73.4 years (range 20-98 years; SD 13.3). The invited participants included 154 out of 269 men (57.2%) and 115 out of 269 women (42.8%).

Study Participants

Among the invited participants, 173 out of 269 individuals returned their questionnaires (response rate 64.3%), and 158 out of 269 (58.7%) returned a completed questionnaire. We did
not send out reminders to the invited participants. The age of the participants who returned a complete questionnaire ranged from 31-96 years (mean 73.6 years; SD 12.2 years). Of the included participants, 96 out of 158 were men (60%) and 62 out of 158 were women (40%). The majority, 85 out of 158 participants (54%), had completed 9 years of elementary school. The lowest number of individuals, 31 out of 158 (20%) had finished 12 years in school and 42 out of 158 (27%) had a university-level degree and therefore more than 12 years in school, as shown in Table 1. Approximately half of the participants (86/158, 54.7%) were urban citizens, living in cities with more than 100,000 residents. The remainder of the participants lived in smaller villages in the countryside. In total, 110 out of 269 (40.9%) invited individuals were counted as nonrespondents because they either did not return the questionnaire or returned an incomplete questionnaire. The mean age of the nonrespondents was 73.2 years (range 20-98, SD 14.9 years). There was no significant difference due to age between the participants who returned a complete questionnaire and those who did not return the questionnaire (P=.39).

**Hearing Loss**

Measurements of the participants’ hearing losses, as measured by the pure-tone air-conducted hearing thresholds (ISO 8253-1 1989) were collected from their latest visit to the hearing clinic. The pure tone average of the better ear at the four frequencies of 500, 1000, 2000, and 4000 Hz was, on average, 40 dB HL (SD 15 dB HL; Figure 1). There was a significant correlation between age and the degree of hearing loss (r=-0.46, P<.001), indicating that the degree of hearing loss increased with increasing age, as expected.

**Outcomes**

A questionnaire containing multiple-choice questions about Internet access, email use, and educational level was mailed to the invited participants. The questionnaire was sent together with a letter and a pre-paid reply envelope. The questionnaire contained the following questions: (1) Do you have a computer at home?, (2) Do you have access to a computer outside your home?, (3) Do you have access to the Internet?, (4) Do you search for information via the Internet?, (5) How often do you use the Internet?, (6) Do you have an email address?, (7) Do you use your email address?, (8) How often do you use your email address?, and (9) What kind of education do you have? (see Multimedia Appendix 1).

The medical ethical committee in Linköping, Sweden, approved the protocol.

**Statistical Analysis**

To statistically test the aims of the study, descriptive analysis, Pearson’s chi-square test ($\chi^2$), and multiple regression analysis were performed. For all analyses, an alpha level of <.05 was used as statistical significance. A multiple regression analysis was used to investigate whether age, education, gender, or hearing loss could predict Internet use and to investigate how much of the variance in Internet use could be explained by age, education, gender, and hearing loss, as shown. The statistical software package Statistica 10, StatSoft, was used.

**Figure 1.** Average (SD) hearing loss of the participants (dB HL; right ear points marked with circles and left ear with crosses).
Results

Questionnaires

We were interested in the distribution of use of the Internet, computers, and email in a group of adults with hearing loss. The results are presented in Table 1 for the whole group, for three different age groups, and for men and women in the different age groups. We found that 60% (94/158) of respondents had a computer at home. Out of those who had a computer at home, only 1 participant did not have access to the Internet. Furthermore, out of the participants who used the Internet, a clear majority of 83% (77/93) answered that they used the Internet monthly or more often. Half of the participants (81/158, 51%) had an email address, and all except 7 participants used it daily or multiple days per week.

The second aim was to investigate whether Internet, computer, and email use differed between genders. The results showed that significantly more men than women had a computer ($P<.001$), had access to the Internet ($P=.01$), and used email ($P<.001$), as shown in Table 2. The results are in agreement with general Internet use in the Swedish population [19], showing significantly higher usage of computers and the Internet by men than women ($P<.001$).

The third aim of the study was to analyze the data with respect to age groups to investigate if Internet use and email use were significantly lower in the elderly compared with the younger participants. We divided the participants into three age groups, as shown in Table 3. The age groups were defined so that the results could be compared with data on Internet use in the general population of Sweden and with respect to the typical correlation between hearing impairment and a gradual acceleration in the age of retirement (65 years). The results showed that there were significantly more participants in the younger age groups that had access to a computer than in the older group ($P<.001$), as shown in Table 3. Similar results were seen with respect to the use of Internet and email, meaning that the use of these services was significantly more common in the younger groups than in the older group ($P<.001$).

Multiple logistic regression analysis was done to investigate whether age, education, gender, or hearing loss could predict Internet use. Multiple logistic regressions were also used to investigate how much of the variance in Internet use could be explained by age, education, gender, and hearing loss, as seen in Table 4. As shown in Table 4, the partial correlations were significant for all factors except for hearing loss. Therefore, the factor of hearing loss was excluded in further analysis. About 14% of the variance in Internet use was explained by age, around 12% was explained by education, and less than 3% was explained by the gender of the participants.

The final aim was to compare the data generated in this study with the data from a typical Swedish population [18] in order to investigate if the group of adults with hearing loss used information technology more than their peers in the general population, as shown in Table 5. Additionally, each age group from the two datasets was compared, as shown in Table 3. In the youngest age group I (25-64 yrs), we did not find any significant differences in Internet use ($P=.06$) or computer access at home ($P=.10$). In age group II (65-74 yrs), there were no significant differences in computer access at home when comparing the two datasets ($P=.30$), but the participants from the group of adults with hearing loss had significantly more access to Internet than the people in the general population ($P=.05$). In age group III (75-96 yrs), we found significant differences between the two datasets in both computer access ($P=.004$) and Internet use ($P=.02$), which were more common in the group of participants with hearing loss.

http://www.jmir.org/2013/5/e91/
Table 1. The collected data (%) on the use of Internet, computers, and email overall and in the different age groups.

<table>
<thead>
<tr>
<th>Education</th>
<th>Computer</th>
<th>Internet</th>
<th>Email</th>
<th>9 yr</th>
<th>12 yr</th>
<th>&gt;15 yr</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All (N=158)</td>
<td>59.5</td>
<td>58.9</td>
<td>51.2</td>
<td>50</td>
<td>18.3</td>
<td>24.1</td>
</tr>
<tr>
<td>Men (N=96)</td>
<td>70</td>
<td>67.7</td>
<td>63.5</td>
<td>51</td>
<td>19.8</td>
<td>21.9</td>
</tr>
<tr>
<td>Women (N=62)</td>
<td>43.5</td>
<td>45.2</td>
<td>30.1</td>
<td>48.4</td>
<td>16.1</td>
<td>27.4</td>
</tr>
<tr>
<td>Age 25-64</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All (N=31)</td>
<td>100</td>
<td>100</td>
<td>87.1</td>
<td>25.8</td>
<td>35.5</td>
<td>38.7</td>
</tr>
<tr>
<td>Men (N=20)</td>
<td>100</td>
<td>100</td>
<td>90</td>
<td>25</td>
<td>35</td>
<td>40</td>
</tr>
<tr>
<td>Women (N=11)</td>
<td>100</td>
<td>100</td>
<td>81.8</td>
<td>27.3</td>
<td>36.4</td>
<td>36.4</td>
</tr>
<tr>
<td>Age 65-74</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All (N=41)</td>
<td>75.6</td>
<td>78</td>
<td>65.8</td>
<td>48.8</td>
<td>24.4</td>
<td>26.8</td>
</tr>
<tr>
<td>Men (N=28)</td>
<td>82.1</td>
<td>82.1</td>
<td>78.6</td>
<td>50</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>Women (N=13)</td>
<td>61.5</td>
<td>69.2</td>
<td>38.5</td>
<td>46.2</td>
<td>23.1</td>
<td>30.8</td>
</tr>
<tr>
<td>Age 75-96</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All (N=86)</td>
<td>37.2</td>
<td>34.9</td>
<td>30.2</td>
<td>59.3</td>
<td>9.3</td>
<td>17.4</td>
</tr>
<tr>
<td>Men (N=48)</td>
<td>50</td>
<td>45.8</td>
<td>43.8</td>
<td>62.5</td>
<td>10.4</td>
<td>14.6</td>
</tr>
<tr>
<td>Women (N=38)</td>
<td>21.1</td>
<td>21.1</td>
<td>13.2</td>
<td>55.3</td>
<td>7.9</td>
<td>21.1</td>
</tr>
</tbody>
</table>

Table 2. Results from the chi-square tests ($\chi^2$) and odds ratio (OR) comparing gender and comparing with the dataset from the general population of Sweden (data on email use not collected in the dataset from the general population).

<table>
<thead>
<tr>
<th></th>
<th>$\chi^2$</th>
<th>$P$ value</th>
<th>OR</th>
<th>Lower 95% CI</th>
<th>Upper 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current data (n=158)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PC use</td>
<td>10.77</td>
<td>.001</td>
<td>3.03</td>
<td>1.56</td>
<td>5.90</td>
</tr>
<tr>
<td>Internet use</td>
<td>11.52</td>
<td>&lt;.001</td>
<td>2.54</td>
<td>1.32</td>
<td>4.91</td>
</tr>
<tr>
<td>Email use</td>
<td>16.31</td>
<td>&lt;.001</td>
<td>4.04</td>
<td>2.04</td>
<td>8.00</td>
</tr>
<tr>
<td>General population (n=6292)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PC use</td>
<td>47.09</td>
<td>&lt;.001</td>
<td>1.53</td>
<td>1.35</td>
<td>1.73</td>
</tr>
<tr>
<td>Internet use</td>
<td>35.34</td>
<td>&lt;.001</td>
<td>1.42</td>
<td>1.27</td>
<td>1.59</td>
</tr>
<tr>
<td>Email use</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>
Table 3. Results from the chi-square tests ($\chi^2$) and odds ratio (OR) comparing age groups (AG) and with the dataset from the general population of Sweden (data on email use not collected in the dataset from the general population).

<table>
<thead>
<tr>
<th></th>
<th>AG II</th>
<th></th>
<th></th>
<th>AG III</th>
<th></th>
<th></th>
<th>General population</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\chi^2$</td>
<td>OR</td>
<td>Lower, 95% CI</td>
<td>Upper, 95% CI</td>
<td>$\chi^2$</td>
<td>OR</td>
<td>Lower, 95% CI</td>
</tr>
<tr>
<td>AG I</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Computer</td>
<td>8.78</td>
<td>a</td>
<td>a</td>
<td>.003</td>
<td>38.72</td>
<td>a</td>
<td>a</td>
</tr>
<tr>
<td>Internet</td>
<td>7.78</td>
<td>a</td>
<td>a</td>
<td>.01</td>
<td>36.15</td>
<td>a</td>
<td>a</td>
</tr>
<tr>
<td>Email</td>
<td>4.25</td>
<td>3.50</td>
<td>1.02</td>
<td>12.01</td>
<td>.04</td>
<td>29.74</td>
<td>15.58</td>
</tr>
<tr>
<td>AG II</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Computer</td>
<td>18.52</td>
<td>5.79</td>
<td>2.50</td>
<td>13.40</td>
<td>&lt;.001</td>
<td>1.12</td>
<td>1.48</td>
</tr>
<tr>
<td>Internet</td>
<td>18.45</td>
<td>6.00</td>
<td>2.54</td>
<td>14.17</td>
<td>&lt;.001</td>
<td>3.95</td>
<td>2.11</td>
</tr>
<tr>
<td>Email</td>
<td>14.49</td>
<td>4.45</td>
<td>2.01</td>
<td>9.83</td>
<td>&lt;.001</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>AG III</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Computer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8.29</td>
<td>1.98</td>
<td>1.23</td>
</tr>
<tr>
<td>Internet</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5.62</td>
<td>1.74</td>
<td>1.10</td>
</tr>
<tr>
<td>Email</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

*aThe value could not be calculated due to few data points in the cell.

Table 4. Multiple logistic regression results for prediction of Internet use.

<table>
<thead>
<tr>
<th></th>
<th>b&lt;sup&gt;a&lt;/sup&gt;</th>
<th>b</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>30.88</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>-0.38</td>
<td>-0.02</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Education</td>
<td>-0.34</td>
<td>0.07</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender</td>
<td>0.17</td>
<td>0.18</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>Hearing loss</td>
<td>0.03</td>
<td>0.07</td>
<td>.64</td>
</tr>
</tbody>
</table>

<sup>a</sup>b=raw coefficients in the multiple regression equation.
Table 5. The use of computers and the Internet (in %) in the general population of Sweden.

<table>
<thead>
<tr>
<th></th>
<th>Computer</th>
<th>Internet</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All (N=6292)</td>
<td>79.7</td>
<td>76.8</td>
</tr>
<tr>
<td>Men (N=3219)</td>
<td>83.2</td>
<td>80.0</td>
</tr>
<tr>
<td>Women (N=3372)</td>
<td>76.4</td>
<td>73.8</td>
</tr>
<tr>
<td><strong>Age group I</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All (N=4829)</td>
<td>91.8</td>
<td>89.4</td>
</tr>
<tr>
<td>Men (N=2441)</td>
<td>92.1</td>
<td>89.5</td>
</tr>
<tr>
<td>Women (N=2388)</td>
<td>91.5</td>
<td>89.4</td>
</tr>
<tr>
<td><strong>Age group II</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All (N=886)</td>
<td>67.7</td>
<td>62.7</td>
</tr>
<tr>
<td>Men (N=425)</td>
<td>72.7</td>
<td>68.0</td>
</tr>
<tr>
<td>Women (N=460)</td>
<td>63.3</td>
<td>58.0</td>
</tr>
<tr>
<td><strong>Age group III</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All (N=878)</td>
<td>25.5</td>
<td>21.3</td>
</tr>
<tr>
<td>Men (N=354)</td>
<td>34.2</td>
<td>28.8</td>
</tr>
<tr>
<td>Women (N=524)</td>
<td>19.3</td>
<td>16.2</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

The aim of this study was to evaluate the use of the Internet, computers, and email in a group of adults with hearing loss. Furthermore, we investigated if the use of Internet, computers, and email differed between genders and different age groups. The results relating to our first objective indicate that the use of Internet and email is high in the total group of adults with hearing loss, even though it is significantly more common in the younger age groups. We interpret our results of computer and Internet use as valid since the participants reported use of email was nearly the same as computer and Internet use, and we therefore expect that the participants in our sample are using both their computers and their Internet connections. These findings were expected based on the results from earlier studies showing that Internet use in the elderly population is low [8,12]. However, Internet use in adults with hearing loss has barely been described in the literature [16].

In this study, we also identified a difference due to gender. Our results showed that it was more common for men than women to use computers, the Internet, and email. These findings were expected in this group of participants due to prior research evaluating how gender differences correlate with Internet usage [16]. Our results are also in line with findings from the general Swedish population, which show a significant difference in the use of the Internet and computers between genders [19].

Because hearing loss increases with age, the final objective in our study was to evaluate the pattern of Internet use among the elderly and compare with data from the general population of Sweden. More specifically, our aim was to evaluate whether we could detect a higher rate of Internet use among adults with hearing loss. In summary, the results from the multiple regression analysis indicate that Internet use in a group of adults with hearing loss can be explained by age, education, and gender. More specifically, the highest usage of the Internet is seen among the youngest age group and males with higher education levels, and the lowest usage is among the elderly and women with less education. These results are consistent with newly reported findings from Henshaw et al [16] who investigated the association between age, socioeconomic status, and gender due to self-reported usage of computers and the Internet. The findings are also in line with reports of general Internet use in the Swedish population [19] showing that age, gender, and education still have a strong association with Internet use, especially among the elderly.

When comparing our data with information technology use in the general Swedish population [19], we found that individuals with hearing loss were more likely to use computers and have Internet access than individuals with normal hearing. Interestingly, a comparison of our data in elderly people with hearing loss with data from Europe [9] showed that approximately 10% of the elderly above 65 years use the Internet, while in our study, 50% of those over 65 use computers and the Internet. Recently reported data show that Sweden represents one of the top five countries with high access and Internet usage [15]. This could explain why our study shows a reasonably higher use of the Internet by elderly persons with hearing loss than a comparable study from United Kingdom [16].

A reasonable overall interpretation of our findings, together with previous findings, is that people with decreasing hearing sensitivity are using computers and the Internet and also that these media can be useful tools to help the elderly with hearing loss get access to rehabilitation from home [2,16,18].
Limitations

In this study, we reported on the use of the Internet, computers, and email in a sample from Sweden, but usage in a similar group in other parts of Europe might be different. The data presented in the study can be seen as a reflection of the present, but the reported use of this type of information technology typically continues to increase over time, especially in elderly people [11]. However, we find the data to be representative as a sample from the population of people with hearing loss recruited at a hearing clinic in the county of Östergötland because all age groups are represented and because we could see the expected increase of hearing loss with increased age. Further analyses of the Internet, computer, and email usage in different groups of individuals with hearing loss and of different ages should involve more participants to investigate if our findings apply to the general population of people with hearing loss. We had a response rate of 59%, without any missing data in the questionnaires, which we consider rather good since the majority of our participants were elderly. Questionnaires mailed to elderly people are not always recommended as the first choice because a high rate of missing data and a lack of willingness to fill out questionnaires have been reported [20]. Determining the use of the Internet, computers, and email in the group of nonrespondents could, however, be interesting.

Future Research

This study was conducted to evaluate whether information technology was used by people with hearing loss in order to explore if developing online rehabilitation tools for them would be fruitful. By using the Internet in the rehabilitation of adults with hearing loss, they could be informed and guided about communication strategies, hearing tactics, ways to handle hearing aids, and other issues in a cost-effective manner. Our results support the idea that, in the near future, the audiological rehabilitation process can be expected to include the Internet and that some elements of rehabilitation and contact with professionals can occur via the Internet using communication tools like email [17,18].

Conclusion

The conclusion from this study is that, in a systematic, selective sample of hearing aid users, the use of computers, Internet, and email are overall at the same level as the general Swedish population, but this use is even higher in some specific age groups. This information is important for future work in developing and evaluating rehabilitative educational online tools for adults with hearing loss.
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Abstract

Background: Previous studies have identified socioeconomic status and health status as predictors of older adults’ computer and Internet use, but researchers have not examined the relationships between older adults’ health needs and psychological capital (emotional well-being and self-efficacy) and social capital (social integration/ties and support networks) to different types of Internet use.

Objective: This study examined (1) whether older adults’ health conditions and psychological and social capital differentiate Internet users from nonusers, and (2) whether the Internet users differed in their types of Internet use on the basis of their health conditions and psychological and social capital.

Methods: Data for this study came from the National Health and Aging Trends Study, which is based on a nationally representative sample of US Medicare beneficiaries aged 65 years and older. The sample for this study were those who resided in the community in their own or others’ homes (N=6680). Binary logistic regression analysis was used to compare health needs, psychological capital, and social capital among (1) any type of Internet users and nonusers, (2) Internet users who engaged in health-related tasks and Internet users who did not, (3) Internet users who engaged in shopping/banking tasks and Internet users who did not, and (4) Internet users only used the Internet for email/texting and all other Internet users.

Results: Depressive and anxiety symptoms, measures of psychological capital, were negatively associated with Internet use among older adults (odds ratio [OR] 0.83, 95% CI 0.70-0.98, P=.03 and OR 0.79, 95% CI 0.65-0.97, P=.03, respectively), whereas most measures of social capital were positively associated with Internet use. Having more chronic medical conditions and engaging in formal volunteering increased the odds of Internet use for health-related tasks by 1.15 (95% CI 1.08-1.23, P<.001) and 1.28 (95% CI 1.05-1.57, P=.02), respectively, but anxiety symptoms decreased the odds (OR 0.74, 95% CI 0.55-0.99, P=.05). Religious service attendance was negatively associated with Internet use for shopping/banking activities (OR 0.75, 95% CI 0.62-0.91, P=.01). Anxiety symptoms increased the odds of using the Internet only for emails/texting (OR 1.75, 95% CI 1.12-2.75, P=.02), but formal volunteering decreased the odds (OR 0.63, 95% CI 0.43-0.92, P=.02). Other correlates of Internet use solely for emails/texting were older age (80-84 years and ≥85 years), a black or “other” racial/ethnic background, a high school education or less than high school, and lower income.

Conclusions: The findings point to the importance of social capital in facilitating older adults’ learning and adoption of Internet technology. Older adults who used the Internet for email/texting purposes only were the most socially and economically disadvantaged group of Internet users. Computer/Internet training for older adults and computer/Internet use for various purposes need to consider the significant role their social capital can play.
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Introduction

Over the past 2 decades, Internet technology has increased access to health-related and non-health-related information and facilitated communication and social connections transcending geographic distance at relatively low cost. Almost 3 out of 4 people aged 65 years and older, compared to fewer than 1 out of 5 people aged between 20 and 44 years, have multiple (2 or more) chronic conditions [1]. Older adults are also more likely to feel socially isolated than younger adults, and social disconnectedness and perceived isolation are independently associated with lower levels of self-rated physical health and higher odds of having a mental health problem [2-4]. Older adults who have health problems and feel socially isolated are especially likely to benefit from using Internet technology because it allows them to carry out an increasingly diverse array of tasks, especially when they lack family, friends, and health and social service providers who can help with these tasks. Previous studies have documented the multiple benefits of computer and Internet use training for older adults [5,6]. Older adult Internet users note increased communication with those in their social networks; maintenance of geographically dispersed connections; convenience and benefits of searching for and increased learning from health-related information; increased ability to research non-health-related information, read news/magazines/books, and engage in continuing education activities; increased awareness of and connection to interest/support/hobby groups, events, and resources in their immediate and global communities; convenience of online shopping, banking, travel arrangements, and related information; and use of computer- and Internet-based entertainment [7-13].

Despite their rapidly increasing rate of Internet use, older adults still lag behind younger adults in Internet use in their everyday life [14,15]. An August 2012 Pew Internet Research Center survey found that only 58% of older adults (aged ≥65 years) in the United States are connected to and use the Internet, compared with 85% of those in the 50 to 64 age group and over 90% of those in the 18 to 49 age group [15]. Studies that examined determinants of Internet use found that older adults who were younger, non-Hispanic white, and of higher socioeconomic status (based on education, health literacy, and income) were more likely to use the Internet [14,16-18]. The significance of socioeconomic status as a correlate of Internet use is not surprising, because those of higher socioeconomic status have both the human and financial capital needed for adoption of rapidly changing technology. The cost of computer equipment and Internet connectivity poses a barrier to Internet use among low-income older adults [19].

Previous studies have also found that better overall health is positively associated with older adults’ computer and Internet use [14,18,20]. Some physical and functional health problems can pose barriers to computer use, such as difficulty performing activities of daily living (ADL) and instrumental activities of daily living (IADL), motor skills deficit due to arthritis and Parkinson’s disease, and vision impairment [21,22]. However, health problems/needs (eg, number of diagnosed chronic medical conditions, diagnosis of dementia/Alzheimer’s disease, and the number of ADL/IADL impairments) may also motivate older adults to take advantage of health information technology because some sicker individuals (eg, those with cancer) are more likely than their healthier peers to seek health information online in conjunction with a doctor visit [23]. In addition, older adults with health problems may use the Internet to manage various aspects of health care and address their daily health and disability care needs (eg, ordering/refilling prescriptions and contacting medical providers).

In addition to socioeconomic status and health care needs, psychological capital (eg, depressive symptoms, general anxiety symptoms, and general self-efficacy) and social capital (eg, indicators of social integration/ties and social support) are likely to influence older adults’ Internet use. With respect to psychological capital, previous research suggests that older adults are not afraid or unwilling to use technology and can acquire necessary skills; however, many older adults reported usability problems (eg, small fonts, difficulty of navigation) and associated frustration with the systems due in part to the cognitive, perceptual, and motor skill demands they experienced [9,10,24,25]. Older adults often express more anxiety about their ability to use these systems and less confidence in their ability to use them successfully than younger ones [9,26,27]. Older adults who positively perceived the Internet’s usefulness, ease of use, and efficacy and were more open to experiencing the Internet were more likely to be Internet users [23,28]. Werner et al [18] also found that older adults with an active coping style or a dispositional proactive approach to challenges (including learning to use technology in later life) were more likely to use a computer. However, they did not find depressive symptoms to be associated with older adults’ computer use, although another study found that older caregivers’ sense of social isolation and depressive symptoms abated when they participated in an online social interaction intervention [29].

On a macro level, social capital refers to the larger political and societal structures that promote a general sense of social cohesion, embeddedness, and trust, whereas microlevel social capital refers to individual resources that emerge from one’s social networks: social integration/ties and social support [30]. An individual’s social networks are the conceptual and structural core of his or her social capital. Those with strong and dense social networks have an easier and safer time accessing information because network members provide bridging and bonding support and contribute to boosting confidence and trust. When applied to older adults’ Internet use, those with a larger social network (eg, children, friends, volunteering buddies) are more likely to receive encouragement to learn to use the Internet and emotional and instrumental assistance in doing so by their social network members. Participation in activities with family, friends, and other network members is also likely to increase the need for and perceived usefulness of Internet connectivity as a means to maintain social integration and ties. One exploratory qualitative study of social capital and Internet use among older Australians (N=30) found that the most frequent pathways to use were having observed and talked with children and grandchildren about their computer/Internet use and having informal help from family and friends on how to use a computer and the Internet [11]. Study participants also mentioned that the need to use email to communicate with friends and relatives...
was a major reason for their Internet use, although they noted that online communication did not replace face-to-face contact. Moreover, the participants stated that online communication was responsible for expanding their network of close relationships and often led to face-to-face interactions that would not otherwise have occurred [11]. One study of US older adults in the Detroit area found that older adult computer users, as compared to nonusers, were more likely to be employed, have memberships in community organizations, and do volunteer work [31]. Another study also found that older adults who tended to be actively involved in the community, rather than withdrawn or behaviorally disengaged, were more likely to use computers [18].

A literature review on the determinants of older adults’ Internet use reveals gaps in 2 areas. First, although the Internet is used for an increasing variety of tasks including personal communication, commerce, information seeking, social networking, job searches, and entertainment, no studies have examined the factors associated with different types of Internet use. Previous studies did find that Internet use differences are affected by the level of Internet operational and other digital skills (eg, operating an Internet browser; using Internet-based search engines; completing forms on the Internet; navigating various types of websites; locating specific, detailed, or customized information; and evaluating the source and the quality of information), which was positively associated with education, but negatively associated with age [32-34]. A survey of Internet use showed that email and information searches tend to be the most common uses among both older and younger adults [35]. However, because older adults use the Internet for a diverse array of activities, Internet use differences among older adults are likely to be influenced by different characteristics. Second, although some previous studies found that psychological and social resources significantly influenced Internet use, the samples studied tended to be small. The relationships among Internet use and psychological and social capital have not yet been tested with a large, nationally representative sample of older adults. The examination of psychological and social capital on different types of Internet use is especially important given that older adults may require these resources to use the Internet for activities that require advanced skills. Older adults who are disadvantaged in terms of psychological and social capital may be more likely to use the Internet for limited purposes only.

Using a nationally representative sample of older adults aged 65 years and older in the United States, the present study had 2 purposes. The first was to examine whether health conditions and psychological and social capital resources differentiate Internet users from nonusers. The second was to determine whether the subgroup of Internet users differed in their types of Internet use based on their health conditions and socioeconomic factors, the study hypotheses were (H1) older adults with symptoms of depression and/or anxiety will be more likely to use the Internet, (H2) older adults with higher levels of psychological and social capital will be more likely to use the Internet for health-related tasks, (H3) older adult Internet users with at least 1 living child and/or sibling will be more likely to use the Internet, (H4) older adults with a higher level of social integration/ies from engagement in paid work activities, formal volunteer work, informal caregiving, and an active social life will be more likely to use the Internet, (H5) older adult Internet users with a higher levels of physical and functional health needs will be more likely to use the Internet for health-related tasks, (H6) older adult Internet users with higher levels of psychological and social capital will be more likely to use the Internet for health-related tasks and shopping/banking activities, and (H7) older adult Internet users with lower levels of psychological and social capital will be more likely to use the Internet for email/texting only. This is the first study to try to identify characteristics associated with different Internet activities using a nationally representative sample of older adults in the United States. The findings contribute to understanding the role of older adults’ psychological and social capital on their Internet use and shed further light on significant disparities in Internet access and use among older adults.

Methods

Data Source and Sample

This study analyzed secondary data drawn from the first interview wave of the National Health and Aging Trends Study (NHATS). The National Institute on Aging supports NHATS under a cooperative agreement with the Johns Hopkins University Bloomberg School of Public Health. Westat, a statistical survey organization headquartered in Rockville, Maryland, collected the data. The NHATS is intended to be a new resource for the scientific study of physical, psychological, and social functioning in later life and is based on a nationally representative sample of US Medicare beneficiaries aged 65 years and older (N=8077) who resided in the community in their own or another’s home or in residential care settings, including nursing homes and other facilities [36]. Face-to-face individual interviews, lasting approximately 2 hours, were administered in 2011 by Westat’s professionally trained interviewers with sample persons in all settings (except nursing homes) to collect detailed information on activities of daily life, living arrangements, general and technological environment of the home, health conditions, work status and participation in valued activities, mobility and use of assistive devices, cognitive functioning, and help provided with daily activities (self-care, household, and medical), economic status, and well-being. The NHATS sample design was age-stratified so that persons were selected from 5-year age groups between the ages of 65 and 90, and from persons age 90 and older. Persons in older age groups and persons whose race was listed as black on the Center for Medicare and Medicaid Services enrollment file were oversampled [37]. Detailed data collection procedures and variable definitions are described in the NHATS User Guide [38]. The analyses in this study included only those sample persons (N=6680) who resided in their own or another’s home, and excluded those in residential care settings, such as nursing homes (n=468) or other such settings (n=412), and those represented by proxy respondents, such as their spouse or child (n=517) due to dementia, illness, hearing impairment, and/or speech impairment. These exclusions were based on both systematic and respondent-level missing data on many variables.
(eg, psychological and social capital resources) included in this study.

**Measures**

**Internet Use**

Each NHATS sample participant was asked if he or she had a working cell phone and a working desktop or laptop computer at home (response categories: yes, no, yes but doesn’t know how to use a computer, refused, and don’t know). Those who did not have a computer at home were asked if they used a computer anywhere else (eg, in the building where they lived, at a library, and/or at a friend’s or family member’s home) in the past month. Those with a cell phone and/or who used a computer were asked if they ever (1) sent messages by email or via texting (described as “texting is like email but usually done on a phone”); (2) went on the Internet or online for any other reason than email or texting (“In the last month, besides email or texting, have you ever gone on the Internet or online for any other reason?”); (3) went on the Internet or online to contact a medical provider (to make or change medical appointments, get test results, request referrals or prescriptions, or get advice), handle Medicare or other health insurance matters (going to Medicare’s website or another insurer’s website to find out what is covered, compare plans or providers, find out about bills, or file a claim), and get information about their health conditions; and (4) went on the Internet or online to shop for groceries or personal items, pay bills or do banking, and order or refill prescriptions. The response categories were yes, no, refused, and don’t know. The time frame for the Internet/online use for all health-related tasks, except ordering or refilling prescriptions, was within the past year, and for all other activities was within the past month. Note that NHATS used the term “Internet or online” interchangeably in all questions, without distinguishing between them.

In the present study, Internet use was grouped into 4 types: (1) any health-related tasks (ordering or refilling prescriptions, contacting medical providers, handling Medicare or other health insurance matters, and/or get information on health conditions) with or without other types of Internet use; (2) shopping for groceries or personal items, paying bills, and/or banking (shopping/banking hereafter) with or without other types of Internet use; (3) email/texting with or without other types of Internet use (with the focus of multivariate analysis on email/texting only without any other type of Internet use); and (4) any other tasks that do not fall under any of the other 3 categories of tasks. This fourth category was derived from comparing those who reported Internet use but did not report any email/texting, health-related tasks, or shopping/banking.

**Demographic and Socioeconomic Factors**

Demographic and socioeconomic variables included age group (65-69 years [reference group], 70-74 years, 75-79 years, 80-84 years, and ≥85 years); gender (female or male); race/ethnicity (non-Hispanic white [reference group], non-Hispanic black, Hispanic, and all others); living arrangement (living with spouse vs all others); level of education (less than high school/don’t know/refused, high school diploma or GED, some college or an associate’s degree, and bachelor’s degree or higher [reference group]); and total income (in units of $10,000 for multivariate analysis). Missing values in education level due to respondents’ uncertainty (don’t know) or refusal to answer were grouped with the “less than high school” category based on multiple bivariate analyses of other sample characteristics (eg, Internet use, sociodemographics, health conditions, and psychological/social capital) that showed similarities between the don’t know or refused to answer group (unweighted n=67) and the less than high school group.

**Health Needs**

Health needs included the number of chronic medical conditions diagnosed by a doctor (including high blood pressure, heart attack/heart disease, arthritis, osteoporosis, diabetes, lung disease, stroke, and cancer), diagnosis of dementia or Alzheimer’s disease (yes vs no), and the number of ADL/IADL impairments. ADLs included eating, bathing, toileting, dressing, getting in and out of bed, getting in and out of a chair, and walking inside. IADLs included preparing meals, doing laundry, doing light housework, shopping for groceries, managing money, taking medication, and making telephone calls. Separate questions were used to collect data on the diagnosis of each medical condition and each ADL/IADL impairment, and the numbers of diagnoses and the functional impairments were added up, respectively. The small number of missing values (don’t know or refused to answer) for some of the medical conditions and ADL/IADL variables were treated as an absence of a diagnosis or impairment to arrive at conservative estimates.

**Psychological Capital**

Psychological capital included symptoms of depression and anxiety and general self-efficacy. For depression, each sample person was asked how often in the past month he or she (1) had little interest or pleasure in doing things, and (2) felt down, depressed, or hopeless. For anxiety, participants were asked how often in the past month he or she (1) felt nervous, anxious, or on edge, and (2) had been unable to stop or control worrying. The response categories were 1=not at all, 2=several days, 3=more than half the days, and 4=nearly every day. In the present study, those who responded with more than half the days to either item for depression or anxiety were categorized as depressed or anxious, respectively. To create a general efficacy score, the responses to the following 4 questions were summed: (1) I feel confident and good about myself, (2) I gave up trying to improve my life a long time ago (reverse-coded), (3) When I really want to do something, I usually find a way to do it, and (4) I have an easy time adjusting to change. The response categories were 1=agree not at all, 2=agree a little, and 3=agree a lot. The Cronbach alpha (internal consistency reliability of the 4 items measuring general efficacy) was low at .57, most likely because of the small number of items in the scale. According to the NHATS User Guide [33], these psychological capital variables draw on items similar to those used in Midlife in the United States: A Study of National Health and Well-being (MIDUS), with changes in the reference period as “last month” and fewer response categories.
Social capital was measured by whether or not the sample person reported (1) having at least 1 living child/stepchild; (2) having at least 1 living sibling; and whether in the past month he or she ever (3) worked for pay or owned a business; (4) did any volunteer work; (5) cared for or looked after an adult or child who could not care for themselves; (6) visited in person with friends or family not living with them either at your home or theirs; (7) attended religious services; (8) participated in clubs, classes, or other organized activities; and (9) went out for enjoyment, including going to dinner, to a movie, to gamble, or to hear music or see a play. Response categories for all these variables were yes, no, refused, and don’t know. The small number of missing values (don’t know and refused) in any social capital variable were treated as absence of the condition or activity to arrive at conservative estimates.

Analysis Strategy
Univariate frequency analysis was used to examine demographic and socioeconomic characteristics, health needs, psychological capital, social capital, cell phone and computer ownership, and any Internet use among all sample persons, and the type(s) of Internet use among Internet users. Bivariate analyses, using chi-square and t tests, were used to compare Internet users and nonusers on relevant variables. Hypothesis testing was conducted by using binary logistic regression analysis to compare (1) any type of Internet users with nonusers, (2) Internet users who engaged in health-related tasks with Internet users who did not, (3) Internet users who engaged in shopping/banking tasks with Internet users who did not, and (4) Internet users whose sole use was for email/texting with all other Internet users. Although users that did not engage in Internet use for health-related tasks, shopping/banking, and email/texting were identified, this group was excluded from the multivariate analysis because of the unspecified and possibly widely varying nature of their Internet activities. Because of the cross-sectional nature of the data, the relationships examined are correlational, not causal. Analyses were conducted with svy commands in Stata 12 (StataCorp LP, College Station, Texas, USA) to account for the NHATS’ complex multistage, stratified sampling design [37].

Results

Computer Ownership and Internet Use
As seen in Table 1, 80.19% of the study sample had a working cell phone, 64.4% had a computer at home and knew how to use it, 4.11% had a computer at home but did not know how to use it, and 2.20% did not have a computer at home but used one outside their home. Of the study sample, 50.60% reported that they went on the Internet or online for at least 1 purpose in the past month, whereas 49.40% did not report any Internet/online use, such as email/texting or carrying out other activities. Of the computer users, 25.42% did not go online for email/texting or any other type of Internet use in the past month. Of those who went on the Internet/online for email/texting or any other tasks, only 1.80% reported that they did not use a computer, implying that these people may have relied exclusively on cell phones and/or other devices.

The results also show the prevalence of different kinds of tasks that these community-dwelling older adults conducted on the Internet/online: 43.35% sent emails or text messages, 20.74% paid bills and did banking, 16.83% searched information on health conditions for self or others, 14.9% shopped for groceries or personal items, 8.41% ordered or refilled prescriptions, 7.45% contacted medical providers, and 5.64% handled Medicare or other health insurance matters. Among the Internet/online users, 85.68% sent emails or text messages, 40.99% paid bills and did banking, 33.26% searched information on health conditions for self or others, 29.40% shopped for groceries or personal items, 16.62% ordered or refilled prescriptions, 14.72% contacted medical providers, and 11.15% handled Medicare or other health insurance matters. In summary, 45.15% of the Internet/online users conducted health-related tasks, 51.23% paid bills, did banking, and/or shopped for groceries or personal items—common tasks related to everyday life—and 30.90% conducted activities pertaining to all these categories of Internet use. The findings also show that 8.94% used the Internet/went online solely for sending emails or text messages, and 8.76% used it for purposes/tasks other than emailing/texting, health-related tasks, and the tasks related to everyday life specified previously. The NHATS did not ask about these other Internet/online activities. However, based on a recent Pew survey of the Internet activities in which US adults engage [34], these other activities may include searching for information on a hobby or interest or a map or driving directions, checking weather, making travel reservations, getting news or information about sports, participating in social networking/dating programs, and so forth.

Comparison Between Internet Users and Nonusers

Table 2 shows that the younger age groups (65-69 years and 70-74 years) were disproportionately (more highly) represented among the Internet users, whereas the older age groups (75-79 years, 80-84 years, and ≥85 years) were disproportionately (more highly) represented among the nonusers. Men, non-Hispanic whites, those married and living with their spouse, and those with at least some college education were also overrepresented among the Internet users. The median income of the Internet users was more than twice that of the nonusers. The Internet users were in better health than the nonusers. With respect to psychological capital, the rates of depression and anxiety symptoms among the Internet users were half of those among the nonusers. The Internet users also had higher self-efficacy scores. With respect to social capital, a higher proportion of the Internet users than nonusers had at least 1 child, but the 2 groups were equally likely to have at least 1 sibling. The Internet users were significantly more advantaged than nonusers in all other indicators of social integration/ties and social support.
Table 1. Cell phone and computer ownership and Internet/online use of older adults in the United States (N=6680).

<table>
<thead>
<tr>
<th>Internet use patterns</th>
<th>(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Technology equipment among all sample persons</strong></td>
<td></td>
</tr>
<tr>
<td>A working cell phone</td>
<td>80.19</td>
</tr>
<tr>
<td>A working computer at home and knew how to use</td>
<td>64.39</td>
</tr>
<tr>
<td>A computer at home but did not know how to use</td>
<td>4.11</td>
</tr>
<tr>
<td>No computer at home but used it elsewhere last month</td>
<td>2.20</td>
</tr>
<tr>
<td><strong>Type of Internet use among all sample persons</strong></td>
<td></td>
</tr>
<tr>
<td>For any purpose (listed below and other tasks)</td>
<td>50.60</td>
</tr>
<tr>
<td>To send emails or text messages</td>
<td>43.35</td>
</tr>
<tr>
<td>To order or refill prescriptions</td>
<td>8.41</td>
</tr>
<tr>
<td>To contact any medical provider</td>
<td>7.45</td>
</tr>
<tr>
<td>To handle Medicare or other health insurance matters</td>
<td>5.64</td>
</tr>
<tr>
<td>To obtain information about health conditions for self or others</td>
<td>16.83</td>
</tr>
<tr>
<td>To pay bills or do banking</td>
<td>20.74</td>
</tr>
<tr>
<td>To shop for groceries or personal items</td>
<td>14.88</td>
</tr>
<tr>
<td><strong>Type of Internet use among any Internet users (n=3380) a</strong></td>
<td></td>
</tr>
<tr>
<td>To send emails or text messages</td>
<td>85.68</td>
</tr>
<tr>
<td>To order or refill prescriptions</td>
<td>16.62</td>
</tr>
<tr>
<td>To contact any medical provider</td>
<td>14.72</td>
</tr>
<tr>
<td>To handle Medicare or other health insurance matters</td>
<td>11.15</td>
</tr>
<tr>
<td>To obtain information about health conditions for self or others</td>
<td>33.26</td>
</tr>
<tr>
<td>To pay bills or do banking</td>
<td>40.99</td>
</tr>
<tr>
<td>To shop for groceries or personal items</td>
<td>29.40</td>
</tr>
<tr>
<td><strong>Summary of different types of Internet use among any Internet users (n=3380) a</strong></td>
<td></td>
</tr>
<tr>
<td>To send emails or text messages</td>
<td>85.68</td>
</tr>
<tr>
<td>For emails or texting purposes only (not any other use)</td>
<td>8.94</td>
</tr>
<tr>
<td>To conduct health-related tasks (order/refill prescriptions, contact medical provider, handle insurance matters, and/or obtain health information)</td>
<td>45.15</td>
</tr>
<tr>
<td>To pay bills, do banking, and/or shop for groceries or personal items</td>
<td>51.23</td>
</tr>
<tr>
<td>To conduct all of the above activities (emails/text messages, health-related tasks, and banking/shopping)</td>
<td>30.90</td>
</tr>
<tr>
<td>For other purposes than any of the above</td>
<td>8.76</td>
</tr>
</tbody>
</table>

aWeighted.
Table 2. Sample characteristics: weighted statistics.

<table>
<thead>
<tr>
<th>Demographics/socioeconomic status</th>
<th>All (N=6680, 100%)</th>
<th>No Internet use (n=3300, 49.40%)</th>
<th>Any Internet use (n=3380, 50.60%)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age group (years)</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>65-69</td>
<td>30.13</td>
<td>18.63</td>
<td>41.36</td>
<td></td>
</tr>
<tr>
<td>70-74</td>
<td>26.17</td>
<td>22.70</td>
<td>29.56</td>
<td></td>
</tr>
<tr>
<td>75-79</td>
<td>19.40</td>
<td>23.25</td>
<td>15.64</td>
<td></td>
</tr>
<tr>
<td>80-84</td>
<td>14.16</td>
<td>19.16</td>
<td>9.28</td>
<td></td>
</tr>
<tr>
<td>≥85</td>
<td>10.14</td>
<td>16.26</td>
<td>4.15</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Male</td>
<td>44.20</td>
<td>41.14</td>
<td>47.19</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>55.80</td>
<td>58.86</td>
<td>52.81</td>
<td></td>
</tr>
<tr>
<td>Race/ethnicity</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>80.85</td>
<td>73.09</td>
<td>88.42</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>7.97</td>
<td>11.51</td>
<td>4.53</td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>6.73</td>
<td>10.19</td>
<td>3.35</td>
<td></td>
</tr>
<tr>
<td>All other/don’t know/refused</td>
<td>4.45</td>
<td>5.21</td>
<td>3.71</td>
<td></td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Married/cohabiting</td>
<td>59.64</td>
<td>49.87</td>
<td>69.18</td>
<td></td>
</tr>
<tr>
<td>Widowed</td>
<td>24.86</td>
<td>12.50</td>
<td>12.11</td>
<td></td>
</tr>
<tr>
<td>Divorced/separated</td>
<td>12.30</td>
<td>33.46</td>
<td>16.47</td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>3.19</td>
<td>4.18</td>
<td>2.24</td>
<td></td>
</tr>
<tr>
<td>Live with spouse</td>
<td>58.69</td>
<td>48.61</td>
<td>68.52</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Less than high school/don’t know/refused</td>
<td>21.43</td>
<td>36.50</td>
<td>6.71</td>
<td></td>
</tr>
<tr>
<td>High school diploma or GED</td>
<td>27.08</td>
<td>33.94</td>
<td>20.38</td>
<td></td>
</tr>
<tr>
<td>Some college or associate degree</td>
<td>26.61</td>
<td>19.93</td>
<td>33.13</td>
<td></td>
</tr>
<tr>
<td>Bachelor’s degree or higher</td>
<td>24.88</td>
<td>9.62</td>
<td>39.78</td>
<td></td>
</tr>
<tr>
<td>Income ($), median</td>
<td>32,000</td>
<td>21,511</td>
<td>50,000</td>
<td></td>
</tr>
<tr>
<td>Health conditions/needs</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Chronic medical conditions, mean (SE)</td>
<td>2.27 (0.03)</td>
<td>2.44 (0.03)</td>
<td>2.11 (0.03)</td>
<td></td>
</tr>
<tr>
<td>Dementia/Alzheimer’s disease, %</td>
<td>2.05</td>
<td>3.58</td>
<td>0.01</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>ADL/IADL impairments, mean (SE)</td>
<td>1.03 (0.06)</td>
<td>1.44 (0.06)</td>
<td>0.64 (0.07)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Psychological capital</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Depressive symptoms last month</td>
<td>16.28</td>
<td>21.89</td>
<td>10.80</td>
<td></td>
</tr>
<tr>
<td>Anxiety symptoms last month</td>
<td>13.19</td>
<td>18.30</td>
<td>8.19</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Efficacy score, mean (SE)</td>
<td>10.71 (0.03)</td>
<td>10.44 (0.04)</td>
<td>10.97 (0.03)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Social capital</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Have at least 1 living child</td>
<td>88.21</td>
<td>86.06</td>
<td>90.31</td>
<td></td>
</tr>
<tr>
<td>Have at least 1 sibling</td>
<td>80.00</td>
<td>79.47</td>
<td>80.51</td>
<td>.30</td>
</tr>
<tr>
<td>Worked for pay last month</td>
<td>19.63</td>
<td>10.77</td>
<td>28.28</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Did formal volunteering last month</td>
<td>26.33</td>
<td>17.37</td>
<td>35.07</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Provided informal caregiving last month</td>
<td>20.00</td>
<td>16.78</td>
<td>23.14</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Visited family/friend last month</td>
<td>88.24</td>
<td>83.44</td>
<td>92.92</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
Association Between Internet Use and Health Needs, Psychological Capital, and Social Capital

As seen in Table 3, controlling for demographic and socioeconomic variables, a diagnosis of dementia or Alzheimer’s disease was the only health status variable significantly associated with Internet use. Those individuals with these diagnoses were significantly less likely to use the Internet (odds ratio [OR] 0.37, 95% CI 0.20-0.65, \( P < .001 \)). Depressive and anxiety symptoms were also negatively associated with the Internet use (depression: OR 0.83, 95% CI 0.70-0.98, \( P = .03 \); anxiety: OR 0.79, 95% CI 0.65-0.97, \( P = .03 \)), but self-efficacy score was not. In terms of social capital resources, having a child (OR 1.47, 95% CI 1.18-1.84, \( P < .001 \)), engagement in paid work (OR 1.65, 95% CI 1.34-2.03, \( P < .001 \)) and formal volunteering (OR 1.33, 95% CI 1.09-1.62, \( P = .01 \)), friend/family visits (OR 1.25, 95% CI 1.03-1.52, \( P = .02 \)), attending organized activities (OR 1.73, 95% CI 1.46-2.05, \( P < .001 \)), and participating in entertainment activities (OR 1.69, 95% CI 1.36-2.08, \( P < .001 \)) were all positively associated with Internet use, whereas having a sibling (OR 0.81, 95% CI 0.68-0.97, \( P = .02 \)) and attending religious services (OR 0.82, 95% CI 0.73-0.94, \( P = .01 \)) were significantly negatively associated with use. Informal caregiving was not a significant correlate.

Age group, race/ethnicity, level of education, living arrangement, and total income were significantly associated with Internet use versus nonuse. Compared with the 65 to 69 age group, older age groups had significantly lower odds of Internet use (80-84 years: OR 0.21, 95% CI 0.18-0.26, \( P < .001 \); \( \geq 85 \) years: OR 0.12, 95% CI 0.09-0.16, \( P < .001 \)). Compared with non-Hispanic whites, non-Hispanic blacks and Hispanics had significantly lower odds of Internet use (non-Hispanic black: OR 0.41, 95% CI 0.33-0.51, \( P < .001 \); Hispanic: OR 0.55, 95% CI 0.39-0.78, \( P < .001 \)). Compared to those with at least a bachelor’s degree, those with less than a high school education or who refused to reveal their level of education had Internet use odds of 0.08 (95% CI 0.06-0.11, \( P < .001 \)), those with high school diploma or General Education Development (GED) had odds of 0.18 (95% CI 0.14-0.24, \( P < .001 \)), and those with some college education had odds of 0.46 (95% CI 0.37-0.57, \( P < .001 \)).

Compared to not living with a spouse, those living with a spouse had higher odds of Internet use (OR 1.38, 95% CI 1.19-1.59, \( P < .001 \)). \( F_{28,29} = 37.65 \) (\( P < .001 \)).

Association Between Different Types of Internet Use and Health Needs, Psychological Capital, and Social Capital

As Table 4 shows, Internet use for health-related tasks among older adults was significantly associated with the number of chronic medical conditions. Having a greater number of chronic medical conditions was associated with a higher likelihood (OR 1.15, 95% CI 1.08-1.23, \( P < .001 \)) of using the Internet for health-related tasks as opposed to other tasks. However, a diagnosis of demential/Alzheimer’s disease and the number of ADL/IADL impairments were not significant correlates. Anxiety symptoms was associated with a lower likelihood (OR 0.74, 95% CI 0.55-0.99, \( P = .05 \)). Depressive symptoms and self-efficacy were not significant correlates. Among social capital variables, formal volunteering was significantly positively associated with Internet use for health-related tasks (OR 1.28, 95% CI 1.05-1.57, \( P = .02 \)). Age group, race/ethnicity, level of education, living arrangement, but not total income, were significant correlates of Internet use for health-related tasks as opposed to other tasks. For example, non-Hispanic blacks, as opposed to non-Hispanic whites, had lower odds (0.70, 95% CI 0.53-0.92, \( P = .01 \)) of Internet use for health-related tasks, whereas Hispanics and the “other” racial/ethnic group did not differ significantly from non-Hispanic whites. F tests for health-related tasks, shopping/banking, and email/texting only were \( F_{28,29} = 7.62 \) (\( P < .001 \)), \( F_{28,29} = 6.60 \) (\( P < .001 \)), \( F_{28,29} = 4.56 \) (\( P < .001 \)), respectively.
Table 3. Correlates of any Internet/online use among all sample persons: logistic regression analysis results (N=6680).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Internet/online use vs no Internet use</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR (SE)</td>
</tr>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
</tr>
<tr>
<td>65-69</td>
<td>1.00</td>
</tr>
<tr>
<td>70-74</td>
<td>0.62 (0.07)a</td>
</tr>
<tr>
<td>75-79</td>
<td>0.31 (0.03)a</td>
</tr>
<tr>
<td>80-84</td>
<td>0.22 (0.02)a</td>
</tr>
<tr>
<td>≥85</td>
<td>0.12 (0.02)a</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1.00</td>
</tr>
<tr>
<td>Female</td>
<td>0.97 (0.07)</td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>1.00</td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>0.41 (0.04)a</td>
</tr>
<tr>
<td>Hispanic</td>
<td>0.55 (0.09)a</td>
</tr>
<tr>
<td>All other/don’t know/refused</td>
<td>0.86 (0.18)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>BA/BS or higher</td>
<td>1.00</td>
</tr>
<tr>
<td>Less than high school/don’t know/refused</td>
<td>0.08 (0.01)a</td>
</tr>
<tr>
<td>High school diploma or GED</td>
<td>0.18 (0.02)a</td>
</tr>
<tr>
<td>Some college or associate degree</td>
<td>0.46 (0.05)a</td>
</tr>
<tr>
<td><strong>Living arrangement</strong></td>
<td></td>
</tr>
<tr>
<td>Not living with a spouse</td>
<td>1.00</td>
</tr>
<tr>
<td>Living with a spouse</td>
<td>1.38 (0.10)a</td>
</tr>
<tr>
<td><strong>Total income (in $10,000)</strong></td>
<td>1.01 (0.01)</td>
</tr>
<tr>
<td><strong>Number of chronic illnesses</strong></td>
<td>1.01 (0.02)</td>
</tr>
<tr>
<td><strong>Dementia/Alzheimer’s disease</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
</tr>
<tr>
<td>Yes</td>
<td>0.37 (0.11)a</td>
</tr>
<tr>
<td><strong>Number of ADL/IADL impairments</strong></td>
<td>1.01 (0.02)</td>
</tr>
<tr>
<td><strong>Depression</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
</tr>
<tr>
<td>Yes</td>
<td>0.83 (0.07)c</td>
</tr>
<tr>
<td><strong>Anxiety</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
</tr>
<tr>
<td>Yes</td>
<td>0.79 (0.08)c</td>
</tr>
<tr>
<td><strong>Self-efficacy</strong></td>
<td>1.05 (0.03)</td>
</tr>
<tr>
<td><strong>Living child</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
</tr>
<tr>
<td>Yes</td>
<td>1.47 (0.16)a</td>
</tr>
<tr>
<td>Variable</td>
<td>Internet/online use vs no Internet use</td>
</tr>
<tr>
<td>----------------------------------------</td>
<td>----------------------------------------</td>
</tr>
<tr>
<td><strong>Living sibling</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
</tr>
<tr>
<td>Yes</td>
<td>0.81 (0.07) c</td>
</tr>
<tr>
<td><strong>Worked for pay last month</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
</tr>
<tr>
<td>Yes</td>
<td>1.65 (0.17) a</td>
</tr>
<tr>
<td><strong>Did volunteering last month</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
</tr>
<tr>
<td>Yes</td>
<td>1.33 (0.13) b</td>
</tr>
<tr>
<td><strong>Informal caregiver last month</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
</tr>
<tr>
<td>Yes</td>
<td>1.00 (0.09)</td>
</tr>
<tr>
<td><strong>Visited family/friend last month</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
</tr>
<tr>
<td>Yes</td>
<td>1.25 (0.12) c</td>
</tr>
<tr>
<td><strong>Attended religious service last month</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
</tr>
<tr>
<td>Yes</td>
<td>0.82 (0.05) c</td>
</tr>
<tr>
<td><strong>Attended clubs/classes/organized activities last month</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
</tr>
<tr>
<td>Yes</td>
<td>1.73 (0.15) a</td>
</tr>
<tr>
<td><strong>Went out for enjoyment last month</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
</tr>
<tr>
<td>Yes</td>
<td>1.69 (0.18) a</td>
</tr>
</tbody>
</table>

ᵃ_P<.001
ᵇ_P<.01
ᶜ_P<.05
Table 4. Correlates of different types of Internet/online use among Internet/online users: logistic regression analysis results.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Health-related tasks&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Shopping/banking&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Email/texting only&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR (SE) 95% CI</td>
<td>OR (SE) 95% CI</td>
<td>OR (SE) 95% CI</td>
</tr>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65-69</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>70-74</td>
<td>0.76 (0.07)&lt;sup&gt;f&lt;/sup&gt; 0.64-0.91</td>
<td>0.63 (0.07)&lt;sup&gt;d&lt;/sup&gt; 0.50-0.79</td>
<td>1.25 (0.23) 0.87-1.82</td>
</tr>
<tr>
<td>75-79</td>
<td>0.71 (0.07)&lt;sup&gt;f&lt;/sup&gt; 0.58-0.88</td>
<td>0.64 (0.08)&lt;sup&gt;e&lt;/sup&gt; 0.50-0.82</td>
<td>1.27 (0.22) 0.90-1.79</td>
</tr>
<tr>
<td>80-84</td>
<td>0.63 (0.08)&lt;sup&gt;d&lt;/sup&gt; 0.49-0.81</td>
<td>0.40 (0.06)&lt;sup&gt;d&lt;/sup&gt; 0.30-0.55</td>
<td>2.60 (0.55)&lt;sup&gt;d&lt;/sup&gt; 1.70-3.98</td>
</tr>
<tr>
<td>≥85</td>
<td>0.66 (0.11)&lt;sup&gt;f&lt;/sup&gt; 0.48-0.92</td>
<td>0.32 (0.05)&lt;sup&gt;d&lt;/sup&gt; 0.24-0.43</td>
<td>3.17 (0.77)&lt;sup&gt;d&lt;/sup&gt; 1.95-5.17</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Female</td>
<td>1.09 (0.10) 0.91-1.32</td>
<td>1.21 (0.12) 0.99-1.48</td>
<td>0.76 (0.12) 0.56-1.03</td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>0.70 (0.09)&lt;sup&gt;f&lt;/sup&gt; 0.53-0.92</td>
<td>0.90 (0.13) 0.67-1.21</td>
<td>1.60 (0.35)&lt;sup&gt;f&lt;/sup&gt; 1.03-2.49</td>
</tr>
<tr>
<td>Hispanic</td>
<td>0.85 (0.20) 0.54-1.46</td>
<td>1.01 (0.25) 0.61-1.66</td>
<td>1.19 (0.45) 0.56-2.54</td>
</tr>
<tr>
<td>All other/don’t know/refused</td>
<td>0.69 (0.16) 0.42-1.11</td>
<td>1.16 (0.23) 0.78-1.72</td>
<td>2.31 (0.63)&lt;sup&gt;e&lt;/sup&gt; 1.33-3.99</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BA/BS or higher</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Less than high school/don’t know/refused</td>
<td>0.39 (0.07)&lt;sup&gt;d&lt;/sup&gt; 0.27-0.56</td>
<td>0.34 (0.06)&lt;sup&gt;d&lt;/sup&gt; 0.24-0.50</td>
<td>2.20 (0.60)&lt;sup&gt;e&lt;/sup&gt; 1.35-3.39</td>
</tr>
<tr>
<td>High school diploma or GED</td>
<td>0.49 (0.06)&lt;sup&gt;d&lt;/sup&gt; 0.38-0.63</td>
<td>0.45 (0.07)&lt;sup&gt;d&lt;/sup&gt; 0.34-0.62</td>
<td>1.61 (0.31)&lt;sup&gt;f&lt;/sup&gt; 1.09-2.38</td>
</tr>
<tr>
<td>Some college or associate degree</td>
<td>0.68 (0.06)&lt;sup&gt;d&lt;/sup&gt; 0.56-0.82</td>
<td>0.79 (0.08)&lt;sup&gt;f&lt;/sup&gt; 0.64-0.98</td>
<td>1.02 (0.20) 0.69-1.51</td>
</tr>
<tr>
<td><strong>Living arrangement</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not living with a spouse</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Living with a spouse</td>
<td>1.23 (0.12)&lt;sup&gt;f&lt;/sup&gt; 1.03-1.51</td>
<td>0.85 (0.08) 0.70-1.02</td>
<td>1.21 (0.21) 0.85-1.73</td>
</tr>
<tr>
<td>Total income (in $10,000)</td>
<td>1.00 (0.01) 0.99-1.00</td>
<td>1.00 (0.01) 0.99-1.00</td>
<td>0.93 (0.02)&lt;sup&gt;e&lt;/sup&gt; 0.89-0.98</td>
</tr>
<tr>
<td>Number of chronic illnesses</td>
<td>1.15 (0.04)&lt;sup&gt;d&lt;/sup&gt; 1.08-1.23</td>
<td>1.00 (0.03) 0.94-1.07</td>
<td>0.99 (0.05) 0.89-1.10</td>
</tr>
<tr>
<td><strong>Dementia/Alzheimer’s disease</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Yes</td>
<td>1.22 (0.71) 0.38-3.91</td>
<td>0.86 (0.50) 0.27-2.73</td>
<td>2.68 (1.98) 0.61-11.77</td>
</tr>
<tr>
<td>Number of ADL/IADL impairments</td>
<td>1.01 (0.02) 0.97-1.05</td>
<td>1.02 (0.02) 0.97-1.07</td>
<td>0.99 (0.03) 0.93-1.06</td>
</tr>
<tr>
<td><strong>Depression</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Yes</td>
<td>1.07 (0.20) 0.75-1.54</td>
<td>1.14 (0.17) 0.85-1.53</td>
<td>1.34 (0.33) 0.82-2.20</td>
</tr>
<tr>
<td><strong>Anxiety</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Yes</td>
<td>1.07 (0.20) 0.75-1.54</td>
<td>1.14 (0.17) 0.85-1.53</td>
<td>1.34 (0.33) 0.82-2.20</td>
</tr>
<tr>
<td><strong>Self-efficacy</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Yes</td>
<td>0.74 (0.11)&lt;sup&gt;f&lt;/sup&gt; 0.55-0.99</td>
<td>0.78 (0.13) 0.56-1.09</td>
<td>1.75 (0.39)&lt;sup&gt;f&lt;/sup&gt; 1.12-2.75</td>
</tr>
<tr>
<td><strong>Living child</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Yes</td>
<td>1.06 (0.17) 0.77-1.47</td>
<td>1.29 (0.20) 0.95-1.76</td>
<td>1.65 (0.42) 0.99-2.76</td>
</tr>
<tr>
<td>Variable</td>
<td>Health-related tasks&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Shopping/banking&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Email/texting only&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>--------------------------------</td>
<td>----------------------------------</td>
<td>------------------------------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td></td>
<td>OR (SE) 95% CI</td>
<td>OR (SE) 95% CI</td>
<td>OR (SE) 95% CI</td>
</tr>
<tr>
<td>Living sibling</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Yes</td>
<td>0.95 (0.10) 0.77-1.18</td>
<td>0.97 (0.10) 0.79-1.20</td>
<td>0.97 (0.15) 0.72-1.32</td>
</tr>
<tr>
<td>Worked for pay</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Yes</td>
<td>0.97 (0.09) 0.80-1.17</td>
<td>1.13 (0.10) 0.95-1.35</td>
<td>1.23 (0.24) 0.83-1.82</td>
</tr>
<tr>
<td>Did volunteering</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Yes</td>
<td>1.28 (0.13)&lt;sup&gt;f&lt;/sup&gt; 1.05-1.57</td>
<td>1.12 (0.12) 0.79-1.20</td>
<td>0.63 (0.12)&lt;sup&gt;f&lt;/sup&gt; 0.43-0.92</td>
</tr>
<tr>
<td>Informal caregiver</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Yes</td>
<td>1.07 (0.09) 0.91-1.27</td>
<td>1.10 (0.12) 0.89-1.35</td>
<td>0.74 (0.12) 0.53-1.02</td>
</tr>
<tr>
<td>Visited family/friend</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Yes</td>
<td>1.26 (0.21) 0.91-1.74</td>
<td>1.10 (0.17) 0.80-1.51</td>
<td>1.04 (0.26) 0.63-1.72</td>
</tr>
<tr>
<td>Attended religious service</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Yes</td>
<td>0.84 (0.07) 0.70-1.01</td>
<td>0.75 (0.7)&lt;sup&gt;e&lt;/sup&gt; 0.62-0.91</td>
<td>1.35 (0.21) 0.99-1.84</td>
</tr>
<tr>
<td>Attended clubs/classes/organized activities</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Yes</td>
<td>1.15 (0.12) 0.93-1.42</td>
<td>1.08 (0.10) 0.89-1.31</td>
<td>0.75 (0.13) 0.53-1.06</td>
</tr>
<tr>
<td>Went out for enjoyment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Yes</td>
<td>1.10 (0.17) 0.81-1.50</td>
<td>1.10 (0.18) 0.79-1.53</td>
<td>0.71 (0.16) 0.45-1.10</td>
</tr>
</tbody>
</table>

<sup>a</sup>Coded as 1 for using Internet for any health-related task and 0 for not using the Internet for health-related task.

<sup>b</sup>Coded as 1 for using Internet for any shopping/banking task and 0 for not using the Internet for shopping/banking task.

<sup>c</sup>Coded as 1 for using Internet for email/texting purposes only and 0 for using the Internet for email/texting and other tasks (i.e., health-related tasks and/or shopping/banking tasks).

<sup>d</sup>P<.001.

<sup>e</sup>P<.01.

<sup>f</sup>P<.05.

Internet use for shopping/banking activities among older adults was significantly negatively associated with religious service attendance only (OR 0.75, 95% CI 0.62-0.91, P=.01). None of the health needs and psychological and other social capital variables was correlated with this type of Internet use. Of the demographic and socioeconomic status variables, age group and education level were significant correlates, whereas gender, race/ethnicity, and income were not significant correlates.

Internet use solely for sending emails or text messages was significantly positively associated with anxiety symptoms (OR 1.75, 95% CI 1.12-2.75, P=.02), but it was significantly negatively associated with engagement in formal volunteering (OR 0.63, 95% CI 0.43-0.92, P=.02). Compared to those in the 60 to 65 age group, those in the 80 to 84 year and 85 year and older age groups had significantly higher odds (80-84 years: OR 2.60, 95% CI 1.70-3.98, P<.001; ≥85 years: OR 3.17, 95% CI 1.95-5.17, P<.001) of Internet use for emails/texting exclusively. Compared to non-Hispanic whites, non-Hispanic blacks and other racial/ethnic groups had higher odds (OR 1.60, 95% CI 1.03-2.49, P=.04 and OR 2.31, 95% CI 1.33-3.99, P=.01, respectively) of using the Internet for emails/texting only. Compared to Internet users with a 4- or 5-year college degree or higher-level education, users with less than a high school education or unknown (don’t know/refused) level of education or a high school education/GED, had higher odds (OR 2.20, 95% CI 1.28-3.79, P=.01 and OR 1.61, 95% CI 1.09-2.38, P=.02, respectively) of using the Internet for emails/texting only. Those with higher income (in $10,000) had
lower odds (OR 0.93, 95% CI 0.89-0.98, \( P = .01 \)) of using the Internet for emails/texting only.

**Discussion**

This study examined not only the relationships among Internet use and health needs, psychological capital, and social capital, but also the relationships among different types of Internet use and these variables among a nationally representative sample of community-dwelling older adults aged 65 and older in the United States. Although some previous studies have examined the characteristics of older health information technology users \[8,14,16,17,25\], this study is one of the first to examine the characteristics of older adults who engage in other types of Internet use activities. The 51% prevalence of Internet use among older adults in 2011 (compared to 58% in the 2012 Pew Internet use survey) lags far behind that of younger adults, including those in the 50 to 64 age group. Nevertheless, older Internet users engaged in diverse types of Internet activities: almost 86% of the users sent emails/text messages, 51% shopped, paid bills, and/or did banking, and 45% conducted health-related tasks on the Internet. Just 9% of the users used the Internet only for sending emails/text messages.

The findings show that demographic and socioeconomic status variables were significant predictors of Internet use versus nonuse. As previous studies demonstrated \[14,16-18\], black and Hispanic individuals are less likely to use the Internet, and one of the strongest determinants of older adults’ Internet use is their education level. Compared to college graduates, high school graduates were 80% less likely to use the Internet, and those with less than a high school education were 90% less likely to use the Internet. As expected, having a diagnosis of dementia or Alzheimer’s disease significantly lowered the odds of Internet use, but the number of chronic medical conditions (excluding dementia or Alzheimer’s disease) and ADL/IADL impairments were not significant factors. With regard to psychological capital, H1 was supported because both depressive symptoms and anxiety symptoms were associated with a lower likelihood of Internet use, and H2 was not supported because self-efficacy was not related to Internet use. With regard to social capital, the findings support H3 because having both a living child and having a living sibling significantly increased the odds of Internet use. H4 was largely supported because all social integration/tie indicators, except the informal caregiving variable, were significantly associated with Internet use. However, unlike other social capital variables, religious service attendance decreased the odds of Internet use. In general, those who attended religious services were more likely to be women (whose Internet use did not differ from that of men) and non-Hispanic black, Hispanic, and those of other ethnic groups (who are less likely to use the Internet), but attenders also had characteristics associated with higher levels of Internet use, specifically higher levels of education and social capital (eg, more interactions with family and friends, more volunteering, and more participation in clubs, classes, and other organized activities).

The findings also show that different types of Internet users share some similar characteristics, but have different characteristics as well. Having a higher number of medical conditions (implying more health care needs) and engaging in formal volunteering increased the odds of Internet use for health-related tasks, thus supporting H5. Also, H6 and H7 regarding psychological and social capital factors associated with Internet use for various purposes were also partially supported. Anxiety symptoms decreased the odds of Internet use for health-related tasks and increased the odds of email/texting only. Engagement in volunteer work was associated with increased odds of Internet use for health-related tasks, but decreased odds of using the Internet for email/texting only. Religious service attendance was associated with decreased odds of Internet use for shopping/banking tasks. Sociodemographic correlates of using the Internet only for email/texting were the older age groups (80-84 and ≥85 years), a black or other racial/ethnic background, a high school education or less, and lower income. These findings show that older adults who used the Internet for email/texting purposes only were the most socially and economically disadvantaged group of the Internet users.

As discussed, Internet technology can offer multiple benefits and conveniences for older adults dealing with physical and functional decline and social isolation in later life. Owing to advances in Internet and other mobile technology, individuals now can access more information about their health than ever before \[19\]. The Internet also has the potential to help older adults with disabilities carry out health care-related and other activities with greater ease (eg, without having to rely on others for transportation). This study confirms the findings of previous studies that older adults who are older and socioeconomically disadvantaged are significantly less likely to use the Internet, including accessing health-related information. Given the pervasive Internet technology use among young and middle-aged people, Internet use among future generations of older adults will be common; however, the current generation of older adults who use the Internet, especially those in the older group (≥80 years), learned to use the Internet in late life \[6,9\]. A previous study found that nonusers were most likely to cite financial reasons for their lack of computer use, specifically the cost of computer equipment and Internet access \[19\]. The present study suggests that a large proportion of the oldest age group does not use computers/Internet for a variety of reasons, such as lack of financial resources or of social support to do so. Given the decreasing cost of computers/tablets, public or private not-for-profit programs are needed to provide inexpensive devices (eg, netbooks, Chromebooks) and Internet subscriptions for low-income older adults.

Along with sociodemographic variables, this study also found that most social capital variables were significantly correlated with Internet use, as hypothesized. This confirmation of the importance of social integration/ties and social support in facilitating older adults’ learning and adoption of Internet technology also suggests a synergistic relationship: by teaching those with less social capital to use computers and the Internet, their social capital may increase because computer/Internet use can increase their ties to others (relatives, support groups, hobby groups, etc).
The study has a few limitations. First, the NHATS presently offers only a cross-sectional dataset (longitudinal data will be provided in the future); thus, only correlational, not causal, relationships could be deduced. Second, measures of psychological capital used in NHATS—depression, anxiety, and self-efficacy—were abbreviated, not full scales. The shortened scales may not have adequately captured the complex nature of psychological capital. Moreover, the self-efficacy and anxiety scales were not specific to computer/Internet use. Third, although NHATS provides the most recent data on technology use among a nationally representative sample of US older adults, it did not include a full array of Internet activities in which these older adults may have engaged. Such data would have provided a more valuable description of older adults’ Internet activity. Finally, NHATS did not distinguish email from texting. The distinction may have provided a clearer picture of either activity.

Despite these limitations, this study’s results have significant implications for future research and computer/Internet technology training for older adults. First, research should reexamine the role of psychological capital, especially self-efficacy and anxiety symptoms, using scales that specifically measure psychological capital pertaining to computer/Internet use and using longitudinal data. Second, research should identify characteristics of religious service attenders that may be associated with lower odds of their Internet use, since church settings may provide venues for overcoming barriers to Internet use, teaching computer/Internet skills, and encouraging computer/Internet use. Third, computer/Internet training for older adults needs to consider the significant role other social support networks can play as well. Children, other family members, and friends may rally around older adults who have anxiety about learning Internet technology. A related benefit is that younger people may feel a sense of accomplishment from teaching older adults how to use the Internet or other technology. Intergenerational connections can be established by expanding or developing programs in which high school and college students volunteer at senior programs, assisted living facilities, or in the homes of homebound older adults to teach computer and Internet operational skills, including how to use the Internet for fun and relaxation as well as obtaining health information, making appointments, banking, and other tasks. Fourth, computer/Internet technology training for older adults needs to focus on the older age group of older adults, racial/ethnic minority older adults, older adults with low levels of education and low income, those not married and living alone, and those with low levels of social integration and social support. Older adults with these characteristics can potentially benefit the most from what Internet technology can offer.

Health care sectors are adopting increasing numbers of telehealth and telemental health interventions for older adults [39-41]. With accumulating evidence of their potential to improve access to health and mental health services among geographically and socially isolated older adults and other underserved groups, Internet- and mobile-based health and mental health care service delivery is expected to become a widespread reality in the near future [42,43]. Older adults must be prepared for the changing health care delivery and eHealth services by improving their access to and training for Internet technology. Previous studies have found that older adults with socioeconomic disadvantages were able to learn computer and Internet use to seek health information in collaborative training sessions, and that the participants in training sessions showed a reduction in computer anxiety and increase in computer self-efficacy in retrieving and evaluating online health information [6,44]. Unfortunately, the current study shows that the digital divide is still very real, and that poorly educated, socially isolated, racial/ethnic minority older adults are still not riding the Internet technology wave.
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Abstract

Background: Training for Australian general practice, or family medicine, can be isolating, with registrars (residents or trainees) moving between rural and urban environments, and between hospital and community clinic posts. Virtual communities of practice (VCoPs), groups of people sharing knowledge about their domain of practice online and face-to-face, may have a role in overcoming the isolation associated with general practice training.

Objective: This study explored whether Australian general practice registrars and their supervisors (trainers) would be able to use, and would be interested in using, a VCoP in the form of a private online network for work and training purposes. It also sought to understand the facilitators and barriers to intention to use such a community, and considers whether any of these factors may be modifiable.

Methods: A survey was developed assessing computer, Internet, and social media access and usage, confidence, perceived usefulness, and barriers, facilitators, and intentions to use a private online network for training purposes. The survey was sent by email link to all 139 registrars and 224 supervisors in one of Australia’s 17 general practice training regions. Complete and usable responses were received from 131 participants (response rate=0.4).

Results: Most respondents had access to broadband at home (125/131, 95.4%) and at work (130/131, 99.2%). Registrars were more likely to spend more than 2 hours on the Internet ($P=0.03$), and to use social media sites for nonwork purposes ($P=0.01$). On a 5-point Likert scale, confidence was high (mean 3.93, SD 0.63) and was negatively associated with higher age ($P=0.04$), but not associated with training stage. Social media confidence was lower, with registrars more confident than supervisors for almost all social media activities. On a 5-point Likert scale, overall usefulness was scored positively (n=123, mean 3.63, SD 0.74), and was not significantly associated with age or training level. The main concerns of respondents were worries about privacy (registrar: 61/81, 75.3%; supervisor: 30/50, 60.0%) and insufficient time (registrar: 41/81, 50.6%; supervisor: 36/50, 72.0%). Using a multivariate generalized linear regression model, training stage and perceived usefulness were positively predictive, and concerns about privacy and time were negatively predictive of intention to use a private online network.

Conclusions: General practice registrars and supervisors are interested in using a private online network, or VCoP, for work and training purposes. Important considerations are the extent to which concerns such as privacy and usefulness may be overcome by training and support to offset some other concerns, such as time barriers. Participants at an early stage in their training are more receptive to using an online network. More senior registrars and supervisors may benefit from more training and promotion of the online network to improve their receptiveness.
Introduction

Training for general practice, or family medicine, in Australia is a postgraduate specialty program. After graduation from medical school, doctors spend a minimum of 1 year in the hospital system. To become a general practitioner, they must join a 3-year general practice training program run by one of 17 regional training providers across Australia. This program consists of 1 hospital year and 2 supervised general practice years. During these 3 years, trainees are required to work in a number of different rural and urban general practice locations, with at least 6 months located in a rural area. These locations are often small practices with a limited number of medical colleagues on-site, in contrast to the large hospitals with many colleagues that characterize early medical training.

As a result of these features, general practice training can be isolating [1], resulting in decreased knowledge sharing [2], and can affect career choices [3], including lowering intention to work in rural areas [1]. This has implications for the quality of training, standard of the primary care workforce, and retention of a rural general practice workforce.

The types of isolation experienced can be categorized as structural, personal, and professional [1]. Structural isolation refers to smaller practices with closed consulting rooms and occurs across urban and rural sites [1]. Social isolation, which can be described as a kind of loneliness [4], is more common in rural placements [1,5]. Professional isolation results from a lack of clinical support and is also potentially a greater problem in rural areas [1]. Professional isolation is linked to barriers to knowledge sharing, with reduced tacit knowledge exchange, and networking opportunities [2]. Problems with training, including all 3 types of isolation, are associated with a decreased intention to work in rural or regional areas [1].

The general practice workforce in Australia is under pressure [6], particularly in rural areas [7]. Given that isolation can lead to a lower intention to practice in rural and regional areas, it is important to try to overcome isolation to maintain a sustainable general practice workforce.

A recent literature review proposed a role for virtual communities of practice (VCoPs) in overcoming isolation, particularly professional isolation, through improved knowledge sharing [8]. The literature review built on an accepted business VCoP framework [9], proposing a framework for VCoPs in health. Communities of practice (CoPs) are “groups of people who share a concern or a passion for something they do and learn how to do it better as they interact regularly” [10]. These groups build shared resources that maintain ways of working, standards, and values within the community [11,12]. As technology has progressed, collaboration is being facilitated by social media tools [13-15] resulting in a blending of face-to-face and virtual communities of practice [16,17]. This differs from a simple virtual community that is fluid and without formal boundaries or membership [18] and, most importantly, may be purely based on a shared interest, such as movie trivia, rather than a shared practice. Probst and Borzillo [9] have developed a framework for CoPs implementation on the basis of 57 face-to-face and virtual CoPs in large companies such as IBM and Siemens. Barnett et al [8] have refined this for the health sector after a comprehensive review of the health literature and suggested a role for VCoPs, in the form of online private networks, in overcoming isolation through improved interaction with colleagues and knowledge sharing.

This study explored whether Australian general practice trainees and their supervisors would be able to use, and would be interested in using, a VCoP of this type for work and training purposes. It also sought to understand the facilitators and barriers to intention to use, such as community, and considered whether any of these factors could be modified.

Methods

Participants

The sampling frame for the current study included all general practice trainees and supervisors in a large regional training provider in Australia in May 2010. In ascending order, the training levels are basic registrar, advanced registrar, subsequent registrar, supervisor, and educator. The training provider, Coast City Country General Practice Training (CCCGPT), provides general practice training across a wide geographic area, including the urban centers of Canberra in the Australian Capital Territory and Wollongong in New South Wales, alongside large regional and small rural centers spread across approximately 160,000 square kilometers.

Surveys were sent to all trainers and trainees on the CCCGPT database via an email link to SurveyMonkey [19], a Web-based survey creation tool. A participant information sheet was provided. Surveys were sent to the total sampling frame of 363 people, which included 139 registrars and 224 supervisors. A total of 146 completed surveys were returned (40.2%); 15 participants were removed for reasons such as not completing at least half of the survey (n=10), not completing demographic data (n=3), and not ticking the consent box on the survey (n=2). This left 131 (36.1%) for analysis.

Ethics approval was obtained from the University Human Research Ethics Committee.

Questionnaire

There is a lack of literature on VCoPs in general practice training [8]; therefore, the survey was developed by the authors to assess computer, Internet, and social media access and usage, confidence, perceived usefulness, intentions to use, and barriers to use for training purposes.
The instrument was piloted among a group of general practitioners, general practice trainees, and health researchers. Afterwards, a group discussion among pilot participants led to the amendment of wording and several response options alterations, to improve clarity and better reflect GP work.

The final survey consisted of 26 questions, including categorical and Likert response items (see Table 1). Specifically, the questions covered demographics (questions 1-5), computer and Internet access and usage (questions 6-9), computer and social media confidence (questions 10 and 11), social networking usage (questions 12-21), social media usefulness (questions 22 and 27), barriers to use (questions 23 and 24), and intention to use social media for training purposes (questions 25 and 26).

**Statistical Analysis**

Data were analyzed using SPSS version 19 (IBM Corp, Armonk, NY, USA). Respondents were categorized as registrar or supervisor for comparisons between groups. The t test and chi-square test were used to determine differences between responses based on rurality, gender, age, and training level. Paired-samples t tests were used to compare means of scale data, such as intention to use a private social network for work purposes and intention to use an open social network for work purposes. Independent-sample t tests were used to compare categorical and scale data, such as computer confidence, and for the analysis involving all categories of training level. The chi-square test was used to compare differences between categorical data, such as rurality and training level. All statistical comparisons were 2-tailed and statistical significance was set at P<.05.

Factor analysis using varimax rotation was used to determine which Likert items grouped naturally in questions with multiple Likert items for constructs such as computer confidence (questions 10 and 11) and usefulness (question 22). Factors were included if their eigenvalues were >1.0. The Cronbach alpha test for reliability was used to determine the degree of agreement between the Likert items. Cronbach alpha was >8 for both items, higher than the recommended threshold of .70.

A confidence scale was constructed using all items from questions 10 and 11; the summated data were used as an independent variable in further analysis. The Pearson product moment correlation (r) was used to determine agreement between variables, such as confidence and intention to use a private network for training purposes. The multivariate associations of independent variables, such as confidence and training level, with the dependent variable of intention to use a private network for training purposes were examined using multivariate general linear regression modeling.

**Results**

**Characteristics of the Survey Population**

Of the 131 respondents, gender was evenly split (males: 66/131, 50.4%; females: 65/131, 49.6%). Registrars accounted for 61.8% (81/131) of respondents and the remainder were supervisors. The response rate among trainees was higher than supervisors (registrars: 81/131, 58%; supervisor: 50/224, 22%). The mean age of the sample was 41.5 years (range 23-66 years, SD 10.369), with a significant difference between ages of trainees and supervisors (trainees: mean 35.9, SD 7.21; supervisors mean 51.0, SD 7.21, P<.001).

Over half (75/131) of respondents were from rural settings, whereas the remainder worked in a general (nonrural) setting, with no significant differences between training stage and rurality or age and rurality.

<table>
<thead>
<tr>
<th>Question content</th>
<th>Question type</th>
<th>Question number (categorical options or Likert items)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographic</td>
<td>Categorical</td>
<td>1 (2), 2 (2), 3 (1), 4 (2), 5 (2)</td>
</tr>
<tr>
<td>Access and usage</td>
<td>Categorical</td>
<td>6 (2), 7 (2), 8 (6), 9 (7)</td>
</tr>
<tr>
<td>Confidence</td>
<td>Likert items</td>
<td>10 (4), 11 (7)</td>
</tr>
<tr>
<td>Social networking usage</td>
<td>Categorical</td>
<td>12 (2), 13 (9), 14 (11), 15 (2), 16 (9), 17 (2), 18 (1), 19 (2), 20 (5), 21 (8)</td>
</tr>
<tr>
<td>Usefulness</td>
<td>Likert items</td>
<td>22 (14)</td>
</tr>
<tr>
<td>Usefulness</td>
<td>Categorical</td>
<td>27 (6)</td>
</tr>
<tr>
<td>Barriers</td>
<td>Categorical</td>
<td>23 (8), 24 (8)</td>
</tr>
<tr>
<td>Intention to use</td>
<td>Likert items</td>
<td>25 (2), 26 (2)</td>
</tr>
</tbody>
</table>

**Access and Use**

Almost all general practice trainees and supervisors had access to broadband Internet at home (125/131, 95.4%) and at work (130/131, 99.2%). However, usage was found to be significantly different between registrars and supervisors, with 20.0% (10/50) of supervisors compared to 33.3% (27/81) of registrars spending more than 2 hours per day on the Internet (P=.03). Internet usage of greater or less than 2 hours per day was not significantly associated with age (P=.17).

Registrars were significantly more likely to use social networking sites for nonwork purposes (registrars: 41/81, 50.6%; supervisors: 14/50, 28%, P=.01), and higher usage was associated with lower age (P<.001). Both registrars and supervisors were unlikely to use social networking sites for work purposes (registrars: 13/81, 16.0%; supervisors: 4/50, 8.0%) and there was no statistically significant difference between the groups.
Out of all online social media activities, registrars and supervisors were most likely to watch online videos (registrars: 63/81, 77.8%; supervisors: 27/50, 54.0%), followed by reading discussions (registrars: 53/81, 65.4%; supervisors: 25/50, 50.0%). They were least likely to construct a wiki (registrars: 3/81, 3.7%; supervisors: 0/50, 0.0%). Video watching was significantly correlated with age, with younger users watching more video (P<.001) and registrars watching more video than supervisors (P=.004). Reading online discussions was not significantly different between registrars and supervisors and was not associated with age.

Confidence

Factor analysis was performed on the 4 general computer confidence items, revealing only 1 factor, which was labeled computer confidence. The factor analysis was reliable (Cronbach alpha=.82) and valid (eigenvalue=2.66). Overall confidence was high (n=131, mean 3.93, SD 0.63) and confidence was negatively associated with age (r = −0.18, P=.04), but not significantly associated with being a registrar or a supervisor.

Confidence using discussion boards, wikis, blogs, online communities, chat, online video, and Twitter was assessed on a 5-point Likert scale for each of the 7 items. Confidence among supervisors was low to moderate, from a mean of 2.32 (SD 0.91) to a mean of 2.98 (SD 1.29), and was significantly lower than among registrars for all applications except Twitter, which was low for both groups (see Table 2).

Factor analysis was performed on the 7 social media confidence items, revealing only 1 factor which was labeled social media confidence. The factor analysis was reliable (Cronbach alpha=.93) and valid (eigenvalue=5.0). Social media tool confidence overall was moderate (n=131, mean 3.03, SD 0.99) and was negatively associated with age (r =−0.38, P<.001) and training level (P<.001), with younger respondents and registrars more likely to be confident with social media tools.

Cronbach alpha for the items in the confidence scale including all 11 items was .92. The inter-item correlations ranged between 0.21 and 0.78 indicating that there were no redundant items.

Usefulness

Using a 5-point Likert scale, 13 items were asked regarding perceived usefulness of social networks, regardless of whether the respondent currently used social networks, for aspects such as training purposes, keeping in touch with other trainees, job networking, and social support (Table 3).

The question “keeping in touch with other registrars” was the only item to show a significant difference between registrars and supervisors (P=.002). On review of the result, it was decided that the question was confusing because supervisors were being asked to value the usefulness of keeping in touch with other registrars, for which they have little need, as opposed to keeping in touch with other supervisors. Because of the confusing nature of the question, it was discarded from the subsequent factor analysis. Factor analysis of the remaining 12 items revealed a single factor (Cronbach alpha=.96; eigenvalue=8.3) labeled usefulness. Overall usefulness was scored positively (n=123, mean 3.63, SD 0.74), and was not significantly associated with age or training level. Usefulness was not significantly correlated with computer confidence, but was significantly correlated with social media tool confidence (r=0.27, P=.02).

Barriers to Use

A number of barriers to using social networks for work were described. The main concerns were worries about privacy (registrar: 61/81, 75.3%; supervisor 30/50, 60.0%) and insufficient time (registrar: 41/81, 50.6%; supervisor: 36/50, 72.0%; see Table 4). Factor analysis was not performed as these barriers were categorical questions.

Intention to Use

An important aim of the survey was to assess whether doctors would use a social network for training purposes. Respondents were asked whether they would use a private network or an open network, such as Facebook, for work purposes or social purposes.

Respondents differed in their intentions to use private as compared with open networks. All respondents were significantly more likely to use a private network for work purposes compared to using an open network for work purposes (P<.001). On subgroup analysis, both registrars and supervisors were more likely to use a private network for work purposes than an open network (P<.001), but registrars were more likely to use a private network for work purposes than supervisors (P<.001). Both registrars and supervisors were equally likely to use an open or private network for social purposes (Table 5).

To investigate which factors had an independently predictive value for the outcome “I would use a private network for work and training purposes,” a multivariate generalized linear regression model was developed using private work as the dependent variable. To inform this model, multiple correlations and t tests were performed to identify individual factors that correlated with the intention to use a private network for work and training purposes (Table 6). These factors were then entered into the regression model as independent factors.

In the initial model, age was not independently predictive, whereas training level was predictive. Given that training level is related to age, the subcategories of training status were analyzed in the model.

The final model was significant (R^2=.365). In the final model, controlling for other factors, training level was an independently significant predictor of intention to use a private network for work and training. The beta coefficient fell as training level rose, showing the most significant predictor was early training stage, declining as registrars progressed through training. Concerns about privacy and time were negatively predictive, whereas security concerns were nonsignificant. Usefulness was independently predictive of use of a private network for work and training purposes. Confidence was not statistically significant (P=.06; see Table 7).
Table 2. Means and standard deviations for confidence using Internet-based applications and services.

<table>
<thead>
<tr>
<th>Item and group</th>
<th>n</th>
<th>Mean</th>
<th>SD</th>
<th>t_{129}</th>
<th>P</th>
<th>95% CI</th>
<th>LL</th>
<th>UL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discussion forums</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Registrars</td>
<td>81</td>
<td>3.40</td>
<td>1.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Supervisors</td>
<td>50</td>
<td>2.98</td>
<td>1.29</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wikis</td>
<td></td>
<td></td>
<td></td>
<td>4.21</td>
<td>&lt;.001</td>
<td>0.44</td>
<td>1.21</td>
<td></td>
</tr>
<tr>
<td>Registrars</td>
<td>81</td>
<td>3.22</td>
<td>1.07</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Supervisors</td>
<td>50</td>
<td>2.60</td>
<td>1.11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blogs</td>
<td></td>
<td></td>
<td></td>
<td>2.68</td>
<td>.008</td>
<td>0.14</td>
<td>0.91</td>
<td></td>
</tr>
<tr>
<td>Registrars</td>
<td>81</td>
<td>3.12</td>
<td>1.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Supervisors</td>
<td>50</td>
<td>2.60</td>
<td>1.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Online communities (eg, Facebook)</td>
<td></td>
<td></td>
<td></td>
<td>4.17</td>
<td>&lt;.001</td>
<td>0.46</td>
<td>1.30</td>
<td></td>
</tr>
<tr>
<td>Registrars</td>
<td>81</td>
<td>3.48</td>
<td>1.22</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Supervisors</td>
<td>50</td>
<td>2.60</td>
<td>1.23</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Online chat/instant messaging</td>
<td></td>
<td></td>
<td></td>
<td>3.98</td>
<td>&lt;.001</td>
<td>0.40</td>
<td>1.27</td>
<td></td>
</tr>
<tr>
<td>Registrars</td>
<td>81</td>
<td>3.46</td>
<td>1.22</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Supervisors</td>
<td>50</td>
<td>2.62</td>
<td>1.24</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Online video</td>
<td></td>
<td></td>
<td></td>
<td>3.60</td>
<td>&lt;.001</td>
<td>0.34</td>
<td>1.13</td>
<td></td>
</tr>
<tr>
<td>Registrars</td>
<td>81</td>
<td>3.69</td>
<td>1.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Supervisors</td>
<td>50</td>
<td>2.96</td>
<td>1.26</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Twitter</td>
<td></td>
<td></td>
<td></td>
<td>1.32</td>
<td>.19</td>
<td>-0.12</td>
<td>0.59</td>
<td></td>
</tr>
<tr>
<td>Registrars</td>
<td>81</td>
<td>2.56</td>
<td>1.04</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Supervisors</td>
<td>50</td>
<td>2.32</td>
<td>0.91</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*a* Likert scale: 1=strongly disagree, 2=disagree, 3=neither agree nor disagree, 4=agree, 5=strongly agree.
Table 3. Responses of registrars and supervisors about the usefulness of social networks.

<table>
<thead>
<tr>
<th>Item and group</th>
<th>n</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Training purposes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Registrars</td>
<td>80</td>
<td>3.60</td>
<td>1.01</td>
</tr>
<tr>
<td>Supervisors</td>
<td>49</td>
<td>3.43</td>
<td>0.82</td>
</tr>
<tr>
<td><strong>Keeping in touch with other registrars</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Registrars</td>
<td>80</td>
<td>4.11</td>
<td>0.83</td>
</tr>
<tr>
<td>Supervisors</td>
<td>48</td>
<td>3.69</td>
<td>0.55</td>
</tr>
<tr>
<td><strong>An extra way of interacting with current supervisors</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Registrars</td>
<td>79</td>
<td>3.37</td>
<td>1.12</td>
</tr>
<tr>
<td>Supervisors</td>
<td>49</td>
<td>3.61</td>
<td>0.76</td>
</tr>
<tr>
<td><strong>A way of interacting with previous supervisors/other clinical mentors</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Registrars</td>
<td>79</td>
<td>3.61</td>
<td>0.93</td>
</tr>
<tr>
<td>Supervisors</td>
<td>49</td>
<td>3.63</td>
<td>0.57</td>
</tr>
<tr>
<td><strong>Job networking</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Registrars</td>
<td>80</td>
<td>3.61</td>
<td>0.95</td>
</tr>
<tr>
<td>Supervisors</td>
<td>49</td>
<td>3.59</td>
<td>0.65</td>
</tr>
<tr>
<td><strong>Staying in touch with people</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Registrars</td>
<td>79</td>
<td>3.96</td>
<td>0.86</td>
</tr>
<tr>
<td>Supervisors</td>
<td>49</td>
<td>3.78</td>
<td>0.65</td>
</tr>
<tr>
<td><strong>Social support from peers</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Registrars</td>
<td>80</td>
<td>3.60</td>
<td>0.99</td>
</tr>
<tr>
<td>Supervisors</td>
<td>49</td>
<td>3.63</td>
<td>0.67</td>
</tr>
<tr>
<td><strong>Professional support from peers</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Registrars</td>
<td>80</td>
<td>3.60</td>
<td>0.99</td>
</tr>
<tr>
<td>Supervisors</td>
<td>49</td>
<td>3.63</td>
<td>0.10</td>
</tr>
<tr>
<td><strong>Professional support from supervisors</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Registrars</td>
<td>80</td>
<td>3.40</td>
<td>1.06</td>
</tr>
<tr>
<td>Supervisors</td>
<td>49</td>
<td>3.63</td>
<td>0.71</td>
</tr>
<tr>
<td><strong>A knowledge resource for solving clinical problems with the help of other clinicians</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Registrars</td>
<td>79</td>
<td>3.58</td>
<td>1.01</td>
</tr>
<tr>
<td>Supervisors</td>
<td>49</td>
<td>3.47</td>
<td>0.82</td>
</tr>
<tr>
<td><strong>A way of sharing useful resources with colleagues</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Registrars</td>
<td>80</td>
<td>3.81</td>
<td>0.94</td>
</tr>
<tr>
<td>Supervisors</td>
<td>49</td>
<td>3.63</td>
<td>0.67</td>
</tr>
<tr>
<td><strong>A forum for expressing or hearing opinions on clinical and political topics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Registrars</td>
<td>80</td>
<td>3.64</td>
<td>0.98</td>
</tr>
<tr>
<td>Supervisors</td>
<td>49</td>
<td>3.65</td>
<td>0.72</td>
</tr>
<tr>
<td><strong>A resource of useful learning tools (eg, video tutorials)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Registrars</td>
<td>80</td>
<td>3.86</td>
<td>0.92</td>
</tr>
<tr>
<td>Supervisors</td>
<td>48</td>
<td>3.65</td>
<td>0.76</td>
</tr>
<tr>
<td><strong>Other</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Registrars</td>
<td>24</td>
<td>3.13</td>
<td>0.68</td>
</tr>
<tr>
<td>Supervisors</td>
<td>14</td>
<td>3.50</td>
<td>0.76</td>
</tr>
</tbody>
</table>
a Likert scale: 1=strongly disagree, 2=disagree, 3=neither agree nor disagree, 4=agree, 5=strongly disagree.

Table 4. Perceived difficulties in using online social networks for professional purposes.

<table>
<thead>
<tr>
<th>Difficulty</th>
<th>Registrars, n (%)</th>
<th>Supervisors, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n=81</td>
<td>n=50</td>
</tr>
<tr>
<td>Worried about privacy</td>
<td>61 (75.3)</td>
<td>30 (60.0)</td>
</tr>
<tr>
<td>Insufficient time</td>
<td>41 (50.6)</td>
<td>36 (72.0)</td>
</tr>
<tr>
<td>Worried about security</td>
<td>39 (48.1)</td>
<td>19 (38.0)</td>
</tr>
<tr>
<td>Not sure how to use them</td>
<td>22 (27.2)</td>
<td>20 (40.0)</td>
</tr>
<tr>
<td>Not interested</td>
<td>12 (14.8)</td>
<td>17 (34.0)</td>
</tr>
<tr>
<td>Technical Issues</td>
<td>23 (28.4)</td>
<td>9 (18.0)</td>
</tr>
<tr>
<td>Lack of other colleagues known to use them</td>
<td>27 (33.3)</td>
<td>22 (44.0)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (4.9)</td>
<td>4 (8.0)</td>
</tr>
</tbody>
</table>

Table 5. Private versus open network usage among registrars and supervisors.

<table>
<thead>
<tr>
<th>Item and group</th>
<th>Open mean (SD)</th>
<th>Private mean (SD)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Work</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>2.09 (0.97)</td>
<td>3.57 (0.93)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Registrars</td>
<td>2.2 (0.99)</td>
<td>3.85 (0.77)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Supervisors</td>
<td>1.9 (0.90)</td>
<td>3.16 (0.97)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Social purposes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Registrars</td>
<td>3.21 (1.30)</td>
<td>3.19 (1.10)</td>
<td>.85</td>
</tr>
<tr>
<td>Supervisors</td>
<td>2.40 (1.35)</td>
<td>2.62 (1.05)</td>
<td>.25</td>
</tr>
</tbody>
</table>

Table 6. Factors correlated with the intention to use a private network for work or training purposes.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Significance (P)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training level: supervisor or registrar</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Rural versus urban</td>
<td>.42</td>
</tr>
<tr>
<td>Age</td>
<td>.01</td>
</tr>
<tr>
<td>Confidence (computer + social)</td>
<td>.03</td>
</tr>
<tr>
<td>Usefulness</td>
<td>.03</td>
</tr>
<tr>
<td>Concern about privacy</td>
<td>.11</td>
</tr>
<tr>
<td>Concern about time</td>
<td>.004</td>
</tr>
<tr>
<td>Concern about security</td>
<td>.82</td>
</tr>
<tr>
<td>Not sure how to use</td>
<td>.61</td>
</tr>
<tr>
<td>Uses Facebook</td>
<td>.24</td>
</tr>
<tr>
<td>Gender</td>
<td>.07</td>
</tr>
</tbody>
</table>
With 52% of respondents using online communities, such as social media tools, in particular physician-only communities, a recent study in the United States that showed a high uptake of social media for work purposes was low. This is in contrast to social media among British doctors, but low levels of usage, from the United Kingdom showed high levels of interest in the implementation of a virtual community. A study that is the greatest predictor with confidence of secondary overlaps with training stage and, thus, it is the training stage that is the greatest predictor with confidence of secondary importance. However, confidence may still be worth considering when in the implementation of a virtual community. A study from the United Kingdom showed high levels of interest in social media among British doctors, but low levels of usage, with the authors concluding training as a potential gap [21]. This suggests that a lack of training or exposure results in a lack of confidence.

In spite of good levels of access and confidence, overall use of social media tools was lower and varied significantly between registrars and supervisors, and between applications. Confidence was found to correlate with intention to use an online community, but did not reach significance in the regression that training stage became significant but age did not. This is in-line with previous findings that age is not a significant predictor of physicians’ use of social media [20]. Therefore, the most receptive group of doctors may be those at a more junior training stage, rather than those who are the youngest.

Confidence was found to correlate with intention to use an online community, but did not reach significance in the generalized linear regression. This may be because confidence overlaps with training stage and, thus, it is the training stage that is the greatest predictor with confidence of secondary importance. However, confidence may still be worth considering when in the implementation of a virtual community. A study from the United Kingdom showed high levels of interest in social media among British doctors, but low levels of usage, with the authors concluding training as a potential gap [21]. This suggests that a lack of training or exposure results in a lack of confidence.

In spite of good levels of access and confidence, overall use of social media for work purposes was low. This is in contrast to a recent study in the United States that showed a high uptake of social media tools, in particular physician-only communities, with 52% of respondents using online communities, such as Sermo or Ozmosis [20]. This contrast may reflect a more mature market in the United States with a longer history of online communities. In the United States, the largest online community launched in 2006 and now has more than 125,000 members, whereas in Australia serious online medical communities only began to appear in 2010.

Perceived usefulness is another important predictor of use of an online community in this study. Initially it was thought that respondents’ levels of perceived usefulness and intention to use an online community could be covariate, but this was not the case and usefulness was an independent predictor of intention to use an online community. This is in keeping with findings of 2 studies of use and intention to use social media among health care professionals, and previous studies on technology acceptance [20,22,23]. The Technology Acceptance Model was developed to describe the most significant predictors of technology use in the general community. The most significant was perceived usefulness of the technology [23]. In a US study of physician social media usage, physicians with a higher perception of usefulness of technology overcame their barriers to use [20], and in Canada, participants in a stroke knowledge transfer planning study expressed high levels of perceived usefulness of social media tools for stroke knowledge exchange [22]. The authors of the Canadian stroke study perceived a higher level of usefulness for rural users, but respondents in their study did not support this, consistent with the finding in the current study that rurality was nonsignificant. It may be that rural users are seen as the beneficiaries of online knowledge sharing tools, and this has been the case in other studies, for example, knowledge sharing among emergency medicine workers in Canada [23]. One reason for the difference may be that general practice registrars can experience structural isolation as a result of working in small practices with less professional contact than hospital workers, in urban as well as rural environments [1]; conversely, as in the Canadian stroke study, respondents may already have strong established local networks [22]. Perceived usefulness is also important because it is potentially modifiable through training and promotion of the potential benefits of an online community to its users.

### Table 7. Intention to use a private network for work purposes.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Beta</th>
<th>SE</th>
<th>t 1</th>
<th>P</th>
<th>95% CI LL</th>
<th>95% CI UL</th>
<th>Effect size&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Privacy</td>
<td>-0.382</td>
<td>0.166</td>
<td>-2.296</td>
<td>.02</td>
<td>-0.711</td>
<td>-0.052</td>
<td>0.046</td>
</tr>
<tr>
<td>Time</td>
<td>0.561</td>
<td>0.149</td>
<td>3.765</td>
<td>&lt;.001</td>
<td>0.266</td>
<td>0.856</td>
<td>0.115</td>
</tr>
<tr>
<td>Confidence: social and computer</td>
<td>0.211</td>
<td>0.111</td>
<td>1.901</td>
<td>.06</td>
<td>-0.009</td>
<td>0.431</td>
<td>0.032</td>
</tr>
<tr>
<td>Age</td>
<td>0.008</td>
<td>0.010</td>
<td>0.763</td>
<td>.45</td>
<td>-0.012</td>
<td>0.028</td>
<td>0.005</td>
</tr>
<tr>
<td>Usefulness</td>
<td>0.318</td>
<td>0.095</td>
<td>3.327</td>
<td>.001</td>
<td>0.128</td>
<td>0.507</td>
<td>0.092</td>
</tr>
<tr>
<td>Basic registrar</td>
<td>1.371</td>
<td>0.346</td>
<td>3.963</td>
<td>&lt;.001</td>
<td>0.685</td>
<td>2.056</td>
<td>0.126</td>
</tr>
<tr>
<td>Advanced registrar</td>
<td>0.998</td>
<td>0.390</td>
<td>2.558</td>
<td>.01</td>
<td>0.225</td>
<td>1.771</td>
<td>0.057</td>
</tr>
<tr>
<td>Subsequent registrar</td>
<td>0.884</td>
<td>0.346</td>
<td>2.550</td>
<td>.01</td>
<td>0.197</td>
<td>1.570</td>
<td>0.056</td>
</tr>
<tr>
<td>Supervisor</td>
<td>0.693</td>
<td>0.298</td>
<td>2.321</td>
<td>.02</td>
<td>0.101</td>
<td>1.284</td>
<td>0.047</td>
</tr>
<tr>
<td>Medical educator</td>
<td>0&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> Measured by partial eta squared.

### Discussion

#### Principal Findings

The purpose of this study was to assess whether general practice registrars and supervisors in Australia would use a VCoP in the form of a private online network for training purposes and what factors are important in this decision. The results demonstrate that doctors in this sample have the access and interest needed to use a VCoP. High levels of access to computers and the Internet were coupled with overall high computer confidence. Although computer confidence was high, confidence using social media tools was lower and varied significantly between registrars and supervisors, and between applications. Confidence was also found to be related to training stage and age, but given that training stage and age are related, it was interesting to see in the regression that training stage became significant but age did not. This is in-line with previous findings that age is not a significant predictor of physicians’ use of social media [20].

Therefore, the most receptive group of doctors may be those at a more junior training stage, rather than those who are the youngest.

Confidence was found to correlate with intention to use an online community, but did not reach significance in the generalized linear regression. This may be because confidence overlaps with training stage and, thus, it is the training stage that is the greatest predictor with confidence of secondary importance. However, confidence may still be worth considering when in the implementation of a virtual community. A study from the United Kingdom showed high levels of interest in social media among British doctors, but low levels of usage, with the authors concluding training as a potential gap [21]. This suggests that a lack of training or exposure results in a lack of confidence.

In spite of good levels of access and confidence, overall use of social media for work purposes was low. This is in contrast to a recent study in the United States that showed a high uptake of social media tools, in particular physician-only communities, with 52% of respondents using online communities, such as Sermo or Ozmosis [20]. This contrast may reflect a more mature market in the United States with a longer history of online communities. In the United States, the largest online community launched in 2006 and now has more than 125,000 members, whereas in Australia serious online medical communities only began to appear in 2010.

Perceived usefulness is another important predictor of use of an online community in this study. Initially it was thought that respondents’ levels of perceived usefulness and intention to use an online community could be covariate, but this was not the case and usefulness was an independent predictor of intention to use an online community. This is in keeping with findings of 2 studies of use and intention to use social media among health care professionals, and previous studies on technology acceptance [20,22,23]. The Technology Acceptance Model was developed to describe the most significant predictors of technology use in the general community. The most significant was perceived usefulness of the technology [23]. In a US study of physician social media usage, physicians with a higher perception of usefulness of technology overcame their barriers to use [20], and in Canada, participants in a stroke knowledge transfer planning study expressed high levels of perceived usefulness of social media tools for stroke knowledge exchange [22]. The authors of the Canadian stroke study perceived a higher level of usefulness for rural users, but respondents in their study did not support this, consistent with the finding in the current study that rurality was nonsignificant. It may be that rural users are seen as the beneficiaries of online knowledge sharing tools, and this has been the case in other studies, for example, knowledge sharing among emergency medicine workers in Canada [23]. One reason for the difference may be that general practice registrars can experience structural isolation as a result of working in small practices with less professional contact than hospital workers, in urban as well as rural environments [1]; conversely, as in the Canadian stroke study, respondents may already have strong established local networks [22]. Perceived usefulness is also important because it is potentially modifiable through training and promotion of the potential benefits of an online community to its users.
Finally, barriers are important to address. In this study, time and concerns about privacy were important negative predictors of use, but concerns about security were not significant. This may have been because of a lack of understanding of the difference between privacy and security, or a lack of concern about security, or a higher value being placed on personal or patient confidentiality than computer security. In contrast to these possible concerns, in the Canadian stroke study, participants did not express particular concern regarding patient confidentiality in online exchanges [22]. Once again, this may be due to a more evolved North American market with more experience in online exchanges, as the participants were said to be “fully aware that written communication within a Web platform must ensure confidentiality and respect ethics rules” [22]. Time as a barrier correlates with the findings of the recent Canadian stroke study [22], and a number of previous studies on health professional use of VCoPs [24,25]. It is a difficult factor to modify. However the US physician Web 2.0 study found that in spite of a high perception of barriers, if usefulness and ease of use are taken into account, usage is still high [20]. Thus, the barrier of time needs to be recognized and addressed with training and promotion on potential usefulness.

Ease of use of a network is another important consideration [23]. The preference among doctors for a private network compared with an open network for work and training purposes was significant and most likely related to privacy concerns. This is supported by their lack of preference for a private network when using an online network for social purposes in which patient confidentiality is not an issue. Importantly, previous work has expressed concern that private networks may have an effect on decreasing ease of use by introducing the need for passwords [22]. Given the importance among respondents of a private network, ease of use may be able to be addressed through technical and training avenues, such as the use of a current password (ie, integrating the network with a current training platform), the ability to “remember me,” and easy retrieval of lost passwords.

The findings from this study can be looked at in terms of the proposed Health VCoP framework presented in the recent literature review of VCoPs in general practice training [8]. In that framework, elements of Probst and Borzillo’s [9] recognized business VCoP framework were modified for the health sector based on the current literature. The framework consists of 7 factors (seeTextbox 1), including facilitation, champion and support, objectives and goals, a broad church, a supportive environment, measurement benchmarking and feedback, technology, and community. In the current study, in the broad church category, it seems that not only does a network need to engage users with varying abilities (eg, registrars and supervisors), registrars may actually be more likely to engage than general practice supervisors. In the technology and community category, training is an important factor when implementing a VCoP. As well as focusing on technical training, training could include promoting usefulness and confidence in using the online network, as well as addressing the barriers of time and privacy. This is consistent with findings from a US physician study in which barriers were perceived, but they were overcome if usefulness was perceived to be high [20]. This promotion of usefulness may also be a role for the facilitator. Facilitators can make sure that users are engaged, are realizing the potential of the site, that feedback is responded to, and that necessary changes are made to the site in response to feedback and usage. A facilitator can also grow the community by monitoring and ensuring the usefulness of the site for both active and passive users, as the health framework proposes that both groups are valuable to the community. Finally, if a general practice training network were to be considered, concerns about privacy would need to be addressed through design (eg, password authentication). The resulting usage barrier would need to be offset by appropriate design to ensure ease of access on the password-protected site.
**Textbox 1. Health virtual community of practice framework based on Barnett et al [8].**

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Facilitation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Facilitators promote engagement and maintain community standards</td>
</tr>
<tr>
<td>2. Champion and support</td>
<td></td>
</tr>
<tr>
<td></td>
<td>The network needs to have an initial stakeholder champion, with stakeholder support</td>
</tr>
<tr>
<td>3. Objectives and goals</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Clear objectives provide members with responsibilities and motivates them to contribute more actively</td>
</tr>
<tr>
<td>4. A broad church</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Consider involving different overlapping, but not competing, professional groups, different organizations, and external experts. However, make sure the church is not too broad</td>
</tr>
<tr>
<td>5. Supportive environment</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Health VCoPs should promote a supportive and positive culture that is both safe for members and encouraging of participation</td>
</tr>
<tr>
<td>6. Measurement, benchmarking, and feedback</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Health VCoPs should consider measurement as a factor in their design, including benchmarking and feedback</td>
</tr>
<tr>
<td>7. Technology and community</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Online CoPs should ensure ease of use and access, along with asynchronous communication. Other options including chat and meetings can also be considered, along with the need for training</td>
</tr>
<tr>
<td></td>
<td>Communities are more likely to share knowledge when there is a mixture of online and face-to-face meetings, members self-select, and both passive and active users are encouraged</td>
</tr>
</tbody>
</table>

**Limitations**

There are a number of limitations in this study. One limitation is that users self-selected to answer a survey on computing and social media by clicking a link in an email to an online survey. The resulting self-selection bias may therefore overreport computer confidence across the whole general practice registrar and supervisor population in the chosen training region. However, it should be noted that the levels of user confidence reported in this study are in keeping with, if not lower, than that found in other recent research [20]. Another limitation is that the response rate was much higher among registrars than supervisors, which may make the results for supervisor responses potentially less representative. Further research on the attitudes of supervisors is needed.

**Conclusions**

General practice training can be isolating in Australia. Registrars move from a hospital environment with many colleagues, often in large urban centers, to small practices in urban and rural areas with fewer colleagues. The resulting structural, professional, and social isolation is one of the problems that can lead registrars to consider reducing working hours and moving away from rural work. The Australian general practice workforce is already under pressure, and if isolation can be addressed, this has positive implications for quality of primary care delivery and retention of a rural workforce.

Virtual communities of practice are an effective means of overcoming professional isolation in the business sector and show promise in the health sector. They can overcome isolation by providing a vehicle for knowledge sharing and social interaction. This study shows that general practice registrars and supervisors, in particular registrars, have the access, confidence, and interest to use a VCoP for work and training purposes. The main drivers for use appear to be perceived usefulness and a more junior training stage, with a suggestion that current computer and social media confidence is also beneficial. Barriers to use such networks include time and privacy.

These findings fit with some of the aspects of the Barnett et al [8] health VCoP framework (see **Textbox 1**). In particular, they provide some pointers for implementing a VCoP for general practice training. Given their high interest and confidence, general practice registrars may be the easiest group with which to pilot such a network. In doing so, consideration needs to be given to design, maximizing ease of use, while barriers around time and privacy are addressed through training and promotion. Lastly, despite some apparent barriers, if adequate consideration is given to promotion and training to demonstrate usefulness, these barriers may well be overcome.
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Abstract

Background: Fitness video games are popular, but little is known about their content. Because many contain interactive tools that mimic behavioral strategies from weight loss intervention programs, it is possible that differences in content could affect player physical activity and/or weight outcomes. There is a need for a better understanding of what behavioral strategies are currently available in fitness games and how they are implemented.

Objective: The purpose of this study was to investigate the prevalence of evidence-based behavioral strategies across fitness video games available for home use. Games available for consoles that used camera-based controllers were also contrasted with games available for a console that used handheld motion controllers.

Methods: Fitness games (N=18) available for three home consoles were systematically identified and play-tested by 2 trained coders for at least 3 hours each. In cases of multiple games from one series, only the most recently released game was included. The Sony PlayStation 3 and Microsoft Xbox360 were the two camera-based consoles, and the Nintendo Wii was the handheld motion controller console. A coding list based on a taxonomy of behavioral strategies was used to begin coding. Codes were refined in an iterative process based on data found during play-testing.

Results: The most prevalent behavioral strategies were modeling (17/18), specific performance feedback (17/18), reinforcement (16/18), caloric expenditure feedback (15/18), and guided practice (15/18). All games included some kind of feedback on performance accuracy, exercise frequency, and/or fitness progress. Action planning (scheduling future workouts) was the least prevalent of the included strategies (4/18). Twelve games included some kind of social integration, with nine of them providing options for real-time multiplayer sessions. Only two games did not feature any kind of reward. Games for the camera-based consoles (mean 12.89, SD 2.71) included a greater number of strategies than those for the handheld motion controller console (mean 10.00, SD 2.74, P=.04).

Conclusions: Behavioral strategies for increasing self-efficacy and self-regulation are common in home console fitness video games. Social support and reinforcement occurred in approximately half of the studied games. Strategy prevalence varies by console type, partially due to greater feedback afforded by camera-based controllers. Experimental studies are required to test the effects of these strategies when delivered as interactive tools, as this medium may represent an innovative platform for disseminating evidence-based behavioral weight loss intervention components.
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Introduction

Insufficient physical activity and poor dietary habits contribute to obesity [1-3], which in turn contributes to numerous negative health outcomes [4,5]. The current and persistent high prevalence of obesity in the United States [6] will require innovative solutions to this seemingly intractable problem.

A potential platform for those solutions is the video game console. Due to their popularity and potential for influencing health, fitness-themed video games have recently attracted substantial research attention [7-13]. Fitness games are a subset of motion-controlled or “active” games that specifically emphasize fitness/exercise content, extending the traditional format of workout videos by increasing their interactivity. For example, the games may allow players to adjust their difficulty level and choose preferred exercises. Because the games use motion-sensing controllers, they also allow for feedback on user performance. Studies of fitness games have found that they are capable of producing a range of energy expenditure values, from light to vigorous intensity physical activity [14-19]. Though these games mostly are targeted towards and appeal to middle-aged women [20], they appear to be acceptable across a range of ages and in both genders [11,13,17,21].

Little is known about their content and how differences in content may affect player behavior. Specifically, many fitness games include interactive behavioral tools. These tools typically use strategies that are hallmarks of successful weight loss interventions such as modeling and goal-setting [22-26]. There is evidence that increased use of behavioral strategies can improve the outcomes of weight loss trials [27,28], but programs that use these strategies are quite costly [29]. Using interactive technological tools to deliver behavioral weight loss interventions has been shown to be less costly and as or more efficacious [30]. Video-game based tools may offer an opportunity to deliver portions of clinical weight loss programs in settings previously unable to receive them due to cost.

Behavioral Strategies to Enhance Self-Efficacy

Standard behavioral weight loss interventions typically include a large number of strategies aimed at behavior change. Recent meta-analyses and meta-regressions have identified several strategies that appear to be particularly effective for promoting weight loss and physical activity [25,31]. Many of these strategies target increases in self-efficacy, or confidence in one’s ability to perform a specific course of action, which is strongly related to beneficial weight loss intervention effects.

A strategy from face-to-face interventions used commonly in video games is modeling, also called observational learning or vicarious experience. In this strategy, an individual is observed while performing targeted activities; the player learns how to perform the activities by watching the model. Models can be computer-generated agents such as virtual trainers, or they can be representations of the player him/herself in video or computer-generated avatar form. Virtual self-modeling using video or avatars may be particularly powerful. Several studies have found that watching a virtual self eat or exercise (as compared to watching a virtual other) can affect later real-world eating and exercise [32,33].

Another very common strategy with proven effectiveness is provision of feedback on performance [25]. One of the benefits of technology-based intervention is that feedback on performance and progress can be provided automatically and immediately. Both general (calorie burn, number of sessions completed) and specific (accuracy of individual exercises) feedback may be provided by a fitness video game. Some camera-based games also provide players with visual feedback in the form of real-time video footage of their movements.

Both modeling and feedback can be integrated with guided practice, also known as guided mastery. Guided practice provides a chance for an individual to practice enacting a skill while receiving instruction. In fitness video games, guided practice may consist of players simultaneously receiving instruction, watching a model perform a set of exercises, enacting the movements themselves, and receiving feedback on the accuracy of their practice movements. Verbal persuasion as to the player’s competence (ie, encouragement) may also be integrated with these strategies. Verbal persuasion can occur during exercise (“You can do it!”) or afterward as part of evaluative feedback (“Good job, you really have a knack for this.”).

Behavioral Strategies to Enhance Self-Regulation

Self-regulation is often used synonymously with self-control and encompasses self-corrective adjustments towards some purpose [34]. Self-regulation strategies are also central to behavior change interventions. In fact, self-regulation strategies such as self-monitoring of caloric intake, physical activity, and weight are among the strongest predictors of weight loss [22]. Strategies that influence self-regulation may include self-monitoring, goal-setting, action planning, and self/social comparison.

Many current fitness video games track physical activity frequency, duration, and caloric expenditure. Some also track weight (via use of a balance board controller) and fitness (via heart rate and/or number of repetitions during periodic fitness tests). This information is typically provided as graphs, progress bars, and leaderboards. Players may also earn achievements or trophies (ie, virtual badges) for reaching caloric expenditure or frequency cut-points. These tracking systems are more sophisticated than physical activity self-monitoring in typical weight loss interventions, which is often self-reported. Automated measurement and feedback from monitoring systems similar to these have been found to be very effective in weight loss trials [35-37].

Goal-setting provides a framework for self-monitoring and feedback, which are specific to a particular goal (eg, eating 1500 calories per day). Goals can also influence performance in multiple ways, including via motivating greater effort and by directing effort towards task-relevant activities [38]. Goals can be integrated with other strategies to enhance their effectiveness; for example, successful attainment of subgoals could be reinforced by a reward system. Action planning to reach the goals may include creating weekly schedules for play sessions,
Behavioral Strategies and Active Video Games

Though we are unaware of any studies of behavioral strategies in commercially available video games, these strategies have been used in technology-enhanced interventions using activity monitors, PDAs, and mobile phones. Some activity monitoring systems provide detailed graphs and leaderboards to show progress over time and in comparison to others (eg, BodyMedia, FitBit). Several studies have found that technology-enhanced self-monitoring produces greater adherence and thus greater intervention effects when compared to traditional paper self-monitoring [43-45]. Thus, more than simply encouraging greater energy expenditure during screen time, fitness video games hold the potential for intervening on intermediate psychosocial variables that affect weight. There is a need for a better understanding of the prevalence of game tools incorporating these strategies.

The purpose of this study was to characterize currently available fitness games based on the prevalence of interactive tools using behavioral strategies from successful weight loss interventions. A secondary goal was to compare behavioral tools across two different types of consoles—those that use camera-based controllers and those that use handheld controllers. We hypothesized that games for the camera-based consoles would include more behavioral strategies than those available for a handheld controller-based console. Camera-based controls may allow for the use of more types of strategies because they can measure player movement more precisely and provide video feedback.

Methods

Console and Controller Descriptions

The three major home consoles for video game play (as of August, 2012) are the Microsoft Xbox 360, Nintendo Wii, and Sony PlayStation 3. Each console uses a different method of evaluating player movement during play of fitness video games.

The Xbox 360 uses its Kinect peripheral, which is a camera that analyzes body movement with no need for handheld controllers. Because the Kinect is camera-based, it allows for still pictures and videos to be used by game software. Real-time video of player movement can be shown on the screen and integrated into game scenes.

The Wii uses two handheld controllers (Wiimote and Nunchuk) and a balance board to evaluate player movement. Different games use different combinations and configurations of these three controllers to measure arm, leg, and body movement. The balance board can detect shifts in weight, allowing it to be used for weigh-ins as well.

The PlayStation 3 uses the PlayStation Eye and Move peripheral devices. The Eye is a camera, and the Move controllers are similar to Wiimotes. Thus, this system is a hybrid of the two mentioned above. Still pictures and videos can appear on screen, and the player also holds a tangible controller.

Game Inclusion

A systematic search was conducted to find available fitness games for home consoles. Two of the largest sellers of video games for home consoles are the Microsoft Xbox 360 and the Nintendo Wii. Other platforms include the Microsoft Xbox 360, PlayStation 3, and Wii U.

Other Social-Cognitive Behavioral Strategies: Reinforcement and Social Integration

Several additional behavioral strategies used in weight loss studies may be implemented in fitness video games, such as reinforcement and social integration. Reinforcement is a key feature of video games that is also used in fitness video games. These games may include in-game and/or console-based rewards. In-game rewards typically are virtual badges of some kind that are achieved by reaching preset goals. These badges may also be tied to unlocking new parts of the game, such as new environments, music, or exercises. Console-based rewards are also virtual badges, but these are tied to an individual’s online account and are visible to others on online game services.

In addition to serving as rewards and indicators of progress, these virtual badges (called achievements on Xbox Live and trophies on PlayStation Network) also indicate group affiliations and individual status by displaying to others what games individuals play and how they play them. It has been hypothesized that virtual badges may be more motivating when they serve these additional social purposes [39,40], and thus console-based rewards should be considered separately from in-game awards.

Other methods of integrating social support and influence may also affect physical activity and weight loss behaviors. Social support from family, friends, and other participants is often a feature of in-person and Internet-mediated programming. Social play is also one of the major uses and gratifications of video game play [41]. Generalized social integration may include leaderboards or asynchronous multiplayer play (eg, trying to beat a previous high score). Synchronous multiplayer features allow players to cooperatively or competitively play with one another at the same time either in-person or over the Internet. Because feelings of relatedness to others are central to intrinsic motivation (the desire to engage in a behavior for its own sake in the absence of external pressures/rewards) [42], more social play options may produce greater adherence to use of the game.

Choosing from suggested content for each session, and following preset guidelines (eg, a 30-day challenge). Diagnostic pretests can be used in interactive media to determine an individual’s current level of fitness, set proximal and distal goals, and set a time frame for accomplishing those goals. These pretests collect information for use in tailoring later content much like baseline assessments and initial individual sessions would in a face-to-face intervention.

Comparison is also an important component of feedback that affects self-monitoring. By viewing workout calendars and graphs of progress, individuals can compare their current performance to past performance. Inclusion of multiplayer graphs and leaderboards allow individuals to compare their performance to that of other individuals. Monitoring one’s progress and comparing it to benchmarks allows individuals to quickly adapt their behavior (eg, exercising more on a day in which calorie intake goals were not met). Comparison is also very effective in increasing self-efficacy for exercise [25].
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Games, Amazon.com and Gamestop.com, were searched using four search terms: “fit,” “fitness,” “active,” and “workout” (for Amazon, these searches were conducted specifically within the video game category). After eliminating duplicate entries, a total of 40 unique titles were found. To be included in the analysis, games must have been the most recent game available within a franchise (e.g., Jillian Michaels Fitness Adventure is the 2012 entry into the Jillian Michaels Fitness franchise), and they must have primarily a fitness focus rather than a party game or minigame collection focus (excluded: games in the Active Life franchise, Boot Camp, Family Party: Fitness Fun, Kid Fit Island Resort, Nickelodeon Fit). After excluding multiple games in a franchise, 23 games remained; six were eliminated due to a primary focus as a party/minigame game. To this total of 17 games, an additional game was added. It was deemed that a downloadable fitness pack created sufficient fitness content that The Fight: Lights Out could be included. Thus, the final total of games was 18. The preliminary search was conducted in November 2011. A follow-up search was conducted in June 2012 to update franchises to their latest iterations (Jillian Michaels Fitness Adventure and Zumba Fitness Rush replaced earlier versions of both games). We chose to include My Fitness Coach despite the existence of My Fitness Coach 2 because it was an updated re-release of the Xbox/PC game Yourself Fitness, whereas the US release of My Fitness Coach 2 was a re-branded version of the New U series of games.

In cases in which a game was ported to multiple consoles, each version of the game was play-tested. The version that included the highest number of behavioral tools was included in this analysis (for EA Sports Active 2 and UFC Personal Trainer, PlayStation 3 and Wii versions were excluded and the Xbox360 version used; for Fit in Six and Get Fit With Mel B, Wii versions were excluded and the PlayStation 3 version was used). These games were typically identical across consoles except for slight changes made possible by different controller systems, which allowed inclusion of several behavioral tools (ie, viewing real-time video of the self on the screen).

Included games played on an Xbox 360 console were: The Biggest Loser: Ultimate Workout, EA Sports Active 2, Jillian Michaels Fitness Adventure, UFC Personal Trainer, Your Shape: Fitness Evolved 2012, and Zumba Fitness Rush. Games played on a PlayStation 3 console were: Fix in Six, Get Fit With Mel B, and The Fight: Lights Out (with downloaded Fitness Pack content). Games played on a Nintendo Wii console were: 10 Minute Solution, Daisy Fuentes Pilates, Exerbeat, Gold’s Gym Cardio Workout, Gold’s Gym Dance Workout, My Fitness Coach, New U Fitness First Yoga and Pilates, Walk It Out!, and Wii Fit Plus.

**Coding List and Procedure**

Coding procedures for this study followed both theory-based and grounded theory strategies. The 2 coders began with a coding list based on Abraham and Michie’s taxonomy of behavior change strategies [46] as well as strategies used to increase self-efficacy from Bandura and from the research literature [23,25,31]. Then, using grounded theory, codes were added and adapted throughout the playtesting process to reflect the content of the games [47]. This process was similar to that used in our previous content analyses [48].

A final list of 17 codes is displayed in Table 1. A screenshot from Your Shape: Fitness Evolved 2012 in Figure 1 shows an example of modeling by a virtual trainer, virtual self-modeling (showing the individual performing the exercise), accuracy feedback (checkmarks in the top corner for each portion of the move performed correctly, green lines superimposed on the body to show how the limbs are bent/straight, glowing body to indicate a “combo” of correct movements in a row), and video of body movement. The body on the left in the screenshot is the virtual trainer, and the body on the right is a real-time video feed of the player. A screenshot from Wii Fit Plus in Figure 2 shows an example of a workout calendar. Additional descriptions of games and screenshots are available in Multimedia Appendix 1.

Each game was play-tested for at least 3 hours by each independent coder. Interrater agreement between the 2 coders was high (0.90). Cohen’s kappa was also calculated to compare coder agreement to chance (κ=.80). The 2 coders met to discuss all disagreements and decide upon appropriate final codes.

Simple descriptive statistics were calculated to investigate the prevalence of strategies in the games. To compare consoles, Student’s t tests were used.
Table 1. Code list with descriptions.

<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-efficacy</td>
<td></td>
</tr>
<tr>
<td>Modeling by trainer</td>
<td>A virtual trainer performs the exercises to show proper form.</td>
</tr>
<tr>
<td>Virtual self-modeling</td>
<td>An avatar or video of the player’s face and body is shown, modeling the exercise behavior.</td>
</tr>
<tr>
<td>Guided practice</td>
<td>A practice or tutorial session led by a trainer is included.</td>
</tr>
<tr>
<td>Verbal persuasion</td>
<td>The virtual trainer verbally encourages greater exercise self-efficacy. (“You can do it!”)</td>
</tr>
<tr>
<td>Accuracy feedback</td>
<td>Specific feedback on the accuracy of individual exercises is provided.</td>
</tr>
<tr>
<td>Performance feedback</td>
<td>Overall feedback on player performance during a workout session is provided.</td>
</tr>
<tr>
<td>Calorie burn feedback</td>
<td>Numeric totals for estimated caloric burn are provided.</td>
</tr>
<tr>
<td>Video of body movement</td>
<td>Real-time video is shown on screen (player representation may be a colored shape).</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-regulation</td>
<td></td>
</tr>
<tr>
<td>Goal-setting</td>
<td>Players are prompted to set goals for themselves.</td>
</tr>
<tr>
<td>Diagnostic pretest</td>
<td>A pretest is given to help in the selection of appropriate goals, programs, and difficulty.</td>
</tr>
<tr>
<td>Scheduling</td>
<td>Players schedule workout days in advance, either manually or as part of a pre-made program.</td>
</tr>
<tr>
<td>Workout calendar</td>
<td>A calendar is provided that shows a history of game play and, in some cases, upcoming scheduled workouts.</td>
</tr>
<tr>
<td>Comparison to past</td>
<td>Player progress over time is shown in chart form.</td>
</tr>
<tr>
<td>Other</td>
<td></td>
</tr>
<tr>
<td>Social integration</td>
<td>Other players are incorporated into the game in some fashion (eg, leaderboards, asynchronous multiplayer).</td>
</tr>
<tr>
<td>Multiplayer</td>
<td>Individuals can play together with another person at the same time either in person or via the Internet.</td>
</tr>
<tr>
<td>In-game rewards</td>
<td>The game provides virtual rewards for progress.</td>
</tr>
<tr>
<td>Console-based rewards</td>
<td>The game provides achievements or trophies that are shown on the console’s online service to other users.</td>
</tr>
</tbody>
</table>

Figure 1. An example of self-efficacy behavioral strategies in Your Shape: Fitness Evolved 2012.
Results

Behavioral strategies found in each game are shown in Multimedia Appendix 2 (camera-based games) and Multimedia Appendix 3 (controller-based games). Feedback comparing current to past behavior (either performance, attendance, or estimated calorie burn) was present in all of the studied games. Modeling (17/18 games), immediate performance feedback (17/18), caloric expenditure feedback (15/18), guided practice (15/18), and a workout calendar (14/18) were included in a majority of the games. All but two of the games (16/18) included some kind of reward system, either directly in the game itself or integrated into a console-wide online virtual badge system. Few games included a pretest (5/18) or the ability to schedule future workouts (4/18).

The number of strategies used in a game were higher in the camera-based games (mean 12.89, SD 2.71) than in controller-based games (mean 10.00, SD 2.74; \( P = .04 \)).

Discussion

Principal Findings

This content analysis demonstrated that interactive behavioral tools for promoting physical activity and weight loss are common in fitness video games for home consoles. Feedback, modeling, rewards, practice, self-monitoring, and reinforcement were the most prevalent strategies. Games that used camera-based controllers (Xbox 360, PlayStation 3) contained more strategies than games that used non-camera-based controllers (Wii).

Reviews and secondary analyses of behavioral weight loss trials suggest that inclusion of self-monitoring [22,26], goal-setting [22,28], action planning [23], reinforcement [23], practice [26,49], and social support and comparison [23,26,49] likely contributes to intervention success. Many fitness video games include behavioral tools that closely mimic the implementation of these behavioral strategies in face-to-face and eHealth settings. Numerous studies have tested fitness video games, but we are unaware of any that have specifically investigated possible effects of their behavioral content. Because these interactive tools closely resemble behavioral strategies used successfully in clinical weight loss interventions, games containing them may hold potential as inexpensive, highly disseminable intervention media.

The public health impact of an intervention can be conceptualized by the RE-AIM framework (Reach, Effectiveness, Adoption, Implementation, Maintenance) [50]. Increasing the reach of clinical weight loss interventions, even if the effectiveness is slightly lowered, could greatly increase their ultimate public health impact. Internet-based studies have successfully translated behavioral weight loss interventions into a more disseminable format while retaining clinically meaningful effectiveness [51]. Additional studies using electronic monitors have shown that technology-assisted self-monitoring and automatic feedback can successfully translate self-regulatory portions of these interventions to nonclinical settings [36,37]. Fitness video games could potentially be a next step in the process of further translation, as they may also be able to use interactive strategies such as virtual self-modeling to increase self-efficacy [11].

http://www.jmir.org/2013/5/e81/
Weight loss trials that adhere to theory have been found to be more effective than those that do not [52,53]. Thus, based on theoretical conceptualizations of self-efficacy, we would expect feedback that is immediate, specific, clear, based on goals, and that includes comparisons (both to past performance and to others) to produce greater self-efficacy and physical activity [31]. Fitness video games are capable of offering richer and more extensive feedback than noninteractive exercise instruction via audio or video cues. For example, Your Shape: Fitness Evolved 2012 superimposes lines on video of the player’s arms, trunk, and legs during yoga moves. As the player’s body aligns properly for the move, the lines change color to indicate successful performance. Non–camera-based games can also provide in-depth feedback. They typically use the placement of the handheld controller to sense whether actions are being performed precisely and provide numerical (number of repetitions) or qualitative (eg, miss/good/perfect) feedback. By immediately evaluating the precision of the player’s movements and encouraging correct form, these games may promote safe and effective home-based exercise.

Behavioral weight loss interventions often include assistive devices that help participants self-monitor progress towards their goals. These devices can include calorie books, diaries, activity monitors, scales, and online monitoring programs [38]. Many of the games studied here could be considered assistive devices, providing extensive feedback on objectively measured activity. Some upcoming games, such as Wii Fit U, will also be able to track lifestyle activity by incorporating pedometers.

The games studied here included a wide variety of evidence-based interactive tools. However, some effective strategies were underrepresented. Action planning, operationalized here as scheduling workouts, is associated with increased efficacy [23] but was rarely found in these games. Other, more involved forms of action planning (such as making specific action plans for different types of exercise and for overcoming barriers) were not found. Diagnostic pretests, which could serve as a method of gathering information for goal-setting, action planning, and tailoring programs to individual preferences were also rare.

Games for the camera-based Kinect and Move controllers (for the Microsoft Xbox 360 and Sony PlayStation 3) provided more tools for promoting self-efficacy, self-regulation, and weight loss than games for a console with no camera (Nintendo Wii). By its nature, a camera-based controller allows for more extensive feedback than a handheld controller that uses an accelerometer. These console differences may change with the upcoming next generation of the three major home consoles, however. The Nintendo Wii U will use a tablet-based controller that houses a camera in addition to a touch screen and motion control. Also, two of the game franchises that included the highest number of behavioral strategies, Your Shape and Wii Fit, will be available for this console. Follow-ups to the PlayStation 3 and/or Xbox 360 may have more technologically sophisticated camera controllers, which could impact the types of motions that can be interpreted by games. In addition, camera-based game apps for mobile devices have also begun to appear. For example, Bit Breaker for iOS uses a mobile device’s camera to sense movement and map that movement onto a simple, Pong-like game. Many mobile devices include cameras, accelerometers, and GPS, making them an attractive option for future fitness game development. For example, the smartphone game Zombies, Run! provides extensive performance feedback on distance and speed for overall workouts and even during specific songs the player listened to during the workout. GPS capabilities of smartphones provide more accurate and sophisticated data than are possible from current consoles. Thus, mobile games may also be a fruitful area for future research into behavioral strategies, particularly feedback.

Limitations

This study represents a first step in identifying and measuring interactive tools in video games that may hold potential for weight loss, but its preliminary nature prevents the drawing of strong conclusions. Because this was a content analysis, we cannot determine from these data whether or not the existence of more behavioral tools in a game is associated with greater effectiveness in promoting weight loss or physical activity. The comparison across console types is also limited by our inclusion criteria, as we specifically included only the version of some games that had the most behavioral tools so as not to compare different console versions of the same game (ie, we did not include the Wii or PlayStation 3 versions of the UFC game, only the Xbox360 version).

Commercial (ie, not based in the home) exergames and mobile exergames were not included in this analysis, nor were active games that did not focus on fitness. Some motion-controlled games are now available for tablets, smartphones, and other consoles (eg, XaviX). Further, many nongame applications for smartphones and tablets have been “gamified” and thus, though they are not true video games, they include many game-like aspects (eg, virtual badges, leaderboards). Some nonfitness games also include some integration of fitness content, such as calorie tracking in dance simulation games. These other games and applications and their incorporation of behavioral strategies are worth research attention in the future.

Conclusions

A broad range of fitness video games are available for home use. All of the studied games incorporated at least five behavioral strategies similar to those used in clinical weight loss interventions. It is premature to draw conclusions as to whether games with more behavioral strategies may produce greater physical activity or weight loss; the potential of specific strategies or groups of strategies for increasing the effectiveness of active video games deserves study in both cross-sectional laboratory studies and in randomized controlled trials. There is a need for careful attention to game content prior to the implementation of active games in health promotion programs. Future studies should closely investigate how behavioral tools in fitness video games are used by participants and measure intermediate process and mediating variables to better understand the possible impacts of interactive behavioral tools.
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Evaluation of a Web-Based Social Network Electronic Game in Enhancing Mental Health Literacy for Young People

Background: Internet-based learning programs provide people with massive health care information and self-help guidelines on improving their health. The advent of Web 2.0 and social networks renders significant flexibility to embedding highly interactive components, such as games, to foster learning processes. The effectiveness of game-based learning on social networks has not yet been fully evaluated.

Objectives: The aim of this study was to assess the effectiveness of a fully automated, Web-based, social network electronic game on enhancing mental health literacy and problem-solving skills of young people. We investigated potential motivational constructs directly affecting the learning outcome. Gender differences in learning outcome and motivation were also examined.

Methods: A pre/posttest design was used to evaluate the fully automated Web-based intervention. Participants, recruited from a closed online user group, self-assessed their mental health literacy and motivational constructs before and after completing the game within a 3-week period. The electronic game was designed according to cognitive-behavioral approaches. Completers and intent-to-treat analyses, using multiple imputation for missing data, were performed. Regression analysis with backward selection was employed when examining the relationship between knowledge enhancement and motivational constructs.

Results: The sample included 73 undergraduates (42 females) for completers analysis. The gaming approach was effective in enhancing young people’s mental health literacy (d=0.65). The finding was also consistent with the intent-to-treat analysis, which included 127 undergraduates (75 females). No gender differences were found in learning outcome (P=.97). Intrinsic goal orientation was the primary factor in learning motivation, whereas test anxiety was successfully alleviated in the game setting. No gender differences were found on any learning motivation subscales (P > .10). We also found that participants’ self-efficacy for learning and performance, as well as test anxiety, significantly affected their learning outcomes, whereas other motivational subscales were statistically nonsignificant.

Conclusions: Electronic games implemented through social networking sites appear to effectively enhance users’ mental health literacy.
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Introduction

The Internet plays an increasingly important role in our daily lives. With the shift of the World Wide Web from Web 1.0 to Web 2.0, the Web becomes an essential platform for information sharing, user-centered design, and collaboration. The Web 2.0 concept has led to the development and evolution of Web-based communities and applications, such as social networking sites (SNS), video-sharing sites, blogs, forums, wikis, and interactive games.

Apart from leisure use, some studies have indicated that the Internet has become an instrumental information-searching tool for people with health concerns [1,2], especially for adolescents [3,4]. Informative educational websites containing physical and mental health information, such as the National Institutes of Health, Beacon Health, and beyondblue [5-7] are examples of contemporary health education initiatives. The Internet has been proposed to be an efficient platform to engage, educate, and intervene in the younger generation’s health concerns, especially for those who are not easily engaged by traditional methods [8,9]. Previous literature suggested that Internet-based intervention on health education for adolescents was more effective than for adults [9]. There are some interventions primarily focused on providing mental health education, such as Kindertelefoon, YooMagazine, and ReachOut [10-12]. Those interventions engage young people through interactive forums, games, and websites to enhance their mental health literacy.

Different kinds of multimedia techniques and interaction methods based on advanced technologies have been evaluated for their learning efficacy through preliminary evidence [13-15]. In particular, the potential benefits of using digital games for instructional purposes are worthy of investigation. Many studies have shown the benefits and educational effectiveness of digital game-based learning (DGBL) in both classroom and laboratory settings, and in various subjects like computer science, engineering, mathematics, and physics [16-20]. The literature identifies motivational characteristics of educational computer games and also establishes characteristics that consistently facilitate game design and development [21-24]. Those characteristics encompass the use of a fantasy environment, scenarios that engage curiosity, present challenges, and are dependent on the player’s control. It is believed that the learning experience can be enriched by those characteristics. For example, adding gaming features like fantasy and mastery could make learning more interesting and enjoyable [25,26], and electronic games could enhance children’s and adolescents’ knowledge, attitudes, and health behaviors as effectively, or even more, than means of conventional instruction [19]. In addition, the game environment is not only goal-directed and rule-governed, but also contains interactive elements (eg, competition), whether it is intended for one or multiple players [21,27]. Furthermore, literature suggests that games can foster high interactivity and experiential learning, improving players’ health-related self-efficacy and behaviors; engage young people who are difficult to influence through traditional health education interventions; provide supportive and informative feedback on health choices; support self-paced progress; offer opportunities for social interaction and health-related social support (both within the game and around it), increasing players’ motivation towards improving health behaviors; and offer opportunities to rehearse self-care skills, which can be applied in real-life situations [19,28]. Nonetheless, the effectiveness of DGBL in mental health education has been underexplored. In merging the findings and benefits of DGBL in health education, it is worthwhile to examine the effects of DGBL on mental health education.

In Hong Kong, mental health education is not a regular school subject in the school curriculum. Rather, some concepts and skills may be taught in subjects like Life Education or Liberal Studies. Therefore, some school-based mental health promotion programs were developed. For instance, “The Little Prince is Depressed” project was a 12-week, school-based universal program aimed at reducing depressive symptoms and enhancing protective factors of depression among secondary school students [29]. Its curriculum was developed based on the cognitive-behavioral model and included topics like stress and depression, and cognitive restructuring and problem-solving skills. Students showed positive development in help-seeking attitudes and self-esteem in general, and those with more depressive symptoms significantly improved their cognitive restructuring skills and support-seeking behaviors after participating. However, the number of beneficiaries of school-based programs is limited to the resources available, and competition for school teaching hours to carry out such a program is significant. Therefore, a new form of intervention to promote mental health among young people is necessary in Hong Kong.

In the past few years, online social networks, an important aspect of Web 2.0 applications, have emerged as a mainstream communication and interaction modality, especially among young people. SNS, such as Facebook, can be an excellent platform to reach a large spectrum of the population. People make use of these platforms to have fun and socialize with each other through games, chats, and status updates. Games on social networks are called “social games” and attract large numbers of players every day. For example, many people, especially adolescents, spend a lot of time growing crops on “Happy Farm” and feeding pets in “Pet Society” on Facebook. This new form of communication modality, however, has created both concerns and opportunities for health professionals and researchers. For instance, some reported that SNS might be related to problematic use of the Internet [30], whereas others found SNS to be a more useful tool for procuring social support [31] and improving participants' engagement and retention in Web-based interventions [32]. Nevertheless, Facebook has been regarded as a good platform to reach and educate young people, with its large number of members across the world. Studies concerning interventions with the help of Facebook have emerged recently [32,33].

Previous studies revealed gender differences in the use of Internet. For example, males have been shown to spend more time playing games and on other forms of entertainment, whereas females use the Internet more for communication and SNS [34,35]. Therefore, it is important to investigate whether gender plays a role in DGBL on Internet SNS.
The current study attempted to evaluate a novel approach of using DGBL through an SNS for mental health education. We designed a learner-centered, self-paced, electronic game, meaning that people could play and learn whenever they wanted to and could achieve as much as they preferred in terms of domain knowledge enhancement. The game developed for this study was placed on Facebook, and no facilitator was required. We hypothesized that mental health literacy would be enhanced through Web-based DGBL and three motivational constructs (ie, expectancy, value, and affect), which would influence learning outcomes. Mental health literacy was first defined as “knowledge and beliefs about mental disorders which aid their recognition, management or prevention” (page 182, [36]). Here, the definition of mental health literacy not only included knowledge of a mental disorder (ie, depression), but also knowledge related to mental health problems, such as stress, its management, and important skills that might be helpful for one’s mental health (eg, cognitive restructuring skills and problem-solving skills). Beliefs about mental disorders were beyond the scope of current study. Specifically, we sought to:

1. explore the effectiveness of using DGBL to enhance mental health literacy through an SNS;
2. explore learning motivation in DGBL;
3. examine whether gender plays a role in intervention effectiveness and learning motivation; and
4. explore the impact of motivational constructs on mental health literacy.

Methods

Participants

Participants were recruited at a major university in Asia. An invitation email was sent to all undergraduate and postgraduate students’ (N=22,260) university email accounts inviting them to participate in the current study. Students who were between 17-25 years old, had adequate Internet literacy and a Facebook account, and were reachable via the local network were eligible to participate. The invitation email explained to participants that they would not only be required to complete a 3-week game on Facebook, but would also be asked to complete a set of Web-based, self-assessed questionnaires both before and after finishing the game. They were allowed to play the game anytime and anywhere with a computer connected to the Internet within the study period. Those who completed the game and the online questionnaires received cash compensation and were entered in a drawing for a tablet computer, supermarket coupons, and theme park tickets. Interested students replied to the invitation email and provided their Facebook ID for verification. The research team then confirmed their eligibility through email.

The Game: “Ching Ching Story”

Theoretical Background

The electronic game “Ching Ching Story” and its content were developed by the authors of the paper. The development process involved contextual and technical aspects. For the contextual aspect, the learning content was adopted and modified from a school-based, mental health enhancement program for adolescents by members of the research team. The school-based program effectively reduced depressive symptoms within those with highly depressed moods [29]. Its content was developed based on a cognitive-behavioral therapeutic approach, which is consistent with diathesis-stress models of depression. Such models emphasize the cognitive and behavioral characteristics of an individual, which not only affect the impact of adverse life events, but also have a direct influence upon the development of depression. Cognitive-behavioral therapy is an evidence-based treatment approach for various mental health problems, such as depression and anxiety [37,38].

“Ching Ching Story” consisted of 10 topics: (1) identifying stressors and how to handle stress, (2) understanding the relationship between stress and coping, and the consequence of depression, (3) understanding what goal-directed thinking is, (4) affirming existing strengths and acknowledging the concept of “self”, (5) cognitive restructuring, (6) advanced cognitive restructuring, (7) understanding others’ feelings, (8) communication skills, (9) conflict resolution based on a problem-solving approach, and (10) anger management [29].

Technology

Adobe Flash was used to produce interactive gaming elements and animated graphics on the client side of the system. Flash ActionScript 3.0 handled the logic of the game and sent requests to the backend in response to user actions. Moreover, we used Facebook API, where both Facebook iFrame and Javascript SDK facilitated the retrieval of a user’s profile and social network data from the Facebook application. Javascript was used for backend programming. Questionnaire and game progress data were stored in a MySQL database. The system was hosted on a computer server on the authors’ host institution network. The game was accessible by the public on Facebook [39]. Three screenshots of the game are shown in Figures 1-3.

Structure

“Ching Ching Story” is a role-playing game. It is thought that proper instructional design is capable of facilitating both mental health learning and intervention [40]. The game adopted a problem-based, narrative, adventure approach. Players assumed the role of the game character, Ching Ching, and moved around different areas of the game to complete all missions by talking to nonplayer characters, exploring different places and objects, and playing various minigames, which taught instrumental skills. The whole game consisted of ten missions to be fulfilled as shown in Figure 1 with a storyline. Each mission incorporated different mental health concepts. Some of the missions were expected to be either more challenging or required prior knowledge, which was learned in other missions. As shown in Figure 2, after participants successfully completed particular tasks in the “psychological gym room”, some skills, such as ones within the communication domain, could become part of Ching Ching’s abilities. Such abilities were required to complete other tasks, thereby encouraging participants to recall those important skills more often throughout the game. Ching Ching’s “energy” was consumed after working on some tasks, and when Ching Ching consumed all possible energy, the player could not progress and advance the plot until energy was recovered. This aspect was incorporated in order to avoid players...
completing the whole game in a very short time, which might have deterred effective learning.

Despite the limitations on playtime, players still had great flexibility within the game, selecting the mission they preferred. In an effort to encourage active and self-paced learning, there was no predefined order of completion. Once players completed the ten missions, no advanced plots and/or tools were provided. Also, a level system was installed to record the level and skills learned for each player. The record was shared among friends who also joined the game to establish a leader board and create an atmosphere of competition to enhance the game’s appeal. Moreover, the game facilitated social support by encouraging interaction between players. Examples included sending gifts and greetings among friends, shown in Figure 3, which served to increase player retention. Since some tasks required special tools to accomplish, players could help each other by sending the tools as gifts. Moreover, to encourage players to invite their friends to join the game, gifts were offered to players who sent more invitations to play the game. “Level-up” and “task completed” notifications were posted on players’ Facebook walls to acknowledge their achievements. The players’ friends therefore knew of, and could comment on, players’ progress and achievements. The research team provided technical support in case participants encountered any technical problems while playing the game. Apart from this, no other intervention or support was provided. Finally, no prompts or reminders were used in the game to maintain gameplay frequency or duration.

Figure 1. Missions for players to choose.
Figure 2. Psychological gym room.
Outcome Measures

Overview

Two sets of Web-based, self-assessed questionnaires were developed for measuring participants’ mental health literacy (primary outcome) and their learning motivation (secondary outcome). Facebook ID was used as a user identifier for verification and avoided duplicate entries. Pre- and posttests automatically popped up once the game started and ended, respectively. The pretest consisted of demographic information and self-developed questions on mental health literacy, whereas the posttest consisted of the same questions for mental health literacy plus modified questions for learning motivation from the Motivated Strategies for Learning Questionnaire (MSLQ) [41].

Mental Health Literacy

Mental health literacy was measured through 31 questions, which were constructed by the researchers to address the 10 topics of the game. They included true-or-false, sequencing, multiple-choice, and matching questions. The questions, designed to evaluate a broader understanding of learning through online DGBL, covered topics like understanding of mental health concepts and application of skills. Sample questions may be found in Multimedia Appendix 1.

Learning Motivation

Participants’ learning motivation was measured in terms of (1) *value*: intrinsic goal orientation (4 items), extrinsic goal orientation (4 items), task value (6 items), (2) *expectancy*: control of learning beliefs (4 items), self-efficacy for learning and performance (8 items), and (3) *affect*: test anxiety (5 items). Reliability and predictive validity of the MSLQ were properly evaluated in previous studies [41]. All items were rated on a 7-point Likert scale (1 = *not at all true for me*; 7 = *very true of me*). The list of items used is shown in Multimedia Appendix 1.

Statistical Methods

Descriptive statistics were used to illustrate the general picture of the data for each measurement. Any participants with missing data or who dropped out were not included in the completers analysis. In addition to completers analysis, data were analyzed through an intent-to-treat (ITT) analysis, using multiple imputation (MI) to address loss of follow-up data. Dropout participants who completed questionnaires only at the pretest were handled by applying the technique of MI with 5 imputations for missing data [42]. We conducted missing values analysis to investigate whether data were missing completely at random (MCAR). A within-subject Student’s *t*-test was used to analyze the statistical significance of changes in knowledge.
and a Student’s t-test for independent samples was employed to test for gender differences.

Linear regression was used to examine the relation between knowledge enhancement and motivational constructs. By fitting knowledge enhancement with motivational constructs, the coefficient and 95% confidence interval could be presented. The regression was further adjusted by adding pretest score, gender, and age as control variables. Backward selection was employed in the regression analysis. All data analyses were conducted using SPSS software.

**Ethics and Informed Consent**

Ethics approval, from the Human Research Ethics Committee for Non-Clinical Faculties at the authors’ institution, was obtained before data collection. Participants provided informed online consent before they started the game. The informed consent form detailed information about the procedures of the study.

**Results**

**Recruitment and Subjects**

Participants were recruited from November to December 2011 at the authors’ institution. A total of 221 undergraduates agreed to participate in the study. Out of those who started the game (n=136), a majority completed the pretest (n=127). The other 9 participants did not fully complete the pretest due to technical problems, such as early termination of the questionnaire. Out of these 127 participants, 73 completed both the pre- and posttest. All 127 participants were included in the ITT analysis, whereas only data from the 73 participants who completed both assessments were used for the completers and regression analyses. Figure 4 shows the participant flow. A total of 31 males and 42 females, ranging from 17-25 years old (M=20.82, SD 1.81), completed both assessments.

**Mental Health Literacy**

Table 1 shows the number of correct responses participants achieved on the mental health literacy assessment both before and after playing the game, as well as their overall improvement levels. Both male and female participants achieved over half correct at pretest, suggesting participants’ possessed good background knowledge on mental health. The pretest scores of males and females were similar, indicating that their familiarity with mental health was comparable. The improvement of both genders was also statistically significant and consistent, revealing the effectiveness of the game play intervention for both males and females. In a t-test comparison between the results of the pre- and posttest, a statistically significant improvement was documented. On average, participants answered 2.21 more questions correctly after the intervention (total of 31 questions on the knowledge test). Participants demonstrated moderate improvements between pre- and posttests in terms of mental health literacy (d=0.65). Furthermore, there was not a statistically significant gender difference in knowledge improvement (P=.97). Apart from completers analysis, noncompleters were also included in the ITT analysis to provide more understanding about the effects of the intervention. Missing values analysis demonstrated that the hypothesis that the data were MCAR could not be rejected, $\chi^2_{\text{Linuc}}=3.75$, (P=.15). ITT analysis showed that the improvement between pre- and posttest was statistically significant, with a moderate effect size (d=0.66). This result was consistent with the completers analysis (d=0.65).

**Learning Motivation**

Table 2 presents the descriptive statistics of the motivational subscales. Value focuses on the reasons why participants engaged in the educational game. Among the three subscales that made up the construct (intrinsic and extrinsic goal orientation and task value), both genders achieved the highest score on intrinsic goal orientation. On the other hand, extrinsic goal orientation was the lowest among the three value subscales. Expectancy refers to participants’ beliefs that they could accomplish tasks in the game. Satisfactory scores on both subscales of the expectancy construct demonstrated participants’ confidence in the acquisition of mental health knowledge. Affect concerns test anxiety associated with the knowledge test. It is reasonable that the anxiety scores were low in a gaming context since learning in a game should be enjoyable and relaxing. Moreover, since the test in this study was conducted online and without a time limit, test anxiety was likely alleviated. Indeed, participants’ scores on the anxiety measure were the lowest among the 6 motivational subscales. T-tests revealed no statistically significant gender differences on any of the 6 motivational subscales (Table 2).

**Influence of Motivational Constructs on Learning Outcomes**

Nonsignificant motivational subscales were eliminated in the regression analysis with backward selection. Nonsignificance of the three subscales within the value construct indicated that reasons for participating in the game did not affect knowledge enhancement. The influence of control of learning beliefs in the expectancy construct was also not statistically significant. Control variables, namely pretest score, gender, and age, were retained in the model regardless of their level of statistical significance. As expected, gender and age did not affect learning outcomes, whereas pretest score did significantly affect knowledge enhancement (see Table 3). This result is reasonable given that pretest score restricted the maximum possible improvement on the posttest. In other words, participants attaining high scores on the pretest, when compared to those with lower scores on the pretest, could not improve as much on the posttest. Consequently, pretest score negatively influenced knowledge improvement. Furthermore, self-efficacy for learning and performance significantly affected knowledge improvement. Test anxiety, on the other hand, negatively affected knowledge enhancement.
Table 1. Descriptive statistics of pretest, posttest, and evidenced improvement on the knowledge test.

<table>
<thead>
<tr>
<th></th>
<th>Male</th>
<th>Female</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pretest score, mean (SD)</td>
<td>19.61 (3.30)</td>
<td>18.55 (3.63)</td>
<td>19.00 (3.51)</td>
</tr>
<tr>
<td>Posttest score, mean (SD)</td>
<td>21.85 (3.53)</td>
<td>20.74 (3.12)</td>
<td>21.21 (3.33)</td>
</tr>
<tr>
<td>Improvement, mean (SD)</td>
<td>2.23 (4.39)</td>
<td>2.19 (3.07)</td>
<td>2.21 (3.66)</td>
</tr>
<tr>
<td>P value of t-test</td>
<td>.008</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
Table 2. Descriptive statistics of the six motivational subscales and gender comparisons.

<table>
<thead>
<tr>
<th>Motivational subscales</th>
<th>Male, mean (SD)</th>
<th>Female, mean (SD)</th>
<th>All, mean (SD)</th>
<th>P value of t test between genders</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Value</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intrinsic goal orientation</td>
<td>5.02 (0.78)</td>
<td>4.93 (1.01)</td>
<td>4.97 (0.91)</td>
<td>.68</td>
</tr>
<tr>
<td>Extrinsic goal orientation</td>
<td>4.18 (1.22)</td>
<td>3.71 (1.34)</td>
<td>3.91 (1.30)</td>
<td>.13</td>
</tr>
<tr>
<td>Task value</td>
<td>4.74 (0.73)</td>
<td>4.66 (1.17)</td>
<td>4.70 (1.00)</td>
<td>.72</td>
</tr>
<tr>
<td><strong>Expectancy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control of learning beliefs</td>
<td>4.82 (0.83)</td>
<td>4.70 (0.93)</td>
<td>4.75 (0.88)</td>
<td>.56</td>
</tr>
<tr>
<td>Self-efficacy for learning and performance</td>
<td>4.92 (0.70)</td>
<td>4.71 (0.92)</td>
<td>4.80 (0.83)</td>
<td>.29</td>
</tr>
<tr>
<td><strong>Affect</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test anxiety</td>
<td>3.59 (1.19)</td>
<td>3.16 (1.23)</td>
<td>3.34 (1.23)</td>
<td>.14</td>
</tr>
</tbody>
</table>

Table 3. Regression of knowledge enhancement on motivational constructs adjusted by pretest score, gender, and age after backward selection.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Coefficients</th>
<th>95% CI Lower</th>
<th>95% CI Upper</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-efficacy for learning and performance</td>
<td>.21</td>
<td>0.09</td>
<td>0.32</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Test anxiety</td>
<td>-.19</td>
<td>-0.31</td>
<td>-0.06</td>
<td>.005</td>
</tr>
<tr>
<td>Gender</td>
<td>.81</td>
<td>-0.55</td>
<td>2.18</td>
<td>.24</td>
</tr>
<tr>
<td>Age</td>
<td>.18</td>
<td>-0.20</td>
<td>0.56</td>
<td>.34</td>
</tr>
<tr>
<td>Pretest score</td>
<td>-.63</td>
<td>-0.83</td>
<td>-0.44</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

**Discussion**

The fully automated Web-based intervention was effective in enhancing young people’s mental health literacy. Intrinsic goal orientation was the primary factor in learning motivation, whereas test anxiety was successfully alleviated in the game setting. No gender differences were found on any outcome measures. Moreover, self-efficacy for learning and performance positively influenced learning outcomes, whereas test anxiety negatively affected them.

**Mental Health Literacy**

To our knowledge, this is one of the first studies to explore the use of DGBL through an SNS to enhance mental health literacy. Despite the limitations of this exploratory study, participants attained mental health knowledge in a continual and self-paced manner. With moderate improvements among participants, it seems players may be able to acquire knowledge in the game at their own learning pace and apply the skills to solve real-life problems. This finding provides supporting evidence that Web-based DGBL can effectively enhance mental health knowledge. The combination of gaming concepts and online education may also facilitate self-paced learning processes in higher-order thinking. It seems that this new type of learning initiative for mental health information is efficient for both male and female learners.

Thus, the current study reinforces Lieberman’s suggestion [28] that games in health education are beneficial in various aspects, including the support of a self-paced learning process. Furthermore, although the learning content of the electronic game was modified from a school-based mental health enhancement program for adolescents [29], it demonstrated its effectiveness in enhancing the mental health literacy of young people aged 17-25. Therefore, we may extend the findings to a slightly older age group on Internet-based intervention on health education. Previous literature suggested that Internet-based intervention on health education was more effective on adolescents than on adults, as such intervention for adolescents demonstrated small-to-moderate effect size, whereas similar interventions for adults usually yielded small effect size only [9]. With moderate effect size found in the current study, it is suggested that social and gaming features may enhance the effectiveness of Internet-based intervention on health education for young adults.

**Learning Motivation and Its Influence on Learning Outcomes**

Participants’ learning motivation was generally positive. They believed in their own abilities to learn in the game and tailored their learning processes in the absence of a facilitator. Although participants who were outstanding in the knowledge test were rewarded with an extra prize, intrinsic goal orientation was still stronger when compared to extrinsic orientation. High intrinsic motivation indicates that participants primarily perceived that they took part in the game for its challenges, out of curiosity, and in an effort to attain mastery. Therefore, participants enjoyed playing the game and learning about mental health knowledge throughout the intervention, instead of simply pursuing rewards. With high expectancy, participants also believed that their efforts to learn throughout the self-paced game would result in positive learning outcomes. Self-directed learning was possible in the game. The positive influence of self-efficacy for learning and performance on learning outcomes implies participants’
expectations about their own performance and judgment generally reflected their learning outcomes. Participants were capable of enhancing their mental health knowledge and manage the learning process in the game. Moreover, the game-based environment provided an enjoyable learning environment for participants, evidenced by substantially reductions in their stress over the knowledge test. However, participants’ worries and concerns about the test could have still resulted in performance decrements. Although the knowledge test was conducted in a casual way, relationships between test anxiety and test results still existed.

In addition, the feedback collected from participants on learning motivation and game design provided additional information about the high intrinsic goal orientation. The feedback from participants was generally positive and encouraging. Participants appreciated the combination of gaming concepts and mental health knowledge. The transformation of mental health knowledge into a game made mental health knowledge easy to understand and attractive (eg, “The game helped me understand more about stress management”; “Overall the game was quite interesting as it used animations to show what stress and emotional distress are and solutions to manage them”). They also found that the game was good to raise their awareness in mental health (eg, “Informative about mental disorder”; “A good way to promote awareness in mental health”), and the game itself was interesting and interactive (eg, “Interactive and easy to play”). This may explain why intrinsic goal orientation remained high in the learning process. Some participants, however, pointed out the game sometimes had too many words, which may decrease the enjoyment of the game (eg, “More informative than interesting”; “Sometimes want to skip information and conversations to advance plots”). We therefore may need to think of balancing information and entertainment to achieve better learning motivation in our future intervention development.

**Limitations**

There are some limitations of this exploratory study: lack of a control group, small sample size, high dropout rate, and a biased sample. Moreover, the social functions in the game might not have been fully utilized, as the total number of players was not large. Time limitations prevented the number of players in the game to grow to an adequate size. Since the number of players influences the interactivity of a social game, the game in this study might not have been as interactive as other social games for pure entertainment on the market. In addition, our DGBL study was domain-specific, a common issue in most previous studies.

**Further Research**

In sum, DGBL in combination with an online social communication platform in health education should be advocated as a way to promote mental health awareness and equip people with domain-specific knowledge education, and warrants further examination. Future studies should involve a larger sample, incorporate a control group, and recruit different age groups in order to have a more comprehensive understanding of the effects of this Web-based electronic game on mental health education. In addition to augmenting the sample size, another future research direction includes investigating the effectiveness of social game education based on this study. Social games on SNS facilitate social interaction and communication, making them different from traditional online games. SNS could provide tools to embed communication platforms (eg, blogs, forums) into games, which may, in turn, substantially enhance levels of sharing and knowledge exchange among players [43]. These social elements can motivate players to learn and potentially foster the learning process. DGBL should not be restricted to learning inside the game but should extend outside the realm of the game (eg, discussing learning material on blogs or forums). The effectiveness of social game education needs further evaluation. Also, the scope of this research should be extended to different health issues, such as mood and eating disorders. Through such future work, DGBL can be fully utilized and evaluated in different aspects of health education.
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Abstract

Background: Health and psychosocial outcomes for young adults affected by cancer have improved only minimally in decades, partially due to a lack of relevant support and information. Given significant unmet needs involving nutrition and exercise, it is important to understand how this audience handles information about food and fitness in managing their cancer experiences.

Objective: Using the theory of illness trajectories as a framework, we explored how four lines of work associated with living with a chronic illness such as cancer (illness, everyday life, biographical, and the recently explicated construct of communication work) impacts and is impacted by nutrition and exercise concerns.

Methods: Following a search to extract all nutrition- and exercise-related content from the prior 3 years (January 2008 to February 2011), a sample of more than 1000 posts from an online support community for young adults affected by cancer were qualitatively analyzed employing iterative, constant comparison techniques. Sensitized by illness trajectory research and related concepts, 3 coders worked over 4 months to examine the English-language, de-identified text files of content.

Results: An analysis of discussion board threads in an online community for young adults dealing with cancer shows that nutrition and exercise needs affect the young adults’ illness trajectories, including their management of illness, everyday life, biographical, and communication work. Furthermore, this paper helps validate development of the “communication work” variable, explores the “mass personal” interplay of mediated and interpersonal communication channels, and expands illness trajectory work to a younger demographic than investigated in prior research.

Conclusions: Applying the valuable concepts of illness, everyday life, biographical, and communication work provides a more nuanced understanding of how young adults affected by cancer handle exercise and nutrition needs. This knowledge can help provide support and interventional guidance for the well-documented psychosocial challenges particular to this demographic as they manage the adversities inherent in a young adult cancer diagnosis. The research also helps explain how these young adults meet communication needs in a “mass personal” way that employs multiple communication channels to meet goals and thus might be more effectively reached in a digital world.
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Introduction

Despite advances in medical care and treatment, survival rates for many young adults affected by cancer have not improved in recent decades [1,2]. Posttreatment issues remain common [3], in part from reduced access to age-appropriate support resources, which can negatively affect psychological and social development [4-8]. Additionally, a lack of information about exercise and nutrition is acutely prominent during the young adult cancer journey [5,9], despite exercise and nutrition’s role in managing symptoms and contributing to health outcomes.

As many as 52% of adolescent cancer survivors do not engage in enough physical activity, and 79% do not meet guidelines for fruit and vegetable consumption [10]. Poor diet and exercise behaviors contribute to comorbidities, including secondary cancers, cardiovascular disease, and diabetes (see Arroyave and colleagues [11], for a review). Furthermore, unmet physical and daily living needs are related to greater depression and anxiety [9].

An individual’s illness trajectory encompasses more than the physiological course of the illness; it involves broader and more social factors such as work associated with the illness, the impact on relationships, and how these factors affect outcomes for the person diagnosed with the illness [12]. Serious illnesses such as cancer are experienced as trajectories, “the course of an illness over time, plus the action of clients, families, and healthcare professionals to manage the course” p. 257 [13], which involves negotiating types of work to manage the broader challenges associated with disease [13]. Identifying how the young adult cancer community handles nutrition- and exercise-related work during their cancer trajectory would contribute to understanding the development of a “new normal.”

Additionally, exploring a topic such as nutrition and exercise that has relevance across cancers presents an opportunity to learn about the broader young adult cancer experience. Cancer as a disease consists of many different conditions. As such, cancer research tends to focus on specific diagnoses instead of examining the overall experience; thus, another benefit of research focusing on broadly useful topics such as food and exercise is the chance to better understand commonalities among cancer experiences.

The Work of Establishing a New Normal

A cancer diagnosis disrupts every facet of life and introduces chaos as a normal part of daily existence [14], both for those receiving the diagnosis and their supporters. As a result, cancer becomes more than a biological and physical state—it becomes a social experience [15], and for those affected, managing illness necessitates additional tasks including learning to access needed information, re-negotiating identities and relationships, and coping across the illness’ effects [16,17]. These efforts help patients adjust to life after diagnosis and define a “new normal” as they move through the illness journey [18].

An informative way to understand this time of transition is Corbin and Strauss’s [13] theory of illness trajectories with its central component of work. Their examination of couples dealing with chronic conditions specified three lines of work: illness, everyday life, and biographical. Illness work consists of managing tasks related to the health condition, ranging from regular responsibilities such as tracking blood sugar to crisis prevention. Everyday life work covers tasks related to maintaining a functioning household such as housekeeping, child-raising, marital obligations, and occupational responsibilities. Biographical work involves management of the biographical disruption that comes with chronic illness, including the reconstruction of identity and life planning [13].

Based on Corbin and Strauss’s analysis, Donovan-Kicken and colleagues [15] summarized a number of dimensions that characterize cancer management behaviors as work, including completing tasks and assigning responsibility for completion; exerting effort, allocating resources, coordinating duties; and dividing up labor throughout the trajectory. Further, Donovan-Kicken and colleagues identified communication work as an important fourth line of work to consider in understanding illness trajectories. Communication work entails the coordinated management of creating, exchanging, and interpreting messages pertinent to the experience of illness and is embedded in the larger context of daily life and ongoing relationships [19]. Because it constitutes the most recent extension of the theory of illness trajectories, we provide an additional overview of the construct of communication work next.

As has been noted in a range of chronic-illness environments (eg, [20,21]), exchanging information about a disease may occur as demanding, challenging work beyond simply seeking and receiving information to meet a need [22]. Communication work reflects an updated way of thinking about communication in illness trajectory research [19]. Studying communication work “means shifting the focus from communication as a necessary behind-the-scenes duty that allows the other lines of work to exist and succeed, to a focus on communication in the foreground, wherein the processes of exchanging messages and achieving meaning are examined as essential elements of the illness experience” p. 648 [15]. Because the construct of communication work concerns the labor of interacting with information and with other people, it provides a means of conceptualizing the effort that people devote to locating, using, understanding, sharing, and managing information both intra- and interpersonaly [15,21]. It enables scholars to account for the burden, effort, process, resources, and outcomes of communication in addition to how these aspects relate to illness, everyday life, and biographical work.

Articulation work refers to the coordination activities necessary to complete all four lines of work (illness, everyday, biographical, communication) and thus sits across the illness trajectory framework, playing a role in each aspect [19]. Articulation work “is work that gets things back ‘on track’ in the face of the unexpected,” p. 275 [23], encompassing the organization necessary to make arrangements for other work to take place [20]. Such efforts play an essential role in the management of work flow, according to Strauss [24], as articulation is “the coordination of lines of work. This is accomplished by means of the interactive processes of working out and carrying through of work-related arrangements” p. 87 [25].
In explicating communication work, Donovan-Kicken analyzed the properties of two existing elements of the theory of illness trajectories: information work and articulation work [19]. The three related concepts intermingle in that information work, a functional activity about searching for information, fits inside the more comprehensive concept of communication work, which also entails the interpersonal communicative efforts not discussed either as part of or in service to the other three lines of work. While communication involves gathering information, it also entails effortfully employing that information to interact with other people and the work required to negotiate relationships, including expressing emotions and moods, which can be particularly demanding for people dealing with illnesses or disabilities [26].

Previous research on communication work in the cancer context has indicated that communication work is present in social and personal relationships as people engage in effortful tasks such as disclosing illness status, explaining medical details, defending treatment decisions, and communicating support [15]. Some of those interactions entail traditional information work in making sense of illness-related information like risks and success rates for treatment options. Other interactions go beyond that scope into what is labeled here as communication work and involve a broader array of interpersonal obligations and conversational demands demonstrated in prior research, such as maintaining social networks, managing private information, and comforting others [27-30]. Isolation and uncertainty serve to make these work tasks even more labor-intensive [31]. Further, patients and their support networks may engage in articulation work to coordinate communication efforts and to divide up the labor, for example by assigning information dissemination tasks [15].

**Work in the Young Adult Cancer Context**

Young adults with cancer are likely to experience the four types of work as uniquely challenging. Consistent with research on “emerging adulthood” [32], the transition from adolescence to adulthood (18 to 39-year-olds, per the official US Department of Health and Human Services definition) [33] is a unique time for young adults critical to future well-being [2,34]. The experience of cancer derails young adult identity development and in many cases makes achieving milestones (eg, attending college, getting married) more difficult [35-37].

The well-being of those affected by cancer depends in part on psychological and social development [38], and many young adult patients deal with serious psychosocial troubles [6,39-41]. Even those doing quite well still deal with quality-of-life concerns ranging from worries about how their health impacts family members to reduced marriage and fertility rates [42-44]. The mobile nature of young adult lives can worsen unmet support needs and further limit contact with health care providers [45] as they transition among cities, jobs, and medical options. Despite these issues, researchers lump young adults in with other demographics and fail to examine their age-specific needs [4,8].

In general, young adult cancer survivors experience significant stress around information needs [2]. While almost every respondent to one broad survey (N=879) expressed a need for further information about illness and treatment, two-thirds voiced a desire for content about exercise and nutrition specifically [2], findings supported by other projects [7,8,46]. This scholarship suggests that the young adult cancer community has needs that are different from the general cancer community, including needs related to information about exercise and nutrition. To better understand that trajectory, we posed the following research question:

**RQ1:** What is the nature of work around exercise and nutrition for young adults affected by cancer?

**Mediated Communication and Work**

Young adults live digital lives [47,48], and those affected by cancer are no exception [49,50]. Health professionals and patient advocates increasingly recognize digital media for spreading health information tailored to youth [51-56]. Thus, not only does studying mediated communication provide an opportunity to learn more about the exercise- and nutrition-related needs and behaviors of young adults with cancer, but the online context also presents an innovative approach to applying the concept of communication work and the theory of illness trajectories.

Corbin [57] acknowledges that theory of illness trajectories could and should be updated to consider modern developments. When Corbin and Strauss [13] developed illness trajectories, the impact of technology was yet to be realized for its informative and supportive utility in health contexts. Further, Donovan-Kicken and colleagues’ [15] definition of communication work also supports the utility of digital media for its ability to help individuals manage and process information [58] through interactions with others sharing similar health concerns and information needs [49,59]. We felt it important to recognize the influence of digital media as a primary source of information and support for young adults dealing with cancer [50], as understanding choices and tailoring to the needs of young adults can allow for effective and efficient digital support interventions [53]. Thus, we posed the second research question:

**RQ2:** What is the role of mediated communication in illness-trajectories work among young adults affected by cancer?

**Methods**

**Sample**

Data from an online young adult cancer forum were compiled from de-identified text-only files of full conversation threads, after Institutional Review Board approval and cooperation from community managers. Community membership registration states that content may be used for research purposes as well as a statement that content can be used for “well-behaved,” noncommercial efforts, subject to the definition and discretion of network administrators.

The forum is one of several online, English-language forums open to any young adult affected by cancer across the treatment spectrum. The online community that produced the text has several thousand users responsible for almost 20,000 monthly visits. Based upon required questions posed to all new members and the content of the community discussions, we can infer that community members are within an age range of 18-39, fitting the generally accepted AYA definition. Additionally, user data...
aggregated by the community indicates that users are slightly more likely to be female, have English as a mother tongue, and come primarily from the United States with single-digit percentages of members participating from Australia, the United Kingdom, and Canada.

Posters in the sample discussed cancer as a lived, first-person experience as opposed to writing about others’ happenings. Care providers and supporters of individuals diagnosed with cancer do make up a small percentage of the community membership but did not come up in this sampling.

The first 3 authors (hereafter referred to as researchers) read through a subsection of the entire pool of threads to identify relevant nutrition- and exercise-related terms, including exercise, sport, work out, gym, nutrition, nutrients, diet, and weight management. Researchers compiled and agreed upon a list of terms and then extracted all other threads in which at least one of the terms was discussed. The original post did not have to be about nutrition or exercise to be included in the sample. Often, individuals would mention nutrition and/or exercise in response to the original comment that may have had nothing to do with nutrition or exercise; however, it was clear that nutrition and exercise were ways individuals understood and responded to others’ questions and concerns. This way, we were able to see what nutrition and exercise mean to people affected by cancer in a naturalistic way that is more in line with how individuals experience illness trajectories.

The final text sample consisted of 1000 posts comprising 79 complete threads (initial post and corresponding comments) across 342 pages. Threads were initiated by users from January 2008 to February 2011 and ranged widely in length and duration. Some threads received little engagement, consisting of only an initial post. Other threads addressed engaging topics and continued for more than a hundred follow-up posts during the course of 2 full years.

Data Analysis

We employed an iterative approach over 4 months to analyze the text. We grounded our analysis in sensitizing concepts [60] from Corbin and Strauss’s [13] scholarship on work and illness trajectories, along with Donovan-Kicken et al’s [15] review and contribution, as well as Becker’s [14] phenomenological research on chaos and sense-making during life crises. Chaos and uncertainty research presents important concepts in this context because they signal the work of creating a “new normal” for individuals dealing with difficult life experiences such as a cancer diagnosis. Engaging these texts allowed the research team to better understand the relationships among work, uncertainty, and daily life for those affected by illness. By examining the data initially and reviewing it following sensitization to key concepts, researchers operated per grounded theory expectations of continuous data collection and analysis [61].

Using constant comparison methods [62], we looked for themes in the text to better understand the role of exercise and nutrition in the young adult cancer experience. Researchers examined the text incrementally to allow for intermittent discussion of emergent themes so that ideas could be tested and improved during follow-up readings [63,64]. All researchers contributed to guiding the data analysis by analyzing text individually and then discussing and challenging findings as a group. The research team established coder agreement through discussions over 4 months and based findings on agreement that the themes and relationships were present [65].

The team maintained theoretical notes throughout the coding process and used peer debriefing to establish trustworthiness of findings [66]. Through regular debriefing, the fourth author served to verify the researchers’ application of the key concepts to the data and provided a disinterested perspective during analytic sessions. The following section presents findings and exemplars. All proper nouns such as names of people and treatment facilities are pseudonyms, and potentially identifying details are edited for anonymity.

Results

Our analysis of the data suggests that managing cancer in the context of nutrition and exercise is effortful, demanding, and burdensome in ways consistent with Corbin and Strauss’s [13] conceptualization of work. These lines of work—illness, everyday life, biographical, and communication—overlap and compete as young adults try to achieve some semblance of normality. Our findings suggest that not only do eating and exercising become more effortful, but they also make other types of work more onerous. Each line of work is elaborated next to address our first research question concerning the nature of work around exercise and nutrition for young adults affected by cancer.

Illness Work

Illness work refers to the scope of tasks connected to managing the health condition, including both daily responsibilities such as taking pills and irregular activity such as follow-up visits with an oncologist. Illness work is most prominent in our data concerning how nutrition and activity can be employed as a way for these young adults to maximize their health by fighting cancer itself or managing the side effects of cancer and treatment.

Young adults in our sample describe how modifications in diet and exercise can maximize health during treatment by serving as another means of combatting the disease. One member explains: “I was on a high-dose chemo regimen for CNS lymphoma (brain tumor), so for me it was good to have high protein and lots of fresh fruits and veggies, according to what my dietitian said. My docs said I couldn’t have supplements because of my treatment.” In addition, young adults describe how nutrition and exercise become ways of managing side effects. They talk about being surprised and disheartened by the way cancer affected their bodies—through weight gain and loss, changes in body composition or mobility (eg, loss of a limb), and decreases in energy. As one member wrote:

While I was going through the chemo, I did not realize what I do now, that prednisone and like drugs mess with your body’s sugar metabolism. So, now when I
am on it for a month at a time, I find I can minimize the weight gain by watching my sugar intake. I still gain a bit (5–8 lbs) overnight it seems, and get the moon face and fat neck, but the overall number of pounds is much less that when I did not watch my sugars.

Making diet modifications and exercising become ways of combating and alleviating negative effects while asserting some control. As one poster succinctly commented, “at least during treatment you feel like you’re actively doing something about the cancer.”

Exercise, in particular, is described by young adults as mandatory because of its role in weight management and importance in adjusting to physical changes from treatment. Posters document their activity regimens and successful outcomes as necessary illness-driven aspects of their trajectories. One member wrote about his daily gym routine:

> With me it was pretty quick after I finished radiation treatments that I got back to it. I just started off easy and upped time/difficulty every day. I gave myself a week to rest before I got back to it. For me it wasn’t an option not to exercise because I’ll backslide at an amazing rate due to nerve damage. Fun stuff. I don’t know. For me, I just tried to mentally psych myself up for it. And told myself I HAVE to do it.

Physical changes often take the form of working against such nerve damage or adjusting to amputations. A poster discussed the consistent work required to re-establish hand mobility following surgery:

> I have had to have physical therapy in order to learn how to use my right hand again as I had a Ewing’s Sarcoma of the left middle finger. My finger was amputated and the forefinger pulled towards the other fingers in a procedure called a Ray Resection. I was determined and within 4 months of surgery had almost full use of that hand again. People don’t even notice I missing something until I show them.

These exercise and nutrition efforts constitute illness work because fighting cancer and managing side effects are aspects of dealing with illness-related issues above and beyond basic tasks of normal life. In dealing with how cancer has affected their bodies, consistent activity and a focus on food become obligatory tasks for these young adults to deal with their illnesses and accompanying issues. Exercise and nutrition offer a way of grappling with the weight changes common to cancer treatment as well as learning to function with more extreme physical issues such as nerve damage or balance problems.

**Everyday Life Work**

According to Corbin and Strauss’s [13] original conceptualization, everyday life work involves activities done to maintain a household and life as an independent adult. While diet and exercise may not be as crucial to household functioning as paying bills, young adult comments suggest depleted energy and physical (in)capacity impact the feasibility of everyday tasks. As one contributor wrote, “Time is pushing down on me and it is going to run out. Every day I think, ‘I don’t have enough time!’ while I am simultaneously washing my dishes, having a phone conversation and cooking dinner!”

Our reading of the data suggests that nutrition and exercise activities make the everyday life work of household management more effortful and onerous. For example, preparing meals and exercising become “work”, and young adults talk about not fully appreciating food and fitness as leisure. Diet and exercise concerns move from being issues of “want to” to “have to”. Cancer takes away choices individuals have with respect to diet and exercise. As one young adult describes:

> I’m tired of being virtuous. I’m tired of doing an hour of meditation. Of making perfect organic meals three times a day. Of making a pint of fresh carrot juice. Of drinking green tea instead of a nice cup of coffee. Of missing desserts. Of the possibility of getting drunk (since I know it will depress my immune system). Of exercising even when I feel bad. Of reading dozens of self-help books. Of feeling I should be doing something productive like guided imagery when I lay down to rest. Of acupuncture appointments. Of the uphill task of researching supplements and making intelligent decisions about dosages.

For this community member, dealing with food and activity adds to the burden of the illness trajectory by creating demands to make life as an independent adult that much harder. Activities that may have been enjoyable pre-cancer (ie, preparing food, exercising) switch to effortful parts of life.

Required everyday nutrition management plays into difficult feelings, as food preparation creates burdensome demands per treatment or maintenance requirements, according to many young adults. The low-iodine diet recommended to thyroid cancer patients stands out as an example of nutrition management becoming everyday life work and driving strong emotions: “But that combo of deprivation and exhaustion and effort required to eat in an iodine-less way is a killer. It sucks. I made the mistake of going out to eat once…It was so hard not to cry into my lettuce with olive oil and vinegar (and to not grab fistfuls of French fries and oysters off the table)!! That was torture.”

Additional effort and time for nutritional needs adds to the burden of the young adult cancer experience, particularly intersecting with life stage issues such as being away from family or having extensive early career work burdens. As one member wrote when discussing her low-iodine diet:

> I can’t believe I have to do this for another nine days. I cannot cook anymore! I spent an entire afternoon making my tortillas for this last week and I don’t have the time! I’m a single woman with a full time job and no friends nearby. It’s like the whole thing was created for people with the time to cook and/or the money to purchase organic meats so they won’t starve. It’s bullshit!!...I’m so over this and so angry that I want to call my endocrinologist and bitch, just so I can blame someone and because it concerns me that I feel so physically bad. I don’t know what I can do to fix this. Take sick days so I can cook?? I am at...
Exercise and nutrition impact everyday life work by forcing previously optional activities to become required ones. Physical activity and food management become necessary household responsibilities essential to well-being and ability to complete other work. Previously positive or interesting hobbies can even transition from blessings into burdens.

**Biographical Work**

Exercise and nutrition affect biographical work by influencing how individuals process temporal aspects of identity re-construction, particularly when viewed through pre-cancer experiences. Fitness and food affect how young adults view their pre-cancer selves, how they deal with the present, and how they prepare for the future. Biographical work is particularly colored by body image perceptions—and resulting self-esteem attitudes—in addition to concerns about making the most of life through improved nutrition and exercise; thus, the topic areas become ways of adding hope to their identity re-building.

Comparison to prior fitness achievements and pre-cancer selves presents a direct challenge to aspects of identity re-construction including making sense of ongoing effects. As one member wrote:

> I am a choreographer and was in the studio dancing 5 or 6 days a week before I was diagnosed. I feel like cancer did a number on that part of my identity. For me it was not just a matter of having the physical energy to get back into it, there has been a huge mental block there too.

Viewing the present through an activity-related past adds an identity-driven challenge inherent in any diagnosis and treatment regimen; many young adults no longer know how to label themselves in line with their exercise efforts nor how permanent those classifications are. As one post read: “I was an athlete before one of many surgeries. I hate using ‘was’. I suppose it is now in dormancy…How do you guys deal with temporary or permanent loss of sports?” Young adults in such situations are then forced to re-evaluate key self-ascribed labels (eg, “athlete”) that may have been foundational pre-diagnosis, and in many cases, finding new labels is a monumental challenge for which they are unprepared.

Comparisons to prior exercise routines also overlap with key moments in personal relationships and major events that helped individuals mark time in their pre-cancer lives. Changing fitness norms can impact regular routines as well as milestones that serve as personal highlights and create identity within families. One member commented regarding difficulties with re-establishing his exercise regimen and the impact on noteworthy fitness events related to his long-term identity as a cyclist:

> Pre-cancer, I was at the gym three-four times a week, and was in a nice groove of getting up at 6 for a work-out before heading to the office. Needless to say, life’s a bit different now, I really love and need my rest, and I am as stiff as hell when I wake up in the morning. At the end of the day, I am tired from working all day!!...I really feel like I want to start - slowly - getting back into an exercise groove. But I am having a devil of a time kick-starting this thing, I am also an avid cyclist and have pretty much missed the whole riding season. In a few weeks, the annual MS 150 Ride which my partner and I have been doing for years is coming up, and I feel a certain sadness that I just didn’t have the strength or energy to train this year.

Along with identity questions driven by pre-diagnosis activity-focused experiences, exercise and nutrition also affect ongoing biographical work by influencing feelings about body image and self-esteem. For some, fitness and food are a means of recognizing and expressing how life is different post diagnosis. As one person noted: “I finished my chemo a little over two years ago, and am only just coming to grips with the changes. I am NOT the same person I was BC (before cancer). Lots has changed: I get tired a lot easier, my diet has changed (can’t eat fast food, gotta watch fat intake), my eyesight is different, and on and on.” Young adults in such situations grapple with the challenge of creating a new identity more in line the current reality, including what cancer has done to dietary habits and body composition. Each meal time, for example, can force ongoing realizations that life has irrevocably changed.

Exercise and nutrition can be empowering for other young adults, however, as they use weight management to assert control over an area of life and self-perception. One poster discussed her weight management as something she could track and take comfort in while moving forward from the difficulties of illness: “I lose about half to a kilogram a week but if it’s less (like this week 0.1) I’m not upset as I know it’s 0.1 that won’t be back again. The biggest thrill is—and I’m sure you’ll agree—walking in to shops and grabbing heaps of things you can try on and they look good.” This community member found empowerment through exercise- and nutrition-related changes and the ability to create progress in some area of her life.

A future focus is also a key theme of how exercise and nutrition influence young adult biographical work. Some members of the community discussed food choices, for example, as taking precautions and staying healthy. Food becomes a way of investing in their future selves, such as in this post: “My diet I have changed some things. I eat more veggies, asparagus especially, because I read/ was told that it gets rid of bad cells, and dead cells. I have no idea if it does, but I figured can’t hurt to eat fresh veggies.” Food allows young adults such as this to take daily action with future well-being in mind and move beyond the extremely focused present required in treatment or the past-centered framework common to those struggling with identity re-creation [67].

Exercise activity can play a similar role, according to members, by creating situations allowing for personal growth and changed self-perceptions through programs such as First Descents, an outdoor adventure camp for young adults affected by cancer:

> I have found more of myself with life after cancer by going to a young adult retreat by First Descents…You get to find life again by kayaking on the river…Kayaking made me realize if I can beat...
cancer, I can beat the rapids on the river. You see, one of my fears is drowning, and after flipping over after I hit my head on into a rock, I survived. I realized not to be so scared and to live my life. I will run those 5K’s, join a gym class, socialize more by inviting family members over more often.

Biographical work makes up a large portion of the exercise and nutrition discussions. Ongoing development of self-image intertwines with how young adults remain or regain activity as well as how they cook and eat, particularly in social situations. Factors including weight gain play a central role in how young adults view themselves and manage interactions, particularly when considered in light of their pre-cancer selves.

Communication Work

Communication work describes the coordinated management of creating, exchanging, and interpreting messages, which affects whether individuals choose to communicate with others, share information, and use communication technology as a means of managing all types of work related to exercise and nutrition. The interplay of how users employ the mediated online community to discuss and prepare for face-to-face interpersonal conversations offers examples of how this specific demographic employs a combined “mass personal” approach to their communication work needs [68,69]. These findings help respond to our second research question about the role of mediated communication in illness-trajectories work among young adults affected by cancer.

An aspect of communication work discussed online is the challenge young adults feel in choosing to relate their cancer experience to others, particularly regarding diet restrictions. Discussing food and eating requires message preparation and planning for responses. According to the digital discussions, online groups and resources play a constructive role in helping individuals do the work needed to prepare for these offline conversations; participants exchange advice about communicating with doctors, loved ones, and work colleagues about food, in particular, and note the online community’s importance with comments such as, “Thanks for the response, sharing information does help us all.”

Similar communication work appears regarding exercise and nutrition in posts regarding message preparation for everything from medical-office visits to explaining post-treatment life to family members. Sometimes, communication work in this environment also entails trying to understand or predict reactions to communicative efforts about exercise, for example, including different responses among community members themselves. One young adult wrote to ask about a fellow survivor’s reaction to activity or food. For this community member, her digital peers were her preferred testing ground for real-life discussion.

Community members in this case responded by offering thoughts on how to address the friend’s likely ongoing biographical work related to fitness and personal identity, including what kinds of messages would be likely to get him to open up about his illness trajectory. For example, “Guys tend to take a loss of strength and stamina a lot more seriously. Though I can say from personal experience that the whole loss of strength and stamina has been extremely difficult for me. I think guys take it as a blow to their manhood though.”

Pressure to effectively communicate one’s needs also means that some young adults decide to avoid social situations related to activity or food. For example, the necessary communication work involved in explaining requirements to others can mean avoiding public eating experiences, as one young adult stated, “I also find being forced changed [sic] to my eating really stressful. I don’t even like eating out because I feel out of control.” Not being in a food-based situation eliminates the need for difficult communication.

Digital technologies and the involved communication work also impact other types of work related to exercise and nutrition, in line with Corbin and Strauss’s [13] observation that various lines can simultaneously occur and influence each other. Illness work can be facilitated as users of online support groups share links to preferred exercise and nutrition resources such as calorie counters and offer tips for managing illness issues. For example, one community member offers ideas for activities and connects those tips to a larger resource:

Swimming is a great exercise and can help you lose weight. :-) In fact, there are lots of small things you do everyday (walking for instance) that help burn calories and thus weight…You can do it though, just don’t give up! If you are interested, The American Cancer Society just made this wellness type program for women, and you can choose a weight goal and people can follow you. Like I said, don’t know if you are interested, but thought I would share. :-D

Everyday life work coincides with communication work when digital communication tools aid management of food-related concerns, such as recipe-planning. Using digital tools to share information sources about weight and exercise also overlaps with biographical work by impacting self-perceptions of identity. A member discusses how a communication technology—a phone application, in this case—helped with the everyday effort of food planning and eventually aided biographical development as this individual experienced success with weight management:

He is mad that he lost his muscles, however is not really getting out to the gym to get them back. It’s as if he can’t see that it could be worse, he could be dead. I have tried talk to him and help him see that there are so many great things that he could learn from our experience with chemo and that he should appreciate the life that he does have but he just is not hearing me…can anyone help me to understand his point of view or how to help him because at this point I’m at a loss for words and it hurts my heart to see him wasting the life he has been given a second chance at away sitting inside all the time feeling sorry for himself and like his life is ruined. HELP!

For this community member, her digital peers were her preferred source for trying to understand past interpersonal conversations and also how to design messages most likely to be effective in future face-to-face interactions. The digital space became her testing ground for real-life discussion.
I’ve got a great app on my phone called Lose It, which I use to track my calories. I’ve told it that I want to lose two lbs a week, and it gives me a calorie limit per day. I track everything I eat and when you go over your daily limit, the chart turns red. The program has a huge database of food (calorie counts for many restaurants). It can be difficult to get into the habit, but now I’m addicted to tracking calories for everything.

Communication work, biographical work, and everyday life work co-mingle for this individual to drive better outcomes for weight management and body composition goals. Communication tools help manage the actual everyday task of food preparation toward the end goal of a different leaner physical self-presentation.

Communication work stands out as a varied but essential element of young adults’ illness trajectories, including how they design messages, manage information, and employ technology. Communication work also intersects with other kinds of work related to exercise and nutrition, including illness work through tips on symptom management, everyday life work involving recipe-sharing or meal-planning, and biographical work in helping plan messages to discuss sensitive issues, to name some examples.

**Discussion**

**Principal Results**

The findings of this article, in response to our first research question, describe how young adults affected by cancer experience significant exercise and nutrition needs and the notion of work helps to define their efforts, as these individuals manage the illness, everyday life, biographical, and communication aspects of cancer [13,15]. The four lines of work overlap and compete for limited resources during the time when young adults report significant unmet needs related to exercise and nutrition and strive to create a “new normal” for themselves [2].

A more nuanced grasp of how young adults deal with exercise and nutrition can help develop support efforts and approach the well-documented psychosocial challenges particular to cancer diagnoses during their life stage [2,8,70]. Nurses, dietitians, social workers, and health communication practitioners, for example, could use these findings to tailor support efforts, focusing on the ways young adults affected by cancer balance competing work demands across varying illness trajectories.

This study also expands the demographic focus of illness trajectory research by examining the young adult experience, whereas other illness trajectories research has tended to involve middle-aged or older participants. Such expansion helps better document the understanding of illness trajectories and allows for comparison among age cohorts.

Additionally, driven by our second research question, this article extends the concept of communication work into the realm of digital media and online support. The study expands the application of research into the interplay among communication channels to examine the mix of interpersonal and mediated communication, building upon information-flow and limited-effects streams of research [71,72]; individuals undertake communication work by moving back and forth between online and offline contexts. Young adults in this sample participate in person-to-person conversations through posts in the online group about exercise and nutrition and then use those interactions to shape face-to-face conversations with friends and family. Young adults can also use older posts in the support group as an archive to gather needed content for face-to-face connections with loved ones and care providers—occasionally re-starting long-dormant online conversation threads out of a need for further information, support, or interaction. The result is an understudied “mass personal” mix of communication channels bringing the digital and the physical together into an essential resource for young adults laboring to complete work.

Understanding this interplay of communication channels offers opportunity to create focused interventions based upon the way individuals prefer to use media as well as their information needs [73]. Previously tested health interventions tailored to cultural norms, health literacy, and media-use preferences have demonstrated the impact and importance of fully considering audience factors [74,75]. Taking advantage of channel preferences or sharing across channels can be equally important. If the desired audience prefers to receive new information through short Facebook posts so that the knowledge can be discussed at more length face-to-face among friends and then further spread through crystallized 140-character Twitter messages, this is the scenario for which health promotions professionals should prepare. In other health contexts, patients have reported appreciating when health care professionals express openness to patients pursuing and discussing outside information [76].

Food- and activity-related tasks become required, demanding, and effortful while needing coordination and management over time for the expectation of longer-term benefits. Our findings indicate that illness, everyday life, biographical, and communication work concerning exercise and nutrition are relevant to this population in different but overlapping ways. Illness work is expressed mostly around modifying activity and diet to fight cancer itself as well as making changes to manage side effects. Young adults discuss illness work related to exercise and nutrition as a means of maximizing health during difficult and stressful times.

Exercise and nutrition’s role in everyday life work for young adults comes out as onerous and particularly demanding because of physical and emotional limitations from treatment as well as the barrier of the biographical-work comparison to their pre-cancer selves. Young adults discuss the need to re-start exercise regimens as a source of significant frustration, and the same applies to nutritional changes. Community members discuss feeling forced to simultaneously manage the work of deliberately shifting food-consumption patterns while grappling with body-image issues related to weight gain. Such feelings indicate an area for nursing or social work support to overcome challenges common to young adult nutrition and exercise concerns [77]. Support services focused on helping young adults affected by cancer manage needed nutrition changes can help
Biographical work stands out as the most discussed area of work within our data, as it is both prominent on its own and frequently woven into other lines of work while young adults struggle to manage body-image and self-esteem questions. Key identity re-construction takes place here in a time-related manner [34]. Many individuals frame identities through past exercise and nutrition experiences while ongoing movement and food challenges strongly affect current self-perceptions. Looking to the future, young adults use exercise and nutrition as a tool to actively build hope into their expectations by employing activity and diet to fight off future problems and maintain wellness.

Knowledge of the food and exercise behaviors that help young adults feel empowered relating to their futures could play a useful role in supportive educational interventions, where the need for nutritionally focused efforts is particularly acute. Little research has examined nutritional/dietary interventions for cancer survivors in general [78], and almost none looks into young adults specifically [77]. This line of research into nutritionally influenced health and identity outcomes presents significant potential for impact on young adults’ cancer trajectories.

Communication work plays an involved and nuanced role in how young adults express, share, and manage exercise and nutrition across illness trajectories. Users of the online community studied here employ a “mass personal” approach where they work seamlessly between their face-to-face conversations and online interactions to gather information, discuss thoughts and feelings, and prepare for interpersonal conversations of all kinds, including elsewhere online, with medical professionals, and with colleagues. Such communication patterns open opportunities for the digitally focused support interventions shown to be effective for mental and physical well-being of individuals dealing with chronic illness such as cancer [79].

Young adults often complete communication work in a range of ways to relate exercise and nutrition experiences to others, and these efforts intersect with other lines of work, as expected from prior research. Communication work on- and offline helps individuals manage preparations for message-design activities needed to complete illness work related, for example, to explaining diagnoses to others and biographical work about expressing and understanding the cancer experience. Everyday life work involves communication work when young adults employ communication tools such as online social network and phone applications to manage knowledge about exercise plans or to track nutrition planning. Health professionals would be well served to consider the interplay and range of work demands and communication channels when interacting with patients. By understanding how and why young adults employ sources and content, care providers can proactively address questions and offer accurate, useful content in the ways their patients prefer and are more likely to use.

Limitations

In line with the contributions of this research, it is also essential to note some limitations. Our dataset, being de-identified text from years of online conversations, was already established, eliminating the ability to directly probe at specific items. Reported behaviors and examples of work were thus not verifiable. Further, certain economic and cultural groups are less likely to use such resources [80], and it is also likely that certain treatment centers encourage online support more than others. As our sample consisted of de-identified text, demographic information could not be collected. The online community studied here includes individuals from a broad, English-speaking geographic range spanning ages 18-39 and dealing with a number of cancer diagnoses; thus, the data are useful for young adults affected by cancer but cannot effectively be applied to specific conditions, places along the cancer trajectory, or subgroups. Also, supporters of those diagnosed with cancer were not present in the data and could offer further depth and perspective on the young adult cancer experience related to illness trajectory work and “mass personal” communication. More research through different methodologies and topic areas beyond exercise and nutrition is needed to examine the role of work among young adults.

Comparison With Prior Work

Examining exercise and nutrition within the experience of young adult cancer makes several theoretical contributions when compared to prior research. First, this research brings the theory of illness trajectories into a new demographic and validates key concepts in a different sample. The demographic expansion adds nuance to our understanding of work, particularly biographical work, by studying its impact among individuals in a different life stage than older populations previously studied. As discussed earlier, young adults are more likely to use technology, be in a transitive life stage, have particular information needs, and actively deal with age-specific psychosocial needs. All of these factors help design tailored intervention messages to reach young adults with relevant information.

Second, the contents of this article help validate the recent communication work addition to theory of illness trajectories research [13,15] while extending the communication work addition to a mediated context. Our analysis demonstrated that communication work was present throughout the data. The fact that the conversations we analyzed were natural and unprompted, yet full of examples of communication work, lends credibility to the premise that communication work is a part of living with cancer. Understanding the presence of communication work can help support personnel better prepare those affected by cancer for the effort required.

Additionally, we examine the interplay of interpersonal and mediated communication in a “mass personal” environment where individuals complete communication work by co-mingling online and offline worlds. Community members in this sample create person-to-person interactions by exchanging posts in the online group about exercise and nutrition and then complete face-to-face conversations based on the experience of the online interaction. Older conversations serve an archival purpose useful for message preparation activities, resulting in a mix of communication channels that brings the online and offline together.
More practically, this article also adds to understanding of how food and activity affect the young adult cancer experience and also how young adults complete work to manage exercise and nutrition needs. Using young adults’ own words allows for a more thorough understanding about how they discuss this top-level concern, which in turn sets up opportunities for more effective interventions. Furthermore, a better grasp of how young adults affected by cancer use different types of media to complete lines of work aids in planning for how to best help them finish those tasks. With knowledge about how they approach work, it becomes possible to train and coach young adults to more effectively balance the requirements of illness and biographical work, for example.

Conclusions

This article adds to our understanding of how young adults affected by cancer deal with one of their primary unmet needs, exercise and nutrition information. By applying the valuable heuristic concepts of illness, everyday life, biographical, and communication work, we have improved understanding of the young adult cancer experience and described processes by which they manage a series of challenges inherent in a cancer diagnosis to create a “new normal” [2]. A more nuanced understanding of how young adults handle exercise and nutrition can help provide support and make progress with the well-documented psychosocial challenges particular to this demographic [2,8,34], including re-developing a personal identity, maintaining a positive outlook on the future, maximizing health outcomes, and managing communication demands.

The “mass personal” way in which the young adults in this support community move between communication channels allows them to complete work in a number of ways, particularly relating to learning about exercise and nutrition needs as well as expressing their dietary limits. Members in the community gather information from mass media and interpersonal conversations with health care providers before turning to online groups to make sense of that content. Active and archived online group discussions additionally help users complete the work involved with processing their experiences and preparing for upcoming face-to-face and social media interactions. Traditional mass media blur with typically interpersonal outlets in a number of ways that allow for these young adults to create more personalized communication messages that can be delivered to one person or many and receive feedback on that content from the same, potentially long after the initial interaction.

Further investigation of communication patterns and lines of work in the illness trajectories of young adults affected by cancer could lead to interventions that improve on their comparatively poor health and psychosocial outcomes [1,2], including acute need for exercise and nutrition information [5,7].
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Abstract

Background: A hospital information system (HIS) that integrates screening data and interpretation of the data is routinely requested by hospitals and parents. However, the accuracy of disease classification may be low because of the disease characteristics and the analytes used for classification.

Objective: The objective of this study is to describe a system that enhanced the neonatal screening system of the Newborn Screening Center at the National Taiwan University Hospital. The system was designed and deployed according to a service-oriented architecture (SOA) framework under the Web services .NET environment. The system consists of sample collection, testing, diagnosis, evaluation, treatment, and follow-up services among collaborating hospitals. To improve the accuracy of newborn screening, machine learning and optimal feature selection mechanisms were investigated for screening newborns for inborn errors of metabolism.

Methods: The framework of the Newborn Screening Hospital Information System (NSHIS) used the embedded Health Level Seven (HL7) standards for data exchanges among heterogeneous platforms integrated by Web services in the C# language. In this study, machine learning classification was used to predict phenylketonuria (PKU), hypermethioninemia, and 3-methylcrotonyl-CoA-carboxylase (3-MCC) deficiency. The classification methods used 347,312 newborn dried blood samples collected at the Center between 2006 and 2011. Of these, 220 newborns had values over the diagnostic cutoffs (positive cases) and 1557 had values that were over the screening cutoffs but did not meet the diagnostic cutoffs (suspected cases). The original 35 analytes and the manifested features were ranked based on F score, then combinations of the top 20 ranked features were selected as input features to support vector machine (SVM) classifiers to obtain optimal feature sets. These feature sets were tested using 5-fold cross-validation and optimal models were generated. The datasets collected in year 2011 were used as predicting cases.

Results: The feature selection strategies were implemented and the optimal markers for PKU, hypermethioninemia, and 3-MCC deficiency were obtained. The results of the machine learning approach were compared with the cutoff scheme. The number of the false positive cases were reduced from 21 to 2 for PKU, from 30 to 10 for hypermethioninemia, and 209 to 46 for 3-MCC deficiency.

Conclusions: This SOA Web service–based newborn screening system can accelerate screening procedures effectively and efficiently. An SVM learning methodology for PKU, hypermethioninemia, and 3-MCC deficiency metabolic diseases classification,
including optimal feature selection strategies, is presented. By adopting the results of this study, the number of suspected cases could be reduced dramatically.
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Introduction

Newborn screening (NBS) using biochemical markers to detect presymptomatic infants with certain congenital conditions has been performed for almost 50 years. The aim of NBS is to provide early treatment to prevent or ameliorate the long-term consequences of the detected condition [1-3]. Since the pioneering work by Guthrie [4], who discovered that phenylketonuria (PKU) could be detected from dried blood spots collected on filter paper and transported to a testing laboratory, dozens of congenital diseases, including metabolic and infectious diseases, can now be detected in NBS programs [5]. The advent of tandem mass spectrometry (MS/MS) has resulted in a substantial increase in the number of inborn errors of metabolism (IEMs) included in the NBS panel [6], including amino acid disorders, fatty acid oxidation disorders, and organic acid disorders [7].

Although MS/MS can detect many metabolic species and many IEMs, the diseases included in the NBS panels vary from country to country. For example, the American College of Clinical Genetics has proposed that 29 core and 25 secondary conditions be screened [8], whereas only 12 metabolic disorders are included in the German panel [9]. In Taiwan, the Newborn Screening Center of the National Taiwan University Hospital (NTUH) introduced MS/MS-based screening in 2001 [6]. Among the diseases that we can screen, PKU (screened by phenylalanine [Phe] level) and homocystinuria (screened by methionine [Met] level) have been included in the official recommended list [10]. Nevertheless, 3-methylcrotonyl-CoA carboxylase (3-MCC) deficiency, screened by 3-hydroxyisovalerylcarnitine (C5OH) level, has been the most common condition detected in the MS/MS panel [6].

The sensitivity of MS/MS screening for the 20 to 30 diseases included in the American College of Clinical Genetics screening panel varies among the individual diseases [11]. For example, PKU can be detected by the elevation of Phe levels and low or normal tyrosine (Tyr) levels. A timely and highly discriminating method, such as MS/MS, provides better performance than the previously used bacterial inhibitory method [6]. In contrast, Met is a less reliable marker for homocystinuria. Elevation of Met (hypermethioninemia) can occur in various conditions, such as methionine adenosyltransferase deficiency, glycine N-methyltransferase deficiency, S-adenosylhomocysteine hydrolase deficiency, and cystathionine beta-synthase deficiency (classical homocystinuria) [12], and transient elevation sometimes occurs with liver disease. Some conditions may be benign, with no treatment currently recommended. However, there is an estimated 20% false negative rate in homocystinuria neonatal screening [13], and the contributing factors include early discharge from hospital, low protein intake from breast-feeding, and pyridoxine responsiveness. Elevation of C5OH indicates 3-MCC deficiency and several related disorders; in addition, some newborns born to a 3-MCC-deficient mother can also test positive. The majority of patients with 3-MCC deficiency will not develop any signs or symptoms of disease. Therefore, a suitable interpretation and prediction method to decrease false positives and avoid false negatives is crucial for a newborn screening program.

To improve the specificity of screening, there are several approaches. The cutoff scheme has been a popular screening method [14-16]. Two-tier testing and the use of multiple markers can improve sensitivity and specificity [17]. For example, more specific markers, such as total homocysteine, methylmalonic acid, and isovalerylglucose, can be detected in dried blood spots (DBSs) and have reduced the false-positive rate and improved the positive predictive value of NBS for different diseases [18,19]. We also tested the possibility of applying molecular second-tier testing for citrin deficiency and carnitine uptake defects [20]. However, a different testing format is required that is expensive and time consuming. The interpretive tool developed by the Region 4 Genetics Collaborative may help us to enhance the predictive value and minimize the false-positive rate while retaining sensitivity [21]. Machine learning techniques offer another obvious and promising approach for the examination of high dimensional data. Thus, the goal of this paper is to describe feature selection strategies and use support vector machine (SVM) learning techniques to establish the classification models for metabolic disorder screening and diagnoses.

Methods

The NTUH initiated newborn screening research in 1981 and has performed the nation’s newborn screening of metabolic diseases since July 1985. The NTUH simultaneously holds the responsibilities for national NBS, a phlebotomy hospital, and a referral hospital. The entire screening process workflow and the corresponding functions, relationships, and roles of participants are illustrated in Multimedia Appendix 1. At present, the NTUH Newborn Screening Center provides these services for approximately one-third of the nation’s newborns. Currently, the coverage rate for NBS has improved to 99.9% in the past few years [22], and the NTUH Newborn Screening Center tests more than 70,000 babies every year.

System Architecture

The overall architecture of the NTUH Newborn Screening Hospital Information System (NISHIS) is depicted in Figure 1. In this diagram, 3 major components, ie, the front-end module, the middleware module, and the back-end services including the database servers are shown. The front-end module handles...
user interfaces via Web browsers [23] and establishes the users’ sessions with the authentication server. The server validates users’ authentications and authorizations. The middleware module, ie, the Health Level Seven (HL7) middleware framework [24] indicated in the diagram, connects the front-end applications and the back-end facilities. It provides communication and connectivity via a service-oriented architecture (SOA; Web Services) mechanism in the .NET environment. The HL7-embedded Extensible Markup Language (XML)-formatted data are used in the framework for data exchanges among the modules over the simple object access protocol (SOAP) [25,26] and are described in Universal Description, Discovery, and Integration (UDDI) specification with the Web Service Description Language (WSDL). The back-end facilities support services and database storage. The portal server supports the login process with single sign-on service (SSOS) features [27]. The Web user interface server in the architecture generates Web-based pages for users’ interactive activities, including the newborn screening system user interfaces.

In addition, the HL7 middleware framework performs data synchronization between the NSHIS and the NTUH hospital information system (HIS). The NTUH HIS integrates (1) patient demographic data, (2) patient radiology orders in the radiology information system (RIS) database involving the picture archiving and communication system (PACS), and (3) laboratory orders in a laboratory information system (LIS) to ensure data consistency and integrity across the NSHIS and HIS architecture as indicated in the back-end facilities [28-30].

To increase the performance of the NTUH HIS, a cluster of identical servers are deployed and dispatched dynamically by introducing layer 4 (L4) and layer 2 (L2) switches. All the servers are configured to run using load balancing, including failover modes to secure the system’s availability and concurrency. Firewalls are also installed to enhance the security of the architecture.

The NSHIS system is accessible to all authorized screening program professionals and hospitals by enabling the unique identification of babies via screening samples and displaying the results. Authorized users can be doctors, medical staff, administrative personnel, and neonatal parents. The screening hospitals include the Newborn Screening Center, referral hospitals, and phlebotomy clinics as shown on the left in Figure 1. In other words, these members can access the subsystems of NSHIS for services related to their duties, following the newborn screening procedures and after authentication and authorization by the authentication server.
Data Preparation

The data used in this paper were gathered from the Newborn Screening Center of NTUH between 2006 and 2011 (N=347,312). Dried blood samples from 3-day-old newborns were analyzed by MS/MS in a high-throughput process. The measured metabolic properties (35 measured metabolites including amino acids and acylcarnitines) were archived in the NTUH database. In this study, 3 metabolic diseases (PKU, hypermethioninemia, and 3-MCC deficiency) were reanalyzed. Both screening cutoffs and diagnostic cutoffs were applied in this study. Newborns with an initial screening value that exceeded the diagnostic cutoffs were classified as positive cases and were requested to participate in a confirmation test at our hospital. Newborns with an initial screening value not exceeding the diagnostic cutoff, but equal to or exceeding the screening cutoff, were classified as suspected cases and were asked to undergo another DBS screening. The cutoff values for each disease, the numbers of suspected cases and positive cases observed during this period are summarized in Table 1. During this period, we did not have any reports of false negatives for these 3 diseases.
### Feature Selection Strategies

**Support Vector Machines**

An SVM [31,32] performs classification by constructing an N-dimensional hyperplane that optimally separates the data into 2 categories, as shown in **Figure 2**. In the parlance of the SVM literature, an *attribute* is a predictor variable, and a *feature* is a transformed attribute that is used to define the hyperplane. The task of choosing the most suitable representation is known as *feature selection*. A set of features that describes 1 case (ie, a row of predictor values) is called a *vector*. Therefore, the goal of SVM modeling is to find the optimal hyperplane that separates clusters of vectors. Several different kernel functions can be used, such as linear, polynomial, radial basis function (RBF), and sigmoid. The detailed descriptions of the SVM methodology are presented in Multimedia Appendix 2 [33]. In this study, the machine learning approach only used the SVM RBF kernel. There are 2 input parameters to an SVM: the slack variable (C) is set as default value 100, and the gamma value is set by default to the reciprocal of the number of input features.

**Figure 2.** The concept of support vector machine (SVM) methodology is transferring the vectors (ie, cases) to a higher dimension. The optimal linear hyperplane could be obtained from the largest distances between the 2 categories.

#### Data Training and Prediction

In this study, a properly supervised classification dataflow is proposed to enhance the accuracy and sensitivity of the NBS process, as depicted in **Figure 3**. In the diagram, the training data are used to produce the SVM prediction model. Next, the testing data uses the same methods to obtain the prediction result according to the trained model. Before training or predicting, the dataset is preprocessed by the MS/MS machine and digitization procedures. Feature selection generates the most relevant features.

For classifications, the data are divided into the training, testing, and prediction datasets. In the diagram, the strategies are illustrated step-by-step as follows:

**Step 1**

The MS/MS data from positive cases and from suspect cases were used as training (step 3) and testing (step 4) datasets. For each analyte, the difference of the median values between the positive cases and the suspect cases is represented as $D$, as in **Figure 4**. The primary weight for each analyte was calculated according to the formula defined in **Figure 5**.

**Step 2**

The highest 3 positive primary weights of the individual diseases among the 35 analytes were (1) PKU: Phe, stearoylcarnitine (C18), and octadecenoylcarnitine (C18:1); (2) 3-MCC deficiency: C5OH, ornithine (Orn), and arginine (Arg); and (3) hypermethioninemia: octenoylcarnitine (C8:1) and Met.

---

<table>
<thead>
<tr>
<th>Disease</th>
<th>Screen markers</th>
<th>Suspected cases</th>
<th>Positive cases</th>
<th>Screening cutoff</th>
<th>Diagnostic cutoff</th>
</tr>
</thead>
<tbody>
<tr>
<td>PKU</td>
<td>Phe</td>
<td>203</td>
<td>38</td>
<td>&gt; 85.02 μM</td>
<td>&gt; 220 μM</td>
</tr>
<tr>
<td>Hypermethioninemia</td>
<td>Met</td>
<td>261</td>
<td>40</td>
<td>&gt; 54.12 μM</td>
<td>&gt; 110 μM</td>
</tr>
<tr>
<td>3-MCC deficiency</td>
<td>C5OH</td>
<td>1093</td>
<td>142</td>
<td>&gt; 0.56 μM</td>
<td>&gt; 2.2 μM</td>
</tr>
</tbody>
</table>

---

Table 1. Summary of the disease data collected from neonates between 2006 and 2011 (N=347,312).
hypermethioninemia, only 2 analytes showed positive primary weights. The highest 3 negative primary weights of the individual diseases among the 35 analytes were (1) PKU: Arg, leucine (Leu), and Tyr; (2) 3-MCC deficiency: C16, C4, and C16:1; and (3) hypermethioninemia: C16, C16:1, and C12.

The manifested features are generated by combinations of the highest 3 positives and the highest 3 negatives as listed in Figure 6. The ratios of the highest 3 positives/negatives are also listed in Figure 6. Figure 6 presents the feature selection strategies used to construct the manifested features via the relevant features of the 3 diseases.

**Step 3**
The original 35 analytes and the manifested features were ranked according to the $F$ score indicator. The values of the $F$ score represent the importance of the features. The top 20 ranked features with the highest $F$ scores were selected as the input features. Different combinations of the features, ie, C(20, 1), C(20, 2), C(20, 3),..., C(20, 20), were inputted into the SVM RBF classifier and used to generate the classification model for each combination. Each combination of the features was used as input for the classification models to calculate the sensitivity and specificity. The optimal feature set was defined as the combination with the highest specificity and 100% sensitivity.

**Step 4**
The optimal feature set is then fed into the SVM RBF classifier with 5-fold cross-validation and the optimal model is obtained from the 5 different models of each disease with the highest specificity and 100% sensitivity.

**Step 5**
Based on the optimal model with the optimal feature set, we provided the NBS data collected in 2011 to be used for prediction. The results were classified as either true positive, true negative, false positive, or false negative. The definition of cases was based on the current method and the confirmation results; therefore, we assumed no false negatives were revealed by the current method.

Figure 3. Training and prediction strategies.
Figure 4. Boxplot of phenylalanine (Phe) showing the difference (D) between positive and suspected cases of the training data.

Figure 5. Primary weight formula.

\[
D = \text{Median}(positive\ cases) - \text{Median}(suspected\ cases)\\
primary\ weight = \frac{D}{\text{Median}_{suspected}}
\]
**Figure 6.** Feature selection strategies by relevant features.

### Results

#### Newborn Screening Hospital Information System

A new generation of the NSHIS at the Newborn Screening Center of the NTUH was designed and deployed under a SOA Web services middleware framework. The framework applied embedded HL7 standards in SOAP messages to share data among heterogeneous platforms. The NSHIS successfully provides secure, Web-based, real-time, newborn screening applications in Taiwan.

#### Training Results

##### Optimal Feature Sets

According to the described feature selection strategies, the optimal selected markers, i.e., optimal feature sets, of the 3 diseases are summarized in Table 2. After following step 4 as described previously, the optimal model for each disease is generated.

#### Prediction Results

Of the 347,312 newborn samples collected through the Newborn Screening Center of NTUH from 2006 to 2011, 220 were positive cases and 1557 were suspected cases for the 3 conditions. Because it was a retrospective analysis study, we can only compare the proposed method to the current method to determine if the proposed method has better discriminatory power. After obtaining the optimal model for individual disease from 2006 to 2010, we attempted to predict the disease state for the newborn samples collected in year 2011; the prediction results are listed in Table 3.

In Table 3, the proposed method receives the same sensitivity as that of the cutoff scheme, i.e., 100%, for the 3 diseases. Similarly, for specificity and the accuracy, the proposed approach and the cutoff scheme achieve a sensitivity greater than 99% for the 3 diseases in the current experiments.

The effectiveness of the classifier is shown in Table 4. No false positive cases were generated using the proposed approach. Using the proposed approach can significantly decrease the false positive cases for PKU, hypermethioninemia, and especially 3-MCC deficiency.
Table 2. Selected markers of the three diseases.

<table>
<thead>
<tr>
<th>Diseases</th>
<th>Selected markers&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>PKU</td>
<td>Ala; Met; Phe; C4; C16:1; Leu×Tyr</td>
</tr>
<tr>
<td>Hypermethioninemia</td>
<td>Arg; Met; Phe; Val; C4; C8; C10; C10:1; C14; C14:1</td>
</tr>
<tr>
<td>3-MCC deficiency</td>
<td>C3; C5OH; C6; C8; C10:1; C14; C14:1; C16×C4; C4×C16:1; Orn/C16</td>
</tr>
</tbody>
</table>

<sup>a</sup>Ala: alanine; Met: methionine; Phe: phenylalanine; Leu: leucine; Tyr: tyrosine; Val: valine; Orn: ornithine; Arg: Arginine; C3: propionylcarnitine; C4: isobutyrylcarnitine; C5OH: 3-hydroxyisovalerylcarnitine; C6: hexanoylcarnitine; C8: octanoylcarnitine; C10: decanoylcarnitine; C10:1: decenoylcarnitine; C14: tetradecanoylcarnitine; C14:1: tetradecenoylcarnitine; C16: palmitoylcarnitine; C16:1: palmitoleylcarnitine.

Table 3. Comparison of the current versus the proposed method. The sensitivity, specificity and accuracy are calculated from predicting the neonatal samples of 2011.

<table>
<thead>
<tr>
<th>Diseases</th>
<th>Methods</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PKU</td>
<td>Current</td>
<td>—</td>
<td>99.971</td>
<td>99.971</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>100</td>
<td>99.997</td>
<td>99.997</td>
</tr>
<tr>
<td>Hypermethionemia</td>
<td>Current</td>
<td>—</td>
<td>99.958</td>
<td>99.958</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>100</td>
<td>99.986</td>
<td>99.986</td>
</tr>
<tr>
<td>3-MCC deficiency</td>
<td>Current</td>
<td>—</td>
<td>99.711</td>
<td>99.711</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>100</td>
<td>99.936</td>
<td>99.936</td>
</tr>
</tbody>
</table>

Table 4. Comparison of the current method versus the proposed method. The numbers are obtained from predicting the neonatal samples.

<table>
<thead>
<tr>
<th>Diseases</th>
<th>Methods</th>
<th>True positives (n)</th>
<th>True negatives (n)</th>
<th>False positives (n)</th>
<th>False negatives (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PKU</td>
<td>Current</td>
<td>3</td>
<td>—</td>
<td>21</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>3</td>
<td>72,111</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Hypermethionemia</td>
<td>Current</td>
<td>3</td>
<td>—</td>
<td>30</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>3</td>
<td>72,112</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>3-MCC deficiency</td>
<td>Current</td>
<td>6</td>
<td>—</td>
<td>209</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>6</td>
<td>72,255</td>
<td>46</td>
<td>0</td>
</tr>
</tbody>
</table>

Discussion

The Newborn Screening Hospital Information System

The NSHIS is a newborn screening information management system providing services and applications to Newborn Screening Center referral hospitals, phlebotomy clinics, and neonatal parents. The system was designed, developed, and deployed based upon middleware, using SOA Web services loosely coupled to technologies in a .NET environment in C# programming language. The HL7 embedded XML formatted data are used in the system for data exchange among the modules over a SOAP request/response mechanism. This system can integrate diverse platforms and databases (eg, NSHIS and the NTUH HIS), and merge, extend, and enhance the accuracy and the reliability of the proposed screening applications. The functionalities include specimen receiving, specimen tracking, uploading of the testing results, screening data management, quality control analyses, classifications, and Web integration. Undoubtedly, the system can provide timely delivery of complete and accurate information for newborn screening. Therefore, the system is able to comprehensively improve the quality of care and well-being of newborns. A scenario for the NSHIS functionalities is presented in Multimedia Appendix 3.

Proposed Approach

The purpose of this research is to separate apparently healthy individuals who have a disease from those who most likely do not. In addition to the original 35 analytes, we also used different mathematical combinations of the analytes for the manifested features. The use of SVM methods contributes to the credibility of the examination and screening results. During the screening process, the false positive cases will be requested to repeat DBS screening or have a confirmation test. Therefore, these cases will consume additional medical resources and increase parents’ anxiety. By adapting this approach, the number of suspected cases can be reduced substantially; additionally, medical resources will be used effectively and efficiently.

The Mayo Clinic College of Medicine cooperated and collaborated globally to establish a database of unprecedented size containing true positive cases [11]. Based on this database and multivariate pattern-recognition software and through the use of postanalytical and interpretive tools, multiple clinically significant results were compiled into a single score [21]. We also tested these tools and confirmed that they can significantly reduce the false positive cases and eliminate at least half of the cost resulting from unnecessary tests. Although we used only regional data to train our model, after combining our feature
selection strategies and the ranked manifested markers, we can estimate the covariance among analytes and decrease the false positive cases. Therefore, we provide another approach to enhance NBS results, although further comparisons using the approach and revisions will be necessary.

Limitations
The feature selection strategies are initially designed based on mathematical expressions containing the highest 3 positive and negative ranked features to generate the manifested features. The manifested features and the original 35 analytes constitute the total features, for example, PKU has 52 features, whereas hypermethioninemia has 46 features and 3-MCC deficiency has 52 features. Among the total features, the top 20 \( F \) score–ranked features are selected for the total combinations as input features for training in order to create optimal feature sets for the 3 diseases. Apparently, the feature selection strategies did not include the total features for establishing either the manifested features or total combinations. To consider all of the features, additional human and computational resources are required to enhance the current automated programming methods.

Presently, PKU, hypermethioninemia, and 3-MCC deficiency are the emphasized metabolic diseases. Other diseases were considered; however, several diseases present problems: (1) carnitine transporter defect and citrullinemia cannot be fully detected using blood samples at birth [20], and (2) other diseases, such as medium-chain acyl-CoA dehydrogenase deficiency, cannot be evaluated using the proposed approach because of the low number of training cases.

Future Work
The NSHIS plans to promote comprehensive care by establishing additional applications for home follow-ups and working with the children with the rare inherited disorders and their families [34]. The exact applications are under evaluation and investigation. Recently, the system has been improved and enhanced to include online billing and charging facilities at phlebotomy clinics and referral hospitals. In addition, the newborn screening test for severe combined immunodeficiency (SCID) has been added to the system. Therefore, the development and deployment of the NTUH NSHIS is evolving as needed.

To assist the research group in exploring further feature selection strategies and machine learning algorithms and in improving classification accuracy, the Computer Center of National Taiwan University offers high-performance computing services. The group members can apply for accounts and use the facilities for both programming and computing resources.

Conclusion
A new generation of the NSHIS of the Newborn Screening Center at NTUH has been designed and deployed using a SOA middleware framework. The framework applies embedded HL7 standards in SOAP request/response for data exchanges among heterogeneous platforms integrated by Web Services. We have established SVM RBF classifiers using the experimental datasets of 35 original MS/MS analytes and the manifested features. The system supports a set of new methods to refine the screening statistics. The methodology we demonstrated here can effectively enhance screening accuracy and the quality controls without changing the current screening method. The methodology can be easily adapted for routine MS/MS newborn screening. Although we will need other true positive cases to train and define the features for other diseases, we demonstrate the superiority of SVM in this study.
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Abbreviations

- **3-MCC deficiency**: 3-methylcrotonyl-CoA-carboxylase deficiency
- **Ala**: alanine
- **Arg**: arginine
- **CSOH**: 3-hydroxyisovalerylcarnitine
- **DBS**: dried blood spot
- **HIS**: hospital information system
- **HL7**: Health Level Seven
- **IEM**: inborn error of metabolism
- **Leu**: leucine
- **LIS**: laboratory information system
- **Met**: methionine
- **MS/MS**: tandem mass spectrometry
- **NBS**: newborn screening
- **NSHIS**: Newborn Screening Hospital Information System
- **NTUH**: National Taiwan University Hospital
- **Orn**: ornithine
- **PACS**: picture archiving and communication system
- **Phe**: phenylalanine
- **PKU**: phenylketonuria
- **RBF**: radial basis function
- **RIS**: radiology information system
- **SCID**: severe combined immunodeficiency
- **SOA**: service-oriented architecture
**SOAP**: simple object access protocol  
**SSOS**: single sign-on service  
**SVM**: support vector machine  
**Tyr**: tyrosine  
**UDDI**: Universal Description, Discovery, and Integration  
**Val**: valine  
**WSDL**: Web Service Description Language  
**XML**: Extensible Markup Language
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Abstract

Background: Searching online for health information is common among American adults. However, there have been few studies to investigate the online health-searching behaviors among men who have sex with men (MSM) with human immunodeficiency virus (HIV).

Objective: To estimate the prevalence of Internet use among HIV-seropositive MSM and compare their online behaviors with HIV-seronegative men with chronic disease(s).

Methods: This study was performed at the Baltimore/Washington, DC site of the Multicenter AIDS Cohort Study (MACS). A total of 200 MACS participants were asked to answer a self-administered questionnaire on a first-come basis during a semiannual study visit (from July to November 2011); 195 (97.5%) participants completed the survey. Multiple logistic regression models were used to investigate the factors influencing their online health-searching behaviors.

Results: The median age of the 195 MSM participants was 57 years, 64.6% were white, 59.0% were employed, and 88.2% had Internet access at home and/or other locations. Of the 95 HIV-seropositive participants, 89.5% currently used highly active antiretroviral therapy (HAART) and 82.1% had Internet access. After adjusting for age and race/ethnicity, the HIV-seropositive participants were less likely to perform online searches for general disease-related information compared to the HIV-seronegative men with chronic disease(s) (OR 0.20, 95% CI 0.06-0.68, P=.01). There were no statistically significant associations with HIV status and searching for new medications/treatments (OR 0.55, 95% CI 0.19-1.55, P=.26) or support/advice from other patients (OR 0.52, 95% CI 0.18-1.53, P=.24). Increasing age by 5 years led to a decrease by 29% in the odds of online health-related searches for general information (OR 0.71, 95% CI 0.52-0.98, P=.03) and 26% for support/advice from other patients (OR 0.74, 95% CI 0.56-0.98, P=.03). A decrease of 25% for new medications/treatments was also seen, but was not statistically significant (OR 0.75, 95% CI 0.57-1.01, P=.06).

Conclusions: This study shows that HIV-seropositive MSM have similar online health-searching behaviors as HIV-seronegative men with chronic disease(s). Independent of HIV status, older MSM are less likely to perform online health-related searches.
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Internet; information seeking behavior; HIV infections; chronic disease; patient care
Introduction

Approximately 80% of American adults used the Internet in 2010 [1]. For Internet users, searching online for health information has become highly prevalent. A national survey in 2005 found 59% of Internet users did online searching for health information for themselves [2]. A Pew Internet & American Life Project survey showed that 83% of Internet users searched for health information in 2010 [1]. Some studies have shown a high prevalence of health-related Internet use among people with human immunodeficiency virus (HIV) and suggested such Internet use to be beneficial in coping, support, and self-control in health behaviors [3-17]. Studies have also demonstrated that Internet use among people living with chronic diseases (such as diabetes and cancer) provides a sense of support and self-management [18-28].

A large number of studies [25,29-32], including a recent World Health Organization report [33], have suggested that HIV has shifted from a rapidly debilitating and fatal illness to a manageable chronic disease. However, few studies have compared the online health-searching behaviors of HIV-seropositive people with those of HIV-seronegative people with chronic disease(s).

We conducted a study of the online health-searching behaviors among the HIV-seropositive and HIV-seronegative men who have sex with men (MSM) currently enrolled in the Baltimore/Washington, DC site of the Multicenter AIDS Cohort Study (MACS). The aims of this study were to estimate the prevalence of Internet use and online health-searching behaviors among the HIV-seropositive MSM compared to the HIV-seronegative men with chronic disease(s), and to identify the factors influencing these behaviors.

Methods

Recruitment

The MACS is an ongoing prospective study of the natural and treated histories of HIV infection among MSM in the United States. A total of 6972 men were recruited (4954 in 1984-1985, 668 in 1987-1991, and 1350 in 2001-2003) at 4 centers located in Baltimore/Washington, DC; Chicago; Los Angeles; and Pittsburgh. The study design of the MACS has been described in detail previously [34,35] and only methods relevant to the present study are presented here. All MACS questionnaires are available on the MACS website. MACS study protocols were approved by the institutional review boards of each of the participating centers, their community partners, and community advisory boards, and informed consent was obtained from all participants. MACS participants return every 6 months for detailed interviews, physical examinations, and collection of blood for laboratory testing and storage in a central repository. The interview includes a battery of questions related to medical conditions, medical treatments, sexual behavior, illicit drug use, and alcohol consumption since the previous visit. For this study, 200 participants (150 from Baltimore and 50 from Washington, DC) answered a self-administered questionnaire (see Multimedia Appendix 1 for details) on a first-come basis during their routine semiannual study visits from July to November 2011.

Questionnaire

Participants were asked about HIV or chronic disease(s) (including cancer, diabetes, depression, kidney disease, erectile dysfunction, etc); about their Internet access and where they accessed the Internet (no access, only at home, only at other locations including workplace and library, or both at home and other locations); the number of hours per week they used the Internet for personal purposes (1-2, 3-4, 5-9, ≥10 hours/week); and about whether they have used online disease-related searches for general information, new medications/treatments, and support/advice from other patients.

The outcomes of interest were the hours of Internet use and online disease-related searching. Participants’ HIV status, age, and race/ethnicity (obtained from the centralized MACS database) were included as covariates.

Statistical Analysis

Descriptive statistics were generated by HIV status. The prevalence of Internet access was calculated. Univariate associations of Internet access with participant’s employment status, race/ethnicity, age, and HIV status were examined using chi-square tests or Fisher exact tests for categorical variables, or Mann-Whitney tests for continuous variables. The associations between online behaviors and HIV status were investigated by using multiple logistic regression models. Age and race/ethnicity were included in the model. Statistical significance was evaluated at the .05 level. All analyses were performed using SAS version 9.2 (SAS Institute, Inc, Cary, NC, USA).

Results

Demographics, health conditions, and Internet access of the participants in this study are shown in Table 1. The median age was 57 years (IQR 51-63). Most were white (64.6%) and employed (59.0%), including full-time, part-time, and self-employment. Of the 195 participants completing the questionnaire, 172 (88.2%) used the Internet, 149 (76.4%) had Internet access at home, and 24 (12.3%) used a smartphone to access the Internet for general health. Of the 95 HIV-seropositive participants, 85 (89.5%) currently used highly active antiretroviral therapy (HAART) and 78 (82.1%) had Internet access at home, and 24 (12.3%) used a smartphone to access the Internet for general health. Of the 100 HIV-seronegative participants, 34 (34.0%) had cancer or other chronic disease(s). Having Internet access was statistically significantly associated with participant’s employment status (P=.046), race/ethnicity (P<.001), and HIV status (P=.004), but was not associated with participant’s age (P=.30). Internet access was higher among the employed participants compared to the unemployed (93.8% vs 84.9%), the white participants compared to the nonwhite participants (96.8% vs 76.5%), and the HIV-seronegative compared to the HIV-seropositive (95.9% vs 83.0%) (data not shown).
Table 1. Demographics, health condition, and Internet access of the participants in the study.

<table>
<thead>
<tr>
<th>Variable</th>
<th>HIV serostatus</th>
<th>All participants</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HIV– n=100</td>
<td>HIV+ n=95</td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td>60 (53-65)</td>
<td>54 (49-60)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>80 (80.0)</td>
<td>46 (48.4)</td>
</tr>
<tr>
<td>Nonwhite</td>
<td>20 (20.0)</td>
<td>49 (51.6)</td>
</tr>
<tr>
<td>Employment, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employeda</td>
<td>69 (69.0)</td>
<td>46 (48.4)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>30 (30.0)</td>
<td>43 (45.3)</td>
</tr>
<tr>
<td>No response</td>
<td>1 (1.0)</td>
<td>6 (6.3)</td>
</tr>
<tr>
<td>Current therapy use, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No therapy use</td>
<td>—</td>
<td>6 (6.3)</td>
</tr>
<tr>
<td>HAART</td>
<td>—</td>
<td>85 (89.5)</td>
</tr>
<tr>
<td>Combination therapy</td>
<td>—</td>
<td>4 (4.2)</td>
</tr>
<tr>
<td>Chronic disease (except HIV), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>45 (45.0)</td>
<td>—</td>
</tr>
<tr>
<td>Cancer only</td>
<td>5 (5.0)</td>
<td>—</td>
</tr>
<tr>
<td>Other chronic conditionb</td>
<td>26 (26.0)</td>
<td>—</td>
</tr>
<tr>
<td>Both cancer and other(s)</td>
<td>3 (3.0)</td>
<td>—</td>
</tr>
<tr>
<td>No response</td>
<td>21 (21.0)</td>
<td>—</td>
</tr>
<tr>
<td>Self-reported HIV, n (%)</td>
<td>—</td>
<td>62 (65.3)</td>
</tr>
<tr>
<td>Internet access, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>4 (4.0)</td>
<td>16 (16.8)</td>
</tr>
<tr>
<td>Only at home</td>
<td>42 (42.0)</td>
<td>38 (40.0)</td>
</tr>
<tr>
<td>Only at other locationsc</td>
<td>10 (10.0)</td>
<td>13 (13.7)</td>
</tr>
<tr>
<td>Both home and others</td>
<td>42 (42.0)</td>
<td>27 (28.4)</td>
</tr>
<tr>
<td>No response</td>
<td>2 (2.0)</td>
<td>1 (1.1)</td>
</tr>
<tr>
<td>Smartphone, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internet for general health</td>
<td>11 (11.0)</td>
<td>13 (13.7)</td>
</tr>
</tbody>
</table>

a including full-time, part-time, and self-employment
b Other chronic conditions included depression, kidney disease, erectile dysfunction, diabetes, arthritis, high blood pressure, heart disease, etc.
c Other locations included workplace and library.

The online behaviors of the HIV-seropositive participants were compared to the HIV-seronegative men with chronic disease(s) (see Table 2), of which 23 participants without Internet access (or no response), 61 HIV-seronegative participants without chronic disease(s) (or no response), and 17 HIV-seropositive participants who did not report their HIV infection in the survey were excluded. Of 61 HIV-seropositive participants and 33 HIV-seronegative participants with chronic disease(s), 21 (34.4%) and 12 (36.4%) spent ≥10 hours per week on the Internet for personal searching, respectively. There were no statistically significant differences between these 2 groups (OR 1.03, 95% CI 0.38-2.74, P=.96).
Table 2. Online behaviors of the HIV-seropositive participants compared to the HIV-seronegative participants with chronic disease.

<table>
<thead>
<tr>
<th>Online behavior</th>
<th>HIV serostatus, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HIV– with chronic disease n=33</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Personal Internet use (hours/week)</strong></td>
<td></td>
</tr>
<tr>
<td>1-2</td>
<td>5 (15.2)</td>
</tr>
<tr>
<td>3-4</td>
<td>11 (33.2)</td>
</tr>
<tr>
<td>5-9</td>
<td>5 (15.2)</td>
</tr>
<tr>
<td>≥10</td>
<td>12 (36.4)</td>
</tr>
<tr>
<td>No response</td>
<td>0</td>
</tr>
<tr>
<td><strong>Online disease-relateda search for general information</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>6 (18.2)</td>
</tr>
<tr>
<td>Yes</td>
<td>25 (75.7)</td>
</tr>
<tr>
<td>No response</td>
<td>2 (6.1)</td>
</tr>
<tr>
<td><strong>Online disease-related search for new medications or treatments</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>10 (30.3)</td>
</tr>
<tr>
<td>Yes</td>
<td>21 (63.6)</td>
</tr>
<tr>
<td>No response</td>
<td>2 (6.1)</td>
</tr>
<tr>
<td><strong>Online disease-related search for support or advice from other patients</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>18 (54.5)</td>
</tr>
<tr>
<td>Yes</td>
<td>12 (36.4)</td>
</tr>
<tr>
<td>No response</td>
<td>3 (9.1)</td>
</tr>
</tbody>
</table>

*aHIV-related information for the HIV-seropositive participants and specific disease-related information for the HIV-seronegative men with chronic disease(s).

After adjusting for age and race/ethnicity, the HIV-seropositive participants were less likely to search online for general disease-related information compared to the HIV-seronegative men with chronic disease(s) (OR 0.20, 95% CI 0.06-0.68, P=.01). There were no statistically significant differences in searching for new medications/treatments (OR 0.55, 95% CI 0.19-1.55, P=.26) or for support/advice from other patients (OR 0.52, 95% CI 0.18-1.53, P=.24) between these 2 groups.

Increasing age by 5 years led to a decrease by 29% in the odds of online health-related searches for general information (OR 0.71, 95% CI 0.52-0.98, P=.03) and 26% for support/advice from other patients (OR 0.74, 95% CI 0.56-0.98, P=.03). A decrease of 25% for new medications/treatments was also seen, but was not statistically significant (OR 0.75, 95% CI 0.57-1.01, P=.06).

Table 3. Analysis results of multiple logistic regressions.

<table>
<thead>
<tr>
<th>Covariates</th>
<th>Internet use ≥10 hours/week</th>
<th>Online disease-related search</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>General information</td>
<td>New medications/treatments</td>
</tr>
<tr>
<td></td>
<td>OR (95% CI) P</td>
<td>OR (95% CI) P</td>
</tr>
<tr>
<td>Age (5-yr increase)</td>
<td>.99 (.77, 1.27) .95 .03</td>
<td>.75 (.57, 1.01) .06</td>
</tr>
<tr>
<td>Nonwhite vs white</td>
<td>.70 (.26, 1.92) .49 .04</td>
<td>1.07 (.38, 3.01) .90</td>
</tr>
<tr>
<td>HIV+ vs HIV with chronic disease</td>
<td>1.03 (.38, 2.74) .96 .01</td>
<td>.55 (.19, 1.55) .26</td>
</tr>
</tbody>
</table>
**Discussion**

To the best of our knowledge, this study is the first to compare the online behaviors among HIV-seropositive and HIV-seronegative MSM with chronic disease(s). We found that the HIV-seropositive participants showed similar online health-searching behaviors compared to the HIV-seronegative with chronic disease(s) participants. Independent of HIV status, older participants were less likely to do online health-related research.

In this study, 88% of the surveyed participants had Internet access, close to the prevalence (79%) among American adults in a 2010 report from the Pew Research Center [1]. In our study, 82% of the HIV-seropositive participants had access to Internet, more than the reported 56% from earlier studies of people living with HIV and/or acquired immune deficiency syndrome (AIDS) [9,13]. Among our HIV-seropositive participants, 68% had Internet access at home, more than twice than the number (33%) reported by Kalichman et al in 2002 [13].

It has been known that HIV disease meets several chronic disease criteria, including an uncertain course, a prescribed treatment regimen, requirements of self-care and management, changes in roles and relationships, shifts in identity, and psychological distress [25,32]. Because the health care goal is to control symptoms and prevent disability rather than cure them [25], both HIV infection and chronic diseases require considerable patient self-care or self-monitoring of symptoms [32]. As such, it was not unexpected that our results showed no statistical differences in the online health-searching behaviors of HIV-seropositive participants and HIV-seronegative participants with chronic disease(s).

Coursaris and Liu [6] found that support-related information, including advice, referral, situation appraisal, and teaching, was exchanged most frequently in online HIV/AIDS self-help groups, which is in agreement with our observations. Of the HIV-seropositive participants with Internet access, 41% searched online for support/advice from other patients and 61% searched online for HIV-related information, more than the finding of a study of people living with HIV/AIDS that reported 45% for Internet health information-seeking behavior [36].

This study also showed that the odds of online health-related searching decreased with increasing age, in agreement with a recent report from the Pew Research Center that showed American adults older than 65 years were less likely than other age groups to use the Internet [37].

Certain limitations of this study deserve attention. We surveyed a convenience sample of MACS participants. Self-administration of the questionnaire did not provide an opportunity for participants to ask questions about the survey, so we could not verify the accuracy of the participants’ interpretation of the survey questions and, thus, their responses. In addition, our sample was limited to participants enrolled in the Baltimore/Washington, DC site; therefore, our results may not be generalizable to all MACS participants or all HIV-infected men. Recall bias may have been present.

Although the sample size in this study is small, our results provide valuable insight into the expanding Internet use of health self-management of HIV-seropositive MSM and HIV-seronegative MSM with chronic disease(s). Further study is needed to substantiate these findings. The high prevalence of online health searching observed among the MSM participants in the Baltimore/Washington, DC site will encourage MACS to expand the online health-searching behavior study to all sites.
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Abstract

Background: Personally controlled health management systems (PCHMS), which include a personal health record (PHR), health management tools, and consumer resources, represent the next stage in consumer eHealth systems. It is still unclear, however, what features contribute to an engaging and efficacious PCHMS.

Objective: To identify features in a Web-based PCHMS that are associated with consumer utilization of primary care and counselling services, and help-seeking rates for physical and emotional well-being concerns.

Methods: A one-group pre/posttest online prospective study was conducted on a university campus to measure use of a PCHMS for physical and emotional well-being needs during a university academic semester (July to November 2011). The PCHMS integrated an untethered personal health record (PHR) with well-being journeys, social forums, polls, diaries, and online messaging links with a health service provider, where journeys provide information for consumer participants to engage with clinicians and health services in an actionable way. 1985 students and staff aged 18 and above with access to the Internet were recruited online. Logistic regression, the Pearson product-moment correlation coefficient, and chi-square analyses were used to associate participants' help-seeking behaviors and health service utilization with PCHMS usage among the 709 participants eligible for analysis.

Results: A dose-response association was detected between the number of times a user logged into the PCHMS and the number of visits to a health care professional (\(P=0.01\)), to the university counselling service (\(P=0.03\)), and help-seeking rates (formal or informal) for emotional well-being matters (\(P=0.03\)). No significant association was detected between participant pre-study characteristics or well-being ratings at different PCHMS login frequencies. Health service utilization was strongly correlated with use of a bundle of features including: online appointment booking (primary care: OR 1.74, 95% CI 1.01-3.00; counselling: OR 6.04, 95% CI 2.30-15.85); personal health record (health care professional: OR 2.82, 95% CI 1.63-4.89); the poll (health care professional: OR 1.47, 95% CI 1.02-2.12); and diary (counselling: OR 4.92, 95% CI 1.40-17.35). Help-seeking for physical well-being matters was only correlated with use of the personal health record (OR 1.73, 95% CI 1.18-2.53). Help-seeking for emotional well-being concerns (including visits to the university counselling service) was correlated with a bundle comprising the poll (formal or informal help-seeking: OR 1.03, 95% CI 1.00-1.05), diary (counselling: OR 4.92, 95% CI 1.40-17.35), and online appointment booking (counselling: OR 6.04, 95% CI 2.30-15.85).

Conclusions: Frequent usage of a PCHMS was significantly associated with increased consumer health service utilization and help-seeking rates for emotional health matters in a university sample. Different bundles of PCHMS features were associated with consumer help-seeking behaviors.
with physical and emotional well-being matters. PCHMS appears to be a promising mechanism to engage consumers in help-seeking or health service utilization for physical and emotional well-being matters.
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**Introduction**

Worldwide, governments have made multibillion dollar investments in eHealth to modernize health services delivery, with many questions still unanswered about the uptake, benefits, and cost-effectiveness of these investments [1,2]. In particular, personal health records (PHRs) now form a crucial component in many large-scale national eHealth reform strategies. However, uptake and utilization of PHRs is not as widespread as anticipated [1,2], and there are often gaps between proposed and actual benefits [3]. Finding approaches that effectively engage consumers in the use of PHRs, with the intention to improve health outcomes and reduce attrition rates, remains a high priority in consumer eHealth research [4-6].

PHRs have been advocated as the next generation tool that significantly improves consumers' health behaviors and health outcomes [7]. In a key discussion on personal health records (PHRs) presented by Tang and colleagues, a PHR is an electronic application through which individuals can access, manage, and share their health information [8]. A tethered PHR allows patients to view their own health information that is stored in their health care provider’s electronic health record, whereas an untethered PHR is a stand-alone application that does not connect with any other system [8]. A personally controlled health management system (PCHMS) in this instance is a health management system that allows consumers and patients to connect and engage with their health services online to access tools and resources to manage their health. In this paper, our PCHMS integrated an untethered PHR with well-being journeys, social forums, polls, diaries, and online messaging links with a health service provider.

However, a PCHMS often consists of multiple features, which refer to the functionalities available on the system. What are the features in a PCHMS that encourage consumers and patients to seek help or engage with health services for their well-being concerns? To date, it is still unclear what features contribute to an engaging and efficacious PCHMS.

Past studies have resulted in guidelines for the development of Internet interventions for consumer health [9-12]. Other studies have found features such as personalization, tailoring, and behavior feedback associated with significant consumer health behaviors when applied in the right context [13,14]. Researchers have also advocated for the use of behavioral theories, such as the health belief model (HBM) [15], social cognitive theory (SCT) [16], transtheoretical model (TTM) [17], and the theory of reasoned action / planned behavior [18], in the development of eHealth applications to increase their acceptability and efficacy. Yet, there is currently little literature to guide the features of PCHMS.

In parallel, the idea of creating a “bundle” of actions has recently been advocated as a way to address system inertia to change [19]. While its clinical applications have been shown to improve the quality and safety in managing ventilation-assisted pneumonia [20] and sepsis in intensive care [21], its applicability in eHealth has not been examined previously. A care bundle is a grouping of care elements for a particular symptom, procedure, or treatment [22]. It follows the holistic principle where a bundle, as a grouping of several evidence-based practices, when used in combination or as a cluster, should have a greater effect on the positive outcome of patients [22]. In eHealth, while evidence is emerging on which “individual” features are associated with significant consumer health behaviors, the concept of identifying a “bundle” of effective features in eHealth interventions has not been addressed previously.

For this reason, identifying features (or “bundles of features”) in a PCHMS that are associated with changes in consumers’ health behaviors remains a crucial area for research. In response, we designed an online prospective study to examine how a group of participants in a university setting used a PCHMS to manage their physical and emotional well-being. University students are known to experience elevated distress levels over an academic semester [3,23-30]. Yet, they are infrequent users of health services and hardly engage with services for assistance [31-33]. The aim of this study is to (1) examine whether use of a PCHMS is associated with increased rates of health service utilization and help-seeking behaviors for physical and/or emotional well-being, and (2) identify whether use of any specific PCHMS feature (ie, journey, personal health record, forum, poll, diary, or online appointment service), or bundles of features, is associated with help-seeking behaviors and health service utilization for well-being matters.

**Methods**

**Trial Design and Participants**

A one-group pre/posttest online prospective study was conducted over a university academic semester (July to November 2011). Inclusion criteria were (1) aged 18 or above, and (2) with access to the Internet and email at least on a monthly basis.

**Study Protocol**

Students and staff were approached via email lists and advertisements in online print publications, which described the study and invited interested parties to use a PCHMS called *Healthy.me* developed at the University of New South Wales (UNSW) to manage their physical and emotional well-being.
for an academic semester. Written informed consent was sought online from each participant. Participants then completed a 15-minute online pre-study survey, followed by a five-minute mandatory online tutorial about Healthy.me prior to using the site. At study completion (end of semester), participants received an email asking them to complete a 15-minute online post-study survey. Two follow-up emails 5 days apart were sent as reminders to noncompleters. Those who completed all surveys were entered into a draw for an AU$500 gift voucher. A researcher was available via a dedicated telephone line and email to answer participants’ questions and concerns during the study. Ethics approval was obtained from the UNSW ethics committee.

Measures
At baseline, demographic information (such as age and gender) was collected, as well as information about their use of social networking websites, use of the Internet to find health-related information, and visits to a health professional (including whether they visited prior to the study a health care professional, University Health Service, and the University Counselling and Psychological Services).

In the pre- and post-study questionnaires, measures 1-3 were administered and additional measures (4-5) were administered in the postintervention questionnaire: (more details on each measure are available in Multimedia Appendix 1):

1. **COOP/WONCA charts** were used to evaluate participants’ functional status, defined as physical, emotional, and social status. These scales, which have been demonstrated to be a valid and feasible one-time screening assessment for mental disorders in primary care [34], measure six domains, namely physical fitness, feelings, daily activities, social activities, change in health, and overall health. Responses are via a 1-5 Likert-scale where higher scores indicate a poorer functional status.

2. **Well-being self-ratings and lifestyle intention**: adapted from the last question in the standardized instrument EUROQOL (EQ-5D) [35], which measures health status, participants were asked to rate their physical and emotional well-being on a scale from 0 to 100. They were also asked to select one of four statements that best describes their intention to practice a lifestyle that benefits their well-being according to the transtheoretical model of behavior change [17].

3. **Health advice-seeking and health advice-providing networks**: adapted from the Norbeck Social Support Questionnaire [36], participants were asked to nominate up to 5 people they have sought advice from, or provided advice to, before and during the study.

4. **Help-seeking behaviors and health service utilization**: Help-seeking is defined as the behavior of actively seeking assistance [37], regardless of whether the source is informal or formal. A new scale was developed by the authors, adapted from the Actual Help-seeking Questionnaire (AHSQ) [37]. The scale covers help-seeking behaviors for physical and emotional well-being, informal and formal sources, as well as for self or others.

5. **Feedback on Healthy.me**: participants were asked to provide feedback on their overall experience of using Healthy.me, as well as their feedback on specific features on the website, using a range of scale items such as Likert scale, free-text comments, and checkbox answer options.

This paper focuses on usage of PCHMS features with consumers’ health behaviors and thus only reports participants’ help-seeking behaviors and health service utilization rates collected at post-study.

**PCHMS Usage Metrics**
A recent review by Danaher and Seeley [38] concluded there is no single, universally accepted measure for website usage, and researchers are still debating the best methods for defining and measuring website engagement [38].

In this study, we used simple website engagement measures to track participants’ activity on the website (ie, PCHMS login frequency and whether participants accessed, or did not access, each website feature). These measures were used to assess whether (1) there was a dose-response effect, that is, was the frequency of PCHMS login associated with rates of health service utilization and help-seeking behaviors, and whether (2) access to PCHMS feature(s) (ie, journey, personal health record, forum, poll, diary, and/or online appointment service) was associated with participants’ health service utilization and help-seeking behaviors for physical and/or emotional well-being.

PCHMS Web logs were analyzed to determine whether participants accessed (or did not access) any of the features at any time during the study. Some of these website engagement measures have previously been used to measure user engagement of PHR systems [39].

**Intervention**

**Theoretical Construct**

The dose-response phenomenon tested in this study is related to the **familiarity principle**, **reinforcement effect**, and the **mere exposure effect** described by Zajonc [40], where the level of repeated exposure to an intervention is associated with participants developing a familiarity and preference for the intervention and thus increasing the likelihood to use it at times of need. Features such as length of exposure, the spread of experiences, the partitioning of episodes, the peak-and-end events in an incident, and the degradation or improvement in experience over time have been reported to influence a person’s overall impression of an experience [41]. While exposure to a website can be described using different measures, such as number of logins, repeated visits, and duration of visits, we used number of logins as our primary measure since it is one of the most common measures to describe participants’ engagement with a website.

**Healthy.me**

Healthy.me was iteratively developed, and its first version was tested in other settings such as in vitro fertilization and influenza vaccination [42,43]. The first version contained features such as journey, the personal health record, and online appointment booking with the university primary care service. The version of Healthy.me (version 2.0) that was used in this study contained the above-mentioned features as well as online appointment booking with the university primary care service. The version of Healthy.me was used in this study.

http://www.jmir.org/2013/5/e79/
booking with the university primary care and counselling services, a diary, forum, and poll. Details of each feature are described below:

1. Personal Health Record (PHR) for self-recording of medical test results, medications, scheduled appointments, and personnel looking after one’s health. (see Figure 1).

2. Online appointment booking with the University Health Service (primary care) and the UNSW Counselling and Psychological Services (sent via email using the “Book now” button in the PCHMS).

3. Diary for participants to write down their thoughts about their health. By default, the diary is private. However, participants can select to share their diary with all participants enrolled in the PCHMS.

4. Social communication spaces, which support interaction across the continuum of care between fellow participants and clinicians. Features include the poll system and forums moderated by clinicians. Poll system in which participants answer simple health questions (eg, how much sleep did you get last night?), where they can view and compare their response with other participants’ aggregated answers in graph format (Figure 2). Forums moderated by clinicians (a primary care physician and a psychologist), where participants can either post their entries on the forum or send one-on-one email messages to other participants in the PCHMS (including clinicians). Guidelines on forum use and the protocol for responding to concerns reported in the forum were approved from the UNSW ethics committee. Posts sent by participants to the “Report concern” feature on the forum were emailed to clinical and research personnel during the study, who investigated any reported concerns. A Uniform Resource Locator (URL) available in the email to the dedicated staff allowed them to withdraw the forum post. The primary care physician and the psychologist not only moderated the forum but were also available to answer questions posted on the forums. No harm from the use of the forum or the PCHMS was reported by participants during the study.

5. Journeys that provide information for consumer participants to engage with clinicians and health services in an actionable way. Participants in this study had access to four well-being journeys for physical and emotional well-being: “Stay Healthy”, “Stressed out?”, “Feeling anxious about the exams?”, and “My Emotional Well-being Program”. The four well-being journeys for physical and emotional well-being were designed and developed in consultation with University Counselling and Psychological Services psychologists and University Health Service primary care physicians, utilizing evidence-based consumer education material routinely used at UNSW to promote physical and emotional well-being. Written in youth-friendly language, using evidence-based mental health, psychoeducational, and psychosocial material, the journeys consisted of skills-focused content delivered online, as well as well-being workshops that participants could attend in-person at the University Counselling and Psychological Services. Participants could learn about mindfulness meditation, anxiety management, time management, and stress management at these workshops. Journeys were delivered via the PCHMS at four pivotal time-points during a university academic semester (ie, beginning of semester, 4 weeks into semester, after mid-semester break, and before exams) to address physical and emotional well-being concerns likely to be concerning participants at each time-point. Participants were alerted with an email when a new journey became available on the PCHMS. These journeys provided task specific knowledge in an actionable way. For example, as participants read the journey for advice on physical or emotional well-being, they could immediately:

- book an appointment with a university primary care physician or a psychologist from the journey page,
- register to attend a well-being workshop,
- post a question on a forum to seek advice from fellow participants or a clinician (primary care physician or a psychologist), or
- send themselves an email reminder to do so later.

A pilot study was conducted in a controlled setting with 15 university staff and students of different ages, gender, and familiarity with computers to test the intervention, the measures, and the research design. Substantive usability issues were resolved before recruiting participants in their real-life setting.

Data Analysis

Analysis was conducted on an intention-to-treat basis. Sequential logistic regression analyses were undertaken to prospectively examine the crude and adjusted odds ratios (ORs) for participants’ health service utilization and help-seeking behaviors for physical and emotional well-being matters [44]. Independent variables assessed included whether participants accessed (or did not access) each specific PCHMS feature (journey, personal health record, forum, poll, diary, and online appointment service), controlling for participant’s gender, age, and potential confounders (eg, whether the participant was a university service patient/client prior to the study) to provide a stratified estimate of intervention effect. The Pearson product-moment correlation coefficient was used to examine correlations among usage of features that were associated with consumers’ behaviors.

Participants’ health service utilization rates (ie, visits to a health professional, University Health Service, or the University Counselling and Psychological Services), and their help-seeking behaviors for physical or emotional well-being matters were compared at different PCHMS login frequency thresholds (zero logins, once only, two to five times, six to 10 times, more than 10 times). The rationale for selecting these login frequency cutoffs is based on using heuristics to ensure important login frequency thresholds are covered (ie, zero, once only, and ≥ a high login frequency threshold) and that there are sufficient data points in each frequency threshold to conduct analyses.

Between group analyses were conducted using chi-square analysis. Participants’ pre-study characteristics (namely use of the Internet to find health information, use of social networking websites, visits to a health care professional in the past 6 months, and their self-rated well-being ratings classified as over or below 50 at pre-study) were compared between different PCHMS login frequencies using chi-square to assess whether these
characteristics were associated with PCHMS usage levels. Descriptive analyses were conducted on participants’ reasons for not seeking help during study.

Data analysis was performed using IBM SPSS Statistics 20 [45]. Tests performed were two-tailed and assumed a cutoff of $P<.05$ for statistical significance.

**Figure 1.** Personal Health Record on Healthy.me (University of New South Wales, 2009-2013).
Results

Participants
A total of 1985 participants met inclusion criteria and were recruited into the study. All completed the pre-study questionnaire. Of those, 709 completed the post-study questionnaire (Figure 3). Analyses were conducted on 709 eligible participants who completed both the pre-study and post-study questionnaires. Of these, 81% (572/709) participants logged into the PCHMS at least once. No significant differences were found between questionnaires completers and noncompleters in their pre-study characteristics or the number of PCHMS login sessions ($P > .05$). Among questionnaire completers, no significant differences were found between different PCHMS login frequencies ($P > .05$).

Baseline characteristics of eligible participants are presented in Table 1. Participants’ well-being concerns during the study, their help-seeking behaviors, and their purpose for visiting a health care professional are outlined in Table 2.

Health Service Utilization
Overall, 50% (358/709) of participants visited a health care professional (for themselves or others) for a physical well-being concern and 13% (95/709) for emotional well-being during the study (Table 2). Health service utilization rates (ie, visits to a health professional, University Health Service, and University Counselling and Psychological Services) during the study are
outlined in Table 3 and Figure 4 according to PCHMS login frequency.

Table 1. Baseline characteristics of study participants who completed both pre-study and post-study questionnaires.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total n=709 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean age, years (SD)</td>
<td>25.2 (9.41)</td>
</tr>
<tr>
<td>Female gender (%)</td>
<td>427 (60.2%)</td>
</tr>
<tr>
<td>University student</td>
<td>625 (88.1%)</td>
</tr>
<tr>
<td>Non-medicine faculty</td>
<td>570 (80.4%)</td>
</tr>
<tr>
<td>Patient at University Health Service (prior to study)</td>
<td>148 (20.9%)</td>
</tr>
<tr>
<td>Visited UNSW Counselling and Psychological Service (prior to study)</td>
<td>83 (11.7%)</td>
</tr>
</tbody>
</table>

Use of social networking websites

<table>
<thead>
<tr>
<th>Use of social networking websites</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Several times a day</td>
<td>434 (61.2%)</td>
</tr>
<tr>
<td>Several times a week</td>
<td>183 (25.8%)</td>
</tr>
<tr>
<td>Several times a month</td>
<td>29 (4.1%)</td>
</tr>
<tr>
<td>Less often</td>
<td>39 (5.5%)</td>
</tr>
<tr>
<td>I do not use social networking websites</td>
<td>24 (3.4%)</td>
</tr>
</tbody>
</table>

Use of Internet to find health-related information

<table>
<thead>
<tr>
<th>Use of Internet to find health-related information</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Several times a week</td>
<td>79 (11.1%)</td>
</tr>
<tr>
<td>Few times a month</td>
<td>161 (22.7%)</td>
</tr>
<tr>
<td>Less often</td>
<td>93 (13.1%)</td>
</tr>
<tr>
<td>Never</td>
<td>38 (5.4%)</td>
</tr>
</tbody>
</table>

Visited health care professional(s) in past 6 months

<table>
<thead>
<tr>
<th>Visited health care professional(s) in past 6 months</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>188 (26.5%)</td>
</tr>
<tr>
<td>Once only</td>
<td>173 (24.4%)</td>
</tr>
<tr>
<td>Two to three times</td>
<td>238 (33.6%)</td>
</tr>
<tr>
<td>More often</td>
<td>110 (15.5%)</td>
</tr>
</tbody>
</table>

*Faculty refers to the School or the Faculty that a participant is from, regardless of whether he/she is a student or a staff member.*
Table 2. Participants' health service utilization, help-seeking behaviors, and experiences of physical and emotional well-being concerns during the study.

<table>
<thead>
<tr>
<th>Number</th>
<th>n=709 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Self-experience well-being concern</strong></td>
<td></td>
</tr>
<tr>
<td>I experienced a physical well-being concern during study</td>
<td>479 (67.6%)</td>
</tr>
<tr>
<td>I experienced an emotional well-being concern during study</td>
<td>422 (59.5%)</td>
</tr>
<tr>
<td><strong>Encountered someone with well-being concerns</strong></td>
<td></td>
</tr>
<tr>
<td>I encountered someone with physical well-being concerns during study</td>
<td>400 (56.4%)</td>
</tr>
<tr>
<td>I encountered someone with well-being concerns during study</td>
<td>365 (51.5%)</td>
</tr>
<tr>
<td><strong>Health service utilization</strong></td>
<td></td>
</tr>
<tr>
<td>I visited a health care professional for only physical well-being concerns (for self or others)</td>
<td>276 (38.9%)</td>
</tr>
<tr>
<td>I visited a health care professional for only emotional well-being concerns (for self or others)</td>
<td>13 (1.8%)</td>
</tr>
<tr>
<td>I visited a health care professional for both physical and emotional well-being concerns (for self or others)</td>
<td>82 (11.6%)</td>
</tr>
<tr>
<td><strong>Help seeking (formal or informal sources)</strong></td>
<td></td>
</tr>
<tr>
<td>I sought advice on physical well-being (for myself)</td>
<td>370 (52.2%)</td>
</tr>
<tr>
<td>I sought advice on physical well-being (for others)</td>
<td>88 (12.4%)</td>
</tr>
<tr>
<td>I sought advice on emotional well-being (for myself)</td>
<td>201 (28.3%)</td>
</tr>
<tr>
<td>I sought advice on emotional well-being (for others)</td>
<td>75 (10.6%)</td>
</tr>
<tr>
<td><strong>Not seeking or providing help</strong></td>
<td></td>
</tr>
<tr>
<td>There was a need for physical well-being assistance (for self or others), but I did not seek help</td>
<td>109 (15.4%)</td>
</tr>
<tr>
<td>There was a need for emotional well-being assistance (for self or others), but I did not seek help</td>
<td>221 (31.2%)</td>
</tr>
<tr>
<td><strong>Confidence in providing help to others on, mean (SD) a</strong></td>
<td></td>
</tr>
<tr>
<td>Physical well-being</td>
<td>2.2 (0.87)</td>
</tr>
<tr>
<td>Emotional well-being</td>
<td>2.2 (0.82)</td>
</tr>
</tbody>
</table>

*aConfidence: 1=not confident, 2=quite confident, 3=confident, 4=very confident*
Table 3. Health service utilization and help-seeking behaviors according to different usage levels of PCHMS.

<table>
<thead>
<tr>
<th>No. of PCHMS logins</th>
<th>% (95% CI)</th>
<th>Visited health professional</th>
<th>Visited University Health Service</th>
<th>Visited University Counselling and Psychological Services</th>
<th>Sought help for physical well-being</th>
<th>Sought help for emotional well-being</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (n=136)</td>
<td>44 (36 to 53)</td>
<td>16 (11 to 23)</td>
<td>7 (4 to 13)</td>
<td>47 (39 to 55)</td>
<td>31 (24 to 39)</td>
<td></td>
</tr>
<tr>
<td>1 (n=287)</td>
<td>57 (51 to 62)</td>
<td>16 (13 to 21)</td>
<td>4 (2 to 6)</td>
<td>53 (47 to 58)</td>
<td>29 (24 to 34)</td>
<td></td>
</tr>
<tr>
<td>2 to 5 (n=165)</td>
<td>61 (53 to 68)</td>
<td>19 (14 to 26)</td>
<td>6 (3 to 10)</td>
<td>62 (54 to 69)</td>
<td>33 (27 to 41)</td>
<td></td>
</tr>
<tr>
<td>6 to 10 (n=61)</td>
<td>54 (42 to 66)</td>
<td>21 (13 to 33)</td>
<td>5 (2 to 13)</td>
<td>51 (39 to 63)</td>
<td>26 (17 to 38)</td>
<td></td>
</tr>
<tr>
<td>≥ 10 (n=59)</td>
<td>67 (53 to 77)</td>
<td>24 (15 to 36)</td>
<td>14 (7 to 25)</td>
<td>63 (50 to 74)</td>
<td>49 (37 to 62)</td>
<td></td>
</tr>
</tbody>
</table>

1 participant was excluded as his/her no. of logins is recorded as >4000. Among the 708 participants included in this analysis, the mean of login frequency is 4.3, standard deviation is 19.05, and the maximum number of logins is 456.

bVisited health professional during study: $\chi^2 = 11.80, P = .019, n=708$.

Visited University Health Service during study: $\chi^2 = 2.79, P = .59, n=708$.

Visited UNSW Counselling and Psychological Service during study: $\chi^2 = 10.26, P = .036, n=708$.

Sought help for physical well-being during study: $\chi^2 = 8.94, P = .063, n=708$.

Sought help for emotional well-being during study: $\chi^2 = 10.70, P = .03, n=708$.

Figure 3. Participant flowchart in the study.

In absolute terms, participants who logged into the PCHMS more than 10 times were 22 percentage points more than those
who never logged in to visit a health care professional during the study: \( \chi^2 \approx 11.80, P < .01, n = 708 \); zero logins: 44% (60/136, 95% CI 36-53) vs ≥10 logins: 66% (39/59, 95% CI 53-77). Relative to participants who never logged in to the PCHMS, the proportion of participants visiting a health care professional during study was 50% higher for those who logged into the PCHMS more than 10 times: RR is 1.50 (95% CI 1.15-1.95).

Visits to the University Health Service did not differ significantly between different PCHMS login frequency thresholds: \( \chi^2 \approx 2.79, P = .59, n = 708 \). However, participants who logged into the PCHMS more than 10 times were 10 percentage points more than less-engaged PCHMS users to visit the University Counselling and Psychological Services during the study: \( \chi^2 \approx 10.26, P = .03, n = 708 \); only once was 4% (10/287, 95% CI 2-6) vs ≥10 logins at 14% (8/59, 95% CI 7-25). Relative to participants who logged into the PCHMS only once, the proportion of participants visiting the University Counselling and Psychological Services during the study was 289% higher for those who logged into the PCHMS more than 10 times: RR is 3.85 (95% CI 1.60-9.44).

Help-Seeking Behaviors

Overall, 54% (386/709) of participants sought formal or informal help (for themselves or others) for physical well-being and 32% (225/709) for emotional well-being during the study (Table 2). Participants’ help-seeking behaviors during the study between different PCHMS login frequency thresholds are described in Table 3 and Figure 4.

Help-seeking behaviors for physical well-being matters did not differ significantly between different PCHMS login frequencies: \( \chi^2 \approx 8.94, P = .06, n = 708 \). However, participants who logged into the PCHMS 10 times or more were 20 percentage points more likely to seek help for an emotional well-being matter than less-engaged users, ie, \( \chi^2 \approx 10.70, P = .03, n = 708 \); once only: 29% (82/287, 95% CI 24-34) vs > 10 logins: 49% (29/59, 95% CI 37-62). Relative to participants who logged into the PCHMS only once, the proportion of participants seeking assistance for an emotional well-being matter during the study was 72% higher for those who logged into the PCHMS more than 10 times, ie, RR is 1.72 (95% CI 1.25-2.36).

Reasons for Not Seeking Help

Reasons for not seeking help during the study are outlined in Tables 4 and 5. The most frequent reason for not seeking help for a physical or emotional well-being matter was “no time / inconvenience”, that is, physical: 51.4% (56/109); and emotional: 42.5% (94/221). Among those who did not seek help for their emotional well-being concern (n=221), the next frequently cited reason was “fear of confrontation and learning about the health issue” (40.0%), followed by “I didn’t think anyone (or anything) could help” (36.2%). Among those who did not seek help for their physical well-being concern (n=109), the second most frequently cited reason was “I didn’t know (or still don’t know) what seems to be the problem” (31.2%), followed by “cost” (29.4%).

Feature Bundles Associated With Health Service Utilization and Help-Seeking Behaviors

Different groups of system features were correlated with different consumer behaviors:

- **Health service utilization** was strongly correlated with use of a bundle of features involving online appointment booking (primary care: OR 1.74, 95% CI 1.01-3.00; counselling: OR 6.04, 95% CI 2.30-15.85), personal health record (health care professional: OR 2.82, 95% CI 1.63-4.89), the poll (health care professional: OR 1.47, 95% CI 1.02-2.12), and diary (counselling: OR 4.92, 95% CI 1.40-17.35). For participants who utilized a health service, there was a strong positive correlation in usage frequency between the diary and poll (r=0.726, n=424, P<.001), a moderate positive correlation between the personal health record and poll (r=0.321, n=424, P<.001), and a small positive correlation between the personal health record and online appointment booking (r=0.234, n=424, P<.001).

- Formal or informal help-seeking behaviors for physical well-being matters was only correlated with use of the personal health record (OR 1.73, 95% CI 1.18-2.53).

- Help-seeking for emotional well-being concerns (including visits to the university counselling service) was correlated with a bundle comprising the poll (formal or informal help-seeking: OR 1.03, 95% CI 1.00-1.05), diary (counselling: OR 4.92, 95% CI 1.40-17.35), and online appointment booking (counselling: OR 6.04, 95% CI 2.30-15.85). For participants who sought help for emotional well-being concerns and/or visited the university counselling service, there was a strong positive correlation in usage frequency between the diary and poll (r=0.787, n=230, P<.001), and a small positive correlation between the poll and online appointment booking (r=0.145, n=230, P=0.28).

Full details of the logistic regression models are summarized in Figure 5 and Multimedia Appendix 2.
Figure 4. Health service utilization rates and help-seeking behaviors between different PCHMS login frequency thresholds.
Table 4. Reasons for not seeking help for physical well-being concerns during study (n=109).

<table>
<thead>
<tr>
<th>Reason</th>
<th>Number a</th>
</tr>
</thead>
<tbody>
<tr>
<td>No time / inconvenience</td>
<td>56 (51.4%)</td>
</tr>
<tr>
<td>I didn’t know (or still don’t know) what seems to be the problem</td>
<td>34 (31.2%)</td>
</tr>
<tr>
<td>Cost</td>
<td>32 (29.4%)</td>
</tr>
<tr>
<td>Not well enough (or motivated) to seek help</td>
<td>27 (24.8%)</td>
</tr>
<tr>
<td>I didn’t think anyone (or anything) can help</td>
<td>22 (20.2%)</td>
</tr>
<tr>
<td>I didn’t know how to seek help</td>
<td>16 (14.7%)</td>
</tr>
<tr>
<td>Fear of what others may think</td>
<td>14 (12.8%)</td>
</tr>
<tr>
<td>Fear of confrontation and learning about the health issue</td>
<td>14 (12.8%)</td>
</tr>
<tr>
<td>Previous unsatisfactory contacts with health care professionals</td>
<td>9 (8.3%)</td>
</tr>
<tr>
<td>Stigma or cultural attitudes</td>
<td>8 (7.3%)</td>
</tr>
<tr>
<td>Other</td>
<td>7 (6.4%)</td>
</tr>
</tbody>
</table>

aParticipants who experienced a physical well-being concern during study but did not seek help. Participants can select more than one reason.

Table 5. Reasons for not seeking help for emotional well-being concerns during study (n=221).

<table>
<thead>
<tr>
<th>Reason</th>
<th>Number a</th>
</tr>
</thead>
<tbody>
<tr>
<td>No time / inconvenience</td>
<td>94 (42.5%)</td>
</tr>
<tr>
<td>Fear of confrontation and learning about the health issue</td>
<td>31 (40.0%)</td>
</tr>
<tr>
<td>I didn’t think anyone (or anything) can help</td>
<td>80 (36.2%)</td>
</tr>
<tr>
<td>I didn’t know (or still don’t know) what seems to be the problem</td>
<td>59 (26.7%)</td>
</tr>
<tr>
<td>Not well enough (or motivated) to seek help</td>
<td>54 (24.4%)</td>
</tr>
<tr>
<td>Cost</td>
<td>46 (20.8%)</td>
</tr>
<tr>
<td>Fear of what others may think</td>
<td>46 (20.8%)</td>
</tr>
<tr>
<td>I didn’t know how to seek help</td>
<td>39 (17.6%)</td>
</tr>
<tr>
<td>Stigma or cultural attitudes</td>
<td>33 (14.9%)</td>
</tr>
<tr>
<td>Other</td>
<td>27 (12.2%)</td>
</tr>
<tr>
<td>Previous unsatisfactory contacts with health care professionals</td>
<td>19 (8.6%)</td>
</tr>
</tbody>
</table>

aParticipants who experienced an emotional well-being concern during study but did not seek help. Participants can select more than one reason.
Discussion

Dose-Response Effect

This is the first study that shows a dose-response effect of using a PCHMS on consumers’ health service utilization (primary care and counselling) and help-seeking behaviors for emotional well-being. To our knowledge, this is also the first study that contributes an understanding of which bundles of PCHMS features are associated with consumer help-seeking and health service utilization behaviors.

The nature of this study only allows associational inferences to be drawn and specifically, we cannot say that it was the usage of these features that drove user behaviors. An alternate reading of our results is that those individuals who are most likely to use health services are also the population most likely to be drawn to use a PCHMS. Both causal readings are of interest, and it is also likely that both probably are to some extent in operation in the results reported here. As the pre-study characteristics and well-being ratings of users were uniformly distributed across different PCHMS login frequency thresholds, we could not in this study detect differences in users to explain differences in their behaviors, suggesting the dose-response reading of our results is more likely the explanation. Untangling these two alternate readings will undoubtedly be resolved with further research.

The dose-response effect observed in this study may be explained by the availability heuristic, which describes the “situation in which people assess the frequency of a class or the
probability of an event by the ease with which instances or occurrences can be brought to mind." [46]. At times when participants experienced emotional and/or physical well-being matters, they may have utilized the availability heuristic to recall mechanisms they have been exposed to (in this case possibly the PCHMS), and accessed it to seek help and/or engage with health services. In addition, by providing informational cues in the PCHMS that are directly linked to an action (such as a "Book now" button embedded within consumer specific content) [15,43], we may have helped participants overcome their perceived barriers to visiting a health service (such as no time, inconvenience, or having to explain one’s emotional concern over the phone), which may have hindered the step in making an appointment. Moreover, the PCHMS may have provided a supplementary tool for participants who are already patients at participating health services to manage their health care concerns in conjunction with the services.

**Feature Bundles**

A PCHMS in practice offers a “bundle” of eHealth services and features including but not limited to a PHR. However, no studies to date have examined which bundles of features might motivate consumers’ health behaviors. Past studies that examined user engagement investigated the whole website [47-49], but not individual or bundles of features and not on associating PCHMS engagement with health behaviors.

While help-seeking for physical well-being was only correlated with use of the personal health record, a bundle of PCHMS features were correlated with emotional well-being help-seeking. Providing an environment that allows self-reflection (diary), social feedback (poll), and reducing the barriers to engage with health services (online appointment booking) appeared to work in combination for emotional well-being help-seeking. As suggested by Coiera, one reason such bundles might work is that they are programmatic, bringing together components that reinforce each other’s value and use [19]. Unpacking the use and impact of complex eHealth interventions from a “bundle” perspective should help us understand the right type, number, and complexity of features needed for consumers’ health behaviors. Identifying effective feature bundles thus appears to be a logical principle to follow in designing the next generation of PCHMS and PHR-related systems.

**Feature Rationale**

There are strong theoretical reasons why the features tested in this study could drive behavioral change:

- **The online appointment booking service**, embedded within health service information descriptions (ie, journeys), allows consumers to turn information into action. Use of the feature was significantly associated with visits to university primary care and counselling services, in keeping with the “cue to action” elements of the HBM [15].

- **Personal health records**, which encouraged participants to keep track of their personal health details (such as medication, test results, scheduled appointments, or health care team members), were significantly associated with visits to a health care professional and help-seeking for physical well-being matters. This is related to increasing one’s self-efficacy by being aware of past and upcoming tasks and results [50].

- **A diary**, which encouraged self-reflection and self-awareness was also significantly associated with visits to the university counselling service, in accord with the principle of self-monitoring—one of the most common behavioral change techniques [51].

- **The poll**, which provided social feedback and social connectivity was also significantly associated with visits to a health care professional and help-seeking for emotional well-being matters. This is congruent with SCT [16] and the “subjective norms” aspect in the Theory of Planned Behavior / Reasoned Action [18], where an individual’s perception of social normative pressures affects whether one will conduct such behavior. Social networking features that provide social norm information or allow participants to “discover” and connect with similar individuals may lead to greater engagement with the PCHMS.

**Comparison With Prior Work**

Our findings are in line with the emerging body of literature that associates eHealth interventions with consumers’ health behaviors (such as personalization, tailoring, and behavioral feedback [13,14,51,52]). Previously, we have demonstrated that these PCHMS features have broad utility in a number of health areas including in vitro fertilization and influenza vaccination [42,43]. The current study extends those applications to help-seeking behaviors for physical and emotional well-being.

Our findings also extend previous studies that describe models, guidelines, and definitions on Internet interventions for consumers’ health behaviors [9-12], especially PHR-related systems. For PCHMS to be valued by consumers, clinicians, and health service providers, they need to (1) address pressing needs faced by patients and consumers, (2) enable patients and consumers to accomplish tasks without further complicating their lives, and (3) avoid unnecessarily disrupting clinicians’ workload or increasing pressure on health service providers [13].

Attrition is a significant concern in consumer eHealth research [5,53]. The Internet has the capacity to reach many individuals who may never seek formal treatment at physical or mental health services. Stumbling across an eHealth application, even for a short period of time, may trigger the much-needed opportunity for those in need to reflect and seek appropriate help. As suggested by Christensen and Mackinnon, the primary role of the Internet in disease prevention and early intervention could possibly be in the delivery of short positive health messages [53]. This study has identified bundles of features in a PCHMS that are associated with consumers’ help-seeking and health service utilization rates. Encouraging participants to engage in “relevant” features, rather than the whole intervention, at times of need may lead to the desired health behaviors and outcomes. In fact, website adherence or “stickiness” may cease to be an issue when “sufficient” engagement with the “right” bundle of features are demonstrated to lead to similar health outcomes and help-seeking behaviors [53].
Strengths and Limitations

Key strengths include the large number of participants, a multifaceted PCHMS with connectivity to health service providers that modeled many of the generic PHR systems and the use of PCHMS usage metrics to associate with consumers’ health behaviors. Some limitations include:

1. University setting: Participants in a university setting may have been more motivated and willing to try new technologies to manage their health than the general population [38,49]. An additional limitation is the short duration of the study (5 months). High attrition rates are common in eHealth intervention studies, with a recent systematic review revealing that completion of protocol rates for depression sites ranged from 43% to 99% [54]. One of the possible reasons for the attrition rate of 64% in this study is that participants were asked by email to complete their post-study questionnaire during the long university summer break, where students and staff were not as likely to check their university email. However, the number of participants eligible for analysis is still relatively large in this study (ie, 709), with 81% logging into the PCHMS at least once, providing a sufficient sample size to analyze whether participants’ usage of the PCHMS is associated with their health service and help-seeking utilization rates. Overall, future studies conducted in the university setting should avoid commencing or completing the study during university breaks.

2. Self-reports and self-entry functionality: The study relied on self-reports by participants, which have been shown to be acceptable in studies of help-seeking, health service utilization, and mental health-related studies among students [30,55-57]. The PCHMS currently relies on self-entry functionality, which may have caused lower usage of the tool and reduced follow-up data collection. While it is possible that some patients could have used the PCHMS after visiting the university health services, we validated health service utilization rates by matching self-report from a subset of study participants with their health records at the University Counselling and Psychological Services, where system usage log files indicated that usage of the PCHMS preceded clinic visits or that the “Book now” button was used. Although this study focuses only on eligible participants who completed both the pre- and post-study questionnaires, this approach is appropriate as our aim is to identify whether help-seeking and health service utilization behaviors (collected only at post-study) are associated with participants’ usage of the PCHMS. In fact, this study was conducted using intention-to-treat analysis as all eligible participants who used or did not use the PCHMS were included in the analysis.

3. Causality vs association: Although findings in this study are limited by its cross-sectional nature and we could attribute no causal relationships, our findings concur with Couper and colleagues’ study, which found that website engagement was significantly associated with consumers’ health behaviors [47]. In addition, our analyses showed that participants’ pre-study characteristics and well-being ratings were uniformly distributed between different PCHMS login frequency thresholds.

4. PCHMS engagement measures: studies have reported numerous metrics for measuring user engagement with a website, such as number of website visits, time spent on a site, and number of features used [38,58]. This study used simple website engagement measures. Future studies could consider in-depth analyses of whether participants accessed a bundle of features in the same login session, or whether the features were accessed in a particular sequence over the duration of the study. In addition, future studies should consider incorporating a qualitative component to elicit participants’ context and reasons (eg, why and how) for engaging with the website.

Conclusions

Our online prospective study provides evidence that PCHMS usage is associated with consumers’ utilization of health services and help-seeking behaviors for emotional well-being concerns. The features in this PCHMS are sufficiently general to be applicable to a variety of help-seeking and preventative health tasks.

While there is evidence that Web interventions can trigger significant consumer health behaviors, the empirical and theoretical basis for developing PCHMS features in general is still weak. Abandoning an eHealth application is a common and significant phenomenon. Asking participants to engage in all features of an eHealth application may not be an effective strategy to reduce attrition or influence health behaviors. Strategies that alert participants to bundles of features that are of immediate relevance or benefit to them could possibly result in higher engagement with the intervention and achieve the desired health actions. Future studies should investigate whether participants’ engagement with “tailored” bundles of PCHMS features are effective in achieving the desired health behaviors and outcomes, and that more correlation studies are needed to show which bundles of features are best for which kinds of consumers’ health tasks, conditions, and help-seeking stages.
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**Abstract**

**Background:** While early reports highlight the benefits of tablet computing in hospitals, introducing any new technology can result in inflated expectations.

**Objective:** The aim of the study is to compare anticipated expectations of Apple iPad use and perceptions after implementation among residents.

**Methods:** 115 internal medicine residents received Apple iPads in October 2010. Residents completed matched surveys on anticipated usage and perceptions after distribution 1 month prior and 4 months after deployment.

**Results:** In total, 99% (114/115) of residents responded. Prior to deployment, most residents believed that the iPad would improve patient care and efficiency on the wards; however, fewer residents "strongly agreed" after deployment (34% vs 15% for patient care, \[P < .001; 41\% vs 24\% for efficiency, \[P = .005\]. Residents with higher expectations were more likely to report using the iPad for placing orders post call and during admission (71% vs 44% post call, \[P = .01\), and 16% vs 0% admission, \[P = .04\). Previous Apple iOS product owners were also more likely to use the iPad in key areas. Overall, 84% of residents thought the iPad was a good investment for the residency program, and over half of residents (58%) reported that patients commented on the iPad in a positive way.

**Conclusions:** While the use of tablets such as the iPad by residents is generally well received, high initial expectations highlight the danger of implementing new technologies. Education on the realistic expectations of iPad benefits may be warranted.
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**Introduction**

The use of mobile technology in hospitals is not a new development. Despite many iterations of PDAs and tablet computers, medical professionals have traditionally been stymied by poor user interfaces, inadequate information density, and insufficient interoperability [1]. The introduction of the Apple iPad sparked tremendous excitement. Reports quickly surfaced about the iPad being used in operating rooms and emergency rooms [2-4]. The Stanford and Yale medical schools adopted iPads for use as an adjunct to their medical curriculum [5,6]. Residency programs, including one at the University of Chicago, adopted the iPad. Systematic analyses of physician order entry from the electronic medical record demonstrated
that the iPad affords significant improvements in both perceived and actual efficiency [7]. Other reviews confirm utilization with regard to communication and information management among providers in a health care setting [8].

While the release of the iPad was associated with tremendous excitement, any new technology can be plagued by inflated expectations, leading inevitably to disappointment. The Gartner Hype Cycle model describes the change in maturity and adoption rate for emerging technology over time and suggests any burgeoning technology is subject to the effects of hype [9]. As buzz grows after the release of a new technology, early adopters surface with anecdotal stories of tremendous success. Soon thereafter, as early expectations are not fully realized, popular sentiment swings the other direction, creating a “trough of disappointment”. Figure 1 shows a graphical representation of the excitement, adoption, and mature application of new technologies plotted over time.

Technology adoption will only become well embedded if new uses are realized, tested, and implemented, thereby permitting mainstream users to adopt the technology and reach the “plateau of productivity”. The Gartner Hype Cycle is facilitated by “early adopters,” or individuals who enter the cycle early, near the technology trigger. Early adopters are often instrumental in spreading the use of the technology to mainstream users. Mainstream users adopt the technology only once it has proven that its benefits outweigh the costs of learning a new interaction [10]. This model highlights the importance of characterizing early adopters who can become champions of new technology to help realize its full adoption.

In the hospital setting, it is critical to accurately assess whether the introduction of the iPad is associated with hype or inflated expectations, and how this hype affects adoption of the device. Furthermore, it is also important to understand characteristics of early adopters who can spread the innovation to facilitate large-scale adoption. Therefore, the objective of our study is to (1) characterize the hype associated with iPads by comparing anticipated use of an iPad with actual use among residents, and (2) characterize whether personal adoption of iPads is associated with various factors including prior Apple usage, year in training, and gender.

**Figure 1.** Gartner hype cycle.

---

**Methods**

**iPad Deployment**

In October 2010, all 115 internal medicine residents at the University of Chicago Medical Center were given Apple iPads. An initial task force of Internal Medicine faculty, residents, and department administrative staff, which had convened to assess and manage iPad distribution, had already determined through a small 2-month pilot study of 5 residents that iPads had the potential to improve house staff workflow on the wards. The pilot established the benefits of a carrying strap while using the
iPad during daily rounds as well as the need to improve wireless network reception and coverage. Before being issued to a resident, each iPad was set up with access to the following software: (1) MobileIron, an institutionally controlled device management application that personalized and managed the permissions and user restrictions on the device, (2) Epic electronic health record and computer provider order entry systems via Citrix client, (3) short links to both the electronic paging directory and the institutional subscription to UpToDate, and (4) Epocrates, a mobile application drug database. Upon receiving the device, all residents attended a 1-hour orientation session covering its appropriate clinical use.

Study Design
This was a matched pre/post cohort survey study, using combined paper and online surveys (Perseus) to ensure a high response rate. To match responses, all respondents created their own unique identifier that enabled pairing of pre- and post-use responses but rendered the data anonymous. Residents were surveyed in the month prior to receiving their iPads with completion of the survey required prior to receiving an iPad. After 4 months of use in the hospital, residents were given the post-use survey. We felt a 3-month learning curve would sufficiently encompass most people’s ability to learn and incorporate the iPad into their workflow. This study was deemed exempt from review by University of Chicago Medicine Institutional Review Board.

Data Collection
The authors developed the survey items to assess demographics, hype, and usage of the iPad. In addition to the standard demographic questions, such as age, gender, and training year, the pre-use survey included questions about current barriers to efficiency, attitudes toward the iPad, and expectations on its utility in the workplace. The post-use survey measured iPad effects on workflow and efficiency as well as self-reported estimates of device usage in various clinical scenarios such as rounding, inpatient and outpatient use, teaching, and use in front of patients through a 5-point Likert scale (with 5 being “strongly agree” and 1 being “strongly disagree”).

Hype or anticipated excitement regarding the iPad was assessed on the pre-survey through the resident’s selection of one of four statements with which they most agreed: (1) “I perceive little or no value in adding the iPad to our workflow”, (2) “I would be interested in seeing how the iPad works, but I don’t have a lot of extra time to learn a new system”, (3) “I think the iPad will be great and am excited to use it on the wards”, or (4) “It’s all I need in my white coat! I already have one or... [am] seriously considering buying my own.” The language used was developed by 2 resident champions (NL, CC) to reflect the feeling of the anecdotal emotions that other residents had expressed to them and was reviewed by the rest of the investigator team. A resident who exhibited hype was defined as whether he or she agreed with the latter two statements expressing positive expectation or excitement. Residents also identified various work-related tasks they performed with the iPad such as entering orders, typing notes, or reviewing labs and imaging.

Data Analysis
Descriptive statistics were performed to summarize the percentage of residents that reported demographic characteristics (gender, postgraduate year [PGY]), prior Apple iOS operating system use, perception of hype, and perceived and actual usage of the iPad for various tasks. Usage items were dichotomized to reflect those residents that reported frequent use of the iPad to perform a task. Two-sample tests of proportion were used to test for differences before and after iPad deployment between perceived and actual usage. To test the association between reporting hype (pre-use survey) and actual usage of the iPad (post-use survey), pre- and post-data were merged using the participant’s unique identifier, which enabled a chi-square test. This merged dataset also enabled analysis of the association between demographic characteristics (pre-use survey) and adoption of the iPad (post-use survey) using chi-square tests. All statistical tests were performed in Stata 11.0, with statistical significance defined as $P<.05$.

Results
All of the residents except one completed both surveys (115/115 responses in the pre-use survey and 114/115 responses in the post-use survey). One resident returned his iPad to the program after 1 month of use. Of the 114 respondents in the post-use survey, 45 (39.5%) were PGY-1, 32 (28%) were PGY-2, and 37 (32%) were PGY 3-4. Of the residents, 55 (48%) were female, and 45 (39.5%) already owned a personal Apple product with a similar operating system to the iPad, like iPhone, iPod Touch, or a personal iPad. Hype was generally high, with 79% (90/114) of residents reporting excitement for the iPad. Interns had statistically higher excitement about the iPads than their peers: 91% (41/45) PGY-1, 78% (25/32) PGY-2, 65% (24/37) PGY-3, $P=.02$ (Table 1).
Table 1. Percentage of residents displaying hype.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Apple user</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>83% (39/47)</td>
</tr>
<tr>
<td>No</td>
<td>76% (51/67)</td>
</tr>
<tr>
<td><strong>PGY</strong></td>
<td></td>
</tr>
<tr>
<td>PGY-1</td>
<td>91% (41/45)</td>
</tr>
<tr>
<td>PGY-2</td>
<td>78% (25/32)</td>
</tr>
<tr>
<td>PGY-3</td>
<td>65% (24/37)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>78% (46/59)</td>
</tr>
<tr>
<td>Female</td>
<td>80% (44/55)</td>
</tr>
<tr>
<td><strong>All residents</strong></td>
<td>79% (90/114)</td>
</tr>
</tbody>
</table>

* Differences between PGY is statistically significant using chi-square test (*P*=.02).

Prior to using the iPad, residents expected that the iPad would have positive benefits on their daily practice, with several at the extremes. For example, several residents reported “strong” agreement with the potential impact of the iPad on future attendance at conference (44% or 50/114), benefits to patient care (34% or 39/114), and increased efficiency on wards (41% or 47/114). However, 4 months after deployment, significantly fewer residents felt that the iPad benefited attendance at conference, patient care, and efficiency on the wards with strong agreement: 17% or 19/114, *P*<.001; 15% or 17/114, *P*<.001; 24% or 27/114, *P*=.005, respectively using 2-sample tests of proportion. Figure 2 shows a decrease in percentage of respondents choosing “I strongly agree that the iPad will improve…” in 3 areas before and after using the iPad (*n*=114).

After merging the pre- and post-use data, we excluded 5 individuals whose pre- and post-identifiers did not match, leaving 109 for this analysis. Usage of the iPad was high for many tasks, such as reviewing labs (87% or 95/109), paging (76% or 83/109), and answering clinical questions (73% or 80/109). For these tasks, there was no association between reported hype prior to receipt of the iPad and usage of the iPad after distribution (see Figure 3 for a comparison of use between residents exhibiting hype vs those without hype, *n*=109). In contrast, residents who reported higher hype before iPad distribution were significantly more likely to report using the iPad for tasks related to placing orders, particularly entering orders post call and during admission: 71% or 61 of 86 hype-residents vs 44% or 10 of 23 nonhype-residents, post call, *P*=.01; and 16% or 14/86 vs 0% or 0/23, admission, *P*=.04, using chi-square tests (Figure 2). Interestingly, after iPad deployment, more residents reported they preferred pen and paper to organize their thoughts than before: 67% (76/114) post vs 39% (44/114) pre, *P*<.001 using chi-square test.

One of the strongest predictors of long-term iPad adoption was whether the resident was a private owner of an Apple iOS product such as iPhone, iPad, or iPod touch. Apple users were significantly more likely than non–Apple users to use the iPad to answer clinical questions (84% or 38 of 45 Apple users vs 65% or 45 of 69 non–Apple users, *P*=.02 using chi-square test) and enter orders post call (78% or 35/45 vs 57% or 39/69, *P*=.02 using chi-square test). Despite interns’ higher initial expectations, they were not more likely to use the iPad than senior residents, with the exception of using the iPad to input orders during rounds (86% or 38/44 vs 64% or 45/70, *P*=.01 using chi-square test). No significant difference was seen in iPad usage by gender.

After the deployment of the iPad, residents did report positive benefits of the iPad, such as less time searching for an available desktop computer and efficiency gains. Most (84% or 96/114) residents thought the iPad was a good investment for the residency program. Moreover, 58% (66/114) reported that a patient had commented on the iPad in a positive way.
Figure 2. Expectations of iPad use. \( *P<.005 \), 2-sample tests of proportion. \( **P<.001 \), 2-sample tests of proportion.

Figure 3. iPad usage by task: Hype versus non-hyped residents. \( *P=.01 \), chi-square tests. \( **P=.04 \), chi-square tests.
Discussion

Principle Results
Our study confirms that distribution of the iPad in an internal medicine residency program is associated with high perceived expectations or hype. In fact, 4 months after iPad deployment, actual use of the device for certain tasks fell short of these initial high expectations. Residents who reported more hype prior to iPad deployment were more likely to use the iPad to enter orders. Lastly, those residents who used Apple products prior to iPad deployment were more likely to report higher usage of the iPad.

It is worth exploring why only certain tasks were associated with initial hype. One potential explanation is that many simple tasks (ie, reviewing labs, paging, and answering clinical questions) are inherently easier to learn. In contrast, entering orders post call and placing admission orders through the iPad are difficult, time-consuming tasks. Because these tasks are inherently more complex, it may be that residents who showed more excitement were more willing to expend the effort necessary to use their iPads in situations that required more time investment and effort. On the other hand, residents who did not report hype may have been more likely to revert to traditional methods when faced with technically complex tasks. In developing and encouraging continued use of the iPad and other tablets in the health care environment, it will become important to recognize which tasks are inherently easier to complete on a tablet compared to a desktop computer and which are not. Highlighting the simpler tasks will increase overall use, while efforts should be undertaken with developers to simplify the more difficult tasks.

It is not surprising that interns and Apple users were more likely to demonstrate hype. Interns, because of their age and comfort with technology, and Apple users, because of their existing familiarity with the interface, are more likely to be classified as “early adopters” in technology use [10]. Further characterizing what differentiates interns and Apple users from other groups may lead to methods of encouraging other residents to increase their hype, and accordingly, increase efficiency. Cultivating champions among these groups with high hype may be a helpful strategy to increase use and provide assistance to those residents who are more skeptical or are struggling with their device.

Comparison With Prior Work
These findings suggest several intriguing implications for other hospital-based physicians. Previously, we demonstrated that iPad deployment led to a higher proportion of orders being placed both earlier in the hospitalization and before the primary team left the hospital, leading to increased efficiency [7]. This effect was demonstrated through EMR order entry data. Here, we observed that when residents experienced greater hype for the iPad, they also placed significantly more orders post call, an area where previous efficiency gains were achieved. It is conceivable that continuing to encourage excitement and set high expectations will create greater gains in efficiency. Indeed, previous research in education has suggested that creating an engaged and excited student population leads to better performance [11]. Conversely, it is also important to understand how and why the iPad may fall short of expectations. Residents’ expressing a stronger preference for pen and paper even after using the tablet for 4 months highlights that mobile computing still lacks certain critical characteristics unique to the analog domain.

Limitations
There are several limitations to this study. First, this study was conducted in a single institution, with only Apple iPad and no other tablet devices, so results may not be transferable. Results may be skewed towards more inflated expectations because baseline surveys were completed as part of an initiative to receive an iPad. In addition, to measure hype, we created our survey tool since we lacked a validated one. Furthermore, data on how iPads were used were collected via self-report, which could be affected by recall bias.

Conclusions
In conclusion, this study shows that the deployment of Apple iPads in a residency program was associated with high expectations, consistent with prior models of technology innovation. Careful management of these expectations while promoting champions of use will be necessary to create an environment of successful adoption for mobile technology in the hospital setting.
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Abstract

Background: For the last decade, mHealth has constantly expanded as a part of eHealth. Mobile applications for health have the potential to target heterogeneous audiences and address specific needs in different situations, with diverse outcomes, and to complement highly developed health care technologies. The market is rapidly evolving, making countless new mobile technologies potentially available to the health care system; however, systematic research on the impact of these technologies on health outcomes remains scarce.

Objective: To provide a comprehensive view of the field of mHealth research to date and to understand whether and how the new generation of smartphones has triggered research, since their introduction 5 years ago. Specifically, we focused on studies aiming to evaluate the impact of mobile phones on health, and we sought to identify the main areas of health care delivery where mobile technologies can have an impact.

Methods: A systematic literature review was conducted on the impact of mobile phones and smartphones in health care. Abstracts and articles were categorized using typologies that were partly adapted from existing literature and partly created inductively from publications included in the review.

Results: The final sample consisted of 117 articles published between 2002 and 2012. The majority of them were published in the second half of our observation period, with a clear upsurge between 2007 and 2008, when the number of articles almost doubled. The articles were published in 77 different journals, mostly from the field of medicine or technology and medicine. Although the range of health conditions addressed was very wide, a clear focus on chronic conditions was noted. The research methodology of these studies was mostly clinical trials and pilot studies, but new designs were introduced in the second half of our observation period. The size of the samples drawn to test mobile health applications also increased over time. The majority of the studies tested basic mobile phone features (eg, text messaging), while only a few assessed the impact of smartphone apps. Regarding the investigated outcomes, we observed a shift from assessment of the technology itself to assessment of its impact. The outcome measures used in the studies were mostly clinical, including both self-reported and objective measures.

Conclusions: Research interest in mHealth is growing, together with an increasing complexity in research designs and aim specifications, as well as a diversification of the impact areas. However, new opportunities offered by new mobile technologies do not seem to have been explored thus far. Mapping the evolution of the field allows a better understanding of its strengths and weaknesses and can inform future developments.


KEYWORDS
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Introduction

In the last decade, mobile health (mHealth), the branch of eHealth broadly defined as “the use of mobile computing and communication technologies in health care and public health” [1], has been constantly expanding. Mobile applications for health can target heterogeneous audiences such as doctors, nurses, patients, or even healthy people [1]. Different features of mobile phones may address specific needs in different situations. Available literature suggests that the use of mobile phones serves a wide variety of purposes [2], such as smoking cessation, weight loss, diet and physical activity, treatment adherence, and disease management. The biggest advantages of using mobile devices, and in particular mobile phones, for health are that these devices are personal, intelligent, connected, and always with people [3,4]. Therefore, they can serve patients both in everyday life and during hospitalization or rehabilitation, as well as health care providers during emergency or routine visits. Current evidence suggests that the use of mobile technology can improve diagnosis and compliance with treatment guidelines, as well as patient information, and can increase administrative efficiency [5]. In particular, short message service (SMS) text messaging reminders have been shown to be a simple and efficient option for health services to use in order to improve service delivery, resulting in health benefits for the patients who receive them [6]. Mobile phone technologies have also been shown to be effective in smoking cessation, weight loss, physical activity, diabetes management, STD prevention and treatment, and hypertension [7].

The mobile phone market is constantly evolving. The first digital mobile phones appeared in the early 1990s, and since then, mobile technology has continued to be refined thanks to the development of new features and better networks. Current smartphones have been defined as “mobile telephones with computer features that may enable them to interact with computerized systems, send e-mails, and access the web” [8]. Over a third of US mobile phone users own a smartphone [3,9], and it is estimated that 67.6% of adults worldwide own a mobile phone [2,10], making it the most equitable communication technology [1]. It has been argued that mobile phones could be a solution to overcome the traditional digital divide derived from the introduction of the Internet because they provide new opportunities to reach underserved and previously unreachable parts of the population worldwide, especially in developing countries [2].

Mobile technology, with its diffusion and characteristics, holds a great potential for health care applications. However the use of mobile phones in health care delivery has not been fully explored, and the diverse outcomes of mHealth have barely been documented. Although some literature reviews cover one part or the other of the field [6,11,12], an overall picture is still missing, possibly due to the field’s constant evolution. A recent methodological review sought to map the domain of mobile phone health interventions [13], but it relied on describing the design of the interventions, with a clear focus on technology, rather than the outcomes. As the authors stated, their motivation lay in the fact that “effectiveness reviews can be best done at the level of a particular pathology”, while they wanted to draw a more comprehensive taxonomy of the field.

The main objective of this paper, as stated in the title, is to map the field, but without omitting the outcome measures. This means that our intention is to investigate how the impact of mobile phones on health has been assessed in peer-reviewed scientific literature. In particular, we are interested in understanding the evolution over the past decade, how the interventions have been developed, the main health care delivery areas where the impact of mobile technologies has been assessed, the methodology and features used, and finally, the type of outcome measures and general impact of the intervention.

The second objective of this review is to understand, after the 5 years since the introduction of the new generation of smartphones (eg, the iPhone in 2007), whether and how these devices have triggered research. The appeal of these new devices resides in the fact that they include several computer-like built-in features (eg, the GPS or the accelerometer) allowing the monitoring of a whole series of behaviors. Additionally, new mobile operating systems allow users to customize their devices according to their needs, by downloading apps available for free or for a low price from a central store. Klasnja and Pratt named this kind of feature “native application” [13], which is a typical complex and sophisticated application that can be implemented on major smartphone platforms (iOS, Android, Symbian, BlackBerry, webOS, and Windows Phone). In 2012, smartphone users spent US $8 billion for paid apps in the top 5 app platforms, and the European mobile app market size reached €1.68 billion [14]. Therefore, iPhones and similar devices are potentially very interesting for application in health care—they already integrate most of the features that researchers previously had to add to traditional mobile phones in order to use them for health-related purposes and monitoring [15,16].

Methods

The objective of this study was to provide a comprehensive picture of how the impact of mHealth was assessed in the scientific literature in its first decade of existence. For this purpose, a systematic literature review was conducted in which relevant studies were categorized in a two-step process. The first step included the review of the titles and abstracts of all publications that were identified as potentially relevant, with the goal of assessing whether they might meet the inclusion criteria for the systematic review. Selected abstracts were categorized at this stage using general typologies partly adapted from existing literature [1,2,12] and partly created inductively from a subsample of the publications. Categories referred to the type of methodology used, the impact area (ie, remote monitoring, data gathering, communication, self-management, training/education, improve adherence, health promotion), and the type of study. In a second step, all the publications not excluded during the abstract and title review stage underwent a full-text review. All publications that met all eligibility criteria (see below) made up the final sample.
Search Strategy

In February 2012, five electronic databases (CINAHL, Communication and Mass Media Complete, PubMed, PsycINFO, and Web of Science) were systematically searched. The choice of databases was deemed to reflect the multidisciplinary nature of the field. Among the most used medical databases, we decided to include PubMed only, since it comprises MEDLINE, while Embase was excluded because it has a stronger drug coverage, which was not relevant for the purposes of our research. A list of keywords was created around the two domains of “health” and “mobile technology”. A search string was constructed using both the conjunction “AND” and the disjunction “OR” logical operators ([(health OR medicine OR medical OR telemedicine OR health care OR “mHealth” OR “mobile health” OR “m - health” OR “mobile - health”] AND [“mobile phone” OR “cell phone” OR “cellphone” OR “cell - phone” OR “smartphone” OR “iPhone” OR “blackberry” OR “android”]). The search was based on metadata, ie, title, abstract, and keywords. Reference lists of selected studies were also checked for other potentially relevant studies.

Selection Criteria

Eligibility criteria for inclusion were as follows: records had to be written in English and discuss/acknowledge the role of mobile technology as a tool for promoting, managing, or monitoring health. This could include interventions, cross-sectional studies, literature reviews, conceptual papers, etc. All articles dealing with health effects of mobile phones (eg, effects of non-ionizing radiation on health or effect of mobile phone use on adolescents) were excluded. Records had to be officially published, either online or in print in a peer-reviewed publication (ie, journal articles, book chapters, and published proceedings papers). This means that poster presentations, (extended) abstracts, and encyclopedia entries were excluded. No time restriction was given; all publication dates were eligible for inclusion. Also, there was no restriction on the field of studies, ie, records that could be classified as social sciences, humanities, medicine, and others were all included.

The exclusion criteria that accounted for the biggest number of excluded articles included the following: the study provided descriptive summaries of mHealth programs but failed to provide an evaluation of the program; study provided a short description of multiple mHealth programs without providing specific details on an mHealth intervention; and the study focused on mHealth application design. The title and abstract review allowed us to exclude system design articles and to better identify all the studies that involved people in the testing of the intervention. A full-text article review was therefore conducted only on studies evaluating and assessing mHealth applications. The categories for full-text review were the following: continent where the study took place, condition addressed, type of technology, features used, basis for the intervention development, study design, sample size, aim of the evaluation, outcome measures, and overall impact assessed.

Results

The flowchart in Figure 1 summarizes the different steps of the literature search and review process. A first search identified 4039 articles. After checking for duplicates, 747 articles met the predefined inclusion criteria. Initially, articles were categorized by type of study: quantitative, qualitative, mixed methods, review, and system design. Since articles in the last typology described the development of a mobile technology but did not include any actual testing, they were excluded from further analysis together with reviews, reducing the final sample to 352 articles. More than half of the 352 studies (56%) included at least some testing of a mobile phone application via proper interventions or in small samples. Most of the studies analyzed (86%) applied a quantitative methodology and were designed to address simultaneously one or more impact areas. An upsurge was noted, starting from 2008, when the articles doubled in comparison with the previous year, and this upward trend reached its maximum in 2011 (36% of the total in a 10-year time period). The search of scientific databases without a time limit yielded an article distribution on the topic over 10 years, from 2002 to 2012.

The final sample for the full-text review included 117 [17-133] articles out of the 352 described above. After title and abstract review, an additional 157 articles were excluded because of no actual testing, while another 78 were excluded during full-text revision for different reasons (eg, no patients involved, mobile device other than phone, study duplicates). Looking at this past decade (Figure 2), we again observed an upsurge in the field: from 1 article in 2002 to 30 articles in 2011. The largest upsurge again came between 2007 and 2008, when the articles almost doubled, similar to what was already noted during the abstract review phase.

In order to better reflect the objectives of our review and to mirror the development over time, all the results are presented by splitting our observation period in two halves (2002-2007 and 2008-2012). The first period includes 23 articles, while the second period includes 94. The 117 articles in the final sample were published in 77 different journals, which can be grouped in four disciplinary fields: technology, medicine, social sciences, and the intersection between technology and medicine. During the first half of the observed decade, most of the articles on mHealth were published in medical journals (52%) and in journals focused on medicine and technology (44%). The remaining 4% of articles were published in journals focused only on technology. In the second half, the share of articles published in medical journals grew from 52% to 60%, while coverage of the topic by technology journals did not change (4%). At the same time, a decrease in the share of articles published by journals dealing with medicine and technology was observed (from 44% to 35%). In the second period, we found one article from a new disciplinary field, the social sciences.

The geographical areas focusing on this type of research were mainly Europe (34%) and North America (33%). However, if we look at results split by time periods, Europe’s interest seems to decrease from the first period (52%) to the second (30%), and the same happens in Asia (from 17% to 10%). A different picture can be found on all the other continents, where the number of studies in the field increased. This is the case in North America (from 17% to 37%), Australia (from 13% to 15%),
and especially Africa (from 0% to 6%) and South America (from 0% to 2%).

Specific health conditions addressed in the studies ranged from diabetes to mental health, from obesity to well-being and postoperative care. Figure 3 shows the number of articles for every health condition for which mHealth applications were studied. As shown in the graph, diabetes has received a great deal of attention. Moreover, after grouping the conditions into larger classes, it becomes clear that the focus of mHealth research is chronic conditions (74 studies), followed by prevention/well-being (22 studies), and acute conditions (21 studies).

In reviewing the background of the studies, we found that a description of the development of the intervention, and especially of how this was grounded, occurred more often in the second period (84%) than in the first (65%). During the last 5 years, only 1 study was uniquely theory-based (1%), while the majority was evidence-based (73%) or based both on theory and evidence (10%); 15 studies (16%) provided a more general description that was based on neither theory nor previous evidence.

From a methodological point of view, the majority of articles were clinical trials (50%), followed by pilot studies (44%). However, both of these study designs diminished over the last years of our observation period as new types of research designs were introduced, namely observational studies (2% of all articles in the second part of the observation period), case studies (2%), case series (2%), and cross-sectional studies (2%). The samples used to test mobile health applications were mostly small (less than 50 people) in both the first (61%) and the second half (49%) of our observation. Interestingly in the second half, the number of medium-sized samples increased (from 17% to 33%). Larger samples were used in 21 (19%) articles; however, they were more frequent in the first half of the observation (22%) than in the second half (18%).

Moving from research methodology to the actual target of investigation, ie, mobile phones, our classification highlighted a more rigorous and diversified description of the technology used in interventions. In recent years, new kinds of mobile phones have been used, such as smartphones (8%) and ad hoc phones (3%), which are devices developed specifically by the researchers to manage a specific condition. Unfortunately, the kind of mobile phone used was not even specified most of the time (71% of the overall sample).

We identified seven main categories of mobile features used in the studies, and an article could fall in one or more of these (ie, the categories were not mutually exclusive). Half of the studies (49%) applied text messaging, and 32% applied some features developed ad hoc for a specific condition. Add-ons (eg, a glucometer to measure blood sugar or a pedometer for physical activity) were used in 12% of the cases together with ad hoc features. Other features such as voice (10%), video (6%), and multimedia messaging service (MMS) (3%) were used less frequently. Native applications for smartphones were applied in 7 studies (6%) out of the 8 using smartphones. However, none of them applied already existing and publicly available apps.

The impact areas to which interventions were directed were coded into seven categories, again not mutually exclusive. The majority of articles addressed health promotion (38%) and self-management (33%), but also communication (22%), remote monitoring (21%), data gathering (21%), improvement of adherence (20%), and training/education (13%). The focus on most of these areas increased over time, eg, on self-management (from 30% to 33%) and communication (from 17% to 23%). Only health promotion (from 29% to 27%) and training/education (from 13% to 10%) had a slight decrease.

Regarding the aims of the interventions, both the evaluation of the technology itself (35%) and of its impact on health outcomes (43%) dominated in the first 5 years. In the second half, however, interest clearly moved toward evaluating the impact of mobile technology on health outcomes (73%). While the majority of the studies investigated only the impact of the mobile application on health outcomes (51%), some also assessed both the technology and its impact on health outcomes (22%).

Another point of interest was the outcome measure used to assess the impact of mobile phones. In the majority of cases, the outcome measures were a combination of both self-reported and objective data (44% of the overall sample). If we look at the evolution over time, self-reported measures increased (from 9% to 20%), whereas objective measures decreased slightly (from 39% to 36%), and this was also the case for the combination of self-reported and objective measures (from 52% to 43%).

Our examination of the type of data collected showed that clinical measures were often the only outcomes observed (30%), and this phenomenon increased over time (from 22% to 31%). 14% of the articles were focused only on user assessment of the technology, even if this decreased during the observation period (from 17% to 13%). Psychosocial measures were the outcome in 9% of the studies, and this increased slightly over time (from 9% to 10%). The remaining articles (53%) considered outcomes deriving from all possible combinations of these main three. The most frequent combination was clinical measures together with user assessment of technology (17%).

An overall positive impact of the intervention was described by a total of 69 studies (60%). In the first period, the impact of the interventions was mainly either mixed (43%) or positive (57%). In the second part of the observation, the number of interventions with a positive impact slightly increased (60%), while the number of those with mixed impact decreased (33%). In this second period, interventions with negative (6%) or no impact (1%) were reported as well.
Figure 1. Summary of literature search and review process.

**Electronic DBs: 4039 items**
- CCM: 57 - CINHAL: 216 - PsychINFO: 441 - Web of Science: 1174 - PubMed: 2451

**Title review**
- N=747

**Abstract review**
- N=352

**Article review**
- N=195

**Excluded (system design+reviews)**
- N=395

**Excluded (no testing)**
- N=157

**Excluded (No patients involved, mobile device other than phone, study duplicates)**
- N=78

**Final article selection and categorization**
- N=117
Discussion

This systematic literature review has found encouraging trends pointing toward the development of mHealth as an autonomous field of study, which is of interest to different disciplines. In the case of social sciences for instance, this is shown by the publication of a special issue of the *Journal of Health Communication* dedicated entirely to mHealth in May 2012.

We took this into account but did not include it in the current review because of the date of publication.

The increase in the number of articles over the past decade indicates an increasing interest in peer-reviewed scientific literature on the topic. In particular, the number of articles almost doubled from 2007 to 2008. All continents engaged in research on mHealth during the last 5 years. Many different conditions were addressed by the studies analyzed, with an evident focus on chronic conditions. More recently, the
development of the interventions became more accurately described and grounded on past evidence or theory. In the last decade, the first in the history of mHealth, new methodologies were applied to the field, and while the majority of the studies were pilot studies or clinical trials, some new approaches were introduced. At the same time, the samples used in such studies grew, thus pointing toward a more reliable assessment. Newer and more advanced technologies were tested; however, the potential of smartphones does not seem to have been fully exploited yet. Indeed, half of the included studies applied very basic features of mobile phones, such as text messaging, which corroborates evidence already established in the field [7]. One third of the studies used features from add-ons, and only a few other examples used video, images, or MMS. Mobile technology interventions were directed to different impact areas, and most frequently to health promotion and self-management. Interestingly, research moved from an evaluation of the technology itself to an assessment of its impact on health outcomes, and an increase in the number of interventions with an overall positive impact was observed. These observations point toward a field that is becoming more structured, coherent, and solid. Among the outcome measures used, both self-reported and objective measures could be found, and in some cases were combined. In the last 5 years, the use of self-reported measures increased. Clinical measures only were observed as outcomes in almost one third of the studies, and an increasing trend was evident. Consistent with the observed trend towards an assessment of the impact of technology, we noticed an increase in psychosocial and clinical measures, sometimes in combination with users’ assessment of the technology, and a decrease of assessments of the technology alone.

**Recommendations**

Although these findings are encouraging and can be seen as indicators of a promising field, they highlight certain gaps that future research should address. So far, the focus of mHealth interventions has been on chronic conditions, similar to eHealth [134]. However, it would be advisable to explore the impact of mobile health for acute conditions as well. Because of their wireless cellular communication capability, mobile phones allow users to have continuous, interactive communication from any location. In our view, this characteristic of mobile phones makes them an ideal tool to address in real-time the specific needs of patients experiencing acute conditions. Another recommendation is to address methodological issues such as whether clinical trials are the most suitable design to use at every stage of research in this field. The studies we analyzed showed a diversification toward the second half of the decade, which seems to reflect more positive outcomes and a stronger evidence-based development of the interventions. Consistent with the conclusions of other authors [3,5,7,135], we believe the field will greatly profit from a diversification in research methodologies and that the multidisciplinary approach offered by different areas could be a fertile ground for the development of the field, both from a theoretical and methodological perspective.

Our last recommendation is for research to fully exploit the potential of technologies, especially of smartphones. We expected in our review to find more results detailing applications of new built-in features, which are the “specialty” of smartphones. However we found that only a few interventions aimed at assessing the impact of native applications for smartphones had been reported so far in the literature. Moreover, in all the cases, the apps were not available to the public but had been created ad hoc for research purposes. This last recommendation brings up a new topic of discussion. Currently, there are more than 15,000 health-related apps (free and paid) on app stores, but we were not able to find any study assessing any of them. So what is publicly available has not been evaluated, and what has been evaluated is not publicly available. At least three possible scenarios could explain the lack of scholarly interest in studying the effects of interventions based on publicly available apps. First, no one, so far, has conducted such studies. If this is true, it provides great opportunities for investigation in this area, since some basic features of mobile health such as text messaging have already proved to be effective. A second scenario could be that it is still too early for results of such assessments to have been published. However, this seems to be less plausible, because iPhones and similar devices have already been on the market for 5 years. Finally, it could be that studies evaluating the impact of native applications have indeed been published, but not in the peer-reviewed scientific literature. A search of the gray literature, such as more consumer-oriented magazines, websites, or blogs (eg, iMedicalApps) could then yield some results. If this last, and more plausible, explanation is true, then we need to document the exploitation of smartphones in a way that is easily accessible to the scientific community. If only a minority of good quality applications and solutions seek clinical mHealth research to prove effectiveness, we should question why this is happening. It is thus essential to understand why scientific literature is not keeping up with advancements of the field, to find where any discussion is taking place, and to find the evidence of apps’ effectiveness, which seems to be missing [3].

**Limitations**

A limitation of our study, which is common to most systematic literature reviews, resides in the fact that the last articles analyzed were published in February 2012. In this constantly evolving field, this could make a difference, especially because we are well aware that the publication process is often lengthy and time-consuming, and therefore we could have missed some studies on smartphones. A second possible limitation lies in the choice of databases. For our systematic search, we focused on more medical and social sciences–oriented databases. However a preliminary search conducted on a more technology-oriented database (ACM) resulted in a long list of peer-reviewed articles mainly focused on system design, which we would have excluded from the final sample since our research interest was on the impact of mobile technology on health outcomes.

**Conclusion**

With this systematic literature review, we sought to map a field that is becoming more and more visible in the literature. This
review is an essential first step to the understanding of strengths and limitations in mHealth research. Some questions remain about the lack of information on the newest technological opportunities and on the best methodologies to assess mHealth’s impact on health outcomes. Is scientific literature the appropriate place to find studies on the effectiveness of mobile applications? Are we exploiting all the potential of smartphones? Why is the scientific research not keeping up with the market evolution? Further research will help to answer these questions.
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Abstract

Background: Illicit or rogue Internet pharmacies are a recognized global public health threat that have been identified as utilizing various forms of online marketing and promotion, including social media.

Objective: To assess the accessibility of creating illicit no prescription direct-to-consumer advertising (DTCA) online pharmacy social media marketing (eDTCA2.0) and evaluate its potential global reach.

Methods: We identified the top 4 social media platforms allowing eDTCA2.0. After determining applicable platforms (ie, Facebook, Twitter, Google+, and MySpace), we created a fictitious advertisement advertising no prescription drugs online and posted it to the identified social media platforms. Each advertisement linked to a unique website URL that consisted of a site error page. Employing Web search analytics, we tracked the number of users visiting these sites and their location. We used commercially available Internet tools and services, including website hosting, domain registration, and website analytic services.

Results: Illicit online pharmacy social media content for Facebook, Twitter, and MySpace remained accessible despite highly questionable and potentially illegal content. Fictitious advertisements promoting illicit sale of drugs generated aggregate unique user traffic of 2795 visits over a 10-month period. Further, traffic to our websites originated from a number of countries, including high-income and middle-income countries, and emerging markets.

Conclusions: Our results indicate there are few barriers to entry for social media–based illicit online drug marketing. Further, illicit eDTCA2.0 has globalized outside US borders to other countries through unregulated Internet marketing.


KEYWORDS
health policy; pharmacies; social media; Internet; social marketing; marketing of health services; online pharmaceutical services

Introduction

An estimated 2.4 billion persons worldwide used the Internet in 2011 [1,2]. This increasing use of the Internet and its related technologies has enabled the rise of social media platforms, including Facebook, Twitter, MySpace, and Google+. Collectively, these types of interactive systems are also known as Web 2.0. The phenomenon is global, with close to 4 of 5 active worldwide Internet users regularly visiting social media, and social media platforms representing the top online destinations in a cross-section of 10 developed countries and emerging markets (including Brazil, Mexico, India, and China) [1,3,4].

The increased use of the Internet and social media technology has also been associated with direct-to-consumer advertising (DTCA) to market health-related products [5,6]. From 1996 to 2005, DTCA pharmaceutical expenditures in the United States experienced rapid increases estimated at 330% with a total of...
US $4 billion in spending for 2009 [7,8]. However, recent market surveys indicate that American DTCA expenditures have recently experienced modest declines largely because of the global economic recession and patent expiration of blockbuster drugs [1,2]. Despite the overall declines in DTCA expenditures, Internet-based DTCA (eDTCA) has experienced increases in investment and attention, indicating a transition in marketing strategies from traditional media (eg, TV, radio, and print) to digital media [1,3,4].

Importantly, DTCA is generally banned in all developed countries, with the exception of the United States and New Zealand [5,6]. In the US, the Food and Drug Administration (FDA) has made efforts to provide industry guidance regarding off-label promotion over the Internet, but has yet to issue explicit guidance on regulation of other forms of Internet advertising, specifically social media-based promotion [7,8]. This lack of adequate DTCA regulation in the largest country where it is permitted may be leading to global dissemination through digital platforms that are not restricted by geopolitical borders [5,6].

This growing eDTCA use and limited FDA online advertising guidance also coincides with the increasing use of the Internet for sourcing of health information. A Pew Internet survey indicates 72% of US users search for health and medical information online, and approximately one-third of users attempt to use the Internet to self-diagnose their health issues [9].

The increased access and use of unregulated eDTCA by illicit actors, specifically online drug sellers, is even more disturbing. This includes social media-based eDTCA (eDTCA2.0) to market a wide variety of medical products that are of questionable quality, origin, and authenticity [5,6,10-12]. The use of eDTCA by these actors is problematic because it often contains content that is misleading, fraudulent, and otherwise illegal [5,13]. This includes the marketing and sale of prescription drugs as “no prescription necessary,” use of unsubstantiated medical questionnaires in lieu of a prescription, and marketing products as generic even if there is not an equivalent generic formulation [5,13,14].

Importantly, illicit online pharmacy activities and lack of appropriate eDTCA marketing regulation is compounded by an absence of online pharmacy regulation globally [14]. A recent World Health Organization (WHO) survey of member states found that 66% of respondents failed to specifically regulate Internet pharmacy operations [14]. This is further exacerbated by results from a recent FDA survey indicating that 23% of Internet consumers reported purchasing prescription drugs online [15]. In addition, there are globally established public health risks associated with illicit online sellers that have recently been further highlighted by national drug regulators, international organizations such as the WHO, the United Nations Office of Drugs and Crime, the International Criminal Police Organization, and other diverse stakeholders [16,17]. Hence, although there has been increasing global attention, the combination of unregulated online pharmacies and their use of digital marketing poses unique public health and patient safety risks, the scope and reach of which have yet to be adequately assessed.

Consequently, we wished to explore the potential ease of creation and reach of global, illicit online pharmacy eDTCA. Specifically, we differentiate illicit online drug sellers from licit sellers by defining illicit as those marketing and offering for sale prescription pharmaceutical products without the need for a prescription. Since the vast majority of countries require regulated pharmaceutical products be dispensed with a valid prescription from an authorized health professional, purported “no prescription” online sales are illegal and illicit activity. We also note pharmaceutical products dispensed with a valid prescription by an unlicensed or otherwise unauthorized provider may also constitute a violation of applicable laws, rules, and regulations. Further, because of the potential global reach of social media marketing in enabling this illicit trade, we also wished to assess the financial cost to develop illicit no prescription eDTCA2.0 marketing in these popular platforms and its potential global reach using commercially available Web tools and services. Finally, we were interested in determining whether our social media study sites would be taken down or blocked by service providers.

**Methods**

Our overall strategy was to create an illicit online pharmacy social media presence in identified leading social media platforms. The primary outcomes of the study were to determine the up-front financial cost, determine if we could generate Internet/user traffic, and if so, its volume and geographic distribution.

We first identified the top 4 social media platforms by traffic volume allowing user-generated eDTCA2.0 content at no cost or charge (ie, site tools that did not require sponsored or ad-based social media promotion; eDTCA sites) [18,19]. For each of these platforms, we created a fictitious advertisement marketing the sale of no prescription pharmaceuticals online (illicit eDTCA ad; see Figure 1). The advertisement was created with Adobe Photoshop CS4 software (San Jose, CA, USA). Content was consistent with prior studies identifying consumer-targeted messaging used by illicit online drug sellers, including the keywords no prescription, no RX, discounts, 100% satisfaction guaranteed, and other forms of potentially illegal, fraudulent, and misleading forms of marketing [20,21]. Images, icons, and a fictitious “lowest price” seal were also used, consistent with other forms of misleading promotion that we have observed being employed by suspect online drug sellers [5,10,16]. A stock image of a health professional was purchased for the advertisement to substantiate simulated commercial marketing.

To operationalize our online social media presence to measure user traffic and distribution, we purchased unique URLs with descriptive terms associated with illicit online drug sales and website space that terminated on these URLs (Table 1). Each unique URL corresponded to the specific social media advertisement, so that all visits to a particular Web address were linked to 1 social media platform point of advertisement. When clicked, rather than linking to an actual illicit online drug seller, all advertisements linked to static text content residing on the URL indicating “site unavailable.”
To assess geographic distribution, we also purchased commercially available site analytic services to track the number and location of visitors to each site. All these services (eg, URLS/domain names, website hosting, and site analytic services) were purchased from the popular Internet service and hosting site Go Daddy [22] given its convenience, market-leading presence, and large-scale commercial and personal usage. Go Daddy administers over 55 million domain names, has 11 million customers, and is the largest Internet Corporation for Assigned Names and Numbers (ICANN) domain registrar worldwide [22,23].

Using these illicit eDTCA ads with clear characteristics of questionable authenticity and legality, we then created user accounts on eDTCA sites using a fictitious email address. Sites were created using the descriptive term “NoRX Online Pharmacy” in site user registration fields. In addition, we registered our eDTCA Facebook site as a Brand or Product page under the category “Drugs.” These registration categories indicate Facebook has systems that specifically enable promotion of health/pharmaceutical-related products.

We then posted the illicit eDTCA ad to each eDTCA site and associated it with a link to the unique URLs/ websites hosted by the Go Daddy services (Figures 2-4). On a weekly basis, we posted updates/messages advertising a no prescription online pharmacy and provided a link to the corresponding unique URLs/websites. Site analytics were reviewed on a biweekly basis with results aggregated into monthly traffic and geographic statistics. Employing the website analytic services, we tracked the 2 main study outcome measures: user traffic visiting illicit eDTCA ad-linked URLs, and the location of source Internet protocol (IP) addresses. User traffic is divided into 2 categories: the total number of visits to the site (including returning visitors), and unique user traffic, ie, the number of unique visitors to the site (excluding returning visitors). These definitions are used by site analytics tools and are consistent with industry standards.

Illicit eDTCA ads and websites went live on September 24, 2011, and data were collected for the period beginning September 24, 2011 and ending July 24, 2012. Data were presented by Go Daddy analytics anonymously, and no user or user-identifiable information was collected. Informed consent was exempted pursuant to US federal regulations 45 CFR § 46.101(b)(4), (c)(2), and (d), and this study protocol was approved by the California Western School of Law Institutional Review Board.

### Table 1. Unique URLs linked to illicit Internet-based direct-to-consumer advertising (eDTCA) sites.

<table>
<thead>
<tr>
<th>Study site URLS</th>
<th>eDTCA platform and associated link</th>
</tr>
</thead>
<tbody>
<tr>
<td><a href="http://www.norxsafedrugsnow.com">www.norxsafedrugsnow.com</a></td>
<td>Facebook (<a href="http://www.facebook.com/pages/No-Prescription-Online-Pharmacy/178946562182447">http://www.facebook.com/pages/No-Prescription-Online-Pharmacy/178946562182447</a>)</td>
</tr>
<tr>
<td><a href="http://www.norxneededsafedrugs.com">www.norxneededsafedrugs.com</a></td>
<td>Twitter (@NoRXPharmacy)</td>
</tr>
<tr>
<td><a href="http://www.norxneededcheapdrugs.com">www.norxneededcheapdrugs.com</a></td>
<td>Google+ (used with Gmail account: <a href="mailto:norxonlinepharmacy@gmail.com">norxonlinepharmacy@gmail.com</a> which was suspended)</td>
</tr>
</tbody>
</table>

*aURLs hosted using Go Daddy services [22].*
Figure 1. Illicit Internet-based direct-to-consumer advertising (eDTCA) ad created for study.
Figure 2. Facebook eDTCA site.
Figure 3. Twitter eDTCA site.
Results

We identified the top 4 social media platforms enabling eDTCA2.0: Facebook, Twitter, MySpace, and Google+. Financial costs for creating illicit eDTCA ads across these platforms were relatively minor. In total, our outlays were less than US $400, with a cost of approximately US $80/eDTCA site (excluding the cost of existing software used to create the illicit eDTCA ad), inclusive of the fees for domain registration, website hosting and design tools, and website analytics (1-year service term), plus approximately US $60 for a limited commercial license for use of the health professional image used in the eDTCA2.0 ads.

We found that there appears to be little regulation of eDTCA2.0 content by social media platforms. Facebook, Twitter, and MySpace content created for the purposes of this study continue to remain accessible as of April 19, 2013, despite highly questionable and likely illegal content. Terms and conditions of use of these social media sites may also have been violated during the study, although no enforcement resulted (see Multimedia Appendix 1). Only our Google+ site was suspended by the service provider for undisclosed reasons. When trying to log into our Google+ account, we received a notification that our account had been disabled on October 26, 2011 (approximately 4 weeks after the site became active), at which point we terminated data collection. However, no reason was given for disabling our account. Others have had clearly legal Google+ accounts disabled during our study period for no apparent reason [24].

Fictitious illicit eDTCA ads linked to the remaining eDTCA sites (Facebook, Twitter, and MySpace) marketing illegal sale of prescription drugs generated total user traffic in the aggregate of 4107 visits, and unique user traffic in the aggregate of 2795 visits over a 10-month period from September 24, 2011 to July 24, 2011 for all websites. Select descriptive statistics on Web traffic over the study period had a mean monthly user traffic volume of 111 to 141 visits (upper and lower limits) and 78 to 97 visits for unique user traffic volume (Table 2).

Our unique URLs/websites linked to illicit eDTCA ads posted on our Twitter eDTCA site generated the most user and unique user traffic volume of all platforms over the study period (Figure 5).

Country-level location data of user visits to the unique URLs/websites linked to illicit eDTCA ads resulted in user traffic from a total of 18 unique countries, including high-income, upper-middle income, lower-middle income, and emerging markets (Figure 6). The United States generated the
highest percentage of visitors (54.0% of total traffic). Emerging markets of China and the Russian Federation ranked second (26.0%) and fourth (6.5%), respectively, with another high-income market country, the United Kingdom, ranking third (8.9%) in total visitors. Collectively, these top 4 countries generated the vast majority of user traffic (95.6%). Certain country visitors were unique to types of social media platforms, including Sweden (Facebook) and South Korea (Twitter; see Table 3).

Table 2. Illicit eDTCA unique user descriptive statistics.

<table>
<thead>
<tr>
<th>Social media</th>
<th>Visits (n)</th>
<th>Mean</th>
<th>Median</th>
<th>Mode</th>
<th>Min</th>
<th>Max</th>
<th>Other information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook</td>
<td>859</td>
<td>78.09</td>
<td>83</td>
<td>89</td>
<td>41</td>
<td>102</td>
<td>2 likes</td>
</tr>
<tr>
<td>Twitter</td>
<td>1069</td>
<td>97.18</td>
<td>99</td>
<td>117</td>
<td>40</td>
<td>124</td>
<td>1 following</td>
</tr>
<tr>
<td>MySpace</td>
<td>867</td>
<td>78.81</td>
<td>90</td>
<td>95</td>
<td>18</td>
<td>96</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table 3. Illicit eDTCA user location data.

<table>
<thead>
<tr>
<th>Country</th>
<th>Classificationa</th>
<th>Facebook</th>
<th>Twitter</th>
<th>MySpace</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>United States</td>
<td>High income</td>
<td>702 (34.2)</td>
<td>818 (37.7)</td>
<td>650 (30.0)</td>
<td>2170 (54.3)</td>
</tr>
<tr>
<td>China</td>
<td>Upper-middle income/emerging market</td>
<td>240 (23.1)</td>
<td>412 (39.7)</td>
<td>387 (37.2)</td>
<td>1039 (26.0)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>High income</td>
<td>105 (8.8)</td>
<td>145 (9.6)</td>
<td>106 (8.2)</td>
<td>356 (8.9)</td>
</tr>
<tr>
<td>Russian Federation</td>
<td>Upper-middle income/emerging market</td>
<td>67 (5.6)</td>
<td>76 (5.0)</td>
<td>117 (9.0)</td>
<td>260 (6.5)</td>
</tr>
<tr>
<td>Unknown</td>
<td>—</td>
<td>38 (3.2)</td>
<td>12 (0.8)</td>
<td>7 (0.5)</td>
<td>57 (1.4)</td>
</tr>
<tr>
<td>Germany</td>
<td>High income</td>
<td>7 (0.6)</td>
<td>9 (0.6)</td>
<td>8 (0.6)</td>
<td>24 (0.6)</td>
</tr>
<tr>
<td>Japan</td>
<td>High income</td>
<td>5 (0.4)</td>
<td>15 (1.0)</td>
<td>4 (0.3)</td>
<td>24 (0.6)</td>
</tr>
<tr>
<td>Netherlands</td>
<td>High income</td>
<td>4 (0.3)</td>
<td>5 (0.3)</td>
<td>5 (0.4)</td>
<td>14 (0.4)</td>
</tr>
<tr>
<td>France</td>
<td>High income</td>
<td>4 (0.3)</td>
<td>4 (0.3)</td>
<td>4 (0.3)</td>
<td>12 (0.3)</td>
</tr>
<tr>
<td>Ukraine</td>
<td>Lower-middle income/emerging market</td>
<td>2 (0.2)</td>
<td>2 (0.1)</td>
<td>2 (0.2)</td>
<td>6 (0.2)</td>
</tr>
<tr>
<td>Israel</td>
<td>High income</td>
<td>2 (0.2)</td>
<td>2 (0.1)</td>
<td>2 (0.2)</td>
<td>6 (0.2)</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>High income</td>
<td>2 (0.2)</td>
<td>2 (0.1)</td>
<td>2 (0.2)</td>
<td>6 (0.2)</td>
</tr>
<tr>
<td>Moldova, Republic of</td>
<td>Lower-middle income</td>
<td>3 (0.3)</td>
<td>2 (0.1)</td>
<td>2 (0.2)</td>
<td>7 (0.2)</td>
</tr>
<tr>
<td>Canada</td>
<td>High income</td>
<td>3 (0.3)</td>
<td>1 (0.1)</td>
<td>1 (0.1)</td>
<td>5 (0.1)</td>
</tr>
<tr>
<td>Sweden</td>
<td>High income</td>
<td>2 (0.2)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>2 (0.1)</td>
</tr>
<tr>
<td>Australia</td>
<td>High income</td>
<td>1 (0.1)</td>
<td>1 (0.1)</td>
<td>1 (0.1)</td>
<td>3 (0.1)</td>
</tr>
<tr>
<td>Taiwan</td>
<td>High incomeb</td>
<td>1 (0.1)</td>
<td>1 (0.1)</td>
<td>1 (0.1)</td>
<td>3 (0.1)</td>
</tr>
<tr>
<td>Romania</td>
<td>Upper-middle income</td>
<td>1 (0.1)</td>
<td>1 (0.1)</td>
<td>1 (0.1)</td>
<td>3 (0.1)</td>
</tr>
<tr>
<td>Korea, Republic of</td>
<td>High income</td>
<td>0 (0.0)</td>
<td>2 (0.1)</td>
<td>0 (0.0)</td>
<td>2 (0.1)</td>
</tr>
</tbody>
</table>

aCountry income classification based on World Bank List of Economies [25]. Country emerging market classification based on the International Monetary Fund’s World Economic Outlook Update [26].

bTaiwan is not listed as a separate country, but it is separately classified by the World Bank as a high-income country [27].
Figure 5. Unique user traffic statistics for eDTCA sites (provided by Go Daddy website analytics tool).
**Discussion**

**Implications**

It is inexpensive and easy to create an illicit online pharmacy marketing presence using eDTCA2.0. Moreover, there appears to be few barriers of entry and continued market presence of illegally marketed no prescription drugs using eDTCA2.0 on Facebook, Twitter, and MySpace.

These results are consistent with previous studies identifying an increasing presence of eDTCA2.0 use by illicit online drug sellers for a variety of medical products [5,6,10-12,28], but expand earlier work by finding consistent cross-platform presence in key social media platforms. This ease of creating a potential pharmaceutical criminal presence on globally accessible social media is highly alarming given its increasing utilization by online users and current lack of effective regulation [29]. Importantly, we believe these results are the first to demonstrate the use of social media platforms and Web tools to inexpensively create illicit eDTCA2.0 marketing and sites that are readily available and accessible to a worldwide audience.

Supporting study findings of ease of accessibility and affordability, social media eDTCA site registration was available at no cost, and illicit eDTCA ads creation and website maintenance were accomplished at a nominal cost for domain registration, website hosting and design tools, and website analytics—all conveniently packaged by the same provider.
Access to social media allowed us to generate user traffic without employing forms of search engine optimization and search engine marketing services, avoiding these additional costs.

Our illicit eDTCA ads and websites generated relatively limited traffic compared with other traditional sources of e-commerce, such as legitimate pharmacy websites. This was likely due to a lack of site optimization and investment in Internet marketing, and our nonfunctional sites—we did not actually illicitly sell drugs online. Further, illustrating the ubiquity of illicit eDTCA2.0 presence, when registering our eDTCA sites, we discovered numerous other illicit online drug sellers utilizing social media platforms that competed directly with our study sites The presence of these more established illicit sites, and their aggressive forms of eDTCA (ie, use of more explicit images/claims), further limited visibility and user traffic to our sites. However, despite these challenges, our illicit eDTCA ads and eDTCA sites were still able to generate traffic from global users.

Beyond safety concerns from consumer purchase of medicines from illicit online drug sellers, global dissemination of our eDTCA ads potentially violates DTCA prohibitions in virtually all countries other than the United States and New Zealand. Hence, global dissemination of eDTCA appears unrestricted and lacks necessary effective regulation and enforcement. Study results indicate our illicit eDTCA ads, which were clearly false and misleading, were accessed by users in diverse countries including high-income and middle-income countries, and other emerging markets.

We also observed user traffic that was highly concentrated in countries known to have illicit online drug sales and counterfeit drug trafficking activity, including China and Russia, and high-income consumption markets of the United States and the United Kingdom, where counterfeit seizures and incidents have been reported [13,16]. As well, the United States had the highest user traffic, which is also consistent with data supporting a high-proportion of US-based Internet and social media users and high prescription drug expenditures [29,30]. For further information on geographical findings, see Multimedia Appendix 1.

Although previous studies have reported findings supporting the negative impact of transborder promotion of traditional forms of DTCA (eg, satellite TV broadcasts and print content) [31-34], our study provides evidence of the globalization of illicit, broad-based digital forms of social media marketing. The results from this study can provide important information to global policymakers about necessary elements for appropriate illicit eDTCA regulation. For example, the use of high-risk keywords and terms in usernames and eDTCA2.0 content makes one direct solution clear: requiring social media service providers to monitor for content associated with illicit online drug selling activity during registration and in content generated by users via their sites, tools, and applications. We note that during the course of the study registration, use, and promotion, we consistently used terms that could easily identify the eDTCA site as being involved in potentially illegal activity (eg, “no prescription” and “no RX”). Social media providers should actively monitor for these keywords and proactively shut down users that are in violation of their general terms of use prohibiting illegal activity.

In addition, social media sites should partner with public health agencies and law enforcement by providing Internet surveillance data on suspect online drug sellers and patient safety events. Social media platforms can also follow recommendations of established organizations, such as the National Association of Boards of Pharmacy (NABP) Verified Internet Pharmacy Practice Sites (VIPPS) accreditation program, which accredits online pharmacies that meet pharmacy compliance and licensure requirements in the United States, provides consumer education on safe online drug purchasing, and is the only accreditation program recommended by the FDA [5,10]. This could also include social media surveillance reporting for possible inclusion on the NABP Not Recommended Sites list that identifies risky online drug sources [10].

Complementing public protection activities, social media sites should not be immune to potential prosecutorial action associated with enabling criminal activity and failing to police obvious false, fraudulent, and illicit marketing that can directly harm patients and consumers. This type of enforcement is consistent with a US $500 million penalty levied by the US Department of Justice against Google regarding allegations of profits from AdWords associated with illegal online drug sales [35]. Large social media companies, such as Facebook, should be legally required to use a portion of their resources for simple public safety enforcement of rules already extant in their policies. In this sense, social media platforms should recognize the goal of promoting public health is consistent with ensuring users are provided a safe online experience.

Limitations

Our study has certain limitations. We note that data collected from commercially available and convenient Internet services could not be externally validated. However, reliance upon IP address sources would reasonably be considered reliable, especially from known service providers, although IP blocking and redirecting software may be utilized by users and could affect results. Also, we were unable to ascertain why our Google+ study site was suspended. Google+ was a relatively new social media platform at the time of this study; hence, other explanations may be responsible for access issues rather than illicit content, particularly in the context of other clearly legal Google+ accounts disabled without reason. We also did not discern website referral patterns or visitor types of our social media sites, and user traffic could encompass human users and forms of Web technologies (eg, Web bots, crawlers, and indexing services). However, even if all the user traffic generated by our eDTCA sites did not consist of human users, the results still demonstrate our content is being accessed, crawled, indexed, and mapped for use on the Internet. Finally, user traffic was not high volume compared with other e-commerce sites; hence, limiting the generalizability of the study results. Yet our limited costs, knowledge, and mild advertising content still generated global visits.
Conclusions

The dynamic nature of the Internet and particularly social media results in tremendous challenges for future policy. As the presence, popularity, and diversity of social media continues to expand, social media use by illicit online drug sellers will continue to grow. In response, there will be a need to expand global law enforcement efforts to keep pace with and anticipate suspect online drug seller activities.

As expansion of illegal marketing of prescription drugs online moves from search engines to social media and combination forms [12], it is apparent that these illegal actors are cognizant and evolving with technology. This study highlights the ease of entry into this illicit market and lack of adequate, effective regulation and enforcement. This is an urgent public health concern because legal efforts are continuing to fall behind criminal actions that are nimble and sophisticated. Continued study of the marketing pathways and associated vulnerabilities of digital platforms, such as social media, will be necessary to keep pace with increasing criminal use of the Internet to illegally sell drugs worldwide. Global governance and cooperation is essential between law enforcement, health care stakeholders, and Internet participating parties to address the exploitation of the online sphere by criminals undermining global health.
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