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Abstract

Background: Stress is commonly experienced by many people and it is a contributing factor to many mental and physical health conditions. However, few efforts have been made to develop and test the effects of interventions for stress.

Objective: The aim of this study was to examine the effects of a Web-based stress-reduction intervention on stress, investigate mindfulness and procrastination as potential mediators of any treatment effects, and test whether the intervention is equally effective for females as males, all ages, and all levels of education.

Methods: We employed a randomized controlled trial in this study. Participants were recruited online via Facebook and randomly assigned to either the stress intervention or a control condition. The Web-based stress intervention was fully automated and consisted of 13 sessions over 1 month. The controls were informed that they would get access to the intervention after the final data collection. Data were collected at baseline and at 1, 2, and 6 months after intervention onset by means of online questionnaires. Outcomes were stress, mindfulness, and procrastination, which were all measured at every measurement occasion.

Results: A total of 259 participants were included and were allocated to either the stress intervention (n=126) or the control condition (n=133). Participants in the intervention and control group were comparable at baseline; however, results revealed that participants in the stress intervention followed a statistically different (ie, cubic) developmental trajectory in stress levels over time compared to the controls. A growth curve analysis showed that participants in the stress intervention (unstandardized beta coefficient $\beta=-3.45, P=.008$) recovered more quickly compared to the control group ($\beta=-0.81, P=.34$) from baseline to 1 month. Although participants in the stress intervention did show increases in stress levels during the study period ($\beta=2.23, P=.008$), long-term stress levels did decrease again toward study end at 6 months ($\beta=-0.28, P=.009$). Stress levels in the control group, however, remained largely unchanged after 1 month ($\beta=0.29, P=.61$) and toward 6 months ($\beta=-0.03, P=.67$). Mediation analyses showed nonlinear (ie, cubic) specific indirect effects of mindfulness and a linear specific indirect effect of procrastination on stress. In simple terms, the intervention increased mindfulness and decreased procrastination, which was related to lower stress levels. Finally, the effect of the stress intervention was independent of participants’ gender, age, or education.

Conclusions: The results from this randomized controlled trial suggest that a Web-based intervention can reduce levels of stress in a normal population and that both mindfulness and procrastination may be important components included in future eHealth interventions for stress.

Trial Registration: International Standard Randomized Controlled Trial Number (ISRCTN): 25619675; http://controlled-trials.com/ISRCTN25619675 (Archived by Website at http://www.webcitation.org/6FxB1gOKY)
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Introduction
Symptoms of stress, such as fatigue, mood changes, and muscle pain, are very common in the general population. More than 90% of the Norwegian population reported having several such symptoms during the past 30 days [1]. According to an international survey, approximately 75% of the general population in developed countries report feeling stressed on a daily basis [2]. Furthermore, the most recent Stress in America survey conducted by the American Psychological Association [3] shows that more than half of the American population report that they recognize when they are feeling stressed; however, less than 1 in 3 report successfully managing their stress levels.

For most people, stress may be perceived as such a minor problem that it does not require any treatment seeking or professional assistance [4]. However, major savings in health care costs can be achieved by reducing stress levels or eliminating some of the subjective health complaints. Although the psychobiological mechanisms remain elusive, stress is a risk factor for a wide range of mental and physical health problems, such as cardiovascular disease [5], diabetes [6], and depression [7]. In fact, of all the health conditions predicted by the World Health Organization as having the greatest disease burden by 2030 [8], many have a common contributing underlying factor of stress as either causing or exacerbating disease. Moreover, as many as 40% to 50% of work-related illnesses are related to stress [9,10]. Consequently, it is important to reduce stress in the general population, but this requires scalable interventions with a potentially high reach.

Systematic reviews demonstrate that face-to-face stress-reduction interventions are effective for reducing stress and various health problems [11-14], but their scalability is limited. On the other hand, eHealth interventions have the scalability potential to reach the general population; however, only a small number of studies have focused on stress reduction. Research has mostly focused on posttraumatic stress [15] or stress as a component in interventions primarily aimed at other health problems, such as diabetes [16] or alcohol use [17].

Web-Based Stress-Reduction Interventions
Most eHealth interventions for stress in the general population have been evaluated in workplace settings and have shown varying results. The earliest studies have documented intervention effects for anxiety and depression [18], stress responses and job satisfaction [19], and beneficial psychophysiological effects on stress [20]. More recent studies have failed to find any effects on stress [21,22], and a few studies that compared Web-based versus therapist-supported stress management interventions demonstrated only short-term and small effects on stress [23,24].

Studies outside of the workplace setting have shown more unequivocal results. Two studies reported improved outcomes for Web-based family or parental stress interventions [25,26], whereas 2 other studies found reduced health distress among participants with various chronic diseases [27,28]. Another study that recruited participants through the Internet and newspaper articles also observed greater improvements in the treatment group [29].

A few studies have also evaluated the impact of stress management as an add-on component to existing eHealth interventions. These studies, however, showed varying results just like Web-based stress-reduction interventions in workplace settings. Christensen et al [30] did not find any additional contribution of stress reduction for depression, whereas Richards et al [31] found only short-term effects of adding stress management for panic disorder. Prochaska and colleagues [32] demonstrated that the add-on of a tailored component to a brief health risk intervention increased the number of participants that were effectively managing their stress.

Mechanisms of Change
One reason why findings on Web-based interventions for stress are inconsistent, may be the “black box” phenomenon, or lack of understanding as to how and why some interventions work or do not work. Therefore, it is important to investigate the role of potential mediators and moderators of treatment effects. In this study, the Web-based stress-reduction intervention made use of 2 central intervention components—mindfulness and procrastination—both of which are associated with stress.

Mindfulness involves being in the present moment and accepting thoughts and feelings as they occur in a nonjudgmental way [33]. A meta-analysis has shown that mindfulness can have a broad range of health benefits [34] and that mindfulness-based stress-reduction interventions are generally effective [12]. It appears that mindfulness mediates the effect of interventions on stress [35] and it is associated with higher levels of self-regulation [36] which can facilitate deliberate actions to regulate behavior [37] and lessen avoidant coping [38,39]. The latter is a form of procrastination that is characterized by a voluntary extension of the temporal sequencing between an intended course of action and goal-directed behavior, despite one’s expectation of being worse off than before the delay [40]. Numerous studies have shown the negative effects of procrastination, including its relationship to stress [41]. According to the procrastination-health model, procrastination creates unnecessary stress and delays the onset of health promoting behaviors [42]. It is a strategy that brings immediate, albeit temporary, relief from unpleasant or distressing events [43], but ultimately the event remains unresolved.

Temporal dimensions are clearly important to mindfulness, procrastination, and stress, although few theories explicitly specify changes that occur over time or time as a cause of changes in any of these constructs. For example, the key characteristic of mindfulness is a temporal orientation at the present moment that requires a temporal and attentional shift to a state of awareness. However, the temporal course of changes in mindfulness has not yet been fully explored. Studies on
More recent studies have investigated temporal changes in procrastination using growth curve approaches, and most suggest that procrastination is characterized by a hyperbolic or quadratic function [45]. It is also reasonable to assume that the development of stress changes over time. Daily hassles or acute experiences of stress (ie, meeting a deadline, car trouble, or negative affect) that typically affect a person within hours on the same day of occurrence, are highly transient and rarely affect a person the next day as major stressful life events [46]. Thus, modeling time as an independent variable is important and allows one to represent change or the dynamic relationships between variables, although it remains elusive as to what kind of developmental trajectories one can expect over the course of time in intervention settings.

Methods

Aims of the Study
This study aimed to test whether treatment was predictive of participants’ initial status and different trajectory changes in stress across time. First, it was hypothesized that participants in the Web-based stress-reduction intervention would exhibit lower stress scores at the end of the treatment compared to the beginning, as measured by log server registrations. Second, it was hypothesized that the intervention would reduce levels of stress across time. First, it was hypothesized that participants in the Web-based stress-reduction intervention would exhibit lower stress scores at the end of the treatment compared to the beginning, as measured by log server registrations. Second, it was hypothesized that the intervention would reduce levels of stress across time. Finally, the effect of the intervention was examined with respect to moderating effects of gender, age, and education on the treatment effect on stress over the study period.

Moderating Effects on Stress
In addition to identifying mechanisms of change over time, one may expect variations in intervention efficacy among participants (eg, not all participants improve). Thus, it is interesting to identify participants who benefit the most or participants for who the intervention shows contraindications. For example, the effects of the Web-based intervention on stress responses and job satisfaction, as mentioned previously, were shown particularly effective among males and younger employees [19]. In terms of stress, demographic differences between participants, such as gender, age, and education, can be expected to have varying intervention effects. The reason is that there are demographic differences in stress and how people manage their stress. In general, women report higher levels of stress compared with men [47]. This can be due to women’s multiple roles [48] or the fact that the roles (eg, caregiving) typically assigned to women are stressful [49]. When it comes to age, people use more problem-focused coping strategies and less avoidance coping strategies as they grow older [50,51]. People also develop the ability to self-regulate emotions when dealing with stress as their age increases [52]. This may explain why researchers have found that adults in their 20s report more perceived stress than those in their 50s [53]. But with education, the picture is less clear. A recent large survey demonstrated that work-related stress is associated with higher education [54], whereas previous studies have shown that lower education is a risk factor for stress [55,56].
Intervention

The LS intervention is a fully automated and Web-based intervention developed for people who feel stressed or experience a lot of negative emotions (for screenshots, see Figure 1). Its objective is to have users learn about stress, build awareness of sources of stress, and prevent or manage prolonged or high levels of stress. LS uses an eclectically approach and includes evidence-based information and exercises that have been documented to be directly or indirectly effective for stress management, such as mindfulness [12] and metacognitive exercises [58]. The LS intervention consists of 13 sessions over a period of 4 weeks. Every Monday, Wednesday, and Friday, users receive an email with a unique hyperlink. By clicking on the hyperlink, users are directed to a sequence of Web pages that are unique for that particular session. Each session is designed to take approximately 10 minutes to complete. It is a prerequisite that the user completes a session successfully before proceeding to the next session. In this way, the user proceeds through a predetermined therapeutic chronology of sessions with restricted degrees of freedom (ie, tunneled design). For a demonstration, see [59].

Each session contains 2 components. The first component is psychoeducational and addresses some stress-related topics (see Table 1). The second section provides users with techniques, exercises, and homework designed to address the particular topic presented in the psychoeducational section. Psychoeducational information is presented by a young male agent, whereas tasks and exercises are presented by a young female, both accompanied by text designed in such a way “as if they were talking”. The role of the personal computer agent equals that of a domain expert that guides the user. In this way, knowledge and information are represented in a form that is presumably similar to that of a human therapist or expert. Text is presented in short sentences and with a limited amount of text per Web page (approximately 80 words). Techniques and exercises often include audio files (eg, guided instructions for mindfulness exercises) and are often given in the form of home assignments (eg, keep postponing worries to a scheduled time of the day). See Table 1 for a more thorough overview of the contents in LS.

Data Collection and Measures

Data were collected at baseline (ie, preintervention), and at 1, 2, and 6 months postintervention by means of Web-based surveys. Participants were given 2 weeks to register their responses at each measurement occasion. A reminder email was sent to all nonresponders after 1 week. Log server registrations were also used to collect data on participants in the LS intervention and extracted at the final data collection at 6 months.

Stress was assessed by the stress subscale of the Depression Anxiety and Stress Scale (DASS-S) [60] at every measurement occasion. The DASS-S is a 7-item measure that assesses the severity of the core symptoms of tension (ie, stress) in the past 7 days developed for use with population samples (eg, “I found it difficult to relax”). In the current study, the Cronbach coefficients were .87, .89, .90, and .89 for baseline, 1, 2, and 6 months, respectively. The DASS-S was the primary outcome for the main analyses.

Stress was also assessed in the LS intervention by means of log server registrations as part of the regular intervention. This scale (constructed by the intervention designers by compiling items from several stress measures) consisted of 20 items, such as “I often feel I have too much to do” and “I often set too high personal goals” measured on a 5-point Likert scale (1 = strongly disagree, 5 = strongly agree). The Cronbach alphas were .92 and .93 in sessions 1 and 13, respectively.

The Mindful Attention Awareness Scale (MAAS) [36] assesses the frequency of being aware of what is occurring in the present moment at each repeated measurement. The MAAS is a 15-item scale that was reduced to 10 items for this study. One item was dropped (“...do jobs or tasks automatically, without being aware...”) because it was very similar in Norwegian language to another item that was retained (“...running on automatic, without much awareness...”). Four other items were dropped because the intervention was not developed to tap into these (ie, breaking things, forgetting a person’s name, mindless snacking, and excessive goal focus). The Cronbach alphas in this study were .90, .91, .93, and .94 for each measurement occasion from baseline throughout 6 months, respectively.

Procrastination was measured by the procrastination subscale of the Melbourne Decision Making Questionnaire (MDMQ-P) [61] at each measurement occasion. The MDMQ-P is a 5-item measure of the tendency to avoid decision making (eg, “When I have to make a decision, I wait a long time before starting to think about it”). Its Cronbach alphas were .92, .92, .93, and .94 for baseline, 1, 2, and 6 months, respectively, in this study.

Statistical Methods

An alpha level of .05 was chosen for all tests and all tests were 2-tailed. To check for baseline differences between groups, t tests were used for scales and chi-square (χ²) tests for categorical data. All χ² tests that were based on a 2 × 2 contingency table applied the Yates’ continuity correction.

Normality was assessed by means of skewness, kurtosis, and inspection of histograms, with plotted normality curves as visual aids, separately for each treatment group. Skewness was ≤1.43 for the LS group and ≤1.04 for the control group. Kurtosis was ≤4.04 and ≤1.77 for the LS and control group, respectively. This indicates moderate skewness and kurtosis; thus, it was decided not to perform any transformations on data in interest of interpretability.

There were no concerns about violation of homogeneity of variance or variance-covariance matrices with F max ratios ≤1.25. Two participants had excessive z scores of ±3.29 (P < .001, 2-tailed test) on stress at 1 month in the imputed datasets 1 through 5; however, both participants were retained in the dataset as the influence of outliers on mean scores was less than 1.11% after trimming the means by 5%. There were no multivariate outliers as tested by the Mahalanobis distance (D) separately for the LS (D ≤ 19.83) and control group (D ≤ 13.72) with P < .001.
There were 113 (43.6%) participants that participated on all measurement occasions; hence, many participants had missing data. Thus, a 2-group multiple imputation (MI) procedure was applied to construct 5 complete datasets for the main analyses (ie, data were imputed separately for the LS and control group) [62]. Auxiliary demographic variables, such as gender, age, education, and intervention adherence, were included in the imputation model to avoid suppressed correlations. Intervention adherence was included in the imputation model for the LS group only. Otherwise, the imputation model was identical for both groups.

Data were longitudinally nested within 2 hierarchical levels, in which time was nested within participants and defined as level 1, whereas participants were defined as level 2. Level 1 variables included the repeated measures of stress, mindfulness, and procrastination, and were measured at baseline and 1, 2, and 6 months. Level 2 variables included demographics and treatment assignment, and were only measured at baseline. All continuous predictors and covariates were centered on the grand mean before modeling.

A series of multilevel models with maximum likelihood estimation were run to analyze the main treatment effect, multiple mediation, and moderation analyses. The overall fit of the models was evaluated by the Akaike information criterion (AIC) and −2 log likelihood (−2LL) on a smaller-is-better basis. Moreover, comparison of nested models was also evaluated formally by a test of differences in −2LL over the difference in degrees of freedom by using an ordinary $\chi^2$ distribution. A significant difference indicates that the model with the lowest −2LL value fits data better. Analyses were run in SPSS version 20; however, SPSS does not provide pooled model fit indexes in mixed models. Therefore, the median model fit indexes of the 5 imputed datasets are reported. Finally, a pseudo-multivariate coefficient of determination ($R^2$) was calculated to account for the variation between participants in the final main, mediation, and moderation models. Analyses were also conducted separately with available case analysis. Both procedures produced similar results; thus, only data for the imputed sets are reported.
<table>
<thead>
<tr>
<th>Session</th>
<th>Description</th>
<th>Psychoeducational content</th>
<th>Techniques and exercises</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Introduction</td>
<td>Information about program, program structure, and a test of stress levels.</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>What is stress?</td>
<td>How modern everyday life can affect our stress levels and explanation of stress as a reaction to real or perceived threats to one’s physical and mental well-being.</td>
<td>Mindfulness breathing exercise to help become grounded in the present moment. Homework: Practice mindfulness breathing.</td>
</tr>
<tr>
<td>3</td>
<td>What makes you stressed?</td>
<td>Problem-focused vs emotion-focused coping for stress management.</td>
<td>Practical tips on taking care of your economy and worry postponement.</td>
</tr>
<tr>
<td>4</td>
<td>Stress and emotions</td>
<td>Debunking the myth of “positive stress.” A bit of stress is not dangerous, but all stress is essentially negative and interlinked with negative emotions.</td>
<td>Mindfulness breathing exercise to help become grounded in the present moment. Homework: practice worry postponement.</td>
</tr>
<tr>
<td>5</td>
<td>Physical activity, stress, and mood</td>
<td>Physical activity has an immediate impact on mood and acts as a buffer against stress. Learning detached mindfulness as a way of relating to negative thoughts and feelings.</td>
<td>Engage in physical activity. Practice detached mindfulness by means of the “Clouds in the sky” exercise.</td>
</tr>
<tr>
<td>6</td>
<td>Causes of stress</td>
<td>The difference of big stressors (eg, wedding, pregnancy, a new job) and everyday stressors or concerns (eg, noisy neighbors, parking ticket, a dreaded phone call). Identifying everyday stressors and finding ways to deal with these.</td>
<td>Strategies for dealing with everyday stressors: (1) avoidance—avoid situations that cause you stress or negative emotions; (2) change—if avoidance fails, adjust the situation such that the cause of stress dissipates; and (3) reattribute—if changing fails, think of the positives that come out of the stressful situation.</td>
</tr>
<tr>
<td>7</td>
<td>Procrastination</td>
<td>Procrastination as a source of stress if delaying all things that are difficult or unpleasant, and how these things can grow into big stressors.</td>
<td>Detached mindfulness: “Tiger task” exercise for relating to difficult or unpleasant situations, thoughts, or feelings.</td>
</tr>
<tr>
<td>8</td>
<td>Why do we procrastinate?</td>
<td>Reasons why we procrastinate (1) lack of commitment, (2) lack of motivation if goals are distant, and (3) anxiousness. Identifying personal reasons for procrastination.</td>
<td>Mindfulness: “Gong gong” exercise to help become grounded in the present moment and relaxing by focusing on an external sound.</td>
</tr>
<tr>
<td>9</td>
<td>Optimism</td>
<td>Optimism leads to less stress, but too much optimism (ie, being overoptimistic) can cause more stress. Beware of situations that require predicting how much time things take and how much things cost; we almost always underestimate.</td>
<td>Passenger train metaphor - alternative to the “Clouds in the sky” exercise. Negative (and positive) thoughts come and go, just stand by and watch your thoughts pass by.</td>
</tr>
<tr>
<td>10</td>
<td>Work-related stress</td>
<td>Explains the “demand, control, and support” model of work-related stress.</td>
<td>Find a balance between demands, control, and support at work. Mindfulness: “Body scan” exercise to increase bodily awareness of how one is doing and become more present in the moment (ie, progressive muscle relaxation).</td>
</tr>
<tr>
<td>11</td>
<td>Time management</td>
<td>Everybody has the same amount of time, but some are better at doing 1 thing at a time.</td>
<td>(1) Make 3 lists of activities you have to, ought to, and can do; (2) prioritize and organize each of your lists; and (3) Start with the “have to” list and fill in with items from the “ought to” list. Still time to spare? Fill in with items from the “can do” list without being overoptimistic.</td>
</tr>
<tr>
<td>12</td>
<td>Goal management</td>
<td>Reassess your personal goals and get rid of unrealistically high goals (eg, weight loss, career ambitions, personal appearance) that cause a constant feeling of guilt or stress.</td>
<td>Mindfulness: “Body scan” exercise to increase bodily awareness of how one is doing and become more present in the moment (ie, progressive muscle relaxation).</td>
</tr>
<tr>
<td>13</td>
<td>Conclusions and summary</td>
<td>Test of your stress level.</td>
<td></td>
</tr>
</tbody>
</table>
Results

Subject Characteristics

The flow of participants is depicted in Figure 2. A total of 259 people were eligible for participation and randomized to either the LS intervention or control group. A total of 34 (27.0%) participants in the intervention group discontinued study participation or intervention. Most did not give any reasons for discontinuation, but a few people mentioned reasons such as mail delivery failure (n=2), lack of time (n=2), pregnancy (n=1), too extensive to participate (n=1), and too much to do at work (n=1). Only 3 people provided reasons as to why they discontinued the LS intervention, ie, lack of time (n=2) and too...
extensive (n=1). Cumulative losses (ie, loss to follow-up on at least 1 previous follow-up) are shown in curly brackets in Figure 2. Note that participants who discontinued the LS intervention were approached for data collection, although 26 (76.5%) of the 34 intervention dropouts were also lost to follow-up.

There were no significant differences between participants in the LS and control group at baseline (Table 2). However, there were more women (76.0% vs 24.0% males, \( P < .01 \)) and participants with \( \leq 1 \text{-} 3 \text{ years of college or university education} \) (59.1% vs 40.9% \( \geq 4 \text{-} 5 \text{ years of college or university education}, P < .01 \)) in the total sample. Most were not acquainted with the recruiter (80.3% vs 19.7% acquainted, \( P < .01 \)) indicating that viral recruitment through Facebook was successful in reaching participants beyond the researcher’s first-degree contacts.
Table 2. Baseline sample characteristics by group, Less Stress (LS) intervention and control.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>LS (n=126)</th>
<th>Control (n=133)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%) a</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>31 (24.6)</td>
<td>30 (22.6)</td>
</tr>
<tr>
<td>Women</td>
<td>95 (75.4)</td>
<td>98 (73.7)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤1-3 years in college or university</td>
<td>77 (61.1)</td>
<td>76 (57.1)</td>
</tr>
<tr>
<td>≥4-5 years in college or university</td>
<td>49 (38.9)</td>
<td>57 (42.9)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>33.2 (9.6)</td>
<td>33.2 (9.9)</td>
</tr>
<tr>
<td><strong>Acquainted, n (%) a</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>97 (78.2)</td>
<td>107 (80.5)</td>
</tr>
<tr>
<td>Yes</td>
<td>27 (21.4)</td>
<td>24 (18.0)</td>
</tr>
<tr>
<td><strong>Psychological variables, mean (SD) b</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stress</td>
<td>6.9 (4.7)</td>
<td>7.5 (4.7)</td>
</tr>
<tr>
<td>Mindfulness</td>
<td>34.1 (8.2)</td>
<td>34.1 (9.0)</td>
</tr>
<tr>
<td>Procrastination</td>
<td>18.3 (7.6)</td>
<td>17.1 (8.1)</td>
</tr>
</tbody>
</table>

aNumbers and percentages adjusted for missing values.
bHigher scores indicate higher levels of stress, mindfulness, and more procrastinating behaviors.

### Attrition and Missing Data

The number of respondents to the follow-up surveys in the total sample were 152 (58.7%), 140 (54.1%), and 133 (51.4%) for 1, 2, and 6 months, respectively. The number of respondents within the LS group was 62 (49.2%), 58 (46.0%), and 53 (42.1%) across the 3 follow-up measurements, and 90 (67.7%), 82 (61.7%), and 80 (60.2%) in the control group. Between-group differences in dropout rates at 1-month ($\chi^2 = 8.4, P = .004$), 2-month ($\chi^2 = 5.7, P = .017$), and 6-month ($\chi^2 = 7.8, P = .005$) follow-up, were significant. Hence, selective attrition is a potential problem regarding the interpretation of levels of stress over the study period. Further, it turned out that the proportion of missing data in the total sample ranged from 0% to 3.5% at baseline and from 42.9% to 52.1% at follow-up (ie, missing data due to item or wave nonresponse). Despite this, Little’s overall test of randomness indicated that the distribution of missing data was not predictable for the LS group ($\chi^2_{145} = 172.2, P = .06$) and that data for the control group also could be classified as missing completely at random ($\chi^2_{154} = 158.3, P = .39$).

Due to these potential problems, the effects of selective attrition on means, variances, and relationships among variables used in subsequent longitudinal analyses of treatment effects were assessed, following the procedure described by Goodman and Blum [63]. Because there was little attrition in the study from 1 to 6 months, selective attrition was assessed on the basis of study dropout from baseline to 1 month. The results showed no mean differences between study dropouts and stayers at baseline ($-0.59 \leq t \leq 0.63, \text{all } P \text{ values } \geq 0.53$). There were also no significant differences in variances using the normal approximation to chi-square [64] in the total sample to those who stayed ($-1.91 < z < 0.36, \text{all } P \text{ values } > 0.06$). In other words, selective attrition did not affect the means or variances. However, testing the relationship among variables with multiple regression analyses on stress in the total sample and stayers separately found gender to be a significant predictor of stress at baseline for the total sample (unstandardized beta coefficient $[B] = 1.40, P = .01$), but not among stayers ($B = 0.63, P = .44$). An independent samples $t$ test revealed that males (mean 5.4, SD 3.7) had lower stress scores than females at baseline (mean 7.7, SD 4.8; $t_{130} = -3.96, P < .001$). Despite that substantial study dropout led to selective attrition, only the relationship between gender and stress was affected. Thus, we can be confident that, other than gender, participant attrition will not affect the results in this study.

### Intervention Use, Acceptance, and Effect

A total of 126 subjects were registered for the LS intervention, of which 92 (73.0%) engaged with LS (ie, initiated use) and 47 (38.5%) completed all 13 sessions. On average, participants completed 6.82 (SD 5.70) sessions and spent 1 hour and 6 minutes (SD 46) on LS. Time spent on LS was below estimated time needed for optimal adherence per session (13 sessions × 10 minutes per session=2 hours and 10 minutes) as tested by a 1-sample $t$ test ($t_{91} = -13.27, P < .001$).

Of the 49 (38.9%) participants that reported data on intervention acceptance at 1 month, LS seemed well received among most. Of these, 41 (83.7%) reported that they believed LS to be “useful to me” whereas 8 (16.3%) participants either disagreed or were indifferent with LS being “useful to me.” Thirty-five (71.4%) participants would recommend LS to others, 10 (20.4%) would neither recommend LS to others or not, whereas 4 (8.2%) users...
reported that they would not recommend LS to others. Moreover, 46 (89.7%) participants agreed that LS was “easy to use.”

The first hypothesis was that participants in the LS intervention would have lower stress scores at session 13 compared to session 1, as measured by log server registrations. A paired-samples t test showed that participants in the LS group had significantly reduced their stress level from session 1 (mean 65.74, SD 13.71) to session 13 (mean 51.91, SD 13.12; t_{46}=7.54, P<.001) as measured by the test of stress levels in the intervention. This equals a large effect size (Cohen’s d=1.10).

Main Effects Analysis

Tables 3 and 4 present the uncentered correlations among study variables from level 1 (ie, repeated measures) and level 2 (ie, participants), respectively. Separate correlation tables for level 1 and level 2 variables were included to avoid aggregation or disaggregation of data. As can be seen in Table 3, all measures of stress, mindfulness, and procrastination correlated significantly at each measurement occasions (all P values ≤.002).

Stress correlated negatively with mindfulness and positively with procrastination, and mindfulness correlated negatively with procrastination, as expected.

The main hypothesis concerned the comparison of trajectories in stress levels in the LS group and the control group. It was expected that participants in the LS group would reduce levels of stress over a period of 6 months compared to the control group, which would remain at approximately the same stress level throughout. The main effects from the multilevel regression analysis of stress levels are presented in Tables 5 and 6. Model 1 with the repeated measures only indicates that average levels of stress vary significantly across participants and over time. The intraclass correlation coefficient (ICC) was 0.34. This means that 34% of the variation in stress levels is attributable to interindividual differences. In other words, stress varies (naturally) over time for most participants; however, substantial proportions of the variation in stress levels can be attributed to differences between participants over time.

Table 3. Correlations among level 1 variables.

<table>
<thead>
<tr>
<th>Measure</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Stress baseline</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Stress 1 month</td>
<td>.32</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Stress 2 months</td>
<td>.35</td>
<td>.35</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Stress 6 months</td>
<td>.40</td>
<td>.39</td>
<td>.37</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Mindfulness baseline</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Mindfulness 1 month</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Mindfulness 2 months</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Mindfulness 6 months</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>9. Procrastination baseline</td>
<td>.47</td>
<td>.21</td>
<td>.23</td>
<td>.22</td>
<td>.22</td>
<td>.22</td>
<td>.22</td>
<td>.22</td>
<td>.22</td>
<td>.22</td>
<td>.22</td>
<td>.22</td>
</tr>
<tr>
<td>10. Procrastination 1 month</td>
<td>.26</td>
<td>.35</td>
<td>.30</td>
<td>.25</td>
<td>.25</td>
<td>.25</td>
<td>.25</td>
<td>.25</td>
<td>.25</td>
<td>.25</td>
<td>.25</td>
<td>.25</td>
</tr>
<tr>
<td>11. Procrastination 2 months</td>
<td>.29</td>
<td>.35</td>
<td>.36</td>
<td>.33</td>
<td>.33</td>
<td>.33</td>
<td>.33</td>
<td>.33</td>
<td>.33</td>
<td>.33</td>
<td>.33</td>
<td>.33</td>
</tr>
<tr>
<td>12. Procrastination 6 months</td>
<td>.24</td>
<td>.35</td>
<td>.24</td>
<td>.39</td>
<td>.25</td>
<td>.25</td>
<td>.25</td>
<td>.25</td>
<td>.25</td>
<td>.25</td>
<td>.25</td>
<td>.25</td>
</tr>
</tbody>
</table>

Table 4. Correlations among level 2 variables.

<table>
<thead>
<tr>
<th>Measure</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Treatment(^d)</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Gender(^b)</td>
<td>—.01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Age</td>
<td>—.06(^c)</td>
<td>—.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Education(^d)</td>
<td>—.04</td>
<td>.11(^c)</td>
<td>.07(^c)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Treatment: 0 = controls, 1 = LS group.

\(^b\)Gender: 0 = male, 1 = female.

\(^c\)P<.05.

\(^d\)Education: 0 = ≤1-3 years of college/university, 1 = ≥4-5 years of college/university.
A series of multilevel models with a linear, quadratic, and cubic growth parameter were estimated separately to distinguish the natural or normative development of stress over measurement occasions from the treatment effect (ie, models 2-4 in Table 5). The negative estimate of linear growth in model 2 does indicate that, on average, participants experienced reductions in stress levels over time. A test of differences in model fit between model 2 and model 1 yielded a significant result ($\Delta \chi^2 = 20.3$, $P < 0.001$). A quadratic function of time was added in model 3 to capture any acceleration or deceleration in the rate of change that might occur over the repeated measurements. Results show that participants’ reductions in stress levels tended to accelerate slightly over time. Model 3 showed an improvement in model fit from model 2 at the 10% level ($\Delta \chi^2 = 3.5$, $P = 0.06$). A quadratic function of time was added in model 3 to capture any acceleration or deceleration in the rate of change that might occur over the repeated measurements. Results show that participants’ reductions in stress levels tended to accelerate slightly over time. Model 3 showed an improvement in model fit from model 2 at the 10% level ($\Delta \chi^2 = 3.5$, $P = 0.06$). A quadratic function of time was added in model 3 to capture any acceleration or deceleration in the rate of change that might occur over the repeated measurements. Results show that participants’ reductions in stress levels tended to accelerate slightly over time. Model 3 showed an improvement in model fit from model 2 at the 10% level ($\Delta \chi^2 = 3.5$, $P = 0.06$). A quadratic function of time was added in model 3 to capture any acceleration or deceleration in the rate of change that might occur over the repeated measurements. Results show that participants’ reductions in stress levels tended to accelerate slightly over time. Model 3 showed an improvement in model fit from model 2 at the 10% level ($\Delta \chi^2 = 3.5$, $P = 0.06$). A quadratic function of time was added in model 3 to capture any acceleration or deceleration in the rate of change that might occur over the repeated measurements. Results show that participants’ reductions in stress levels tended to accelerate slightly over time. Model 3 showed an improvement in model fit from model 2 at the 10% level ($\Delta \chi^2 = 3.5$, $P = 0.06$). A quadratic function of time was added in model 3 to capture any acceleration or deceleration in the rate of change that might occur over the repeated measurements. Results show that participants’ reductions in stress levels tended to accelerate slightly over time. Model 3 showed an improvement in model fit from model 2 at the 10% level ($\Delta \chi^2 = 3.5$, $P = 0.06$).

Model 5 with treatment as level 2 predictor shows that, after controlling for the natural development of stress over time, participants in the LS group had significantly lower stress levels as compared to the control group (see Table 6). A formal test of differences comparing models 5 and 4, demonstrated that model 5 fits data better than model 4 ($\Delta \chi^2 = 9.4$, $P = 0.002$). However, a test of differences in slopes or developmental trajectories between groups was first examined in model 6 that included cross-level interactions between treatment and normative growth over time. The results show that there was a significant interaction effect between treatment and the linear, quadratic, and cubic growth parameters which suggests that, on average, participants experienced reductions in their stress levels, but that participants in the LS group experienced a different developmental trajectory over and above the natural variation in stress over time (model 6 vs model 5: $\Delta \chi^2 = 8.0$, $P = 0.046$).

### Table 5. Results of functions of time on stress levels over six months.

<table>
<thead>
<tr>
<th>Model</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Est</td>
<td>SE</td>
<td>Est</td>
<td>SE</td>
</tr>
<tr>
<td>Treatment effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>6.31(^d)</td>
<td>0.19</td>
<td>6.70(^d)</td>
<td>0.22</td>
</tr>
<tr>
<td>Linear(^a)</td>
<td>-0.18(^d)</td>
<td>0.05</td>
<td>-0.60(^d)</td>
<td>0.22</td>
</tr>
<tr>
<td>Quadratic(^b)</td>
<td>0.07(^d)</td>
<td>0.03</td>
<td>1.37(^d)</td>
<td>0.43</td>
</tr>
<tr>
<td>Cubic(^c)</td>
<td></td>
<td></td>
<td>-0.17(^d)</td>
<td>0.05</td>
</tr>
<tr>
<td>Random effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma^2$ within participants</td>
<td>10.89(^d)</td>
<td>0.60</td>
<td>10.75(^d)</td>
<td>0.61</td>
</tr>
<tr>
<td>$\sigma^2$ between participants</td>
<td>5.68(^d)</td>
<td>0.79</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept, slope</td>
<td>6.46(^d)</td>
<td>1.08</td>
<td>6.92(^d)</td>
<td>1.09</td>
</tr>
<tr>
<td>Intercept, slope</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>Model fit indexes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AIC</td>
<td>5708.19</td>
<td>5693.92</td>
<td>5692.41</td>
<td>5686.56</td>
</tr>
<tr>
<td>$-2LL (\chi^2)$</td>
<td>5702.19</td>
<td>5681.92</td>
<td>5678.41</td>
<td>5670.56</td>
</tr>
<tr>
<td>$R^2$ (level 1)</td>
<td>0.01</td>
<td>0.02</td>
<td>0.04</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Linear: 0 = baseline, 1 = 1 month, 2 = 2 months, 6 = 6 months.

\(^b\)Quadratic: 0 = baseline, 1 = 1 month, 4 = 2 months, 36 = 6 months.

\(^c\)Cubic: 0 = baseline, 1 = 1 month, 8 = 2 months, 216 = 6 months.

\(^d\)P < 0.05.
Table 6. Results of treatment effects on stress levels over six months.

<table>
<thead>
<tr>
<th>Model</th>
<th>Treatment effects</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Est</td>
<td>SE</td>
</tr>
<tr>
<td>Fixed effects</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td></td>
<td>7.74e</td>
<td>0.31</td>
</tr>
<tr>
<td>Linear</td>
<td>a</td>
<td>−2.49e</td>
<td>0.66</td>
</tr>
<tr>
<td>Quadratic</td>
<td>b</td>
<td>1.37e</td>
<td>0.43</td>
</tr>
<tr>
<td>Cubic</td>
<td>c</td>
<td>−0.17e</td>
<td>0.05</td>
</tr>
<tr>
<td>Predictors</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>d</td>
<td>−1.10e</td>
<td>0.35</td>
</tr>
<tr>
<td>Treatment × linear</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment × quadratic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment × cubic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Random effects</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \sigma^2 ) within participants</td>
<td></td>
<td>10.48e</td>
<td>0.59</td>
</tr>
<tr>
<td>( \sigma^2 ) between participants</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td></td>
<td>6.83e</td>
<td>1.07</td>
</tr>
<tr>
<td>Intercept, slope</td>
<td></td>
<td></td>
<td>−0.32e</td>
</tr>
<tr>
<td>Slope</td>
<td></td>
<td>0.02</td>
<td>0.00</td>
</tr>
<tr>
<td>Model fit indexes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AIC</td>
<td></td>
<td>5679.12</td>
<td></td>
</tr>
<tr>
<td>(-2LL(\chi^2))</td>
<td></td>
<td>5661.12</td>
<td></td>
</tr>
<tr>
<td>(R^2) (level 1)</td>
<td></td>
<td>0.04</td>
<td></td>
</tr>
</tbody>
</table>


*aLinear: 0 = baseline, 1 = 1 month, 2 = 2 months, 6 = 6 months.
*Quadratic: 0 = baseline, 1 = 1 month, 4 = 2 months, 36 = 6 months.
*Cubic: 0 = baseline, 1 = 1 month, 8 = 2 months, 216 = 6 months.
*dTreatment: 0 = control group, 1 = LS group.
*eP < .05.

To demonstrate the effect of treatment on initial status and the rate of change over time, Singer and Willett [65] proposed creating prototypical plots. Prototypical plots can be obtained by substituting the values of the treatment variable and time (ie, linear, quadratic, and cubic) variables in the final estimated model (ie, model 6):  

\[
Y_{it} = 7.40 - 0.81\text{(Time)} + 0.29\text{(Time}^2\text{)} - 0.03\text{(Time}^3\text{)} - 0.40\text{(Treatment)} + 0.23\text{(Time}^2\text{) \times \text{Treatment)} + 0.28\text{(Time}^3\text{) \times \text{Treatment} \text{)}, where } Y_{it} \text{ is the repeated measure of stress for person } i \text{ at time } t. \text{ The trajectories in Figure 3 demonstrate that the LS group experienced a more immediate and rapid reduction in stress levels as compared to the control group. Although stress levels increased from 1 to 2 months, stress levels returned to the 1-month level by 6 months. In comparison, the control group followed a more modest, steady, and nonsignificant linear decline in stress levels (ie, normative development). Finally, 3 types of covariance structures relevant and common in studies with repeated measurements were tested. The purpose was to examine how errors were distributed and whether the properties imposed on the covariance structure fit well to the data. The unstructured covariance structure fit the data best as determined by having the lowest information criterion (AIC = 5663.27; compound symmetry AIC = 5678.61 and first-order autoregressive AIC = 5735.48). The assumption of the unstructured error covariance is that all parameters are estimated and allowed to vary freely. In other words, it is the least restrictive covariance structure. Estimates remained largely unchanged with an unstructured covariance structure and are thus not reported.
Multiple Mediation Analysis

The third hypothesis was that changes in stress levels over time attributed to the LS intervention could be accounted for by changes in mindfulness and procrastination over time. The model-building approach suggested by Bliese and Ployhart [66] was used and a product-of-coefficients strategy was employed to test for multiple mediation effects of treatment on stress via mindfulness and procrastination [67-69]. In other words, the unstandardized beta coefficients for each mediator were multiplied to represent the different indirect effects. Furthermore, the Monte Carlo Method for Assessing Mediation (MCMAM), as described by MacKinnon et al [70], was applied to generate 95% confidence intervals for indirect effects with 20,000 bootstraps [71]. The MCMAM performs reasonably well and can be implemented on the pooled estimates of multiply imputed datasets.

The total effect of treatment on stress was demonstrated previously in model 6 in Table 6 and found to be significant. So, the first step in the mediation analysis was to estimate an unconditional model (ie, model 7a) to test for variation between participants in mindfulness as a mediator over time (see Table 7). The ICC was 0.44, which indicated that average levels of mindfulness vary significantly across participants and over time; hence, a multilevel mediation analysis would be adequate. The next step was to determine the effect of treatment on mindfulness and the fixed functions for time, controlling for procrastination (ie, the second mediator), in a sequence of steps similar to models 2-5 in Tables 5 and 6, although only the final model is reported. Model 7b in Table 7 shows that there was a significant interaction effect between treatment and the linear, quadratic, and cubic growth parameters. This suggests that, on average, participants in the LS group experienced a different developmental trajectory over and above the natural variation in mindfulness over time, after controlling for procrastination.

The effect of treatment on procrastination was tested similarly. The ICC in the unconditional model 8a was 0.51 and suggested that average levels of procrastination vary significantly across participants and over time. Then the effect of treatment on procrastination and the fixed functions for time, controlling for mindfulness was determined. The final model providing the best-fit indexes suggested that treatment had a quadratic effect on procrastination. On average, participants in the LS group did experience a significant decrease in procrastination, although levels of procrastination seemed to increase slightly over time.

Finally, model 9 examined whether the direct effect of treatment on stress was reduced. The results show that mindfulness and procrastination as a set do mediate the effect of treatment on stress levels (see Figure 4). A comparison of the final 2-mediator model (ie, model 9) indicates that this model fit data better than model 6 of the treatment effect ($\Delta\chi^2 = 279.1, P < .001$). However, in contrast to model 6 of the treatment effect, an examination of the distribution of errors showed that the best fitting covariance structure was that of compound symmetry ($AIC = 5399.26$; unstructured $AIC = 5403.44$ and first-order autoregressive $AIC = 5434.60$). The assumption of compound symmetry suggests that variances and covariances across the repeated measures were equal.

In simplified terms, the directions of the paths in Table 7 can be interpreted such that the LS intervention leads to greater mindfulness and, in turn, leads to lower stress over time. It also appears that the LS intervention leads to less procrastination, which appears to lead to slightly higher stress over time. An examination of the specific indirect effects in Table 8 indicates that all the specific indirect effects of mindfulness are significant; however, it appears that only the linear specific indirect effect of procrastination is significant. The 95% confidence interval for the quadratic specific indirect effect of procrastination ranged from 0.00 to 0.04 and does not seem to contribute to the indirect effect.

Figure 3. Fitted developmental trajectories for the control and LS group, respectively.
Multiple Moderation Analysis

The final hypothesis was concerned with examining any moderating effects of gender, age, and education on the treatment effect of the LS intervention on stress scores over time. A reference model of the normative growth and treatment effect was modeled previously (see model 6 in Table 6). Consequently, the first step in the multiple moderation analysis was to model the main effects of gender, age, and education conditional on the normative growth and treatment effects (see model 9 in Table 9). The results show that gender and age had a significant contribution above and beyond normative development and treatment effect on stress. Female participants had higher stress levels than males, whereas stress levels decreased slightly with age. There were, however, no main effects of education. A comparison of model 9 with the addition of the moderators to model 6 of the treatment effects (see Table 6), demonstrated that model 9 performed better ($\Delta \chi^2 = 17.7, P<.001$).

The next step was to model the interaction effects between treatment and gender, age, and education, respectively (see model 10 in Table 9). All 3 interaction terms were added simultaneously to adjust for multiple statistical tests and to estimate conditional interaction effects. Results show no interaction effects between treatment and the moderators and no overall improvement in model fit over model 9 ($\Delta \chi^2 = 6.4, P=.09$). Finally, a model with interactions between linear growth and all other variables were included to determine whether development was consistent across levels of the other variables (ie, determine time-specific interaction effects; see model 11). Three-way interactions were also included between linear development and other 2-way interactions to test for parallel slopes. Again, there was a significant effect of gender and age on stress over and above the treatment effect, and education also had a significant main effect on stress this time (ie, higher education was related to lower stress). However, although model 11 had improved model fit indexes compared to model 10 ($\Delta \chi^2 = 24.7, P<.001$), none of the interactions contributed substantially to the model.

In conclusion, model 9 appears to be the most parsimonious model in which the unstructured covariance structure fit the data best (AIC = 5609.71; compound symmetry AIC = 5678.61 and first-order autoregressive AIC = 5735.48). Estimates remained largely unchanged with an unstructured covariance structure and are not reported.

Figure 4. The estimated dynamic multiple mediation model with unstandardized beta coefficients.
### Table 7. The effects of treatment and mindfulness and procrastination on stress levels over time.

<table>
<thead>
<tr>
<th>Model (dependent variable)</th>
<th>7a (mindfulness)</th>
<th>7b (mindfulness)</th>
<th>8a (procrastination)</th>
<th>8b (procrastination)</th>
<th>Model 9 (stress)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment effects</td>
<td>Est</td>
<td>SE</td>
<td>Est</td>
<td>SE</td>
<td>Est</td>
</tr>
<tr>
<td>Intercept</td>
<td>36.04&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.37</td>
<td>34.90&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.60</td>
<td>16.81&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>Linear&lt;sup&gt;b&lt;/sup&gt;</td>
<td>–2.57</td>
<td>1.41</td>
<td>–0.02</td>
<td>–0.10</td>
<td>0.92</td>
</tr>
<tr>
<td>Quadratic&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1.97&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.93</td>
<td>0.16</td>
<td>0.60</td>
<td>0.63</td>
</tr>
<tr>
<td>Cubic&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.73&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.16</td>
<td>–0.03</td>
<td>–0.08</td>
<td>0.12</td>
</tr>
<tr>
<td>Treatment&lt;sup&gt;d&lt;/sup&gt;</td>
<td>–0.10</td>
<td>0.85</td>
<td>1.48&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.74</td>
<td>–0.79</td>
</tr>
<tr>
<td>Treatment × linear</td>
<td>9.02&lt;sup&gt;e&lt;/sup&gt;</td>
<td>1.95</td>
<td>–1.85&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.54</td>
<td>–0.59</td>
</tr>
<tr>
<td>Treatment × quadratic</td>
<td>–5.87&lt;sup&gt;e&lt;/sup&gt;</td>
<td>1.28</td>
<td>0.19&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.08</td>
<td>0.66</td>
</tr>
<tr>
<td>Treatment × cubic</td>
<td>0.73&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.16</td>
<td>–0.09</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td>Mindfulness</td>
<td>–0.53&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.04</td>
<td>–0.35&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.02</td>
<td>–0.21&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>Procrastination</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Random effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma^2$ within participants</td>
<td>33.77&lt;sup&gt;e&lt;/sup&gt;</td>
<td>1.81</td>
<td>25.39&lt;sup&gt;e&lt;/sup&gt;</td>
<td>1.74</td>
<td>21.09&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>$\sigma^2$ between participants</td>
<td>26.44&lt;sup&gt;e&lt;/sup&gt;</td>
<td>3.18</td>
<td>21.79&lt;sup&gt;e&lt;/sup&gt;</td>
<td>2.46</td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>20.71&lt;sup&gt;e&lt;/sup&gt;</td>
<td>3.26</td>
<td>18.03&lt;sup&gt;e&lt;/sup&gt;</td>
<td>2.54</td>
<td>3.00&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>Intercept, slope</td>
<td>–1.54&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.57</td>
<td>–1.20&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.41</td>
<td>–0.08</td>
</tr>
<tr>
<td>Slope</td>
<td>0.30</td>
<td>0.17</td>
<td>0.16</td>
<td>0.12</td>
<td>0.00</td>
</tr>
<tr>
<td>Model fit indexes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AIC</td>
<td>6959.34</td>
<td>6687.13</td>
<td>6528.11</td>
<td>6284.20</td>
<td>5402.07</td>
</tr>
<tr>
<td>–2LL ($\chi^2$)</td>
<td>6953.34</td>
<td>6661.13</td>
<td>6522.11</td>
<td>6260.20</td>
<td>5374.07</td>
</tr>
<tr>
<td>$R^2$ (level 1)</td>
<td>0.25</td>
<td>0.21</td>
<td>0.21</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Linear: 0 = baseline, 1 = 1 month, 2 = 2 months, 6 = 6 months.
<sup>b</sup>Quadratic: 0 = baseline, 1 = 1 month, 4 = 2 months, 36 = 6 months.
<sup>c</sup>Cubic: 0 = baseline, 1 = 1 month, 8 = 2 months, 216 = 6 months.
<sup>d</sup>Treatment: 0 = control group, 1 = LS group.
<sup>e</sup>p<.05.

### Table 8. Specific indirect effects of mindfulness and procrastination on the effect of treatment on stress over time.

<table>
<thead>
<tr>
<th>Specific indirect effects</th>
<th>Est</th>
<th>95% CI Low</th>
<th>95% CI High</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mindfulness</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Linear</td>
<td>–1.89</td>
<td>–2.83</td>
<td>–1.06</td>
</tr>
<tr>
<td>Quadratic</td>
<td>1.23</td>
<td>0.68</td>
<td>1.84</td>
</tr>
<tr>
<td>Cubic</td>
<td>–0.15</td>
<td>–0.23</td>
<td>–0.08</td>
</tr>
<tr>
<td><strong>Procrastination</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Linear</td>
<td>–0.20</td>
<td>–0.35</td>
<td>–0.08</td>
</tr>
<tr>
<td>Quadratic</td>
<td>0.02</td>
<td>0.00</td>
<td>0.04</td>
</tr>
</tbody>
</table>
Table 9. Results of multilevel analysis: multiple moderation.

<table>
<thead>
<tr>
<th>Model</th>
<th>9</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Est</td>
<td>SE</td>
<td>Est</td>
</tr>
<tr>
<td><strong>Fixed effects</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>6.80$^g$</td>
<td>0.49</td>
<td>6.59$^g$</td>
</tr>
<tr>
<td>Linear$^a$</td>
<td>-0.81</td>
<td>0.85</td>
<td>-0.81</td>
</tr>
<tr>
<td>Quadratic$^b$</td>
<td>0.29</td>
<td>0.55</td>
<td>0.29</td>
</tr>
<tr>
<td>Cubic$^c$</td>
<td>-0.03</td>
<td>0.07</td>
<td>-0.03</td>
</tr>
<tr>
<td><strong>Predictors</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment$^d$</td>
<td>-0.45</td>
<td>0.51</td>
<td>-0.09</td>
</tr>
<tr>
<td>Treatment×linear</td>
<td>-3.45$^g$</td>
<td>1.28</td>
<td>-3.45$^g$</td>
</tr>
<tr>
<td>Treatment×quadratic</td>
<td>2.23$^g$</td>
<td>0.84</td>
<td>2.23$^g$</td>
</tr>
<tr>
<td>Treatment×cubic</td>
<td>-0.28$^g$</td>
<td>0.11</td>
<td>-0.28$^g$</td>
</tr>
<tr>
<td>Gender$^e$</td>
<td>1.07$^g$</td>
<td>0.42</td>
<td>1.37$^g$</td>
</tr>
<tr>
<td>Age</td>
<td>-0.04$^g$</td>
<td>0.02</td>
<td>-0.08$^g$</td>
</tr>
<tr>
<td>Education$^f$</td>
<td>-0.47</td>
<td>0.35</td>
<td>-0.47</td>
</tr>
<tr>
<td>Treatment×gender</td>
<td>-0.48</td>
<td>0.81</td>
<td>-0.23</td>
</tr>
<tr>
<td>Treatment×age</td>
<td>0.07</td>
<td>0.04</td>
<td>0.05</td>
</tr>
<tr>
<td>Treatment×education</td>
<td>0.02</td>
<td>0.72</td>
<td>0.68</td>
</tr>
<tr>
<td>Linear×gender</td>
<td>-0.16</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td>Linear×age</td>
<td>0.00</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Linear×education</td>
<td>0.34</td>
<td>0.14</td>
<td></td>
</tr>
<tr>
<td>Linear×treatment×gender</td>
<td>-0.09</td>
<td>0.22</td>
<td></td>
</tr>
<tr>
<td>Linear×treatment×age</td>
<td>0.01</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Linear×treatment×education</td>
<td>-0.24</td>
<td>0.21</td>
<td></td>
</tr>
<tr>
<td><strong>Random effects</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma^2$ within participants</td>
<td>10.29$^g$</td>
<td>0.57</td>
<td>10.28$^g$</td>
</tr>
<tr>
<td>$\sigma^2$ between participants</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>6.02$^g$</td>
<td>1.00</td>
<td>5.93$^g$</td>
</tr>
<tr>
<td>Intercept, slope</td>
<td>-0.25</td>
<td>0.14</td>
<td>-0.27</td>
</tr>
<tr>
<td>Slope</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td><strong>Model fit indexes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AIC</td>
<td>5665.48</td>
<td>5665.09</td>
<td>5676.43</td>
</tr>
<tr>
<td>$-2LL (\chi^2)$</td>
<td>5635.48</td>
<td>5629.09</td>
<td>5604.43</td>
</tr>
<tr>
<td>$R^2$ (level 1)</td>
<td>0.06</td>
<td>0.06</td>
<td>0.07</td>
</tr>
</tbody>
</table>

$^a$Linear: 0 = baseline, 1 = 1 month, 2 = 2 months, 6 = 6 months.
$^b$Quadratic: 0 = baseline, 1 = 1 month, 4 = 2 months, 36 = 6 months.
$^c$Cubic: 0 = baseline, 1 = 1 month, 8 = 2 months, 216 = 6 months.
$^d$Treatment: 0 = control group, 1 = LS group.
$^e$Gender: 0 = male, 1 = female.
$^f$Education: 0 = ≤3 years of college/university, 1 = ≥4-5 years of college/university.
$^gP<.05.$
Discussion

Principal Findings

Despite the fact that stress is experienced by many people and that stress is a contributing factor to many mental and physical health conditions, few efforts are made to develop and test the effects of interventions for stress. Findings from this study suggest that Web-based interventions can potentially reduce levels of stress. First of all, analysis of log server registrations found large reductions of the LS intervention on levels of stress among intervention completers. Second, treatment was a significant predictor of linear, quadratic, and cubic changes in stress, but not associated with initial status (see model 6 in Table 6). For the linear slope of stress, participants in the LS group showed a faster recovery from stress, although they also had a faster rate of change in stress (ie, increase, quadratic growth) when compared to the control group. Lastly, the LS group had a slower rate of cubic change in stress levels (ie, decrease) than the control group. In other words, despite variations in stress levels, long-term (ie, 6 months) stress levels returned to the level of the immediate short-term effect at 1 month in the LS group. This implies that participants learned ways of managing their stress levels during the course of the intervention that they carried on with them and used to lower their stress levels over time.

There are a limited number of Web-based stress interventions although there is great variability in terms of intervention content and the methods used to evaluate these [18-32]. However, to the extent that there are similarities between some of the studies, it seems that interventions outside of workplace settings (eg, general or family setting) have shown more unequivocally positive findings. It also appears that the single-target interventions are more likely to have an effect on stress [29] than multitarget interventions (eg, dietary behaviors and stress) [23,24]. In some studies, it is not unreasonable to assume that, for example, a small sample may have affected the results [22] or that a high attrition rate was not sufficiently addressed [23]. In contrast to studies which have shown no or only short-term effects, this study has a reasonably high number of participants and data points, addressed attrition and missing data, and examined a single-target intervention in a general setting whose only aim is to reduce levels of stress.

Treatment accounted for approximately 5% of the variation in stress levels across time within participants (ie, 5% of the overall variability in stress is explained by the LS intervention). However, relatively modest treatment effects need not be a problem for eHealth interventions. The distribution of many psychological treatments is concentrated on a large effect for relatively few patients. However, eHealth technologies have the potential to shift this balance. Online consumer behavior suggests that by creating a longer tail in the distribution of eHealth interventions (ie, reaching more users), the market has the potential to substantially increase the collective effect of eHealth technologies [72]. As such, even small and modest changes can be meaningful at the population level. It should, however, be noted that eHealth technologies have yet to reach a large number of users, in particular, the computer illiterate, those with lower incomes, and those without access to the Internet. Even in Norway where the access and use of the Internet is very high in the population, there are digital divides [73]. For example, almost everyone with incomes above NOK 600,000 have Internet access at home, whereas 18% of those with incomes below NOK 200,000 are without Internet access.

This study has not only documented the effect of a Web-based intervention for stress reduction, but also identified its mechanisms of change. As expected and in-line with previous research [35], it turned out that mindfulness mediated the effect of the LS intervention. This is the first study that has examined the relationship between temporal changes in mindfulness and outcomes in an intervention setting. Overall, the results show that mindfulness can be successfully enhanced in Web-based interventions, but that momentary variations in mindfulness can be expected. The LS intervention also led to less procrastination that, in turn, reduced levels of stress as expected based on previous research [41]. More specifically, the results indicate that the LS intervention successfully managed to interrupt the U-shaped (ie, quadratic) pattern of procrastination that can be expected to occur naturally over time [45]. This means the LS intervention led to reduced procrastination that was maintained over time and participants did not, on average, experience the expected increases in procrastination.

Since there often are differences in stress by gender, age, and education, an important finding in this study is that the LS intervention seems to work equally well regardless of these demographic characteristics. In general, female participants reported higher levels of stress and participants that were older reported somewhat lower stress levels, but no demographic characteristics moderated the effect of the LS intervention. This does not mean that there are no psychological moderators of the effects of the LS intervention, for instance, but it may be that the LS intervention can provide a cost-efficient one-size-fits-all approach in terms of demographic characteristics. However, these findings (or lack thereof) should be interpreted with some caution, at least in regards to the result of the analyses of gender.

Limitations

This study has several limitations. First, the sample in this study was based on viral recruitment on a social networking site (ie, Facebook). Earlier reviews have shown that Internet-based recruitment procedures have faced challenges in recruiting diverse samples [74]. This may be a part of the reason 3 out of 4 participants in this study were women, albeit 80% of those recruited were not acquainted with the female recruiter. This may indicate other explanations of why more women were recruited, such as that more women generally participate in research or that more women are attracted to Web-based self-help interventions [75]. In fact, a recent study did show success in recruiting a diverse sample using Facebook for a randomized controlled trial [76], which further supports the argument for alternative explanations for the gender bias in the recruitment procedure rather than viral online recruitment per se.

There were no reports of negative side effects of using Facebook for participant recruitment in this study; however, the use of
social networking sites is an area in need of research and guidelines. Although most were not acquainted with the recruiter, they were acquainted with the person who told them about the study. Thus, a recommendation or study invitation from a friend would have more impact than from a researcher. This also raises ethical issues concerning confidentiality and security in research with peer-to-peer recruitment, but also because websites, such as Facebook, frequently change or update their privacy policies, many of which have been highly controversial. Therefore, it is of utmost importance to carefully consider the recruitment and communication strategies employed via social media, especially for sensitive topics (eg, sexually transmitted diseases), and ensure that participants are redirected to an external website so that the amount of information exchanged on Facebook or similar sites is minimized as in this study or the study by Fenner and colleagues [77] by using advertisements.

The second limitation has to do with selective attrition and missing data. In the LS group, more participants dropped out during follow-up than in the control group. However, the only substantial explanation for study attrition was that more males dropped out most likely because they, in general, had lower stress scores than females. The moderation analyses further confirmed this assumption that inadvertently may have had implications for the power to detect potential interaction effects which is considerably reduced with categorical variables whose categories differ in sample size [78]. However, other than gender, there were no indications that selective attrition or missing data affected the means, variances, or the relationships among variables between those who remained in the study and those who dropped out. Hence, we can be confident about the validity of the results in this study.

The third limitation of this study concerns the mediation analysis. It is becoming more common to investigate complex models in intervention research by using multilevel mediation models, testing for multiple mediators or testing for nonlinear mediation effects [79,80]. In many cases, researchers will assume that there is more than 1 mediator that can potentially affect the outcome of an intervention. Most often, researchers examine mediation with only 1 mediator at a time. Consequently, the effects of multiple mediators cannot be simply examined or compared against each other if researchers examine mediators singly. However, several complications arise when testing for multiple mediators in multilevel models and, unfortunately, there is currently a lack of established procedures or methods for testing indirect effects in multilevel models with multiple mediators where the constituent paths are nonlinear. So, although we may have used the best available methods to date, such as bootstrapping, it is obvious that there is a need to develop a set of recommendations or procedures in this area.

Conclusion and Future Research
The results from this randomized controlled trial suggest that a Web-based intervention can reduce levels of stress over time and that both mindfulness and procrastination could be important components for inclusion in future eHealth interventions for stress. Future research should make sure to examine the effects of the LS or similar interventions for stress reduction among more male participants and investigate the role of psychological moderators of treatment effects.
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Abstract

Background: There is no functional pharmacovigilance system in Cambodia to our knowledge. Mobile phone–based tools, such as short message service (SMS) text messages, are increasingly used for surveillance purposes.

Objective: To pilot-test the FrontlineSMS mobile phone–based tool for notification of adverse events, using Cambodia’s only International Vaccination Center at the Institut Pasteur du Cambodge as a field site.

Methods: People receiving vaccinations, aged over 18 years, and who owned a cell phone were recruited in the study following informed consent. The names and mobile phone numbers of the participants interviewed were entered each day into the FrontlineSMS software. Two days after being vaccinated, participants received an automatically generated SMS text message asking whether any adverse events had occurred. Their SMS reply was number-coded and exported from the software daily to an Excel spreadsheet and examined before being saved. If the participant replied with a code for a severe adverse event (8 or 9), they were automatically advised to consult the nearest doctor.

Results: The active surveillance study was conducted over 72 days in the spring of 2012. Patients agreed to be asked by SMS text message whether unwanted events had occurred after vaccination. Of 1331 persons aged over 18 years referred to the vaccination unit, 184 (13.8%) were asked and agreed to participate. When texted for clinical status 48 hours after vaccination, 52 (28.3%) participants did not reply, 101 (54.9%) sent an immediate SMS reply, and 31 (16.8%) sent an SMS reply after additional prompting. Of the initial 184 participants, 132 (71.7%) replied. These 132 participants received 135 vaccine doses and 109 (82.6%) reported no adverse events, whereas 23 (17.4%) reported adverse events, all benign.

Conclusions: Notification using an SMS-based text message system is already used in Cambodia for syndromic surveillance in health centers and reporting by health care workers. Our results show that such tools can also be useful for notification by patients or health users in Cambodia, especially in an urban setting.
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Introduction

The burden of disease can be threefold in developing countries faced with communicable diseases, noncommunicable diseases, and sociobehavioral illnesses [1]. Most of these may require treatment or prevention through medication or vaccines. In addition to the expectable adverse events in the normal usage of registered drugs, developing countries also face a plague of
counterfeit or substandard drugs [2-5]. Pharmacovigilance—a form of epidemiological surveillance that monitors the occurrence of adverse events of drugs [6,7] or vaccines [8-10] to guide timely corrective action and mitigate risk—is an essential tool for patient safety in developed countries and in an increasing number of developing countries [11]. Cambodia, a developing country in Southeast Asia, is not among the 109 countries participating in the World Health Organization (WHO) Programme for International Drug Monitoring maintained in collaboration with the Uppsala Monitoring Center in Uppsala, Sweden [12]. To our knowledge, there is no functional pharmacovigilance program in Cambodia.

Pharmacovigilance has been conducted using complex and rigorous notification procedures in developed countries, but it faces challenges in developing countries because of issues with clinician awareness, clinical expertise, or nonfunctional reporting systems [11,13,14]. Therefore, some programs or countries have circumvented these challenges by implementing mobile phone-based and Web-based tools using short message service (SMS) text messaging for immediate notification of adverse events [15,16].

FrontlineSMS is one such reporting tool [17]. It has been used in Cambodia for various health-related projects, but always for information exchange among health providers and stakeholders [18-20]. An Epidemiology Master student helped pilot its use for surveillance in direct link with health users in a vaccination center. More than 25,000 vaccine doses were administered to 16,630 health users in 2012 (Figure 1) referred to the International Vaccination Center at the Institut Pasteur du Cambodge (IPC), the only such vaccination center in Cambodia (Figure 2). The aim of this study was to field-test the FrontlineSMS software to see whether it could provide effective and timely notification of vaccine adverse events.

Figure 1. Vaccination at the International Vaccination Center, Institut Pasteur du Cambodge.
Method

The research project received ethical approval from the national ethics committee on health research on February 17, 2012. Data collection began March 12, 2012, and ended May 31, 2012. During that period, a research assistant from the epidemiology and public health unit at IPC (a native Khmer speaker) spent several hours each day at the International Vaccination Center to recruit participants. Participants were eligible to be included in the study if they were aged over 18 years, came to the center to be vaccinated themselves (ie, not for their children), agreed to participate, owned a cell phone, and knew how to send SMS text messages. If so, the research assistant informed them about the study, read through the protocol, explained the objectives of the pharmacovigilance project in Khmer, and asked the participants to complete an informed consent form. Information about their name, age, place of residence, type of vaccine, and mobile phone service provider were collected. The names and mobile phone numbers of the participants interviewed were entered each day in the FrontlineSMS software.

Two days after being vaccinated, participants received an automatically generated SMS text message. This message thanked them for participating and asked whether any adverse events had occurred. Their SMS reply was number-coded as follows: 0=no adverse event, 1=mainly redness and/or pain at the injection site, 2=mainly fatigue and/or weakness, 3=mainly headaches, 4=mainly fever, 5=mainly runny or congested nose, 6=mainly muscle pains, 7=mainly abdominal pain, 8=seizures or neurological problems, and 9=severe allergic reaction. Only 1 code was allowed per reply. Messages received were exported from the software daily to an Excel spreadsheet and examined before being saved.

Upon receiving the text reply, a software-generated message was sent. If the codes corresponded to no or a moderate adverse event (codes 0-7), the reply was: “We have received your message. Thank you for having participated.” If the participant sent back a code for a severe adverse event (8 or 9), the reply read: “You have reported a severe adverse event. Please consult the nearest doctor as soon as possible. If in Phnom Penh, we recommend that you refer to Hôpital Calmette.” (The Hôpital Calmette is a national reference hospital where the emergency department team had been informed of the study.) In cases when a severe adverse event was reported, the research assistant called the participant’s cell phone number directly to follow-up on the participant. If the case was referred to Hôpital Calmette, transportation costs were covered by the study. There was no other financial compensation to participants, including for costs associated with sending SMS text messages.

Results

The study took place between March 13 and May 25, 2012, for a total of 72 days: 53 days of which the International Vaccination Center was open and 19 days of which it was closed (weekend or national holidays, Figure 3). During some of those days, the research assistant did not recruit participants because she was involved in another study.

During the 53 days that the International Vaccination Center was open in that period, 1331 persons aged over 18 years (684 women and 647 men) came for vaccinations at the center (mean 25.1 persons aged ≥18 years per day, Figure 4). Of the 1331 vaccinees, 184 were asked and agreed to participate to this pilot study (97 female, 87 male). Of these 184 participants, 165 (90.2%) resided in Phnom Penh; 6 (3.3%) in Kampong Speu; 3 (1.6%) each in Kandal and Kompong Cham, respectively; 2 (1.1%) in Siem Reap; and 1 (0.5%) each in Takeo, Battambang, Mondulkiri, and Rattanakiri, respectively. Mean age of all 1331 health users during that period was 34.8 years (SD 12.7, range 18-95), although the subgroup of study participants was younger (mean 26.9 years, SD 7.8, range 18-65). The 184 participants subscribed to 6 cell phone companies, the largest of which accounted for 83 (45.1%) of the participants.

Of the 1331 vaccinees, 184 were asked and agreed to participate to this pilot study (97 female, 87 male). Of these 184 participants, 165 (90.2%) resided in Phnom Penh; 6 (3.3%) in Kampong Speu; 3 (1.6%) each in Kandal and Kompong Cham, respectively; 2 (1.1%) in Siem Reap; and 1 (0.5%) each in Takeo, Battambang, Mondulkiri, and Rattanakiri, respectively. Mean age of all 1331 health users during that period was 34.8 years (SD 12.7, range 18-95), although the subgroup of study participants was younger (mean 26.9 years, SD 7.8, range 18-65). The 184 participants subscribed to 6 cell phone companies, the largest of which accounted for 83 (45.1%) of the participants.

The 184 health users who initially agreed to participate in the study received a total of 192 vaccine doses for 17 different diseases (Table 1).
Table 1. Vaccines administered to study participants and reported adverse events for the pharmacovigilance pilot study at the Institut Pasteur du Cambodge from March to May 2012 (N=184).

<table>
<thead>
<tr>
<th>Vaccine</th>
<th>No adverse event</th>
<th>Mainly redness and/or pain at the injection site</th>
<th>Mainly fatigue and/or weakness</th>
<th>Mainly fever or congested nose</th>
<th>No reply</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hepatitis A</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Hepatitis B</td>
<td>39</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>77</td>
</tr>
<tr>
<td>Haemophilus influenza</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Japanese encephalitis</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>MMR</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Meningitis</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Chickenpox</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Pneumococcus</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>Rubella</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Tetanus</td>
<td>13</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>20</td>
</tr>
<tr>
<td>Tetanus &amp; rabies</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>DTCP</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Typhoid</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>HPV</td>
<td>10</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>20</td>
</tr>
<tr>
<td>Influenza</td>
<td>17</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>22</td>
</tr>
<tr>
<td>Influenza &amp; Hib</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Influenza &amp; tetanus</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Rabies</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Yellow fever</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>Yellow fever &amp; meningitis</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Total</td>
<td>109</td>
<td>12</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>52</td>
</tr>
</tbody>
</table>

* MMR: measles, mumps, rubella; DTCP: diphtheria, tetanus, pertussis, polio; HPV: human papillomavirus; Hib: *Haemophilus influenzae* serotype B.

Most of the vaccinations given were against hepatitis B (41.8%), influenza (11.9%), tetanus (10.9%), and human papillomavirus (HPV) (10.9%). Fifty-two participants (28.2%) did not send a reply (including 30 of 77 who received vaccination against hepatitis B), and 132 (71.7%) did send a reply, of which 101 (76.5%) completed the study as per the study protocol and sent a correct SMS text reply, whereas 31 (23.5%) participants had to be contacted twice because they replied incorrectly or did not reply at all (Figure 2). These 132 respondents received a total of 137 doses of vaccine. In all, 109 (82.6%) respondents reported no occurrences of adverse events, whereas 23 (17.4%) did report adverse events, none of which were severe (Table 1). Twelve (52.2%) of these adverse events pertained to redness at the injection site, and 3 (13.0%) pertained to fever. The time between the initial sending of the SMS text and the reply from participants was documented in 120 messages (mean 0.4 days, SD 0.82, range 0-5). The reply was received within the same day in 91 (75.8%) of documented answers.
Figure 3. Number of health users at the international vaccination center and inclusions in the SMS pilot study, Institut Pasteur du Cambodge, March-May 2012.

Figure 4. Flowchart of patient recruitment in the pilot SMS text-based pharmacovigilance study at International Vaccination Center, Institut Pasteur du Cambodge, March-May 2012 (percentage total may not equal 100% due to rounding).
Discussion

The objective of this pilot study was to assess the feasibility of an SMS text-based reporting tool for pharmacovigilance in Cambodia. According to the International Communications Union database, there were 69.9 mobile-cellular telephone subscriptions per 100 (%) inhabitants in Cambodia in 2011 (slightly less than India), up from 7.95% in 2005 [21]. This translates to approximately 10 million cellular telephone subscriptions in Cambodia in 2011, a country with an estimated population of approximately 14 million [22].

To our knowledge, this pilot SMS text-based system for active detection of adverse events following vaccination is the first functional pharmacovigilance system in Cambodia, the first SMS text-based surveillance system relying on health users’ participation in Cambodia, and the first to use SMS text-based surveillance for adverse event detection anywhere [20]. In this project, operating costs were modest, with only part-time activity dedicated to entering cell phone numbers, downloading SMS replies, and checking that no SMS texts received alerted to severe adverse events.

During the 2.5-month pilot phase, the participation rate was high with a 71.7% response rate. Of 77 persons who were vaccinated against hepatitis B, 30 (39%) sent no reply. Although this percentage may seem high, the hepatitis B vaccines were the most frequently administered, and the small study group makes nonreply percentages vary greatly.

With 132 participants replying and 24 reporting adverse events (none severe), the prevalence of adverse events was slightly higher than expected. The expected rate of adverse events following immunization is estimated to be in the order of 10%, except for diphtheria, tetanus, pertussis (DTP) or tetanus boosters in which fever occurs in nearly half of recipients [23]. In 2008, in Australia, 1542 adverse events (7.2 per 100,000 population) following immunization were notified by manufacturers, health professionals, or the public [24]. This passive surveillance system also includes children, who are the main recipients of vaccines. Of these adverse events, 41% were site reactions and 16% were fevers. Our data, albeit on a far smaller scale and not including children, showed comparable percentages (52.2% and 13.0%, respectively). A study conducted in the United Kingdom showed that patients tend to report more benign adverse drug reactions than health care providers, and concluded that patient-based pharmacovigilance may usefully complement health care provider reporting of adverse events [25].

The participants’ response rate was unexpectedly high, probably enhanced by the use of short and simple SMS text-based reply codes. This research project also had a research assistant to explain the protocol at length in the national language, which would not be the case in a daily operational setting where a simple leaflet or poster would provide information to the health users.

Our study suffers from biases and limitations. Firstly, the number of participants was very limited. The epidemiological findings of such a small and short study on adverse events are difficult to extrapolate. Secondly, the patients recruited all attended the IPC’s International Vaccination Center in Phnom Penh. Costs there may be higher because of state-of-the-art quality control carried out on vaccines imported primarily from Europe. Therefore, recruitment may have been biased toward younger, more affluent, well-informed, urban residents more accustomed to sending SMS text messages. This limits the possibility of extending similar systems outside of large urban centers within Cambodia, at least in the short term. Experience with SMS text-based surveillance in the rural setting found that many farmers did not know how to send text messages [18]. Thirdly, only the last-generation cellular telephones support Khmer fonts or pictures of Khmer-language text, whereas the vast majority of cellular phones do not. Lastly, some operators mainly offer voice-based communications and no data or SMS text transfers because telephone communications are relatively cheap and there is no advantage to sending a text message.

Bearing these limitations in mind, this small pilot study serves as a proof of concept that health user–sent, SMS text-based surveillance strategies can be used in an urban Cambodian setting. This is an important step in Cambodia where health surveillance systems facing numerous challenges may often be dysfunctional and where pharmacovigilance is absent. Our secondary objective was also met, which was to become proficient in the use of FrontlineSMS for other potential applications. Technology for mobile telephone–based active surveillance appears to be cheap, easy to implement, simple, and quick to be mastered by field staff. This approach will be used by the Epidemiology and Public Health Unit at the Institut Pasteur du Cambodge to implement follow-up programs, such as monitoring outcomes in rabies postexposure prophylaxis at IPC’s Rabies Prevention Clinic (over 20,300 referrals in 2011) or in prospective studies on dengue in urban settings.
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Abstract

Background: Mobile phone–based assessment may represent a cost-effective and clinically effective method of monitoring psychotic symptoms in real-time. There are several software options, including the use of native smartphone applications and text messages (short message service, SMS). Little is known about the strengths and limitations of these two approaches in monitoring symptoms in individuals with serious mental illness.

Objective: The objective of this study was to compare two different delivery modalities of the same diagnostic assessment for individuals with non-affective psychosis—a native smartphone application employing a graphical, touch user interface against an SMS text-only implementation. The overall hypothesis of the study was that patient participants with serious mental illness would find both delivery modalities feasible and acceptable to use, measured by the quantitative post-assessment feedback questionnaire scores, the number of data points completed, and the time taken to complete the assessment. It was also predicted that a native smartphone application would (1) yield a greater number of data points, (2) take less time, and (3) be more positively appraised by patient participant users than the text-based system.

Methods: A randomized repeated measures crossover design was employed. Participants with currently treated Diagnostic and Statistical Manual (Fourth Edition) schizophrenia or related disorders (n=24) were randomly allocated to completing 6 days of assessment (four sets of questions per day) with a native smartphone application or the SMS text-only implementation. There was then a 1-week break before completing a further 6 days with the alternative delivery modality. Quantitative feedback questionnaires were administered at the end of each period of sampling.
Schizophrenia is a major public health problem affecting approximately 1% of the general population. It represents both a substantive emotional burden for those involved and a socioeconomic burden in the United Kingdom [1]. There is now increasing emphasis on treating patients within the community [2]. However, symptoms, mood, and functioning can change suddenly, potentially leading to relapse, unscheduled acute care, or self-injury. Monitoring of psychotic symptoms usually relies on interview assessments infrequently conducted by clinical staff, with limited resources, reducing the capacity to detect sudden change. Additionally, interviews relying on retrospective accounts introduce bias and averaging, thereby losing clinical information [3]. A more sensitive approach would be to closely monitor patients during the course of their everyday lives. Real-time assessment of psychotic symptoms is attractive in that it can lead to early and immediate intervention, potentially preventing the deterioration of an individual’s mental state.

Over the past decade, assessment technologies have been increasingly employed in the monitoring of psychosis [4]. Typically, patients complete self-report questions at several different times of the day in real-world settings [5]. Early research in this field focused on the use of Personal Digital Assistants (PDAs) [6,7], but these technologies are becoming increasingly obsolete and now occupy a very small share of the commercial market. Mobile phones have the advantage that they allow the automatic and wireless uploading of information to a central computer. As mobile phone technology becomes increasingly widespread, software applications can operate from individual’s phones, omitting the need for them to carry an additional device. In a recent study, we observed that 83% (n=30/36) of a sample with psychosis currently owned a mobile phone, suggesting that usage in individuals with psychosis is comparable to the general population in the United Kingdom. Other studies have also reported high levels of familiarity with and access to mobile phone technology in individuals with serious mental illness [8].

There are multiple ways in which mobile phone-based assessment can be employed in health care. Text messages have the advantage that they are relatively easy and inexpensive to deliver and are not limited by the model or make of an individual’s phone [9]. Individuals will likely be familiar with sending and receiving text messages. To date, two studies have used text messaging in the clinical care of psychotic illness. Španiel and colleagues [10] used weekly text-based assessments in order to alert consulting psychiatrists to early signs of relapse in patients with psychosis, which significantly reduced the number of inpatient admissions over one year. Additionally, Granholm and colleagues [11] have used text messages to promote cognitive behavioral therapy techniques and health-promoting behaviors. Pilot data showed a significant increase in social interaction and a reduction in hallucinations, but no significant effect on medication use.

Native software applications, with graphical user interfaces, uploaded onto smartphone devices pose another viable option for conducting real-time assessment. For the purpose of this research, a smartphone will be defined as having (1) computing power, (2) a touch screen, (3) third party application development and distribution, and (4) the option of 3G connectivity and high-speed data transfer. Native smartphone applications can be purpose built allowing for greater flexibility and ease of use [9] and are now increasingly being used in the treatment of physical health problems (eg, diabetes) [12]. Our research group has recently developed one such software application for use on Android smartphones. This software enables users to respond to self-report questions relating to their symptoms on touch-screen analogue scales. Initial piloting of this technology showed little dropout and high levels of data points completed in 44 individuals experiencing psychosis, sampled for 1 week. 13 self-assessment scales representing different dimensions of psychotic illness were validated against commonly employed, gold-standard clinical interviews. However, further information is required to assess the benefits and limitations of native smartphone applications in comparison to other methods of mobile phone-based data collection.

The objective of this study was to compare two different delivery modalities of the same diagnostic assessment for individuals with nonaffective psychosis—a native smartphone application employing a graphical, touch user interface against a short message service (SMS) text-only implementation. It was thought that both approaches would have certain advantages in the real-time assessment of psychosis but that the native smartphone application would display greater usability and functionality. Understanding the appropriate technology, user interface, procedures, and methods for administering mobile phone-based

---

**Results:** A greater proportion of data points were completed with the native smartphone application in comparison to the SMS text-only implementation ($\beta = -0.25, SE = 0.11, P = .02$), which also took significantly less time to complete ($\beta = 0.78, SE = 0.09, P < 0.001$). Although there were no significant differences in participants’ quantitative feedback for the two delivery modalities, most participants reported preferring the native smartphone application (67%; n=16) and found it easier to use (71%; n=16). 33% of participants reported that they would be willing to complete mobile phone assessment for 5 weeks or longer.

**Conclusions:** Native smartphone applications and SMS text are both valuable methods of delivering real-time assessment in individuals with schizophrenia. However, a more streamlined graphical user interface may lead to better compliance and shorter entry times. Further research is needed to test the efficacy of this technology within clinical services, to assess validity over longer periods of time and when delivered on patients’ own phones.
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assess psychosis. PANSS scores in this sample (at baseline) were significantly greater for the native smartphone application when compared to a SMS text-only implementation, (2) that entries would take significantly longer to complete on a SMS text-only implementation, and (3) that the smartphone application would be appraised more favorably in quantitative feedback scores. We also asked participants about the maximum length of time that individuals thought they would be willing to complete assessment over for each delivery modality.

Methods

Participants

24 community-based patients meeting or having met the criteria for a Diagnostic and Statistical Manual (Fourth Edition) diagnosis of schizophrenia (n=22) or schizoaffective disorder (n=2) as made by the clinical service and checked against DSM-IV criteria by the researcher were admitted to the study. All participants were aged 18-50 and provided informed consent to take part. Participants were required to own and have access to a mobile phone with which to use the SMS text-only implementation. Organic or substance induced psychosis were exclusion criteria.

The sample was predominantly male (79%; n=19) and white British (71%; n=17) with a mean age of 33.0 (SD 9.5, min=18, max=49). Patients were recruited through Community Mental Health Teams (63%; n=15), Early Intervention Services (33%; n=8) and through a supported-living organization (4%; n=1). The mean number of past hospital admissions in the sample was 2.3 (SD 2.5, min = 0, max = 9) and the majority of the sample were currently taking antipsychotic medication (n=20). The Positive and Negative Syndrome Scale (PANSS [13]) is taken as a gold standard-clinical measure commonly used to assess psychosis. PANSS scores in this sample (at baseline) varied considerably between individuals, suggesting a range of symptom severities (positive subscale: mean 15.0 (SD 4.5, min = 7, max = 28); negative subscale: mean 12.3 (SD 3.5, min = 7, max = 21); general subscale: mean 28.8 (SD 6.8, min = 18, max = 50).

Equipment

The two different modalities for delivering real-time assessment, namely a smartphone application and an SMS text-only implementation, were designed such that protocol for the monitoring procedure was common to each. The core functionality for the protocol that is common to both modalities is shown in Table 1.

From the end user’s perspective, the two modalities differ only in the way the participant interacts with the device. These differences are summarized in Table 2.

The native smartphone application was specifically developed for Android mobile phones (Figures 1 and 2). Android is an operating system created by Google, which runs on mobile phones from different manufacturers. Although this software was developed to run on any Android phone, for this study we used the Orange San Francisco device. For the purpose of this study, it was not wirelessly enabled and all answers were stored on the mobile phone handset for downloading at the end of the sampling procedure. However, this made no difference to the user’s perspective of the software.

The SMS text-only implementation was driven by openCDMS [14], an open source, secure online platform, which facilitated both the sending of questions and the storing of responses (Figure 3). openCDMS is a Web-enabled server-side application written in Java developed for electronic data collection in clinical studies and trials. It had pre-existing capabilities for SMS text messaging, individual participant records, and study questionnaires. Where new functionality was needed for the text message system, it was specifically developed.

Semistructured Interviews

The PANSS [13] was conducted by an experienced administrator before and after each period of sampling. The PANSS is a semistructured interview assessing positive (7 items), negative (7 items), and global (16 items) symptoms of psychosis and has been extensively validated [13,15]. In this study, the PANSS was employed to provide convergent validity to the adapted mobile phone assessment depression items and to determine which form of delusions should be assessed.

Quantitative Feedback Questionnaire

A purpose-designed quantitative feedback questionnaire was developed to assess the acceptability and feasibility of the native smartphone application and SMS text-only implementations (see Tables 3 and 4). This included reactivity to the methodology and whether it had been successfully integrated into an individual’s everyday routine. Three items were taken from a previous study assessing the use of PDAs in individuals with psychosis [16]. These were “Overall, this was stressful”, “Overall, this was challenging”, and “Overall, this was pleasing”. All items were rated from 1 (Not at all) to 7 (Very much so). In order to gauge the feasibility of the two methods of mobile phone assessment in the long-term management of patient’s symptoms, participants were also asked to the maximum length of time within which they hypothetically would be willing to complete questions with each delivery modality. At the end of the study, participants were also asked which delivery modality they found easier to use and which they preferred (smartphone application, SMS text-only implementation, or no preference).
Table 1. Core functionality common to both the native smartphone application and text-message systems.

<table>
<thead>
<tr>
<th>Functionality</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Configurable number and times of question sets each day</td>
<td>At the start of the study, this can be configured for the desired number of question sets and the times of these questions. During this study, 4 question sets per day were used.</td>
</tr>
<tr>
<td>Configurable questions</td>
<td>The wording of the questions is set up at the start of the study. It is easily configurable to support multiple studies with different questions. In addition, delusion questions are configured at the point when the researcher meets with the participant, through an administrative dialogue.</td>
</tr>
<tr>
<td>Multiple question sets</td>
<td>Multiple sets of questions are supported, and the software will switch between these at each consecutive alarm. So, if there are 2 question sets, it will ask set 1 at the first alarm, set 2 at the second, set 1 at the third, etc. The only exception to this is if the participant fails to answer some of the questions. In that case, the same question set is presented again at the next alarm.</td>
</tr>
<tr>
<td>Question branching</td>
<td>The next question displayed to the user can depend on the answer to one or more previous questions. This allows the questions asked to match the participant's symptoms or situation. For example, if a participant does not endorse the first question about a particular psychotic symptom, all remaining questions about it will be skipped. This means that the participant does not waste time answering unnecessary questions.</td>
</tr>
<tr>
<td>Questionnaire timeout</td>
<td>A time window is enforced, within which the questionnaire has to be completed. No further answers will be accepted outside of this time window.</td>
</tr>
<tr>
<td>Logging</td>
<td>The time at which each question was answered is recorded to the nearest second. This can be used to analyze the time taken to answer each question as well as the time to complete the whole questionnaire.</td>
</tr>
<tr>
<td>Branching logic</td>
<td>A range of different branching logic types is available. In the following list, the first three items apply to branching based on an answer to a single question. All other items are applicable when branching is based on answers to multiple questions.</td>
</tr>
<tr>
<td></td>
<td>• Less than</td>
</tr>
<tr>
<td></td>
<td>• Greater than</td>
</tr>
<tr>
<td></td>
<td>• Equal to</td>
</tr>
<tr>
<td></td>
<td>• Greater than sum</td>
</tr>
<tr>
<td></td>
<td>• Less than sum</td>
</tr>
<tr>
<td></td>
<td>• One is less</td>
</tr>
<tr>
<td></td>
<td>• One is greater</td>
</tr>
<tr>
<td></td>
<td>• All are less</td>
</tr>
<tr>
<td></td>
<td>• All are greater</td>
</tr>
</tbody>
</table>

Table 2. Human-machine interface difference between native smartphone application and SMS text-only implementations of the common diagnostic assessment.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Native smartphone application</th>
<th>SMS text message</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alerts</td>
<td>Reuses Android’s Alarm Manager so user definable alerts are available; delivered at semirandom intervals during the data collection period; users can snooze the alert to be reminded 5 minutes later. Only a single alert for each question set.</td>
<td>Alert is the phone’s SMS alert, triggered when a SMS question is received; delivered at semirandom intervals during the data collection period. As each question is delivered as an SMS text message, an alert is triggered for each question. A reminder SMS is sent after 5 minutes if no response is received.</td>
</tr>
<tr>
<td>Questions</td>
<td>Presented as one question per page in the application. User is able to navigate through the pages of questions.</td>
<td>Delivered as SMS text messages one question per SMS. User must respond with an SMS text message and wait for the next question in the set.</td>
</tr>
<tr>
<td>Data input</td>
<td>Continuous slider bar, user slides with finger touching screen. Position of slider mapped to 7-point Likert scale.</td>
<td>User enters number between 1 and 7 as a response.</td>
</tr>
<tr>
<td>Saving data</td>
<td>Fully automatic, no user input required</td>
<td>User must send SMS text message containing the response value in reply to the question to record their response.</td>
</tr>
</tbody>
</table>
Figure 1. A typical question from the Android app implementation, showing the full screen with the question and the slider for data entry.

Figure 2. The start screen shown to the user in the Android app at the start of each set of questions (from which the users may proceed or delay ["snooze"] for a further 10 minutes they wish).
Diagnostic Assessment Items

Seven different symptom dimensions were assessed using previously validated mobile phone assessment scales. In order to minimize the burden on participants, these were split into two alternating sets. In set one, hopelessness (2-4 items), depression (2-6 items), and hallucinations (2-8 items) were assessed; and in set two, anxiety (1-4 items), grandiosity (2-3 items), paranoia (3-6 items), and delusions (0-8 items) were examined. Therefore, although there were four assessment points, each set of questions was assessed only twice per day. All questions related to the period of time that had elapsed since the last entry. Items were branched so that the questions changed depending on an individual’s previous responses.

The depression subscale was adapted from the original validation study in an effort to increase its association with the PANSS depression scale, since the correlation was moderately low. The new subscale consisted of the items: “I have felt miserable” (new), “I have had no interest in seeing other people” (new), “I have felt worthless” (new), “I have felt sad”, “My mood has affected my appetite or sleep”, and “I have had thoughts about harming myself”. As a result, the correlation between the mobile phone assessment scale and the PANSS was increased from rho = 0.45 (P=.01) in the original research to rho = 0.56 (P=.01) in the current study (calculated for the week of sampling with the native smartphone application). A strong correlation indicates that the interview and mobile phone-based assessments are tapping into similar concepts. The adapted depression assessment scale also showed considerable variability across time (mean squared successive difference: 2.2 (SD 2.9); within participant standard deviation: 0.8 (SD 0.6), suggesting that it was sensitive to subtle fluctuations in mood.

A wide range of delusions have been reported in the psychosis literature [17,18]. Therefore, during the initial briefing session, the researcher selected which delusion items were presented to the participant through the administrative dialogue. The choice of items was based on consultation with clinical staff and an initial PANSS interview to assess symptoms. For those individuals experiencing three or greater delusions, those two with the greatest conviction and distress were entered. The frequency of the different delusions were: “I have felt like other people were reading my thoughts” (n=5), “I have felt that my thoughts were being controlled or influenced” (n=4), “I have felt like I could read other people’s thoughts” (n=3), “I have felt like things on the TV, in books or magazines had a special meaning for me” (n=3), “I have felt distinctly concerned about my physical health” (n=2), and “I have felt like my thoughts were alien to me in some way” (n=1). The delusion items were
kept constant for each participant across the two conditions of the trial.

Procedure
A randomized repeated measures crossover design was employed. Participants were randomly allocated to either completing 6 days of sampling using the native smartphone application implementation on a smartphone provided to them for the purpose of the study, or via SMS text-only implementation using their own phone. There was then a 7-day rest period in order to reduce carryover effects before the individual completed a further 6 days of sampling with the alternate delivery modality. Each participant, therefore, completed two periods of sampling: 1 week with the native smartphone application implementation and 1 week with the SMS text-only implementation. Randomization was achieved through the openCDMS software. openCDMS uses a permuted block randomizer, and in this case we used a minimum block size of 4 and maximum of 6.

The researcher initially met with participants to obtain written consent and demographic information, complete clinical interviews, provide training in the first delivery modality, and administer practice questions. The participant number and delusion items were set by the researcher on either a password-protected administrators’ page (on the native smartphone application) or through the openCDMS website (on the SMS text-only implementation). The volume of the alarm prompts was also set according to the preference of the participant when using the native smartphone application implementation.

On each day of sampling, participants could complete a maximum of four sets of questions, available at pseudorandom times (selected by a random number generator at least 1 hour apart) when prompted by the mobile phone device between 09:00 and 21:00 hours. All participants had 15 minutes from the first alarm within which to complete the questions. A forced entry time was thought to prevent a self-selection bias (ie, answering the questions only when asymptomatic) [19]. The researcher telephoned once or twice (as per the participant’s preference) during the week in order to encourage compliance, answer questions, and to ascertain any problems with the software. The researcher attempted to keep the number of calls made to participants balanced over the two conditions: smartphone: mean, 1.7 (SD 0.5); text-messages: mean, 1.7 (SD 0.6).

Upon completion of the first week of sampling, the researcher met with the participant to re-administer the clinical interviews and to gather quantitative feedback on the first device. This procedure was then repeated the following week with the alternate device. At the end of the study, participants rated which device they preferred and found easier to use. Qualitative interviews were also conducted (the results of which are provided in a separate manuscript).

Participants on pay-as-you-go tariffs received £50 worth of phone credit, which they topped up prior to the week of text-message questions. If the participant was on a contract tariff (ie, direct debit) but did not have unlimited free texts, then they were reimbursed £50 at the end of the study. All participants were reimbursed an additional £30 upon completion of both sampling procedures.

Statistics
All analysis was conducted in Stata 10.0 [20]. First, it was important to determine whether there was an interaction between period and delivery modality allocation. Delivery modality order (smartphone application then SMS text-only implementation or SMS text-only implementation then smartphone application) was entered into regression analysis as a predictor of the total score for each of the three outcome measures (mean time taken for each entry, number of completed data points, or quantitative feedback score) summed across the two conditions. A Spearman correlation was used to assess the similarity between scores across the two conditions.

Subsequent analysis was performed in a nested (long) form of the data. This data structure violates the assumption of independent observations meaning that additional constraints need to be placed on the statistical models. Multilevel modelling (xtreg) was therefore used to investigate whether delivery modality (smartphone application or SMS text-only implementation) or time-point (week 1 or week 2) significantly predicted any of the outcome variables. The outcomes were the mean time taken to complete each entry, the number of completed data points, and quantitative feedback scores. As the highest level of clustering, participant number was entered as the random effect.

Bootstraping was used to account for the use of non-normal distributed variables in all analysis. This has been suggested as an appropriate alternative when parametric assumptions are not met [21]. The variables were manually standardized in order to aid the interpretation of the results.

Results
We were not able to keep a systematic record of how many individuals were approached by their care coordinators for participation and declined. However, it was the impression of clinical teams that the refusal rate was around 30%. Of the 38 individuals who were referred to the research team, 8 changed their mind, 3 were unable to be contacted, and 3 were deemed ineligible prior to consent. This provided a final sample of 24 individuals, all of whom completed the feedback assessments (ie, no participants withdrew from the study). One individual, however, did ask for the SMS text-only assessment to be ended 2 days early because she found it was making her ruminative.

Testing for an Interaction Between Sampling Period and Method of Assessment
First, we assessed whether there was an interaction between the sampling period and device type. Regression analysis showed that the order of the two conditions did not significantly predict the total number of entries an individual completed (β =.06, SE.22, P=.078), nor the length of time it took to complete each entry (β =-.06, SE.20, P=.78). However, starting with the SMS text-only implementation did show nonsignificantly increased negative appraisals of the devices (β =-.35, SE.20, P=.08).
Comparing Native Smartphone Application and SMS Text-only Implementation

The number of entries completed during sampling was strongly correlated between the two delivery modalities (rho = 0.61, P=.002). When controlling for order effect, participants completed significantly greater numbers of entries on the native smartphone application when compared to SMS text-only implementation (Tables 3 and 4). Past studies have defined compliance as completing at least one-third of all possible data-points [22]. Using this criterion, 88% (n=21) of individuals were compliant when using the native smartphone application, whereas 71% (n=19) were compliant when using SMS text-only implementation. Participants completed a significantly greater number of entries in week one (mean = 16.4, SD 16.4) when compared to week two of sampling (mean = 13.7, SD 6.5; β = -.22, SE=.11, P=.04). When broken down by day, participants completed a mean of 3.4 (SD 0.8) entries on day 1, 3.8 (SD 0.5) on day 2, 3.0 (SD 1.2) on day 3, 3.4 (SD 1.1) on day 4, 3.0 (SD 1.3) on day 5, and 3.1 (SD 1.2) entries on day 6 when using the smartphone application. When using the SMS system this was lower at 2.3 (SD 1.4) entries on day 1, 2.4 (SD 1.3) entries on day 2, 2.6 (SD 1.5) entries on day 3, 2.6 (SD 1.3) entries on day 4, 2.0 (SD 1.4) entries on day 5, and 1.9 (SD 1.7) entries on day 6.

The length of time taken to complete each entry was highly correlated between the delivery modalities (rho = 0.62, P=.02), suggesting that those individuals who took longer on the native smartphone application also took longer to complete the SMS text-only implementation. However, as can be seen in Tables 3 and 4, individuals took an average 68.4 seconds (SD 39.5) to complete a full set of questions on the native smartphone application and 325.5 seconds (SD 145.6) on the SMS text-only implementation (β = 0.78, SE 0.09, P<.001). Thus, questions sets took 4.8 times longer on the SMS text-only implementation, than on native smartphone application. There was no significant difference in the length of time (seconds) it took participants to complete entries in week 1 (mean = 210.4, SD 171.3), when compared to week 2 (mean = 183.5, SD 166.3; β = -.08, SE=.09, P=.36) of sampling.

The total quantitative feedback scores for each device were also strongly correlated (rho = 0.48, P=0.02), suggesting that appraisals of the procedure were similar across both delivery modalities. No significant difference was observed for the total quantitative feedback score when comparing the two delivery modalities. Although none of the individual quantitative feedback items were significantly different, nonsignificantly higher scores (suggesting greater agreement) were observed for SMS text-only implementation on the items “Were there times where you had to stop doing something in order to answer the questions?”, “Were there times when you felt like not answering?”, and “Was filling in the questions inconvenient?” (Table 3).

When considering an order effect, participants scored higher on the items “Were there times when you felt like not answering?” (week 1 mean 2.2, SD 1.1), week two mean 3.1, SD 2.2; β = 0.26, SE=.12, P=.03) and “Was it difficult to keep the device with you or carry it around?” (week 1 mean 1.8, SD 1.2; week 2 mean 2.6, SD 1.9; β = 0.26, SE=.12, P=.03) in the second, when compared to the first week of sampling. No other significant order effects were observed on the quantitative feedback scores.

Participants also reported the maximum length of time within which they would hypothetically be willing to complete questions on each delivery modality, which is displayed in Table 5. At the end of the final period of sampling, 67% (n=16) of individuals preferred the native smartphone application, 13% (n=3) of people preferred SMS text-only implementation, and 21% (n=5) of people had no preference. Additionally, 71% (n=17) of individuals found the native smartphone application easier to use, 17% (n=4) of people found SMS text-only implementation easier to use, and 13% (n=3) of people had no preference. Worthy of note is that 2 out of the 3 individuals who preferred their own phone currently owned a smartphone, which they used to complete the SMS text-only implementation.
Table 3. Quantitative feedback scores for the native smartphone application and SMS text-only implementation, and summary statistics.

<table>
<thead>
<tr>
<th></th>
<th>Native smartphone application</th>
<th>SMS text-only implementation</th>
<th>β</th>
<th>SE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Min</td>
<td>Max</td>
</tr>
<tr>
<td>Time taken to complete questions (seconds)</td>
<td>68.4</td>
<td>39.5</td>
<td>18.8</td>
<td>179.7</td>
</tr>
<tr>
<td>Number of entries completed</td>
<td>16.5</td>
<td>5.5</td>
<td>4.0</td>
<td>24.0</td>
</tr>
<tr>
<td>Did answering the questions take a lot of work?</td>
<td>1.8</td>
<td>1.1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Were there times when you felt like not answering?</td>
<td>2.3</td>
<td>1.3</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Did answering the questions take up a lot of time?</td>
<td>1.7</td>
<td>0.9</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Were there times where you had to stop doing something in order to answer the questions?</td>
<td>3.4</td>
<td>1.7</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Was it difficult to keep track of what the questions were asking you?</td>
<td>1.6</td>
<td>1.2</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Were you familiar with using this type of technology?</td>
<td>4.7</td>
<td>2.3</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Was it difficult to keep the device with you or carry it around?</td>
<td>1.9</td>
<td>1.4</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>Did you ever lose or forget the device?</td>
<td>1.7</td>
<td>0.9</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Was using the key pad/touch screen difficult to use?</td>
<td>2.0</td>
<td>1.3</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Do you think other people would find the software easy to use?</td>
<td>5.3</td>
<td>1.8</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>Do you think you could make use of this approach in your everyday life?</td>
<td>4.0</td>
<td>1.8</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Do you think that this approach could help you or other service users?</td>
<td>5.3</td>
<td>1.9</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Overall, this experience was stressful.</td>
<td>1.8</td>
<td>1.1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Overall, this experience was challenging.</td>
<td>2.2</td>
<td>1.6</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Overall, this experience was pleasing.</td>
<td>3.7</td>
<td>2.0</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Did filling in the questions make you feel worse?</td>
<td>1.8</td>
<td>1.1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Did filling in the questions make you feel better?</td>
<td>2.8</td>
<td>1.5</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>Did you find the questions intrusive?</td>
<td>2.2</td>
<td>1.2</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Was filling in the questions inconvenient?</td>
<td>2.0</td>
<td>1.0</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Did you enjoy filling in the questions?</td>
<td>3.6</td>
<td>2.0</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Total quantitative feedback score (positive items reversed):</td>
<td>53.0</td>
<td>11.2</td>
<td>33</td>
<td>76</td>
</tr>
</tbody>
</table>

Table 4. Quantitative feedback scores for the native smartphone application and SMS text-only implementation—momentary assessment symptom scores.

<table>
<thead>
<tr>
<th>Momentary assessment symptom scores</th>
<th>Native smartphone application Mean</th>
<th>SD</th>
<th>Min</th>
<th>Max</th>
<th>SMS text-only implementation Mean</th>
<th>SD</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hallucinations</td>
<td>2.7</td>
<td>1.8</td>
<td>1.0</td>
<td>6.5</td>
<td>2.5</td>
<td>1.8</td>
<td>1.0</td>
<td>6.0</td>
</tr>
<tr>
<td>Anxiety</td>
<td>2.8</td>
<td>2.0</td>
<td>1.0</td>
<td>6.3</td>
<td>2.1</td>
<td>1.4</td>
<td>1.0</td>
<td>6.4</td>
</tr>
<tr>
<td>Grandiosity</td>
<td>2.3</td>
<td>1.5</td>
<td>1.0</td>
<td>6.0</td>
<td>2.3</td>
<td>1.4</td>
<td>1.0</td>
<td>6.0</td>
</tr>
<tr>
<td>Delusions</td>
<td>2.0</td>
<td>1.3</td>
<td>1.0</td>
<td>5.1</td>
<td>1.9</td>
<td>1.1</td>
<td>1.0</td>
<td>4.7</td>
</tr>
<tr>
<td>Paranoia</td>
<td>2.9</td>
<td>1.8</td>
<td>1.1</td>
<td>6.5</td>
<td>2.6</td>
<td>1.7</td>
<td>1.0</td>
<td>7.0</td>
</tr>
<tr>
<td>Hopelessness</td>
<td>3.2</td>
<td>1.4</td>
<td>1.0</td>
<td>5.7</td>
<td>3.0</td>
<td>1.3</td>
<td>1.0</td>
<td>5.1</td>
</tr>
</tbody>
</table>
The objective of this study was to compare two different delivery modalities of the same diagnostic assessment for individuals with nonaffective psychosis—a native smartphone application employing a graphical, touch user interface against an SMS text-only implementation. The overall hypothesis of the study was that participants with serious mental illness would find both systems feasible and acceptable to use, measured by the quantitative postassessment feedback questionnaire scores, the number of data points completed, and the time taken to complete the assessment. We also predicted that participants would complete a significantly greater number of data points, in less time, when using a native smartphone application when compared to the text messages and that the former software would be more positively appraised. The length of time that participants would hypothetically be willing to complete questions was also assessed in order to gauge the feasibility of longer-term assessment.

In line with the hypotheses, participants completed a significantly greater number of entries on the native smartphone application (69%, mean = 16.5), when compared to the text message interface (56%, mean = 13.5). It is desirable to keep missing data to a minimum in order to generate a representative picture of an individual’s symptoms over time. Other studies have observed similarly high rates of compliance to the native smartphone application when using PDAs (ie, 69-72%) [7,23]. The increased usability and streamlined, graphical interface seen in purpose built software applications may encourage greater levels of compliance than those of SMS text-only implementations.

On average, sets of questions on the SMS text-only implementation took 4.8 times longer to complete when compared to the native smartphone application, which may have contributed to the reduced rates of compliance seen with this method of sampling. Although just failing to reach statistical significance, the quantitative feedback highlighted greater disruption to activities and inconvenience and less inclination to complete the questions when participants used the SMS text-only implementation. This is perhaps understandable given the greater time investment incurred by this method. Past research has suggested that the movement of mobile technology from the foreground to the background of an individual’s life represents an important step in the accommodation of these technologies [24], which may be less likely if it perceived as burdensome.

Somewhat surprisingly, the two delivery modalities did not differ in any of the other quantitative feedback items or the total quantitative feedback score. The mean scores suggest that these appraisals were generally positive across both conditions. Thus, both forms of technology were deemed acceptable and well integrated and may represent suitable methods for facilitating real-time assessment. However, in the forced choice questions, the majority of the sample stated that they preferred the native smartphone application and that they found it easier to use, suggesting that this may be a more attractive delivery modality.

Of the three individuals who preferred the SMS text-only implementation, two currently owned a smartphone, which they used for completing the text messages. These mobile phones may have allowed for a more streamlined text system (eg, threaded messages) reducing the differences between the two types of devices.

While the mean quantitative feedback scores suggested generally positive appraisals of both delivery modalities, these varied considerably between individuals. For example, some participants stated that they felt this technology could help them, whereas others were more skeptical about its advantages. Some participants reported mild negative reactivity to the method. It is possible that mobile phone assessment is less suitable in certain subgroups of patients, and in its future application, reactivity should be carefully monitored.

As this technology makes the transition from research to real-world clinical application, it will be vital to assess the feasibility and uptake of this software over longer periods of time and the factors influencing nonparticipation and withdrawal. In this study, participants completed fewer entries in the second week of sampling. Additionally, only a third of participants said they would be willing to complete the procedure for 5 or more weeks with the native smartphone application, with an even lower percentage for the SMS text-only implementation (21%). In the future, it may be necessary to employ machine learning in order to tailor the choice of questions and sampling rates to the service user [25], while placing particular emphasis on symptoms of primary concern to their clinical team. Person-tailored sampling could increase the feasibility of conducting longer-term real-time assessment. Automated and clinician-delivered feedback, or monetary incentives, may also promote acceptance and compliance.

In conclusion, this study provides data to suggest that both native smartphone applications and SMS text-only implementation represent acceptable technologies for facilitating real-time assessment in individuals with nonaffective psychosis. However,
the native smartphone application was found to be preferable to SMS text-only implementation in terms of greater data point completion and shorter response times. Limitations of this study include the relatively modest length of the sampling procedure and moderate rates of nonparticipation by those approached to take part. In the future, it will be important to upload software applications onto individual’s own phone rather than issuing them with an additional device.
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Abstract

**Background:** There is growing interest in the use of information communication technologies to treat obesity. An intervention delivered by smartphone could be a convenient, potentially cost-effective, and wide-reaching weight management strategy. Although there have been studies of texting-based interventions and smartphone applications (apps) used as adjuncts to other treatments, there are currently no randomized controlled trials (RCT) of a stand-alone smartphone application for weight loss that focuses primarily on self-monitoring of diet and physical activity.

**Objective:** The aim of this pilot study was to collect acceptability and feasibility outcomes of a self-monitoring weight management intervention delivered by a smartphone app, compared to a website and paper diary.

**Methods:** A sample of 128 overweight volunteers were randomized to receive a weight management intervention delivered by smartphone app, website, or paper diary. The smartphone app intervention, My Meal Mate (MMM), was developed by the research team using an evidence-based behavioral approach. The app incorporates goal setting, self-monitoring of diet and activity, and feedback via weekly text message. The website group used an existing commercially available slimming website from a company called Weight Loss Resources who also provided the paper diaries. The comparator groups delivered a similar self-monitoring intervention to the app, but by different modes of delivery. Participants were recruited by email, intranet, newsletters, and posters from large local employers. Trial duration was 6 months. The intervention and comparator groups were self-directed with no ongoing human input from the research team. The only face-to-face components were at baseline enrollment and brief follow-up sessions at 6 weeks and 6 months to take anthropometric measures and administer questionnaires.

**Results:** Trial retention was 40/43 (93\%) in the smartphone group, 19/42 (55\%) in the website group, and 20/43 (53\%) in the diary group at 6 months. Adherence was statistically significantly higher in the smartphone group with a mean of 92 days (SD 67) of dietary recording compared with 35 days (SD 44) in the website group and 29 days (SD 39) in the diary group (P < .001). Self-monitoring declined over time in all groups. In an intention-to-treat analysis using baseline observation carried forward for missing data, mean weight change at 6 months was −4.6 kg (95\% CI −6.2 to −3.0) in the smartphone app group, −2.9 kg (95\% CI −4.7 to −1.1) in the diary group, and −1.3 kg (95\% CI −2.7 to 0.1) in the website group. BMI change at 6 months was −1.6 kg/m\textsuperscript{2} (95\% CI −2.2 to −1.1) in the smartphone group, −1.0 kg/m\textsuperscript{2} (95\% CI −1.6 to −0.4) in the diary group, and −0.5 kg/m\textsuperscript{2} (95\% CI −0.9 to 0.0) in the website group. Change in body fat was −1.3\% (95\% CI −1.7 to −0.8) in the smartphone group, −0.9\% (95\% CI −1.5 to −0.4) in the diary group, and −0.5\% (95\% CI −0.9 to 0.0) in the website group.

**Conclusions:** The MMM app is an acceptable and feasible weight loss intervention and a full RCT of this approach is warranted.

**Trial Registration:** ClinicalTrials.gov NCT01744535; http://clinicaltrials.gov/ct2/show/NCT01744535 (Archived by WebCite at http://www.webcitation.org/6FEtc3PVB)
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Introduction

Obesity is estimated by the World Health Organization to be the fifth leading risk for global deaths [1], and it is associated with a range of serious and difficult to treat conditions, such as diabetes, some cancers, and heart disease. In the United Kingdom, obesity is a major public health concern reported to affect a quarter of the adult population [2]. The economic burden to the National Health Service (NHS) is significant, with the direct cost of spending on overweight and obesity estimated at £4.2 billion in 2007 [3]. The effective treatment of obesity and overweight is challenging and NHS primary care struggles to provide effective support to meet demand [4]. A large community-based survey showed that individuals desire alternatives to face-to-face weight loss treatments and, if given the choice, some would be interested in engaging with minimal contact weight management programs [5].

Weight management interventions based on information and communication technology (ICT) provide an opportunity to engage a wide audience in a potentially flexible and cost-effective way. In recent years, research into mobile devices to facilitate dietary and physical activity self-monitoring and weight-related behavior change has grown. Mobile phones, in particular, are an intuitively appealing intervention platform given that they are ubiquitous, engaging, and portable [6]. Researchers have investigated text message short message service (SMS) interventions to promote change in diet [7-9] and physical activity [10,11]. For example, in a small randomized controlled trial (RCT) (N=75) an SMS intervention lasting 16 weeks led to a mean weight loss of 2.1 kg (95% CI -3 to -1) in a group receiving daily text messages compared to 0.4 kg (95% CI -1 to 1) in the control group [7]. However, in a follow-up study, a larger 12-month RCT of an SMS intervention in 170 overweight and obese adults showed no statistically significant difference in weight loss between the intervention and control group [12]. In that study, adherence to the text-messaging intervention was found to be related to greater weight loss and the authors concluded that text messages might be a useful adjunct to a weight loss program. Researchers have also investigated dietary self-monitoring-based electronic interventions using personal digital assistants (PDAs), electronic portable devices that share some of the features of mobile phones. A 6-month RCT compared a PDA alone and a PDA with feedback to a paper diary in a sample of 210 overweight adults. The PDA group (combined with feedback) had the highest proportion of participants achieving greater than 5% weight loss (63% compared with 46% in the PDA alone and 49% in the food diary alone) after 6 months [13].

A number of smartphone applications (apps) that use the computational abilities of the phone for self-monitoring rather than just the SMS component have been developed (14-17) and tested. For example, a mobile app developed for a Nokia platform, Wellness Diary, allows users to record health-related data such as weight, sleep, and physical activity, and receive feedback on input [14-16]. The Patient-Centered Assessment and Counseling Mobile Energy Balance (PmEB) app allows users to log food intake from a limited database of foods and track calorie balance [18]. Another app, UbiFit, was developed to promote change in physical activity [19]. However, none of these apps have been formally evaluated in an RCT. In a recent 6-month RCT, 96 overweight and obese participants were randomized to either a group receiving podcasts only or an enhanced group using the podcasts, Twitter, and a smartphone app called FatSecret for self-monitoring [20]. In this study, the enhanced group were not found to have greater weight loss than the podcast-only group.

We developed a smartphone app for weight loss called My Meal Mate (MMM). The enhanced computational ability of a smartphone allows detailed self-monitoring (of diet, physical activity, and weight) and feedback via text message to be combined into 1 intervention. The MMM app uses an Android operating system so it can be trialed on an up-to-date and popular handset. The app has been benchmarked against commercially available systems, such as MyFitnessPal [21], and contains a large, detailed UK-branded food database [22]. These factors are important to engage users with the app in a real-life setting. Although there have been RCTs using text-messaging interventions for weight management, PDAs for self-monitoring and smartphone apps as adjuncts to other weight management interventions, to our knowledge there have not been any RCTs of a smartphone app as a weight loss intervention in itself using both self-monitoring and text-messaging functions. A trial of this type is necessary because smartphone apps are readily available to the public to download and likely to be used as a stand-alone intervention rather than as an adjunct to another intervention (such as podcasts or face-to-face advice). The aim of this pilot was to test the acceptability and feasibility (recruitment, dropout, and adherence) of MMM with a view to informing a larger trial.

Methods

Recruitment Strategy

Participants were recruited from large employers within Leeds, United Kingdom, by advertising through email, intranet, posters, and newsletters. Advertising material encouraged participants to contact the research team, following which they were emailed information sheets and an eligibility questionnaire. The eligibility criteria was a body mass index (BMI) of ≥27 kg/m²; aged 18 to 65 years; willing to commit the necessary time and effort to the study; employed by a large employer in Leeds; not pregnant, breast-feeding, or planning a pregnancy; not taking antidepressant medication or medication/insulin for diabetes; never had surgery for weight loss; not taking the antidepressant sertraline (due to associations with weight gain); able to read and write in English; able to access the Internet; and willing to
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be randomized to 1 of 3 groups. An inclusion cutoff BMI of \( \geq 27 \, \text{kg/m}^2 \), as opposed to the more familiar cutoff point of 25 kg/m\(^2\), was chosen to ensure that participants had a reasonable amount of weight to lose in 6 months before maintenance of weight loss and also as a safety measure so that they would be unlikely to lose so much weight that they fell below the defined healthy BMI range given that the app would be used for 6 months without any clinical supervision.

Interventions

The researchers developed the MMM smartphone app for weight loss to be used on an Android operating system. Figures 1 and 2 are screenshots of the app. During development of MMM, several commercially available systems, such as MyFitnessPal and Calorie Counter, were informally evaluated by the researchers and by discussion in focus groups with potential system users. The MMM app was benchmarked in this way to produce an app of equivalent appearance and functionality as other apps available to the general public to download. Current UK evidence-based obesity guidelines advocate a lifestyle change approach to treatment [23]; therefore, in-line with this, the key behavioral strategies of goal setting, self-monitoring, and feedback underpin the MMM app. The MMM app allows users to set a weight loss goal and self-monitor daily calorie intake toward achieving that goal. Users select the food and drink consumed from a database and log items in an electronic food diary. Physical activity can also be recorded in the diary enabling the user to receive instant feedback on their energy expenditure. Progress is tracked graphically and further support is provided through tailored weekly text messages. A library of text messages was created and each message was triggered according to progress toward the users’ calorie targets. The messages aimed to enhance the users’ self-efficacy by encouraging the users to rehearse their weight loss goals and reinforce positive behavioral beliefs (about competence, confidence, and mastery). The MMM app has several usability features, such as the ability to take photographs of food to serve as a memory aid, and store favorite meal combinations and recently used items. The app has an associated Web interface to upload the recorded data. A unique feature of MMM is the large UK-specific branded food database which was provided by Weight Loss Resources, a commercial company [22]. The database contains 23,000 food and drink records that reflect both generic and branded items. The diet measures captured on MMM have been found to correlate well with a reference measure of diet [24]. There are a series of YouTube videos which give a detailed account of each feature of the MMM app that participants were able to directly link to for help [25]. The MMM app was compared against 2 other self-monitoring interventions to allow comparison of self-monitoring on a mobile phone against other approaches. The comparison groups used either a self-monitoring slimming website [22] or a food diary accompanied by a calorie-counting book [26]. The comparison interventions provided an opportunity to deliver a similar self-monitoring intervention by different mediums because each provides goal setting and self-monitoring by using the same Weight Loss Resources food database.

Procedure

The trial design was a 3-armed parallel group randomized trial. As a pilot trial, the primary outcomes were feasibility and acceptability outcomes of adherence to the trial and adherence to the interventions (frequency of use). Secondary outcomes were anthropometric, which were objectively measured to give an idea of effect size. Eligible participants were invited to attend a baseline enrollment session at the University of Leeds where height, weight, and percentage body fat (BF) were measured by research assistants, and baseline questionnaires self-completed. The questionnaires were designed to collect information on demographics, technology usage, attitudes toward weight loss, physical activity [27], eating behavior [28], and a variety of psychosocial variables [29,30]. Weight (without shoes) and BF were measured by using Weight Watchers 8958U Body Analyser Scale portable weighing scales. Height (without shoes) was measured using a portable stadiometer to the nearest 0.1 cm. After measurements were taken, participants were randomized by a process of minimization using the Minim software package [31] to 1 of 3 groups. The minimization balanced equally at the medians on 3 factors: starting BMI, age, and gender. Minimization was used because this method has the advantage over simple or stratified randomization of providing very similar balanced groups in small samples [32]. After randomization, groups of participants were taken to separate rooms to receive standardized training in their allocated study equipment. Participants were instructed to use the study equipment every day for a week and then to use it as much as they desired over the trial period. The smartphone group were given a HTC Desire smartphone with the MMM app pre-downloaded, the website group were given a voucher providing 6 months access to the Weight Loss Resources website, and the food diary group were given a paper food diary, a calorie-counting book, and a calculator. All participants were given access to an Internet forum for social support. The baseline enrollment sessions took place over the month of June 2011 with participants enrolling in small groups at a time. Participants returned for repeat measures at 6 weeks and 6 months after randomization. Evaluation questionnaires were also administered at 6 weeks and 6 months. At 6 months, study equipment was returned. Because of the nature of the interventions, it was not possible to blind participants to their assignment. Fieldworkers carrying out measurements on participants were blinded to group assignment and participants were asked not to discuss their group allocation when measurements were taken.

Sample Size Determination

This was not a phase III trial; therefore, a formal sample size calculation was not appropriate and there are few published guidelines on recommended sample sizes for pilot trials. The trial aimed to recruit a sample size of 135, which was a pragmatic decision based partly on the amount of available study equipment.

Statistical Analysis

Statistical analysis was carried out using Stata Statistical Software Release 11 (StataCorp LP, College Station, TX, USA). Most analyses are descriptive because this was a pilot trial and...
not powered to detect weight change. The effectiveness of the minimization procedure was assessed by determining baseline balance among the groups. When analyzing differences among the 3 intervention groups, 1-way analysis of variance (ANOVA) was used for continuous outcomes found to be normally distributed or the Kruskal-Wallis test when data were not normally distributed. For the analysis of completers versus noncompleters, t tests were used for continuous outcomes that were normally distributed and the Wilcoxon rank sum test for non-normally distributed outcomes. Differences among groups for categorical data were analyzed by using Chi-square tests.

This pilot trial was not statistically powered to detect change in anthropometric measures; however, results are displayed for interest and to provide information on effect size. A regression analysis was used to test between-group differences in change in anthropometric measures adjusting for the 3 factors used in randomization at baseline (age, gender, and starting BMI). Two analyses were conducted because there was a proportion of missing data and unequal dropout between groups: an intention-to-treat analysis in which all are included but using baseline weight carried forward for missing data, and an analysis in just those who completed 6-month follow-up.

**Ethical Approval**

This trial was conducted according to the guidelines laid down in the Declaration of Helsinki and all procedures involving human subjects were approved by the University of Leeds, Faculty of Medicine and Health Research ethics committee (ethics reference no: HSLTLM/10/002). Written informed consent was obtained from all trial participants. In accordance with the requirements of the International Committee of Medical Journal Editors (ICMJE), this trial was registered (ClinicalTrials.gov NCT01744535) and reported in accordance with the CONSORT-EHEALTH checklist [33]. The version number of the app tested in the pilot trial was 1.0.23.
Figure 1. Screenshot of the My Meal Mate (MMM) homepage.
Figure 2. Screenshot of the My Meal Mate (MMM) food diary page.
Results

Baseline Characteristics

Table 1 shows the baseline characteristics of the pilot study participants by group. There were no statistically significant differences found among the 3 intervention groups for the factors balanced at minimization: gender ($P= .97$), age ($P= .82$), and BMI ($P= .74$). Of the 128 adults enrolled, 77% (99/128) were female and 91% (117/128) were white. The mean age of participants was 42 years (SD 9) and over half (58%, 74/127) were employed in managerial and professional occupations. The mean participant BMI was 34 kg/m$^2$ (SD 5) with over three-quarters of participants (77%, 98/128) classified as obese (BMI $\geq$ 30 kg/m$^2$).

Recruitment

Recruitment to the trial took 3 months between March and May 2011. Figure 3 is a CONSORT diagram [34] showing the participant flow through the trial. A total of 336 (73.5% female) people initially expressed an interest in taking part in the trial and 231 (68.8%) of these were assessed for eligibility to take part. The largest proportion (43.2%) of people who responded were from Leeds City Council, followed by the University of Leeds (27.4%). Of those screened, 49 (21.2%) were excluded for not meeting the inclusion criteria, and almost half (49.0%) were excluded because their self-reported BMI was less than 27 kg/m$^2$.

In total, 182 people met the eligibility criteria and were invited to a baseline appointment. Of those invited, 21 (11.5%) declined to participate, 13 (7.1%) did not respond, and 19 (10.4%) agreed to attend but did not show up to appointments. This left 129 people who attended baseline appointments. One person was excluded at baseline because their BMI was found to be below 27 kg/m$^2$. In total, 128 people were randomly allocated to 1 of the 3 groups. These 128 represented 38.1% of those who had originally expressed an interest in taking part, and 70.3% of those who had been invited to take part who met the eligibility criteria. With regard to sources of recruitment, the University of Leeds provided the most study participants (42.2%) and Leeds City Council provided the second highest proportion (39.0%). Most participants (83.6%) heard about the study from an electronic source, either by email (61.7%) or intranet (21.9%).

Adherence to the Trial

In terms of trial retention, 94 (73.4%) people returned for 6-week follow-up measurements and 79 (61.7%) returned at 6 months. Table 2 shows the differences between those who completed 6-month follow-up compared to noncompleters. Compared to trial completers, noncompleters had a statistically significantly greater baseline BMI and BF. There was a statistically significant difference in self-reported health status at baseline between completers and noncompleters, with more completers reporting their health status as good or excellent ($P= .001$). Trial dropout was statistically significantly different among the groups ($P= .001$) with 3 people not attending 6-month follow-up in the smartphone group compared with 23 people not attending 6-month follow-up in the diary group and 23 people not attending 6-month follow-up in the website group. The reasons given for nonattendance are shown in Table 3. The most popular reasons given for nonattendance were dislike of the study equipment (n=12) and personal issues (n=6).

Table 1. Baseline characteristics of the participants enrolled in the 3 arms (smartphone application, website, or diary) of the 6-month pilot randomized controlled trial (N=128).

<table>
<thead>
<tr>
<th></th>
<th>Smartphone (n=43)</th>
<th>Diary (n=43)</th>
<th>Website (n=42)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>41.2 (8.5)</td>
<td>42.5 (8.3)</td>
<td>41.9 (10.6)</td>
</tr>
<tr>
<td>Weight (kg), mean (SD)</td>
<td>96.4 (16.0)</td>
<td>97.9 (18.7)</td>
<td>96.4 (19.9)</td>
</tr>
<tr>
<td>Body mass index (kg/m$^2$), mean (SD)</td>
<td>33.7 (4.2)</td>
<td>34.5 (5.7)</td>
<td>34.5 (5.6)</td>
</tr>
<tr>
<td>Body fat (%), mean (SD)</td>
<td>35.9 (3.8)</td>
<td>35.9 (4.8)</td>
<td>36.2 (3.9)</td>
</tr>
<tr>
<td>Gender (female), n (%)</td>
<td>33 (76.7)</td>
<td>33 (76.7)</td>
<td>33 (78.6)</td>
</tr>
<tr>
<td>Race/ethnicity (white), n (%)</td>
<td>43 (100.0)</td>
<td>35 (83.3)</td>
<td>39 (92.9)</td>
</tr>
<tr>
<td>Smoking status (current smokers), n (%)</td>
<td>2 (4.8)</td>
<td>8 (19.1)</td>
<td>2 (4.8)</td>
</tr>
<tr>
<td>Occupation (managerial professions), n (%)$^a$</td>
<td>32 (74.4)</td>
<td>22 (51.2)</td>
<td>20 (48.8)</td>
</tr>
<tr>
<td>Has a university degree, n (%)</td>
<td>31 (72.1)</td>
<td>24 (55.8)</td>
<td>22 (52.4)</td>
</tr>
<tr>
<td>Owns a smartphone, n (%)</td>
<td>18 (41.9)</td>
<td>19 (44.2)</td>
<td>14 (34.2)</td>
</tr>
</tbody>
</table>

$^a$ The occupation variable was dichotomized into managerial professions or not; it was originally measured as managerial and professional occupations, intermediate occupations, small employers and own account workers, lower supervisory and technical occupation, and semiroutine and routine occupations.
Figure 3. Flow of participants through a randomized, 3-armed, 6-month pilot trial of the My Meal Mate (MMM) smartphone application for weight loss (N=128).
Table 2. Differences in baseline characteristics between trial completers and noncompleters at 6-month follow-up.

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Noncompleters (n=49)</th>
<th>Completers (n=79)</th>
<th>P a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>43.2 (9.0)</td>
<td>41.2 (9.3)</td>
<td>.23</td>
</tr>
<tr>
<td>Weight (kg), mean (SD)</td>
<td>101.5 (18.9)</td>
<td>94.1 (17.1)</td>
<td>.03</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>36.1 (5.8)</td>
<td>33.1 (4.5)</td>
<td>.001</td>
</tr>
<tr>
<td>Body fat (%), mean (SD)</td>
<td>37.4 (4.2)</td>
<td>35.3 (4.0)</td>
<td>.01</td>
</tr>
<tr>
<td>Baseline physical activity (MET-min/week), mean (SD)b</td>
<td>1468.8 (1207.9)</td>
<td>1638.5 (1412.3)</td>
<td>.67</td>
</tr>
<tr>
<td>Motivation to lose weight, mean (SD)c</td>
<td>8 (2)</td>
<td>8 (1)</td>
<td>.40</td>
</tr>
<tr>
<td>Confidence in ability to lose weight, mean (SD)d</td>
<td>7 (2)</td>
<td>7 (2)</td>
<td>.74</td>
</tr>
<tr>
<td>Number of previous weight loss attempts, mean (SD)</td>
<td>11.9 (16.1)</td>
<td>6.9 (7.9)</td>
<td>.11</td>
</tr>
<tr>
<td>Consideration of future consequence score, mean (SD)e</td>
<td>32.5 (8.5)</td>
<td>30.7 (7.2)</td>
<td>.22</td>
</tr>
<tr>
<td>Conscientiousness score, mean (SD)f</td>
<td>79.6 (11.8)</td>
<td>76.3 (11.3)</td>
<td>.15</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>38 (78)</td>
<td>61 (77)</td>
<td>.96</td>
</tr>
<tr>
<td>Obese (BMI≥30) (yes), n (%)</td>
<td>39 (86.7)</td>
<td>55 (69.6)</td>
<td>.05</td>
</tr>
<tr>
<td>Race/ethnicity (white), n (%)</td>
<td>39 (88.6)</td>
<td>74 (93.7)</td>
<td>.44</td>
</tr>
<tr>
<td>Smoking status (current smokers), n (%)</td>
<td>7 (15.9)</td>
<td>5 (6.4)</td>
<td>.09</td>
</tr>
<tr>
<td>Occupation (managerial professions), n (%)</td>
<td>21 (46.7)</td>
<td>50 (64.1)</td>
<td>.06</td>
</tr>
<tr>
<td>Reported health status as excellent or good, n (%)</td>
<td>26 (59.1)</td>
<td>68 (86.1)</td>
<td>.001</td>
</tr>
<tr>
<td>Main shopper (yes), n (%)</td>
<td>34 (75.6)</td>
<td>66 (83.5)</td>
<td>.27</td>
</tr>
<tr>
<td>Main preparer (yes), n (%)</td>
<td>33 (73.3)</td>
<td>58 (73.4)</td>
<td>.99</td>
</tr>
<tr>
<td>Currently dieting (yes), n (%)</td>
<td>31 (68.9)</td>
<td>59 (74.7)</td>
<td>.69</td>
</tr>
<tr>
<td>Constant dieter (yes), n (%)</td>
<td>25 (56.8)</td>
<td>36 (46.2)</td>
<td>.38</td>
</tr>
<tr>
<td>Ever kept a food diary (yes), n (%)</td>
<td>26 (57.8)</td>
<td>47 (59.5)</td>
<td>.85</td>
</tr>
</tbody>
</table>

a Significant difference between completers and noncompleters assessed by 1-way t test.
b Measured by International Physical Activity Questionnaire (IPAQ); MET-min/week=metabolic equivalent of task (MET) level × minutes of activity × events per week.
c Based on a 10-point scale (1=not motivated at all; 10=extremely motivated).
d Based on a 10-point scale (1=not confident at all; 10=extremely confident).
e Measured by consideration of future consequences scale.
f Measured by International Personality Item Pool (IPIP) conscientiousness scale.

Table 3. Reasons for nonattendance at 6-month follow-up for trial noncompleters.

<table>
<thead>
<tr>
<th>Reason for nonattendance</th>
<th>Smartphone (n=43)</th>
<th>Diary (n=43)</th>
<th>Website (n=42)</th>
<th>Total (n=128)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unable to contact to determine reason, n (%)</td>
<td>0 (0)</td>
<td>9 (20.9)</td>
<td>9 (21.4)</td>
<td>18 (14.1)</td>
</tr>
<tr>
<td>Did not like study equipment, n (%)</td>
<td>3 (6.9)</td>
<td>5 (11.6)</td>
<td>4 (9.5)</td>
<td>12 (9.4)</td>
</tr>
<tr>
<td>Holiday during follow-up, n (%)</td>
<td>0 (0)</td>
<td>2 (4.6)</td>
<td>0 (0)</td>
<td>2 (1.6)</td>
</tr>
<tr>
<td>Illness, n (%)</td>
<td>0 (0)</td>
<td>2 (4.6)</td>
<td>2 (4.7)</td>
<td>4 (3.1)</td>
</tr>
<tr>
<td>Personal issues, n (%)</td>
<td>0 (0)</td>
<td>3 (6.9)</td>
<td>3 (7.1)</td>
<td>6 (4.7)</td>
</tr>
<tr>
<td>Study too time-consuming, n (%)</td>
<td>0 (0)</td>
<td>1 (2.3)</td>
<td>1 (2.4)</td>
<td>2 (1.6)</td>
</tr>
<tr>
<td>Pregnancy, n (%)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (2.4)</td>
<td>1 (0.8)</td>
</tr>
<tr>
<td>Willing to self-report weight only, n (%)</td>
<td>0 (0)</td>
<td>1 (2.3)</td>
<td>3 (7.1)</td>
<td>4 (3.1)</td>
</tr>
<tr>
<td>Total</td>
<td>3</td>
<td>23</td>
<td>23</td>
<td>49</td>
</tr>
</tbody>
</table>
Frequency of Use of the Interventions

Table 4 shows the total number of days the interventions were used for each group at 6 weeks and 6 months (a complete day is considered as a day with ≥500 and ≤5000 kcal energy recorded). Intervention usage was highest in the smartphone group at 6 months with a mean of 92 days (SD 67) completed compared with 29 days (SD 39) in the diary group and 35 (SD 44) in the website group. There was found to be a statistically significant difference in the number of days usage among the groups at 6 weeks ($P<.001$) and 6 months ($P=.001$). Pairwise comparison showed that this difference lies between the smartphone group and the diary group ($P<.001$), between the smartphone group and the website group ($P<.001$), but not between the website group and the diary group ($P=.14$). At 6 months, 7 people had completed the smartphone electronic diary every day, no participants were found to have complete daily usage in the website and diary groups. Usage within each intervention arm declined over time as shown in Figure 4. In the smartphone group, 2 people recorded ≤7 days of food entry compared with 19 in the diary group (assuming 0 entries for 16 nonreturned diaries at 6 weeks) and 10 people in the website group. The median number of log-ins to the website over the 6-month period was 33 (interquartile range [IQR] 11-75). The frequency of website log-ins ranged from 2 to 375.

Acceptability of Randomization and Satisfaction With Equipment

Of those who completed the 6-week questionnaires (n=93), 91.2% of smartphone participants reported that they were initially satisfied or very satisfied with their group allocation at baseline compared with 23.1% in the diary group and 71.4% in the website group ($P=.01$). When asked about how satisfied they were with the study equipment at 6 weeks, 86.8% reported that they were satisfied or very satisfied with the smartphone, compared with 57.7% in the diary group and 50.0% in the website group ($P=.02$). At 6 months, of those who completed questionnaires (n=77), 63.2% of smartphone participants were satisfied or very satisfied with the study equipment compared with 50.0% in the diary group and 42.1% in the website group ($P=.05$). At 6 months, 23 (30.0%) completers reported that they would not have volunteered for the trial if there had been no offer of using a smartphone.

No statistically significant difference was seen between the groups for self-reported ease of use of study equipment. In the smartphone group, 86.8% reported that they found their study equipment easy to use, compared with 65.0% in the diary group and 83.3% in the website group ($P=.63$). However, a statistically significant difference between the groups was found for self-reported convenience of use with 64.9% reporting that they found the smartphone convenient, (compared with 35.0% in the diary group and 52.6% in the website group, $P<.001$). In the smartphone group, 76.3% of participants agreed or strongly agreed that they felt comfortable using the study equipment to record their diet in social settings compared with 40.0% in the diary group and 21.1% in the website group ($P<.001$).

Change in Anthropometric Measures

The pilot trial is not statistically powered to detect change in anthropometric measures; however, results are displayed to give an idea of effect size. As there is a proportion of missing data and unequal dropout, an intention-to-treat analysis was completed with baseline observations carried forward for missing data (Table 5). In the intention-to-treat analysis using all of the participants assigned to their original group, the mean weight change was −4.6 kg (95% CI −6.2 to −3.0) in the smartphone group, −2.9 kg (95% CI −4.7 to −1.1) in the diary group, and −1.3 kg (95% CI −2.7 to 0.1) in the website group. There was found to be a statistically significant difference in follow-up weight between the groups at 6 months ($P=.04$). At 6 months, weight change over time was statistically significantly greater in the smartphone group compared to the website group (−3.3 kg, 95% CI −5.4 to 1.2), but not when the smartphone group was compared to the diary group ($P=.12$).

| Table 4. Total number of days that the interventions were used (N=128). |
|---------------------|---------------------|---------------------|---------------------|
| Intervention use | Smartphone (n=43) | Diary (n=43) | Website (n=42) | $P^a$ |
| Total number of days intervention used$^b$ | 36 (21-42) | 29 (0-38) | 15 (6-33) | .004 |
| 6 weeks (42 days), median (IQR) | 14 (33) | 8 (19) | 3 (7) | .001 |
| Completing every day, n (%) | 82 (28-172) | 18 (0-37) | 15 (7-45) | <.001 |
| 6 months (184 days), median (IQR) | 7 (16) | 0 (0) | 0 (0) | |
| Completing 0 days/not returning paper diary, n (%) | 1 (2) | 31 (78) | 3(7) | .05 |

$^a$ Significant difference between groups assessed by Kruskal-Wallis equality-of-populations rank test because adherence variable not normally distributed and not improved after log transformation; significant difference at $P<.05$.

$^b$ A usage day is considered to be a day with ≥500 and ≤5000 kcal energy recorded.
In the intention-to-treat analysis with baseline observation carried forward, change in BMI at 6 months was \(-1.6 \text{ kg/m}^2\) (95% CI \(-2.2\) to \(-1.1\)) in the smartphone group, \(-1.0 \text{ kg/m}^2\) (95% CI \(-1.6\) to \(-0.4\)) in the diary group, and \(-0.5 \text{ kg/m}^2\) (95% CI \(-0.9\) to 0.0). Change in BF was \(-1.3\%\) (95% CI \(-1.7\) to \(-0.8\)) in the smartphone group, \(-0.9\%\) (95% CI \(-1.5\) to \(-0.4\)) in the diary group, and \(-0.5\%\) (95% CI \(-0.9\) to 0.0) in the website group.

Table 6 is a subanalysis that shows the anthropometric measures for study completers only (participants who attended follow-up at 6 months). In those who completed the trial, the mean weight change was \(-5.0 \text{ kg}\) (95% CI \(-6.7\) to \(-3.3\)) in the smartphone group, \(-6.2 \text{ kg}\) (95% CI \(-9.8\) to \(-2.7\)) in the diary group, and \(-2.8 \text{ kg}\) (95% CI \(-5.9\) to 0.2) in the website group. One person allocated to the diary group reported that they had actually used a commercially available weight loss smartphone app during the trial rather than the paper diary. This person lost 32 kg overall; if they are excluded from the diary group analysis, the mean weight change in completers is \(-4.8 \text{ kg}\) (95% CI \(-7.1\) to \(-2.7\)). There were not found to be statistically significant differences in follow-up weight between the groups at 6 months (\(P=.63\)) or in difference in change over time (smartphone-diary, \(P=.99\); smartphone-website, \(P=.40\); diary-website, \(P=.47\)). A similar trend in results was seen for BMI and BF.

Assuming baseline observation carried forward for those who did not return for follow-up at 6 months, 35/128 (27.3% of all participants randomized) achieved a clinically significant weight loss (≥5% of initial weight). This included 16/43 participants (37.2%) in the smartphone group, 12/43 (27.9%) participants in the diary group, and 7/42 (16.7%) participants in the website group.
Table 5. Change in anthropometric measures using an intention-to-treat\textsuperscript{a} analysis.

<table>
<thead>
<tr>
<th>Anthropometric measurements</th>
<th>Smartphone</th>
<th>Diary</th>
<th>Website</th>
<th>(P) \textsuperscript{b}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight (kg)</td>
<td>n Mean (95% CI)</td>
<td>n Mean (95% CI)</td>
<td>n Mean (95% CI)</td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>43 96.8 (91.9-101.8)</td>
<td>43 97.9 (92.2-103.6)</td>
<td>42 96.4 (90.2-102.6)</td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>43 93.9 (89.0-99.0)</td>
<td>43 95.9* (89.8-101.7)</td>
<td>42 95.1* (89.0-101.2)</td>
<td>.001</td>
</tr>
<tr>
<td>6 months</td>
<td>43 92.2* (87.0-97.4)</td>
<td>43 95.0* (89.0-101.0)</td>
<td>42 95.1 (89.0-101.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>BMI (kg/m\textsuperscript{2})</td>
<td>n Mean (95% CI)</td>
<td>n Mean (95% CI)</td>
<td>n Mean (95% CI)</td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>43 33.7 (32.4-35.0)</td>
<td>43 34.5 (32.7-36.2)</td>
<td>42 34.5 (32.7-36.2)</td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>43 32.6* (31.3-33.9)</td>
<td>43 33.7* (31.9-35.5)</td>
<td>42 34.0 (32.3-35.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>6 months</td>
<td>43 32.1* (30.7-33.5)</td>
<td>43 33.4 (31.5-35.4)</td>
<td>42 34.0 (32.3-35.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Body fat (%)</td>
<td>n Mean (95% CI)</td>
<td>n Mean (95% CI)</td>
<td>n Mean (95% CI)</td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>42 35.9 (34.7-37.1)</td>
<td>42 36.0 (34.5-37.5)</td>
<td>42 36.3 (35.1-37.5)</td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>42 35.0* (33.7-36.2)</td>
<td>42 35.3* (33.8-36.9)</td>
<td>42 36.0 (34.7-37.2)</td>
<td>.01</td>
</tr>
<tr>
<td>6 months</td>
<td>42 34.7* (33.5-35.9)</td>
<td>42 35.1 (33.4-36.7)</td>
<td>42 35.9 (34.5-37.2)</td>
<td>.02</td>
</tr>
</tbody>
</table>

\textsuperscript{a} The baseline measures recorded have been carried forward for missing data.
\textsuperscript{b} Significant difference between baseline and 6-week and 6-month follow-up assessed by paired \(t\) test. The regression analyses for difference in endpoints between the groups adjusts for starting weight and the 3 covariates randomized on at baseline (age, baseline BMI, and gender).
\textsuperscript{c} Statistically significant \(P\) value of <.01.

Table 6. Change in recorded anthropometric measures at 6 weeks (n=95) and 6 months (n=79) for trial completers.

<table>
<thead>
<tr>
<th>Anthropometric measurements</th>
<th>Smartphone</th>
<th>Diary</th>
<th>Website</th>
<th>(P) \textsuperscript{a}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight (kg)</td>
<td>n Mean (95% CI)</td>
<td>n Mean (95% CI)</td>
<td>n Mean (95% CI)</td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>40 96.8 (91.9-101.8)</td>
<td>20 97.9 (92.2-103.6)</td>
<td>19 96.4 (90.2-102.6)</td>
<td></td>
</tr>
<tr>
<td>6 months</td>
<td>40 92.1\textsuperscript{b} (86.6-97.6)</td>
<td>20 86.1\textsuperscript{b} (78.1-94.2)</td>
<td>19 87.0 (79.5-94.6)</td>
<td>.62</td>
</tr>
<tr>
<td>BMI (kg/m\textsuperscript{2})</td>
<td>n Mean (95% CI)</td>
<td>n Mean (95% CI)</td>
<td>n Mean (95% CI)</td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>40 33.7 (32.4-35.0)</td>
<td>20 34.5 (32.7-36.2)</td>
<td>19 34.5 (32.7-36.2)</td>
<td></td>
</tr>
<tr>
<td>6 months</td>
<td>40 32.0\textsuperscript{b} (30.5-33.5)</td>
<td>20 30.4 (28.2-32.6)</td>
<td>19 31.0 (28.9-33.2)</td>
<td>.58</td>
</tr>
<tr>
<td>Body fat (%)</td>
<td>n Mean (95% CI)</td>
<td>n Mean (95% CI)</td>
<td>n Mean (95% CI)</td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>39 35.9 (34.7-37.1)</td>
<td>20 36.0 (34.5-37.5)</td>
<td>19 36.3 (35.1-37.5)</td>
<td></td>
</tr>
<tr>
<td>6 months</td>
<td>39 34.6\textsuperscript{b} (33.4-35.9)</td>
<td>20 32.5 (30.1-34.8)</td>
<td>19 33.7 (31.7-35.8)</td>
<td>.89</td>
</tr>
</tbody>
</table>

\textsuperscript{a} Significant difference between baseline and 6-week and 6-month follow-up assessed by paired \(t\) test. The regression analysis for difference in endpoints between the groups adjusts for starting weight and the 3 covariates randomized on at baseline (age, baseline BMI, and gender).
\textsuperscript{b} Statistically significant \(P\) value of <.01.

Discussion
This pilot trial has shown the MMM app to be a feasible and acceptable weight loss intervention.

Recruitment and Response
In terms of recruitment and response, we were able to recruit 128 participants to the pilot, which was 95% of the original recruitment target. As is common to many weight loss trials, a large proportion of the sample (77%) were women and white (91%). The initial response rate was lower than expected and the recruitment period was extended to 3 months. Electronic media was the most successful recruitment strategy.

Trial Retention
The pilot trial suffered from 38% attrition overall. Attrition is a serious difficulty in weight loss trials because of its potential to bias results [35]. Missing data may reflect a person’s
dissatisfaction with the dietary intervention and a rebound in weight gain. To put this attrition figure into context, a systematic review of long-term weight loss trials in obese adults reported losses to follow-up in the range of 30% to 60% [36]. A review focusing specifically on Web-based interventions for weight loss found most had attrition rates greater than 20% [37]. In this trial, attrition was not equal among the groups, with more noncompleters at follow-up in the diary and Web groups compared to the smartphone group (P<.001). In fact, the smartphone group had extremely high retention with 93% returning for follow-up at 6 months (compared with 53% in the diary group and 55% in the website group).

Unequal dropout among groups is likely to be intervention-related [32], and a dislike of the study equipment was the most popular reason given for nonattendance at follow-up. Questionnaire data collected at follow-up also supports dissatisfaction with treatment group because at 6 weeks and 6 months satisfaction with group allocation was statistically significantly lower in the diary and Web groups. Unequal dropout is a potential source of bias in a large RCT so this will need to be considered for the full trial. Another explanation for differences in group retention may be that the smartphone group felt a greater sense of responsibility to the trial given that they had been provided with a costly piece of study equipment and had signed an agreement that they would return it. The diary and website group may have felt less obliged to return for follow-up because they did not need to physically return any equipment. This may be avoidable in a future study when it is likely that a large proportion of the population will own a smartphone (given the rising trend in smartphone ownership in the United Kingdom) so the app could be downloaded onto existing phones.

The noncompleters in the trial were more likely to have a higher BMI at baseline and report poorer health status. Other studies have shown mixed results with regard to attrition and initial body weight and a review of the behavioral approach to weight loss reports that both a higher and lower initial BMI have been linked to attrition in weight loss trials [38]. It may be that this minimal care approach is more acceptable to patients with a lower initial baseline BMI and a perception of good health, but interpretation should be cautious given the small sample size.

**Frequency of Usage of the Interventions**

Adherence to dietary self-monitoring was found to be statistically significantly higher in the smartphone group than the website and paper diary group (P<.001). Participants were free to use the study equipment as often as they liked so the relatively high usage in the smartphone group is interesting. In all 3 groups, self-monitoring declined over time so that by 6 months only 7 participants (16% of the group) in the smartphone group had managed to record their dietary intake every day (no participants in the diary and Web group had done this). Adherence to self-monitoring is an important process outcome because it has been consistently linked to weight loss [39]. Researchers have taken different approaches to measuring adherence in studies investigating technology for weight loss so direct comparison of results is difficult.

A similar decline in adherence to dietary self-monitoring over time has been reported in other studies. In a recent RCT [13] comparing a PDA, a PDA with feedback, and a paper diary, 53% of the PDA group were adherent at 6 months compared with 60% of the PDA with feedback group and 31% of the paper diary group. Adherence was measured in that study as >50% of weekly calorie goal achieved so although the result is not directly comparable, the trend is similar. Also supporting the results of this pilot trial, the aforementioned study found that the PDA groups were statistically significantly more adherent to self-monitoring than the paper diary groups. However, in another study of dietary self-monitoring via PDA, no statistically significant difference in adherence was found between a PDA and a paper diary [40].

A key strength of this pilot is the use of a smartphone app for a high-end smartphone that is able to build on the research with PDAs (having similar self-monitoring functions) but is likely to be a more familiar technology to users. There has been a recent surge in smartphone ownership in the United Kingdom with 51% of the population reporting to own a smartphone [41]. It is evident that there is consumer demand for diet tracking apps due to the popularity of commercial systems such as MyFitnessPal [21] and Lose It! [42]. Investigating a researcher-developed app gives a unique opportunity to collect data on usage directly from the participants. In terms of acceptability, MMM was more highly rated in comparison to the diary and website on a range of acceptability measures, including overall satisfaction, convenience, and acceptability of use in social settings.

**Weight Loss**

Although the pilot trial was not statistically powered to detect a difference in weight change among the groups, it has provided some data on effect size. Completers in the smartphone group had a mean weight loss of -5.0 kg (95% CI -6.7 to -3.3) after 6 months. This is comparable to the weight loss achieved in a large multicentered RCT of popular commercial diet programs that reported an average weight loss of -5.9 kg at 6 months across all diets [43]. The diary and website group had a comparable mean weight change at 6 months as those who returned for 6-month follow-up. When an intention-to-treat analysis is used with baseline observation carried forward for missing data, the mean weight change in the diary and Web groups is more modest.

**Strengths**

This pilot trial has several strengths including its randomized design. Although researchers have investigated dietary self-monitoring as an adjunct or follow-up to a behavioral weight loss intervention [44] or used a smartphone app to enhance adherence to another intervention [45], this pilot trial has taken a minimal contact approach with no dietary advice at baseline. The weight loss seen in the smartphone arm is encouraging given that a minimal contact approach could be a cost-effective and wide-reaching strategy. This approach could also be especially beneficial to those who would prefer not to attend face-to-face meetings. Another strength of the trial is the up-to-date app for tracking diet and physical activity which is comparable in appearance and functionality to commercial diet...
tracking apps. Despite their apparent popularity, these commercial apps have not been comprehensively evaluated to date.

**Limitations**

Generalizability of the pilot results is limited given that the sample are predominantly white, female, and employed in managerial/professional occupations. The MMM app was a prototype app and participants reported that they frequently encountered bugs that caused the app to close. This may have affected participant engagement. Twenty people in the trial also reported that they had used another intervention (either instead of or in addition to their originally allocated intervention) during the trial. Seven participants from the smartphone group reported using a weight loss website, 7 people from the diary group reporting using a website, and 4 using a smartphone app and 2 from the website group reported to have used a smartphone app. One participant originally randomized to the diary group enjoyed self-monitoring but wanted to make it more convenient, so downloaded the commercially available MyFitnessPal app and used this for the duration of the trial. This person went on to lose 32 kg and had a strong influence on the mean weight change seen in the diary group. The degree of contamination seen in the trial is a serious issue and has implications for the design of a definitive RCT. In the pilot trial, participants knew what interventions were available in the trial and although they had all agreed to sign up with the understanding that they would be randomized to a group and not necessarily receive the intervention of their choice, it is a possibility that the trial raised their awareness of newer ICT-based methods of weight loss which they may not have already been aware of. In a definitive trial, the design would need to be altered to address contamination. A delayed control may be used so that participants in the control group could be asked not to use other weight management interventions during the trial and participants would be recruited in such a way that did not reveal what other groups were receiving.

**Implications**

Further analysis will be performed on the pilot data to investigate the characteristics of successful users in the trial to see if there is any scope for tailoring this approach. Given that some participants have more success in behavioral weight loss programs than others [38], knowing who will do well with this smartphone approach is key to tailoring it appropriately. This pilot trial has several implications for a future trial. Given the unequal dropout in the comparator group, a larger trial may need to consider what if any retention strategies are appropriate. Two control groups were used in the pilot, but because participants had comparable adherence and weight loss in the diary group this may be the most cost-effective for a full trial. Further research would also benefit from an economic analysis to investigate the cost of implementing a smartphone app intervention compared with other types of weight management intervention.

**Conclusion**

This pilot trial of a smartphone app for weight loss has shown that it is both an acceptable and feasible intervention. Adherence to the intervention and to the trial was greater in the smartphone group than the comparator groups and the app was rated highly in satisfaction and acceptability. To our knowledge, there have been no large RCTs of smartphone apps for weight loss and this pilot trial provides valuable data that could be used to inform such a trial.
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Abstract

Background: There is increasing interest from academics and clinicians in harnessing smartphone applications (apps) as a means of delivering behavioral interventions for health. Despite the growing availability of a range of health-related apps on the market, academic research on the development and evaluation of such apps is in the relatively early stages. A few existing studies have explored the views of various populations on using mobile phones for health-related issues and some studies are beginning to report user feedback on specific apps. However, there remains little in depth research on users’ (and potential users’) experiences and views on a wide range of features and technologies that apps are, or will soon be, capable of. In particular, research on young adults is lacking, which is an unfortunate omission considering that this group comprises of a good number of mobile technology adopters.

Objective: The current study sought to explore young adults’ perspectives on apps related to health behavior change. It sought their experiences and views of features that might support health behavior change and issues that contribute to interest in and willingness to use such apps.

Methods: Four focus groups were conducted with 19 students and staff at a University in the United Kingdom. Participants included 13 females and 6 males with a mean age of 23.79 (SD 7.89). The focus group discussions centred on participants’ experiences of using smartphone apps to support a healthy lifestyle, and their interest in and feelings about features and capabilities of such apps. The focus groups were recorded, transcribed, and analyzed using inductive thematic analysis.

Results: Study findings suggested that young, currently healthy adults have some interest in apps that attempt to support health-related behavior change. Accuracy and legitimacy, security, effort required, and immediate effects on mood emerged as important influences on app usage. The ability to record and track behavior and goals and the ability to acquire advice and information “on the go” were valued. Context-sensing capabilities and social media features tended to be considered unnecessary and off-putting.

Conclusions: This study provided insight into the opportunities and challenges involved in delivering health-related behavioral interventions through smartphone apps. The findings suggested a number of valued features and characteristics that app developers may wish to consider when creating health behavior apps. Findings also highlighted several major challenges that appeared to need further consideration and research to ensure the development of effective and well-accepted behavior change apps.
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Introduction

Background

The smartphone market is growing rapidly with statistics from 2011 and 2012 suggesting that 35% of US and 39% of UK adults, respectively, use smartphones, with acceptance increasing quickly [1,2]. These ubiquitous devices are increasingly complex, computationally powerful, sensor-rich, and integrated with social networking [3-5]. Alongside these technological developments, there has been increasing interest from academics and clinicians in harnessing smartphones as a means of delivering behavioral interventions for health.

Various features of smartphones make them good candidates for the delivery of behavioral interventions. First, as portable devices that are highly valued by individuals, they tend to be switched on and remain with the owner throughout the day [3,5,6]. Therefore, they offer the opportunity to bring behavioral interventions into important real-life contexts where people make decisions about their health and encounter barriers to behavior change [4,5,7]. Second, smartphone apps may provide cheaper, more convenient, or less stigmatizing interventions that are unavailable elsewhere [4,7]. Third, the connectedness of smartphones facilitates the sharing of behavioral and health data with health professionals or peers [4,6]. Furthermore, the increasing ability of smartphones to use internal sensors to infer context such as user location, movement, emotion, and social engagement (eg. [8-10]) has raised the prospect of continuous and automated tracking of health-related behaviors and timely, tailored interventions for specific contexts.

In addition to the existing body of research on telephone and SMS (short message service) text-messaging-delivered interventions, smartphone software programs, or applications (apps) have stimulated significant attention in recent years. For example, many thousands of commercial apps have already been developed to assist people with managing stress, improving mood, following a healthy diet, increasing physical activity, quitting smoking, and self-managing chronic health problems. Apps aiming to improve health tend to provide information, advice, instruction, prompts, support, encouragement, and interactive tools for individuals to monitor, record, and reflect.

Although there has been much enthusiasm for delivering interventions through smartphone apps, academic research on the development and evaluation of such apps is in the early stages. At this juncture, as well as initial pilot studies of specific individual apps, there is a need for formative research that helps us to better appreciate the interest various groups of people have in using these sorts of apps and factors that may influence acceptability and engagement.

Previous Studies and Interventions

Some initial qualitative research on mobile phone use for health has already been conducted with various populations in several contexts including both healthy [11,12] and chronically ill [11] adults, and adults at risk of developing lifestyle-related health conditions [13]. Findings to date indicated that using mobile phones for managing physical and mental health and for supporting changes in health-related behavior is acceptable in principle to many people. A number of studies have focused more specifically on experiences of smartphone apps. Some such studies have been nested within pilot studies of research-developed apps. For instance, a feasibility study in 8 users of a mobile intervention for depression that included ecological momentary intervention and context sensing found that participants were satisfied with the intervention, despite encountering substantial technical problems [14]. Other studies have concentrated on understanding useful features of one or more specific apps. In one study, 15 participants downloaded 3 physical activity apps, which they used for one week each. They then provided quantitative ratings of the apps and qualitative feedback about their experiences. Users preferred flexible apps with automatic tracking of physical activity, tracking of goal progress, music features, and well-documented and easy to use features [15]. Other research, nested within an intervention trial, collected data on 119 users’ experiences of 3 different apps (a wellness diary, a physical activity coach, and a relaxation assistant) and generated detailed findings relating to motivators and barriers to using each app [16].

Overall, the literature on smartphone app feasibility and acceptability is encouraging. However, in previous research, the exploration of user viewpoints has often been limited and fairly superficial. There is little in depth, qualitative research allowing users to describe their experiences, views, and usage patterns. Several important areas are inadequately addressed by previous research. First, there is an absence of research on how young adults perceive and use apps for behavior change. Few reports exist discussing the development of interventions for this population [17] despite the tendency for young adults to be early adopters of smartphone technology [2,17]. Recent publications have highlighted the lack of focus on smartphone interventions for young adults and suggested that this is a priority population for a broad range of health behavior issues [17,18]. Second, tens of thousands of health apps are available directly to consumers through the market (eg. Apple App Store, Google Play) and a 2011 report showed that 11% of US adult smartphone users download health apps [19]. Reviews suggested that most direct-to-consumer apps are not developed by health professionals or academics, do not draw on behavior change theories or techniques, and do not have content aligned to clinical guidelines for the condition or behavior in question [20-24]. However, there is a surprising paucity of academic research on user views and experiences of these apps. Finally, there has been little exploration of people’s views about context sensing by smartphones in the setting of health apps, although it has been recognized that this advancing technology may raise concerns, including worries around regarding privacy and security [4,25].

Current Study

The current study sought to explore some of these under-researched areas. We conducted a series of focus groups with healthy young adult smartphone users in order to explore: (1) their existing experiences of using health-related smartphone apps, and (2) their views about a range of different features, technologies, and capabilities that characterize currently available or future apps. We sought their views on features that might support them in making changes to behaviors relevant to
health, factors that contribute to interest in apps, willingness to use the apps, and issues leading to disinclination to using the apps.

**Methods**

**Participants**

A total of 19 participants were recruited through advertisements placed around Southampton University campus. Eligible participants were 18 years of age or older, and owned a smartphone. Prior to arrival at the focus group, all participants completed a brief online questionnaire providing demographic, lifestyle, and smartphone-related data. Participants comprised of 13 females, 6 males, 16 students, and 3 junior members of staff. The age range was 18 to 50 (mean 23.79, SD 7.89) and 16/19 (84%) were White British. At the time of the study, 10 participants owned iPhones, 5 owned Android phones, and 4 owned Blackberries. All participants reported that they had previously used smartphone apps. The participants were relatively frequent users of their phones with all but two reporting at least one hour of use per day. Sixteen reported using non-call features (eg, apps, camera, Internet, multimedia) “often” or “very often” and only one used these “rarely”. Fifteen participants indicated that they had previously sought health-related advice or information from the Internet or other forms of technology. Participants rated themselves as relatively “up to date with the latest technology” (minimum 3, mean 3.84, SD 6.02 on a 1-5 Likert scale). In terms of health and lifestyle, 7/19 (37%) participants reported themselves as “overweight”, whereas 12/19 (63%) classified themselves as “about right”. Around half (10/19, 53%) reported that they “lead an active lifestyle”. Most (14/19, 74%) believed themselves to “eat a healthy diet”.

**Procedure**

Four focus groups were conducted (with 3, 5, 5, and 6 participants in each group). The session was guided by an interview schedule (Multimedia Appendix 1). The discussion began with questions around participants’ personal experiences of smartphone apps for health. To prompt further discussion, particularly among participants with limited experience of relevant apps, the facilitator presented trigger materials. Images showing features and capabilities of health-related apps were displayed on a laptop computer using PowerPoint. This included examples of apps that: (1) assisted with setting goals and reviewing progress towards goals, (2) gave advice, tips, and information on health, (3) used tools to monitor behavior, mood, and well-being, (4) issued reminders and prompts for healthy behaviors, (5) allowed the sharing of progress through online social media, and (6) made use of context sensing to issue prompts or interventions (Multimedia Appendix 2). Participants were then asked to describe their thoughts and feelings about the features of these types of apps, including their perceived usefulness, relevance, and concerns. Participants themselves tended to guide the conversation, while the facilitator provided prompts to pursue more detailed discussions on some topics and to keep the discussions on track.

The focus groups were 55 to 70 minutes. Two researchers participated in each group—the first author (a post-doctoral researcher in health psychology) and the third author (a psychology student trained in focus group data collection methods). In each group, one researcher facilitated the discussion and presented the trigger materials, while the other assisted and took notes.

**Data Analysis**

The focus groups were audio recorded and transcribed verbatim. The transcripts were then analyzed using inductive thematic analysis [26]. Following initial coding, where labels were attached to text segments which appeared to indicate important material in relation to the research questions, analysis progressed in an iterative fashion to develop a set of themes that captured the essence of the focus group discussions. The analyst compared the raw data with the emerging theme labels and definitions, and further refined the themes by merging, adding, and removing redundant themes.

**Results**

**Overview**

Many participants in this study were positive about the potential for phones to help people adopt healthier lifestyles. Most had already discovered and tried various apps to support healthy lifestyle practices. Many female participants had used calorie counting apps to help manage their weight. The male participants tended to describe using apps that supported physical fitness. Many participants expressed interest in trying the apps discussed within the focus groups. Despite appearing to be a health-conscious and enthusiastic group, the participants nonetheless perceived considerable barriers, concerns, and opportunities related to health apps. Table 1 summarizes the key themes identified from the focus groups. The following sections describe the themes with illustrative quotations. Pseudonyms have been used to preserve anonymity.
Table 1. Overview of themes.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Summary of key points identified</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smartphones as valuable information sources</td>
<td>Smartphones are valued for providing a quick and efficient link to a wealth of information “on the go”.</td>
</tr>
<tr>
<td>Tracking progress and raising awareness</td>
<td>Apps that support monitoring, tracking, and reviewing of behavior are interesting and potentially useful. Tracking progress must be both accurate and require little effort. Tracking features have the potential to trigger negative emotions.</td>
</tr>
<tr>
<td>Behavior change apps and social networks</td>
<td>A social undesirability of using health-related apps exists. There is an aversion to sharing information related to health behavior via online social networks (except in circumscribed contexts).</td>
</tr>
<tr>
<td>Scepticism over context sensing</td>
<td>Context sensing can be perceived as “gimmicky”, unreliable, and unnecessary. Interventions triggered by context sensing could have negative consequences including irritation, poor mood, and more unhealthy behavior.</td>
</tr>
<tr>
<td>Useful prompts or harassment?</td>
<td>Prompts or reminders from apps can be useful, but can also become annoying and perceived as “nagging”</td>
</tr>
<tr>
<td>Motivation and necessity of behavior change</td>
<td>The appeal and usefulness of apps and their features is dependent on users’ existing intentions and motivation to change. Currently healthy young adults may perceive health apps as of limited relevance to themselves and more suitable for people with “more serious” need for behavior change interventions (eg, people with existing health problems)</td>
</tr>
<tr>
<td>Necessity for efficiency and convenience</td>
<td>Smartphones are expected to be efficient and pleasurable to interact with. Health apps are often perceived as time-consuming or burdensome and thus unlikely to be used for extended periods of time.</td>
</tr>
<tr>
<td>Disposability</td>
<td>There are plenty of free apps to choose from with little commitment to long-term use of any particular app. Apps are easily downloaded and just as easily uninstalled.</td>
</tr>
<tr>
<td>Credibility and accuracy</td>
<td>Reputable and legitimate sources are considered important. Safe and accurate app content is a concern to many.</td>
</tr>
<tr>
<td>Privacy and security concerns</td>
<td>Users may feel uneasy about whether apps keep health-related data secure and private. Context sensing features create concerns about intrusion of privacy and personal safety.</td>
</tr>
<tr>
<td>Keeping control over apps</td>
<td>Users may feel uneasy about what apps could do without user awareness or permission. Users desire to be aware of all features and in control of all app settings.</td>
</tr>
</tbody>
</table>

Smartphones as Valuable Information Sources

A commonly mentioned and uncontested use of smartphones for supporting the adoption of healthy behaviors was its ability to provide a wealth of information quickly and efficiently. Participants accessed information via the Internet regularly through their smartphones, including material relating to health. Participants described that they used their smartphones to look up potential symptoms to decide if they needed to consult a doctor, to search for healthy recipes to cook when at home, and to find advice on specific exercises they could do while at the gym. Some described a preference for multimedia information formats, for example video or audio of a fitness instructor providing guidance on an exercise. Many participants expressed interest in apps that gave information and advice that they could access “on the go”.

Tracking Progress and Raising Awareness

Participants liked apps that provided convenient tools to help them to monitor, track, and review attempts to change or improve a health behavior. Most people have their phones with them most of the time, so if you’re out and about and want to check how much you’re doing or what you’re burning when you’re walking, it's a good idea. [Hannah, Focus Group (FG) 1]

Participants who had tried apps with these sorts of features found it interesting and insightful to set and record goals, track details of progress, and as a result notice trends and patterns. It provides a lot of kind of... it helps you keep track. The exercises you do. Because I try and set myself certain targets, do say, a certain amount of running a week, a certain amount of cycling a week. [Gareth, FG 4]

Some participants considered that simply viewing records of tracked behavioral data could prompt healthier behavior. Others felt that tools to monitor or track behavior alone may be insufficient to modify behavior in the absence of some advice or intervention to help them change. If it gave you some hints to help you out or something along those lines. Only if it had a real benefit rather than just tracking. [Leona, FG2]

Participants placed importance on accuracy with regard to data tracked and recorded by apps. They were concerned about errors within the app itself, or human error (forgetting, “fooling yourself”, or “lying to yourself”) leading to inaccurate records of things like food intake, physical activity, or alcohol
consumption. They were also keen that a high level of detail was preserved (eg, recording exact products/brands of foods consumed and their nutritional profiles). However, as described below, they considered entering such information burdensome and believed themselves likely either to forget to do this regularly or to give up due to boredom.

Another concern was that an app that tracks behavior and progress towards goals might reveal disappointing or upsetting results related to a behavior that could negatively affect mood, and be demotivating.

If someone is really trying to work hard on this and then it’s telling them that they have not done very well, or that they have not reached their goals then it could go either way: it could motivate them or it could just make them feel like they’re not achieving anything. [Hannah, FG1]

Participants did not like the possibility that an app might explicitly “tell you off”, and were also concerned about the emotional and motivational impact of simply viewing a log that revealed large discrepancies between goals and actual achievement.

You’d probably be like, “oh well I might as well give up then, it’s too depressing”. [Amanda, FG3]

Behavior Change Apps and Social Networks

Participants appeared to perceive decisions and actions related to a healthy lifestyle to be a private activity. In general, participants viewed health apps as slightly embarrassing and being seen using one seemed socially undesirable.

You might not want the whole world to know that as it flashes up on your phone. [Aled, FG4]

If this popped up, I think people would laugh at me. [Hannah, FG1]

One participant had previously used a weight management app that sent reports and updates to a nominated support person. Having chosen her boyfriend to take this role, she was later embarrassed and frustrated as he continues to receive notifications of what she is not doing and not achieving.

Believe me that was a mistake, never do that! Because he still gets emails saying “it’s been 427 days since Izzy logged her calories on the program” and I’m not even using it! [Isabella, FG1]

Considering apps that link and share information with social networks more generally, participants were very clear that they would not want to use app features that allow the unselective broadcasting of information about health-related goals or behaviors to friends via social media sites (eg, Facebook). Such sites were considered inappropriate places to share very personal information or to request help or support, and participants were keen to avoid presenting themselves as weak or vulnerable. Despite this aversion to apps that share data with social networks, a few specific instances where support could be harnessed in a more socially acceptable way were recognized and discussed. For example, as Isabella’s boyfriend took up running, he posted about the distances he had run on Facebook.

He really liked doing that, to share with people, and he had loads of people “liking” it, and he felt that was quite inspiring. [Isabella, FG1]

Katie and others agreed that simple reports of tangible achievements were more appropriate than broadcasting health-related goals or making overt requests for emotional support. Another context where social sharing was considered acceptable was within a group of people who were working towards similar goals (eg, people using the same health app or participating in the same face-to-face intervention program). Some considered introducing an element of competition through sharing progress with others with similar goals potentially useful. Others considered tips and advice from people with similar goals to be of potential value. Participants also suggested that connection with health professionals could be useful for apps that focus on monitoring and/or changing certain health conditions.

Scepticism Over Context Sensing

After seeing the trigger materials, participants were curious about the ability of smartphones to detect location, mood, social situation, and activity levels in order to offer specific advice and suggestions useful for that context. However, there was a strong sentiment that this technology was “gimmicky” and had little relevance to supporting healthy behavior change.

I might try it just to test it and see what it did but just to see that and see how accurate it is... Even though it’s really clever, I don’t think I’d pay attention to it. It wouldn’t make me do anything I wouldn’t normally do. [Charlotte, FG3]

There was also considerable scepticism about whether phones could sense context accurately enough to be useful. Participants thought that there would be substantial potential for mistakes and agreed that erroneous sensing of mood, location, or context would be extremely irritating and could result in losing faith and interest in an app.

It’s just gonna tell you things that are wrong and you don’t need to know. [Joe, FG4]

If it gets it wrong, you would automatically get really irritated by it... I think the risk of getting it wrong would be really annoying and I’d probably delete the app. [Isabella, FG1]

Even if accuracy was not a problem, participants had concerns about the consequences of sensed data being used to trigger intervention components. They predicted that context-triggered advice and suggestions would produce counterproductive effects by drawing attention towards unhealthy but attractive behavior choices.

What if you were walking past [a fast food chain], you hadn’t even noticed it?... It would draw your attention to it. [Isabella, FG1]

There was also concern about phones recognizing negative mood, inactivity, or lack of social contact. Participants suggested that realizing a mobile phone had recognized these states and offered just-in-time interventions could worsen your mood, or...
unnecessarily draw attention towards feelings or situations that would otherwise be unnoticed.

The last thing you want is your phone being like “relax!”. [Lauren, FG2]

Participants could also imagine many circumstances where any advice or suggestion based on sensed data would be impossible to follow and would simply be irritating.

I would get really annoyed if I was trying to do my work or something and it was telling me I hadn’t moved, I’d be like “I’m busy!” [Katie, FG1]

However, some participants envisaged situations when sensed data might helpfully activate a prompt.

The amount of times I have sat watching TV or whatever when it is sunny outside, I think if [an app that prompted exercise if it sensed good weather] told me to go outside, I think that is all I would need. [Bina, FG2]

If your phone knows that you’re walking then it could say “You’re walking. Why not try walking at a faster pace?” or “At the moment you are walking this fast but if you walk a little bit faster”, you know telling you things like that, by enhancing on what you’re already doing as opposed to telling you to do something you’re already not. [Isabella, FG1]

Useful Prompts or Harassment?

Several participants talked about needing or wanting to be reminded of certain things, or prompted to take certain action and felt their phone could do this successfully.

I would really like it, I think I need pushing into doing anything. I’m not very motivated myself, that’s why I have all these apps to try and motivate me… I think I’m a person that responds well to little prompts, I don’t really get up and do things myself. [Ellie, FG2]

Having choice in the frequency and timing of reminders/prompts was considered important, as was the tone and message content itself, with a preference towards positivity and praise.

If they can send me a message every now and then saying that I am doing well rather than just reminders. Because I quite like messages like that. [Zoe, FG2]

The majority of male participants maintained that they would not find such messages from a phone supportive, with the exception of one.

If I got a message saying “you’ve done really well, you’ve done X”, I think that if I’m honest I would probably quite like it. [Aled, FG4]

Despite the potential for an app to prompt helpful behavior at useful times and places, several participants discussed annoyance caused by receiving alerts, reminders, or prompts via their smartphone. They talked about their phone “nagging” or “harassing” them and described abandoning use of an app as a result.

Motivation and Necessity of Behavior Change

An important and common theme of the discussions was that the appeal and usefulness of apps and their features depends on whether a user was already motivated to change lifestyle and health habits. Features such as self-monitoring tools, reminders, and prompts were often considered to be of potential use, provided that the person was committed to engaging in an effort to change and had decided to “sign up to it”, but unnecessary or irritating in the absence of pre-existing genuine motivation.

Although most participants displayed interest in making various healthy lifestyle changes, their comments suggested that they were not motivated enough to bother to consistently and “seriously” use an app to support these endeavours. Several participants discussed how behavior change apps may be most suited to people diagnosed with and being treated for either physical health or mental health problems. This included people with chronic health conditions with a higher perceived necessity for monitoring diet and exercise, ill or elderly people who might need reminding to take medications, or people engaging in psychological therapies, who might benefit from apps to help them monitor mood or complete “homework”. Participants tended to believe that they themselves were not the type of person who would want or need that level of behavior change support from a smartphone app.

The kind of people that would sign up to these are people knowing what they are signing up for and they are people who want this kind of level of support. [Isabella, FG1]

If, for example, they were particularly overweight or obese and needed to lose weight for a health-related reason and needed to monitor what they were eating in that aspect then maybe they would be useful, but for me personally I don’t have any real need to use it. [Gareth, FG4]

Necessity for Efficiency and Convenience

Participants described how smartphone apps were most appealing and useful when they were well integrated with how they used their phones naturally. Participants disliked apps that drain battery power, take up excessive space/memory, or cannot run in the background without affecting other phone functions.

Participants spoke about their smartphones as being valuable because they make things quicker, easier, and more pleasurable to do. However, many health-related apps that they have tried or heard about were time-consuming, burdensome, or even stressful to set up and interact with. Participants displayed very little patience for using these apps.

It’s quite easy to lose interest really because it is quite an effort and, like you said, nobody wants to spend all their life writing down what they want on their phone. [Aled, FG4]

After about a week I was just forgetting to do it and just, this is too much hassle. [Gareth, FG2]
Disposability

The need for both appealing features and very low burden became particularly clear as participants described how they choose to use or discontinue use of apps. Given that there is plenty of choice of free apps, participants were not particularly committed to any individual app and might try out several that seem appealing or that they are curious about. Participants were very clear that apps were easily discarded if they did not meet expectations. Interest in apps appeared to be fleeting and participants did not expect to use them on a regular or long-term basis.

Sometimes if you download them and they are not as good as you thought they’d be then it’s a bit rubbish, but they’re free so it doesn’t really matter. [Jessica, FG3]

Credibility and Accuracy

Participants expressed concern about whether apps they used were from reputable and legitimate sources. Apps developed by experts were considered preferable and more persuasive than those from unknown or less reputable sources.

If you knew that the app was being controlled or something by some kind of doctor it might make you listen more, rather than just anyone could be sitting at a computer and writing these things. [Marie, FG3]

Participants were also concerned about whether information and advice given was safe and accurate. Several had encountered apps that they believed had provided inconsistent or inappropriate advice, which had caused them to abandon use.

Privacy and Security Concerns

Participants voiced a number of apprehensions related to personal privacy and security. Many were uneasy about apps being able to keep their health data secure and private. Some preferred password access, but several participants also complained about the effort involved in creating accounts and entering passwords and suggested that this may dissuade them from using an app.

A key worry was whether data entered or sensed by the smartphone would get into the hands of third parties, including the app developer and other companies. They were particularly sensitive about physical and mental health data being used to tailor advertisements to them.

Participants were also uneasy about some of the context-sensing capabilities of smartphones, describing them as creepy and intrusive, and many suggested these features would discourage their use of an app.

I’d be wondering if it could actually hear your conversation, you’d have no sense of privacy. [Marie, FG3]

Despite some concerns, there were participants who were very relaxed about how their data might be used by an app for advertising. Anthony described himself as “desensitized” to how the Internet uses data about you while Aled was unconcerned, believing that his physical and mental health were not interesting enough to be monitored by third parties. Sensing of location, however, prompted considerable discussion amongst female participants about personal safety (specifically, stalkers and burglars seeking opportunistic moments using GPS data to establish that someone was away from home).

Keeping Control Over Apps

Most participants had experienced both smartphone apps and websites (especially online social networking sites) behaving in unexpected and undesirable ways. Participants were uneasy about what smartphones might do without their awareness or permission and its consequences given the personal and sensitive nature of health information.

You forget that it’s connected to the Internet and that it can do anything with it, imagine if it just puts [information about your health] up on your Facebook. [Isabella, FG1]

Some participants mentioned they would want to be made fully aware of what the app would do prior to using it. However, participants also said they were unlikely to want to read lengthy instructions or terms and conditions.

Participants also wanted to be in control of settings and to personalize the app during setup (and review and edit settings later on) depending on what suited them.

You want to be the one who sets up what it’s going to do. [Leona, FG2]

Some participants talked about wanting to be the ones that initiated interaction with apps at convenient times for them, rather than the phone alerting, or prompting them to use it.

If I wanted to hear from the app, I’d go into the app rather than it just pop up. [Ellie, FG2]

Participants also discussed wanting the ability to turn off features of the app (eg, reminders or prompts) or indeed silence or disable the entire app at certain times when behavior change was not considered a priority.

Something that you could turn on and off rather than having something that’s constantly in your face. [Leona, FG2]

Discussion

Principal Findings and Questions for Future Investigations

This study explored young adults’ experiences and views about health-related smartphone apps, including how they perceive various features and their willingness to use these apps. In overall concordance with the limited pre-existing research in this area [1-8], our participants displayed muted enthusiasm about the role of smartphone apps in assisting with health-related behavior change, some positive experiences of using such apps, and tentative willingness to try apps, even though many of them did not perceive a pressing need to change their health habits. The focus group data suggested a number of features of apparent importance and interest to young people. In Textbox 1 these are depicted as a preliminary checklist of app features and characteristics that app developers may wish to consider when creating health behavior apps for this population.
The findings from this study that we consider to be particularly interesting and novel relate to the apathy, concerns, and frustrations around health apps. The remainder of this discussion therefore focuses on these issues. We present 5 major challenges identified from the present study that appear to need further consideration and research in order to inform the development of acceptable and effective behavior change apps (Textbox 2).

Textbox 1. A preliminary checklist of valuable features of health behaviors apps.

- Low effort and pleasant to use
- Sustaining interest over long periods of time
- Cost and effort free to download and set up
- Developed by legitimate experts and the developer's credentials made explicit
- Includes features to help users track health-related behavior, including setting and monitoring goals
- Provides feedback and advice that guide people in how they can change behavior
- Generates positively framed alerts and reminders that are relevant and timely but not too frequent
- Easily turned off or disabled (certain settings and the entire app)
- Accurate and reliable information and tracking functions
- Discrete and with adequate privacy settings
- Use of the app does not negatively impact or restrict any other uses of the smartphone
- Clarity about what app will do—no surprises

Textbox 2. Challenges for acceptable and effective behavior change apps.

- (How) Can we keep people using behavior change apps for an extended period of time?
- (How) Can we give users features that are desirable and effective without requiring unacceptable levels of effort?
- (How) Can we provide accurate and timely information, feedback, and advice without adverse effects on mood?
- (How) Can we harness context sensing in a way that users feel comfortable with, trust, and find useful?
- (How) Can we harness social media to make interventions engaging and provide social support in a way that users are willing to engage with?

Challenge 1: (How) Can We Keep People Using Behavior Change Apps for an Extended Period of Time?

An important insight from the current study was that participants lacked commitment to using any particular app and seemed likely to engage in only transient, casual use. This finding is of enormous relevance to apps that aim to support long term behavior change (eg, improving diet or physical activity levels to manage weight). This study raises doubts around whether users will use behavior change apps for long periods of time, a critical issue that will affect the effectiveness of many behavior change apps. Future research will need to examine duration of use and features that influence this. From this research, 2 factors that might be relevant to discontinued use of an app were the effort required to use the app and emotional responses to the app. These are discussed further below.

Challenge 2: (How) Can We Give Users Features That Are Desirable and Effective Without Requiring Unacceptable Levels of Effort?

An important and encouraging finding from this research was that many participants were positive about using smartphones to track behavior, set targets, review progress, and receive graphical or verbal commentary on success. Previous research on the views of healthy adults as well as at-risk and chronically ill participants also suggested that monitoring and tracking features are acceptable and valuable [1,3,4,9]. Encouragingly, these features also map onto key behavior change techniques that behavioral science research has established as effective for supporting behavior change, namely self-monitoring, goal-setting, and receiving feedback on performance [10,11]. Importantly, this study suggested that although these features were attractive to users in principle, they might prove to be overly burdensome. Our participants were keen for their behavior recorded accurately and in detail, yet did not want to enter this information regularly. Furthermore, they predicted that they were likely to forget to monitor and track, yet would be irritated by prompts and reminders and would ignore them. In addition, they wanted to understand the features of an app and not be concerned that it would do something unexpected, yet they were unwilling to spend time reading explanations or instructions. Previous research on smartphone apps in general suggested that simplicity, efficiency, and pleasure influences continued use [27]. When considered in conjunction with the low commitment that characterized the participants in this study, features that were perceived as effortful and burdensome were likely to influence use negatively. The challenge for future research is to establish whether it is possible to incorporate attractive and effective behavior change techniques into phone apps while maintaining a low user burden.
Challenge 3: (How) Can We Provide Accurate and Timely Information, Feedback, and Advice Without Adverse Effects on Mood?

Another key issue that the current study exposed was the potential for interactions with health behavior apps to trigger negative emotional reactions. Participants described becoming annoyed with receiving prompts, alerts, reminders, and messages. They described irritation or disappointment as a consequence of inaccurate, untimely, or irrelevant notifications or advice. They described becoming upset or demotivated by viewing logs or records that showed they were not succeeding in meeting a goal, and by feedback with a punitive or didactic tone. They also predicted heightened distress in response to app-induced awareness of health-related states. Importantl, participants suggested that these reactions might lead them to discontinue app use. Negative emotional responses to apps would benefit from more detailed investigation in a naturalistic setting to ascertain whether they are widespread and whether they are indeed related to app discontinuation. A challenge will be to discover whether there are optimal ways that apps can communicate with the user to engage them in behavior change, keep them aware of their progress towards goals, and provide relevant and timely advice and support without generating adverse emotional reactions and threatening adherence.

Challenge 4: (How) Can We Harness Context Sensing in a Way That Users Feel Comfortable With, Trust, and Find Useful?

To our knowledge, this study was the first to report potential users’ views on the use of context sensing to support timely and appropriate behavioral interventions for health. Computer scientists and behavior change experts have been enthusiastic about developments in context sensing, considering it as a potential solution to the problem that self-monitoring is burdensome and unappealing for users, and seeing it as a way of encouraging timely engagement with digital interventions. In contrast, the views of the study sample were characterized by scepticism and concern. It seems that several substantial issues need considerable research and attention if context sensing is to be applied in a way that users perceive as useful and acceptable.

First, the study showed that participants lacked faith in the accuracy with which a smartphone could sense relevant states (eg, mood, activity levels) and expected that incorrect and irritating suggestions would make them mistrust the app and cease using it. Given such low expectations and the potentially adverse consequences of losing a users’ trust in an app, demonstrating consistent accuracy of context sensing and that it has face validity may be an important precursor to using it to trigger advice and intervention within health apps. Second, participants predicted that even accurate sensing might produce counter-productive emotional and behavioral consequences. Future research should include a careful monitoring of unanticipated effects from sensing-driven interventions and advice. Third, in order to promote willingness to use context-sensing apps for sensitive topics such as health, careful consideration of potential users’ security and privacy concerns is necessary. This might include establishing whether the risks they anticipate are realistic, possible to eliminate or reduce, and how information about security and privacy is communicated to users.

Although this study exposed mostly negative attitudes towards context sensing it did suggest opportunities to use this technology in ways that were more interesting and acceptable. Specifically, using sensing to recognize opportunities and successes such as establishing when somebody is in a receptive mood, suitable location, and/or already engaging in the target behavior may be worthwhile to pursue. Overall, careful exploration of if and how health behavior change apps can use context sensing in a way that users perceive as acceptable and useful is now needed.

Challenge 5: (How) Can We Harness Social Media to Make Interventions Engaging and Provide Social Support in a Way That Users Are Willing to Engage With?

It has been proposed that social networking media may facilitate social support for behavior change and keep people interested and engaged in digital interventions [12]. However, a key finding from this study was a disinclination to use health apps that linked to online social networks. Our participants described an aversion to involving existing online social contacts in their efforts to change behavior and considered doing so to be socially unacceptable, except under certain circumscribed conditions. Previous research on views about this has been mixed. Obtaining real time social support from digital networks was a key benefit of mobile interventions cited by overweight/sedentary pre-diabetic patients [13]. Other research has highlighted how participants in a physical activity intervention had positive experiences of sharing progress and competitiveness using their mobile device [28] and how participants were interested in and enjoyed recording and sharing emotional states and participating in socially supportive activities via a mobile app [29]. Conversely, other studies suggested more negative attitudes, that users of an app targeted to reduce sedentary behavior were not interested in sharing their progress with their social networks [30], and users of apps to increase physical activity enjoyed sharing with social networks when they were being active but were uncomfortable doing so when they were not achieving high levels [31].

Given the large body of evidence implicating social support in successful behavior change, the scope for online social networks to be harnessed in behavior change apps deserves further detailed examination. Specifically, attempts to better understand the conditions under which it is acceptable and useful to link health smartphone apps to online social networks and the most acceptable and effective ways to facilitate and encourage support from these networks would be beneficial.

Study Limitations and Conclusion

Several key limitations influence the strength of the conclusions and recommendations drawn from the current study. First, the sample was small, self-selected, and drawn from a university population. This allowed, as intended, a detailed exploration of the views of an age group who have not been the focus of extant health app research yet are likely to own and use smartphones
and are likely to have scope for improving behaviors such as diet, physical activity, and alcohol consumption. However, the sample may differ from other young people and the extent to which the themes discerned here are applicable across other populations is unclear. Another limitation of this study was that the views and experiences it uncovered were either retrospective accounts of experiences with apps or discussions of hypothetical app use. Neither are necessarily accurate portrayals of how apps are actually used and the affective, cognitive, and behavioral responses that they generate. Further research could establish whether findings emerging in this study are observed when actual app use is studied. Useful data collection methods might include phone-generated records of the nature of actual app use, and quantitative and qualitative data on changes in behavior, emotions, and thoughts measured frequently and repeatedly as people use apps to support behavior change.

Given the limitations of the current study, its findings serve as research questions for future investigations, rather than definitive solutions to developing effective health apps. This study presents important messages to developers and behavioral scientists involved in creating smartphone apps that aim to support long-term changes to health-related behavior. A number of unresolved challenges remain, threatening efforts to develop apps that are effective in changing behavior to improve health. We recommend further investigation to resolve issues with lack of long-term use and commitment. Efforts should be made to explore how appealing and effective behavior change techniques can be incorporated into health behavior change apps while avoiding content, features, and technologies that embarrass, irritate, upset, worry, or burden users.
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Abstract

Background: Mobile phone–based interventions present a means of providing high quality health care to hard-to-reach underserved populations. Migrant farm workers (MFWs) are among the most underserved populations in the United States due to a high prevalence of chronic diseases yet limited access to health care. However, it is unknown if MFWs have access to mobile phone devices used in mobile health (mHealth) interventions, or if they are willing to use such technologies.

Objective: Determine rates of ownership of mobile devices and willingness to use mHealth strategies in MFWs.

Methods: A demonstration of mHealth devices and a survey were individually administered to 80 Hispanic MFWs to evaluate use of mobile phones and mHealth devices and willingness to use such technologies.

Results: Of the 80 participants, 81% (65/80) owned cell phones capable of sending and receiving health-related messages. Most participants (65/80, 81%) were receptive to using mHealth technology and felt it would be helpful in enhancing medication adherence, self-monitoring health conditions, and receiving quicker medication changes from their doctors (median scores ≥4 on 5-point Likert scales). Relations between age and attitudes toward using mHealth were not statistically significant.

Conclusions: Hispanic MFWs have access to mobile phones and are willing to use mHealth devices. Future work is needed to comprehensively evaluate the degree to which these devices could be used.


KEYWORDS
mobile phone; hypertension; health care disparities; rural health
Introduction

Approximately 2 million migrant farm workers (MFWs) perform agricultural duties in the United States annually [1]. This group has been shown to be at increased risk for serious injury and chronic health conditions, including essential hypertension (EH) and type 2 diabetes [2-4]. Rates of uncontrolled EH are elevated in young adult MFW (33%), which is higher than the national average for Hispanics (23%) [5]. EH is particularly problematic because its symptoms often go unnoticed until the individual experiences a cerebrovascular or cardiac event [6]. As such, there is a clear need to improve the care of EH in this population given the high risk of complications.

A primary challenge in the treatment of chronic conditions in MFWs is identifying methods to offer timely and consistent access to care given the mobility of their occupation [2,7,8]. Repeated relocations typically spanning several states prevents this group from establishing long-term relationships with care networks, which has been associated with fragmented treatment, diminished care for chronic conditions, and poorer overall health outcomes [2]. Similarly, MFWs must navigate new health care systems in each location, including identifying care centers and pharmacies, and overcoming substantial transportation difficulties [9]. Most MFWs are non-English speaking (84%) [9], which can limit communication when interacting with primarily English-speaking providers. These issues prevent MFWs from accessing medications to manage chronic conditions, disrupt medication adherence schedules, and increase risk for more serious health outcomes. Innovative strategies to provide routine and seamless contact between patients and providers for MFWs in the treatment of EH and other chronic conditions are needed [10]. Migrant community health centers established through the Federally Qualified Health Center (FQHC) system have helped improve care, but these centers are often underutilized, suggesting that alternative care models are needed [11].

Mobile health (mHealth) technology is a viable option to facilitate timely communication between providers and patients with the goal of providing consistent care for MFWs. Such technologies can deliver automated summary reports of health conditions to health care providers and patients in real time (eg, blood pressure and glucose), deliver interventions targeting motivation for behavior change, and promote adherence to medication regimens. Recent findings indicate that mHealth programs are capable of enhancing patient control of chronic diseases, such as EH and type 2 diabetes [12,13]. Such interventions capitalize on the ability to communicate with patients without interfering with their routines. For MFWs, such tools could prove invaluable toward adherence to recommended treatment. Additionally, such approaches could sustain partnerships with the FQHC providers across their migratory work patterns.

A necessary first step in devising a novel care model is to determine the extent that the new population is willing to adopt the strategy [14]. Prior work with other populations has suggested that most individuals are receptive to the use of mobile phone-administered treatments for elevated blood pressure (BP) [6], heart failure alert [15], asthma [16], stroke recovery [17], multiple sclerosis [18], depression [19], and physical therapy [20]. Findings indicated that patients were enthusiastic to use such services (yet expressed the need for technical assistance if needed), were concerned with malfunctioning equipment, and were worried about the confidentiality of their information. Most of these studies have not involved low-income minority populations. George and colleagues [21] examined similar issues in underserved African Americans and Latinos and found that these groups had elevated concerns about confidentiality of information, quality of care received via a mobile device, and were less trusting of the medical community. Similarly, a recent study found that low socioeconomic status was associated with a reduced willingness to use an Internet-based monitoring system for EH [22]. These results indicate that disadvantaged groups, those who are most likely to benefit from mHealth technology because of reduced access, may be the most skeptical of this treatment strategy.

In MFWs, concerns regarding confidentiality of information, trust of medical care centers, and fear of poor quality of care are likely to be elevated. Given that many of these workers are undocumented, there are concerns about providing identifying and tracking information that could have adverse consequences. Many have concerns about sharing identifying information because of immigration status [2]. For example, such concerns have limited this group from seeking emergency care in critical situations. Additionally, MFWs have limited resources; therefore, they may not have regular access to mobile devices. Thus, it remains unknown whether migrant farmers have access to mobile devices or are willing to adopt mHealth technology for management of health care-related needs, despite the potential benefits.

The current study used a formal survey developed based upon previous measures administered to patients with varying chronic diseases and our findings from interviews with MFWs and their health care providers. We aimed to determine rates of mobile phone ownership including smartphones, utilization of various phone features, and awareness of mHealth technology within a sample of MFWs at 2 worksites in rural South Carolina. The participants were then given a brief overview of how various medical devices, such as weight scales, glucometers, and BP monitors, can be enabled to send data to a smartphone and then to a secure computer via transmission across cell towers. The demonstration of a prototype mHealth system for BP control was provided and acceptability and willingness to utilize such technology was assessed. The demonstration involved a brief explanation of what information would be transmitted to their doctor (BP, blood glucose, weight) and how to use the BP monitor. Based upon the rapidly expanding ubiquity of cell phone usage across ethnic groups, it was hypothesized that MFWs would have a high rate of ownership of mobile devices (>75%). Additionally, based on the outcomes of several other studies that demonstrated a positive attitude toward mHealth technology [6,15-17,20], it was hypothesized that MFWs with EH would be more willing to use the technology than those without a diagnosis. Lastly, it was hypothesized that those who use a wider array of features on their mobile device, such as...
sensing text messages or downloading applications, would have more positive perceptions about mHealth.

Methods

Participants
The participants in this study were 80 MFWs stationed at 1 of 2 agricultural complexes in Charleston County, South Carolina, during the 2011 and 2012 spring harvesting seasons. Participants were predominately male (70%) with a mean age of 29.76 years (SD 9.82). All participants were Hispanic and spoke fluent Spanish.

Measures
A questionnaire was designed to evaluate demographic information, EH status, and self-reported medication adherence. A series of 9 questions to assess attitudes toward mobile phone remote monitoring for chronic disease management was adapted from prior studies [6,15,23]. These items assessed willingness to use a mHealth service: (1) for EH and diabetes care in general, (2) if they were taught how to use the devices, and (3) if technical support was available. Additional questions assessed beliefs about the effectiveness of mHealth practices for EH and diabetes and concerns about confidentiality. Ratings were made for each question on a 5-point Likert scale with higher scores indicating increased willingness to use such technology. Internal consistency for the measure was excellent with alpha =.92. The tenth item queried their a priori awareness of health-related remote monitoring technology. The questionnaire was administered in an interview format in Spanish. Another native speaker was available to assist any participants who needed assistance.

Procedure
The MFWs were approached in 8 groups of 6 to 12 participants in the residential location of their worksite over a 4-month period. No participants declined to participate. Participants were given a brief description and demonstration of a BP device with Bluetooth wireless technology (AND model 9025 BT) and a Motorola Droid X smartphone with an installed software application for BP signal reception and transfer to secure server. The survey was approved by the Institutional Review Board of the Medical University of South Carolina.

Results

Clinical Characteristics
Seventeen (21%) farmers had EH based upon a previous BP evaluation by an on-site physician, but only 7 (41%) of these 17 patients reported having received prescriptions for this condition. Those classified as EH had higher systolic/diastolic BP (systolic mean 140.6, SD 20.2; diastolic mean 86.5, SD 13.9) than non-EH participants (systolic mean 116.1, SD 13.5; diastolic mean 73.7, SD 10.8). Self-reported medication adherence using the Morisky scale revealed that among those with EH, only 5 of 17 (29%) were completely adherent within the past week (eg, did not miss a dose).

Mobile Phone Utilization
Cell phone ownership among this sample was substantial with 81% (65/80) having access to 1 or more mobile phones. Over one-third (31/80, 39%) owned a smartphone capable of using mobile phone applications. A random subsample of 10 farmers who reported owning a smartphone were asked to show their phones so they could be verified as Internet-capable smartphones. All were verified as being smartphones with Internet connectivity. Text messaging was the most commonly used mobile phone feature of MFWs (62/80, 78%). Participants reported using their phones for email (28/80, 35%), accessing the Internet (36/80, 45%), and downloading applications (38/80, 48%). Few participants (12/80, 15%) had prior knowledge of the use of mobile phones in health care.

Attitudes and Willingness Toward mHealth Technology
As shown in Table 1, most participants (65/80, 81%) reported they would likely or definitely use mHealth services if available. There was an increase in willingness if free technical support was offered (75/80, 94%). Most endorsed mHealth services as being helpful in maintaining timely linkages with their doctors (68/80, 84%) and reported having minimal or no doubts about the security of their health information on mHealth services (61/80, 76%). Security about health information was defined as the transfer of BP values, medication adherence, and other personal health information not being viewed by anyone other their health care provider team and themselves.

A series of multiple regressions were used to identify predictors and barriers toward positive perceptions of using mHealth services (Table 2). Effect sizes for each model were moderate with the multivariate coefficients of determination ($R^2$) ranging from 0.12 to 0.28. There were no differences in willingness to use mHealth across those with EH and those without EH. There were no significant predictors of willingness to use mHealth without assistance or willingness to use mHealth with a tutorial. Accessing the Internet via a phone was associated with increased willingness to use mHealth with continued technical support ($beta=0.39$, $P=.02$). Those who had prior knowledge of mHealth were less willing to continue to use the service with continued technical support ($beta=-0.27$, $P=.02$), were more likely to believe that mHealth can improve patient-provider communication ($beta=0.38$, $P=.03$), and were less concerned about confidentiality ($beta=0.39$, $P=.02$). The negative association between age and beliefs that mHealth can improve patient-provider communication did not achieve statistical significance ($beta=-0.27$, $P=.05$). Finally, women were less concerned about confidentiality through mHealth ($beta=0.34$, $P=.06$).
Table 1. Responses to self-report survey assessing attitudes toward mHealth technology in migrant farm workers (N=80).

<table>
<thead>
<tr>
<th>Questions assessing attitudes</th>
<th>Proportion of responses, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Prior awareness of mHealth technology</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>10 (13)</td>
</tr>
<tr>
<td>No</td>
<td>70 (87)</td>
</tr>
<tr>
<td><strong>Willingness to use mHealth to manage essential hypertension (EH) and diabetes</strong></td>
<td></td>
</tr>
<tr>
<td>Definitely would not use it</td>
<td>4 (5)</td>
</tr>
<tr>
<td>Not likely to use</td>
<td>3 (4)</td>
</tr>
<tr>
<td>Neither likely nor unlikely</td>
<td>8 (10)</td>
</tr>
<tr>
<td>Likely would use</td>
<td>37 (46)</td>
</tr>
<tr>
<td>Definitely would use it</td>
<td>28 (35)</td>
</tr>
<tr>
<td><strong>Willingness to use a mHealth with initial tutorial on the application</strong></td>
<td></td>
</tr>
<tr>
<td>Definitely would not use it</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Not likely to use</td>
<td>3 (4)</td>
</tr>
<tr>
<td>Neither likely nor unlikely</td>
<td>4 (6)</td>
</tr>
<tr>
<td>Likely would use</td>
<td>34 (41)</td>
</tr>
<tr>
<td>Definitely would use it</td>
<td>37 (46)</td>
</tr>
<tr>
<td><strong>Willingness to use mHealth with continued technical support</strong></td>
<td></td>
</tr>
<tr>
<td>Definitely would not use it</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Not likely to use</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Neither likely nor unlikely</td>
<td>3 (4)</td>
</tr>
<tr>
<td>Likely would use</td>
<td>34 (43)</td>
</tr>
<tr>
<td>Definitely would use it</td>
<td>41 (51)</td>
</tr>
<tr>
<td><strong>Confident mHealth can improve communication with provider about EH and diabetes</strong></td>
<td></td>
</tr>
<tr>
<td>No it cannot</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Yes, but have many doubts</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Not sure</td>
<td>8 (10)</td>
</tr>
<tr>
<td>Yes but have some doubts</td>
<td>10 (13)</td>
</tr>
<tr>
<td>Yes without a doubt</td>
<td>58 (71)</td>
</tr>
<tr>
<td><strong>Confident privacy protected when using mHealth system</strong></td>
<td></td>
</tr>
<tr>
<td>No trust</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Many doubts</td>
<td>5 (7)</td>
</tr>
<tr>
<td>Neither trust nor distrust</td>
<td>10 (13)</td>
</tr>
<tr>
<td>Few doubts</td>
<td>16 (20)</td>
</tr>
<tr>
<td>Complete trust</td>
<td>45 (56)</td>
</tr>
</tbody>
</table>
Table 2. Predictors of attitudes toward mHealth technologies among migrant farm workers.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Willingness to use mHealth</th>
<th>Willingness to use mHealth with initial tutorial on the app</th>
<th>Willingness to use mHealth with continued technical support</th>
<th>Belief that mHealth can improve communication with provider</th>
<th>Concerns about confidentiality</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>β</td>
<td>P</td>
<td>β</td>
<td>P</td>
<td>β</td>
</tr>
<tr>
<td>Age</td>
<td>−0.02</td>
<td>.87</td>
<td>0.14</td>
<td>.29</td>
<td>0.05</td>
</tr>
<tr>
<td>Male gender</td>
<td>0.06</td>
<td>.62</td>
<td>0.11</td>
<td>.37</td>
<td>−0.02</td>
</tr>
<tr>
<td>Diagnosis of EH</td>
<td>&lt;0.01</td>
<td>.99</td>
<td>0.06</td>
<td>.62</td>
<td>−0.03</td>
</tr>
<tr>
<td>Own cell phone</td>
<td>0.24</td>
<td>.09</td>
<td>0.15</td>
<td>.29</td>
<td>0.22</td>
</tr>
<tr>
<td>Own smartphone</td>
<td>−0.17</td>
<td>.26</td>
<td>−0.25</td>
<td>.10</td>
<td>−0.12</td>
</tr>
<tr>
<td>Sends text messages</td>
<td>0.21</td>
<td>.13</td>
<td>0.32</td>
<td>.06</td>
<td>0.148</td>
</tr>
</tbody>
</table>

Discussion

The current study demonstrated that MFWs have high access to mobile devices. This suggests that the mHealth infrastructure, via short message service (SMS) text messages, phone calls, or emails, exists within this population. Over one-third (39%) had an Internet-capable smartphone which is consistent with the rising national average, as well as estimates of smartphone ownership among Hispanics from a current nationally representative sample (49%) [24]. This proportion is expected to steadily increase as such devices become more affordable and available on a growing number of flexible (month-to-month) plans. Current estimates project that virtually all cell phones in the United States will be smartphones with Internet access capability and Bluetooth-enabled within 1.5 to 2 years [25].

Most participants indicated they would use mHealth services (particularly if free technical support was available), believed it would be helpful for managing chronic diseases, such as hypertension and/or diabetes, and expressed few concerns about the security of their medical data across the Internet. Participants who indicated they had no prior knowledge of mHealth were more receptive to being involved in mHealth if they received an initial personal tutorial to help facilitate use of a mHealth service. This highlights a potential barrier: reluctance to engage in use of such technology due to lack of exposure and unfamiliarity with mHealth programs. Designers of mHealth applications would benefit from engaging patients in the development process to help ensure instructions are easily understood. Indeed, recent work has highlighted that problems caused by user error and technological errors are likely to increase frustration and prevent continued use of such approaches [16]. Incororporation of a patient-centered approach will further increase the likelihood of a user-friendly solution that will educate and encourage novice users to engage in the intervention [26-30]. However, additional work is needed to determine if such tutorials, which may be perceived as frustrating to those with higher levels of software proficiency, are a barrier to those with knowledge of such treatments.

There were no differences in any of the willingness measures across those with EH and those without EH. The perceived lack of need for continued care among those with such a condition may further highlight the need to develop mHealth programs that are user-friendly and minimally burdensome. Those with EH may not perceive the management of their condition as particularly relevant to their daily functioning [6]. Thus, mHealth systems cannot rely on participant motivation to ensure the use of such technology.

These findings suggest that mHealth is a promising method of providing health care to the difficult-to-reach group of MFWs. The findings from this study helped facilitate development of a recently activated 3-month proof-of-concept mHealth medical regimen enhancement trial among uncontrolled EH patients [31]. Electronic medication trays provide reminder signals and smartphone messages remind patients to measure their BP with the Bluetooth-enabled monitor used in the demonstration. Patients receive personalized motivational and reinforcement messages based upon adherence levels to the mHealth program. All who have received the mHealth program thus far have showed increases in medication intake (≥95% across the 3 months), reduced resting systolic BP (from 163.8 to ≤120.9 mmHg at each monthly clinic evaluation and at 3-month follow-up), and reduced 24-hour systolic BP (from 151.3 to 122.7 mmHg at the completion of 3 months). These promising findings require completion of the proof-of-concept trial and subsequent refinement of the mHealth system based upon patient and provider feedback. This suggests that such a system should be evaluated with MFWs.

Although informative, the current findings must be interpreted cautiously. The sample size was relatively small compared with prior work [6,16]; it is unclear if these findings will apply across MFW communities and to other health care issues common to Hispanic MFWs [2]. Additional epidemiological work is needed to more fully gauge ownership of mobile phones in MFWs and attitudes toward the use of such approaches in medical care with empirically validated measures. Similarly, only attitudes were evaluated, and the extent these mHealth-driven interventions will truly be used is unknown, particularly within a framework of multisite, interlinked health centers, such as FQHCs. Finally, related work in this area has highlighted the need to identify provider attitudes to use such services [15]. Such work should focus on the willingness of providers to offer care to patients who may be unable to contact face-to-face in the event of an emergency and the frequency with which contact should occur.

There are numerous barriers in managing chronic conditions among MFWs that mHealth has the potential to overcome.

http://www.jmir.org/2013/4/e76/
Remote access would allow MFWs and their primary providers to maintain contact and improve adherence to health maintenance behaviors [32]. The MFWs’ primary community health center provider teams, typically FQHCs, would be able to help navigate the MFWs as they migrate across geographical regions to gain access to other FQHCs and pharmacies that provide discounted or free medications. The consistent connection between patients and providers through the mHealth system would also likely enhance provider competence and cultural awareness for working with this group. A model of seamless interstate health care for MFWs as they traverse the eastern seaboard seems plausible, especially through collaboration with rural FQHCs. If future large-scale efficacy and effectiveness trials reveal similar results to the pilot work, the mHealth program for EH control will be ready for large-scale dissemination among MFWs. Such programs would vastly improve the health care of this highly vulnerable and underserved group. The data from the current study will support future work to develop culturally sensitive efficacious mHealth programs for this underserved population.
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Abstract

Background: Many studies rely on self-reported anthropometric data. While paper-based self-reports have been the standard collection mode, the number of studies collecting self-reported data via the Web is increasing rapidly. Although numerous studies have shown good agreement between self-reported and measured weight using paper-based questionnaires, the validity of using the Web to inquire about weight is unknown.

Objective: The objective of this study was to validate Web-based self-reports of bodyweight compared to weight measured at the study center.

Methods: The validity of weight self-reported via the Web was assessed by comparing self-reports against measurements of weight in a convenience sample of 149 individuals (77.2% women, 115/149), aged 20-65 years. Study participants self-reported their weight via a Web-based questionnaire and thereafter had their weight measured in the research center.

Results: The Spearman correlation coefficient between self-reported and measured weight was 0.98 (P<.001). The mean difference between self-reported and measured weight was -1.2 (SD 2.6) kg. There was a statistically significant difference between self-reported and measured weight with the self-reported being lower (P<.001). Subjects with a body mass index (BMI) ≥25 kg/m², and subjects ≥30 years of age, under-reported their weight statistically significantly more than subjects with a BMI <25 kg/m², and subjects <30 years of age, respectively.

Conclusions: Our results show that self-reported weight via the Web can be a valid method of data collection.

Introduction

Many studies rely on self-reported data on anthropometric variables. This is more practical and less expensive to collect, than measured data, especially when handling a large sample size. Nonetheless, self-reported data is limited by information bias [1]. Considering the increasing number of studies collecting Web-based data, there is a need to determine the validity of Web-based self-reports of body weight.

It has been suggested that using the Internet creates a distance between the investigator and the subject, as a self-reported questionnaire increases the anonymity of the subject responding. This makes it easier for the subject to answer personal questions truthfully and encourages reporting of uncensored personal information [2]. Sensitive or stigmatized behaviors have been reported more truthfully in self-administered surveys compared to interview-conducted surveys [3,4]. A previous study investigating the validity of self-reported weight by telephone interview and a paper questionnaire found that overweight and obese women reported weight more accurately in the questionnaire [5]. Heavy drinking of alcohol is another example of a stigmatized behavior where a Web-based questionnaire
captured more heavy drinkers compared to telephone interviews [6].

While many studies have evaluated paper-based self-reports of weight, it is unclear how valid Web-based self-reports are. The aim of this study was to validate Web-based self-reports of weight against weight measurements made by the study personnel at a research center.

Methods

Study Design

Individuals between the ages of 20 and 65 years were recruited for participation during the spring of 2009 by public advertisements in Stockholm County, Sweden. The primary aim of the study was to validate methods assessing diet and physical activity. Access to the Internet and an email address were the requirements for participation. Subjects who were on any form of weight alteration diet, pregnant, or had given birth during the 10 months prior to the start of the study were excluded from participation. Participants were provided with information about the study and gave their written informed consent prior to the start of the study. The study design was previously described in detail by our research group [7]. The study was approved by the research ethics committee at Karolinska Institutet, Stockholm, Sweden.

In total, 179 subjects were included for participation in the study. Out of them, 150 subjects applied via the Web by filling in a questionnaire with personal information, including height and current weight. The questionnaire was downloaded from the Web, filled out by applicants on the computer, and thereafter sent via email to the researchers. There were no instructions regarding clothing or of subjects having to weigh themselves specifically for the questionnaire. Subjects were not aware that their weight was going to be measured at the start of the study when applying for participation. The remaining 29 subjects applied via personal contact or regular paper mail and were not included in the analysis of the present study. Approximately 2 months after applying for participation, subjects attended an introductory meeting and had their weight measured by study personnel. Subjects wore indoor clothing and no shoes during weight measurements. Measurements were made using a digital scale displaying weight to a tenth of a kg. All measurements were made by the same study personnel using the same scale. One subject out of the 150 who applied via the Web had no data on measured weight at the study center and was excluded from further analyses. Thus, 149 subjects were included in statistical analyses.

Statistical Methods

Characteristics of the study participants are presented as descriptive statistics. Results of self-reported weight and height, measured weight, and differences between assessments, are reported as mean values and standard deviations. Potential differences between men and women, subjects <30 and ≥30 years of age, and subjects with a body mass index (BMI) <25 and ≥25 kg/m², were assessed using paired t tests for continuous variables and chi-square tests for categorical variables. We also performed multivariate linear regression controlling for sex, age (<30 or ≥30 years), BMI (<25 or ≥25 kg/m²), education, and smoking. The degree of association between self-reported and measured weight was assessed using Spearman and intraclass correlation coefficients [8]. Because systematic differences between assessments cannot be detected using Spearman correlation coefficients, absolute agreement between the assessments was determined by using the Bland-Altman technique [9]. The difference between self-reported and measured weight (y-axis) was plotted against the mean of the two assessments (x-axis). The significance level was set to P<.05. All analyses were performed using STATA 11.1

Results

Characteristics of subjects included in analyses are presented in Table 1. The majority of subjects were female (77.2%, 115/149), <30 years of age (51.7%, 77/149), and had a BMI <25 kg/m² (76.5%, 114/149). Men reported using Swedish snuff, a moist form of snuff, to a higher extent than women (P=.000). No other statistically significant differences were found between men and women, or between subjects with a BMI <25 or ≥25 kg/m².

The Spearman correlation coefficient between self-reported weight via the Web and weight measured by study personnel was 0.98 (P<.001) for all subjects (Figure 1). The Spearman correlation coefficients for men and women were 0.89 (P<.001) and 0.97 (P<.001) respectively. For subjects with a BMI <25 kg/m² and ≥25 kg/m², the Spearman correlation coefficients between self-reported and measured weight were 0.97 (P<.001) and 0.98 (P<.001) respectively. Intraclass correlation coefficients were almost identical to the Spearman correlation coefficients (results not shown). There was a statistically significant difference between self-reported and measured weight in the whole group (P<.001), and in women (P<.001). There was a borderline statistical difference in men (P=.066). Further, there were statistically significant differences between self-reported and measured weight independent of BMI (<25 kg/m², P<.001 and ≥25 kg/m², P=.002).

Figure 2 shows a Bland-Altman plot graphically illustrating differences between self-reported and measured weight among all subjects, the mean difference between self-reported and measured weight was -1.2 kg (SD 2.64). The plot shows good agreement between the two methods. However, the trend in the plot indicates increased under-reporting of self-reported weight with increasing body weight.

Table 2 shows self-reported weight, height and BMI, measured weight, and differences between self-reported and measured weight. Self-reported weight was under-reported compared to measured weight for all subjects (P<.001). The difference between assessments remained highly significant among women, -1.3 kg (P<.001), but not among men, -0.9 kg (P=.07). The difference between self-reported and measured weight was not statistically significantly different between men and women. For subjects with a BMI <25 kg/m² and ≥25 kg/m², there was a statistically significant difference between the groups (P=.02), with heavier subjects under-reporting on average -1.2 kg more compared to leaner subjects. Years of education did not appear
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to affect self-reports of weight while subjects ≥30 years of age under-reported their weight more than subjects <30 years of age ($P=.02$).

Results from the multivariate regression controlling for sex, age (<30 or ≥30 years), BMI (<25 or ≥25 kg/m$^2$), education, and smoking were similar to the results described above. There were statistically significantly higher under-reporting among subjects ≥30 years and subjects with a BMI ≥25 kg/m$^2$ compared to subjects <30 years of age and a BMI of <25 kg/m$^2$, respectively. Sex, education, and smoking did not affect the difference between self-reported and measured weight (data not shown).

Table 1. Characteristics of study participants.

<table>
<thead>
<tr>
<th></th>
<th>All (n=149)</th>
<th>Men (n=34)</th>
<th>Women (n=115)</th>
<th>P value$^d$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.45</td>
</tr>
<tr>
<td>&lt;30</td>
<td>77</td>
<td>18</td>
<td>59</td>
<td>51.7</td>
</tr>
<tr>
<td>30-39</td>
<td>28</td>
<td>7</td>
<td>21</td>
<td>18.8</td>
</tr>
<tr>
<td>40-49</td>
<td>22</td>
<td>7</td>
<td>15</td>
<td>14.8</td>
</tr>
<tr>
<td>50-59</td>
<td>18</td>
<td>2</td>
<td>16</td>
<td>12.1</td>
</tr>
<tr>
<td>&gt;60</td>
<td>4</td>
<td>0</td>
<td>4</td>
<td>2.7</td>
</tr>
<tr>
<td><strong>Education (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.46</td>
</tr>
<tr>
<td>9-12$^b$</td>
<td>32</td>
<td>9</td>
<td>23</td>
<td>21.5</td>
</tr>
<tr>
<td>&gt;12</td>
<td>114</td>
<td>25</td>
<td>89</td>
<td>76.5</td>
</tr>
<tr>
<td>Missing data</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>2.0</td>
</tr>
<tr>
<td><strong>Smoker</strong></td>
<td></td>
<td></td>
<td></td>
<td>.12</td>
</tr>
<tr>
<td>Current</td>
<td>11</td>
<td>5</td>
<td>6</td>
<td>7.4</td>
</tr>
<tr>
<td>Previous</td>
<td>38</td>
<td>6</td>
<td>32</td>
<td>25.5</td>
</tr>
<tr>
<td>Never</td>
<td>96</td>
<td>23</td>
<td>73</td>
<td>64.4</td>
</tr>
<tr>
<td>Missing data</td>
<td>4</td>
<td>0</td>
<td>4</td>
<td>2.7</td>
</tr>
<tr>
<td><strong>Swedish snuff$^c$ user</strong></td>
<td></td>
<td></td>
<td></td>
<td>.000</td>
</tr>
<tr>
<td>Current</td>
<td>7</td>
<td>6</td>
<td>1</td>
<td>4.7</td>
</tr>
<tr>
<td>Previous</td>
<td>16</td>
<td>7</td>
<td>9</td>
<td>10.7</td>
</tr>
<tr>
<td>Never</td>
<td>122</td>
<td>21</td>
<td>101</td>
<td>81.9</td>
</tr>
<tr>
<td>Missing data</td>
<td>4</td>
<td>0</td>
<td>4</td>
<td>2.7</td>
</tr>
<tr>
<td><strong>BMI (kg/m$^2$)$^d$</strong></td>
<td></td>
<td></td>
<td></td>
<td>.11</td>
</tr>
<tr>
<td>&lt;25</td>
<td>114</td>
<td>27</td>
<td>87</td>
<td>76.5</td>
</tr>
<tr>
<td>≥25</td>
<td>35</td>
<td>7</td>
<td>28</td>
<td>23.5</td>
</tr>
</tbody>
</table>

$^a$comparing men and women using chi-square tests  
$^b$primary school  
$^c$a moist form of snuff  
$^d$BMI based on self-reported weight and height
Table 2. Weight, height, and BMI based on self-reported and measured data.

<table>
<thead>
<tr>
<th></th>
<th>Self-report Mean (SD)</th>
<th>Measured Mean (SD)</th>
<th>Difference&lt;sup&gt;a&lt;/sup&gt; Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Weight (kg)</td>
<td>Height (cm)</td>
<td>BMI (kg/m&lt;sup&gt;2&lt;/sup&gt;)</td>
</tr>
<tr>
<td><strong>n</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>All</strong></td>
<td>149</td>
<td>68.7 (12.6)</td>
<td>170.6 (9.5)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>34</td>
<td>80.0 (7.8)</td>
<td>183.2 (7.3)</td>
</tr>
<tr>
<td>Women</td>
<td>115</td>
<td>65.3 (11.7)</td>
<td>166.9 (6.4)</td>
</tr>
<tr>
<td><strong>BMI (kg/m&lt;sup&gt;2&lt;/sup&gt;)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;25</td>
<td>114</td>
<td>64.9 (9.7)</td>
<td>171.4 (9.6)</td>
</tr>
<tr>
<td>≥25</td>
<td>35</td>
<td>80.8 (13.5)</td>
<td>168.3 (8.8)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;30</td>
<td>77</td>
<td>66.6 (10.8)</td>
<td>171.7 (9.7)</td>
</tr>
<tr>
<td>≥30</td>
<td>72</td>
<td>70.9 (14.0)</td>
<td>169.5 (9.2)</td>
</tr>
<tr>
<td><strong>P value</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.55</td>
</tr>
</tbody>
</table>

<sup>a</sup>difference between measured and self-reported weight

Figure 1. Scatter plot showing the correlation between self-reported (y-axis) and measured (x-axis) weight (kg). The Spearman correlation coefficient was 0.98 (P<.001). Each data point represents one subject. n=149.
Discussion

General Discussion

Results from the present study show that Web-based self-reports of weight are highly correlated, although somewhat under-reported, with measured weight in a Swedish population. Although there were small differences between subgroups, overweight and obese subjects with a BMI \( \geq 25 \text{ kg/m}^2 \) under-reported their weight on average by 1.2 kg more than normal weight subjects. Further, we found that subjects \( \geq 30 \) years of age, under-reported their weight on average by 1.0 kg more than younger subjects. Under-reporting was associated with both increasing BMI and age independently. No differences were seen between men and women. To the best of our knowledge, the present study is among the first to examine the validity of Web-based self-reports of weight.

Our results are in line with previous studies validating paper-based self-reports of weight against measurements of weight, which have shown high correlations and high validity [5,10-14]. Nevertheless, self-reported weight is under-estimated in most populations [15], and by most individuals [5,12,16], although under-weight subjects have been seen to over-report weight [5]. Consistent with the results of previous studies where increasing body mass was associated with increased under-reporting [15,17,18], our results demonstrated increased under-reporting among subjects with a high BMI.

As was also shown in a previous study [19], we saw an indication of gender difference, with women under-reporting their weight to a greater degree than men. The lack of statistical significance between the sexes’ degree of under-reporting might be due to our small sample size and fewer participating men.

The greater under-reporting detected among older subjects may partly be explained by the positive association between BMI and age and the increasing under-reporting seen with increasing BMI. Increased under-reporting in older subjects could also partly be explained by memory bias due to older subjects not keeping track of their current weight to the same extent as younger subjects. Previous studies have also shown age to have an effect on under-reporting [15].

The observed under-reporting of self-reported weight compared to measured weight, may partly be explained by true differences between the time of self-reported and measured weight. However, the time period between the self-report and the measurement was fairly short and participants were healthy and not on any weight changing regimen. Thus, we believe that large changes in weight during this period were unlikely to have occurred, and does not fully explain the difference. Nonetheless, a narrower time period between the self-reported and measured weights would be ideal to avoid fluctuations in weight over time. Some of the under-estimation might be explained by subjects self-reporting their weight without clothes, while the measurements of weight were made while wearing clothing. Although this may explain part of the under-estimation, it is not likely to have caused the entire difference. Another explanation for differences might be the fact that subjects self-reported their weight in different manners as no specific instructions for self-reports were given, causing random errors. Errors in the measurement of weight were unlikely, given that the same scale was used by the study personnel for all measurements.

Furthermore, the lack of measured height was also a limitation to the current study, and may have had an effect on estimates of BMI. However, previous studies have shown good validity of categorization according to BMI assessed from self-reported
data compared to measured data [5]. Therefore, we believe that our estimates of BMI assessed from self-reported weight and height were fairly accurate.

The use of Web-based self-reports of data has numerous advantages compared to collecting data using paper-based questionnaires. Data quality can be improved by implementing automatic controls for missing data and answers out of a reasonable range. The quality of anthropometric data, with regard to missing and plausible answers, collected using a Web-based questionnaire, has been shown to be equal to, or better than, that of data collected using a paper version of the questionnaire [20]. While Web-based questionnaires may be superior to their paper-based predecessors when it comes to completeness of data, concerns have been raised regarding response rates and selection bias introduced by using online surveys [21]. We do not believe, however, that these concerns will be a problem when collecting data in future studies. Access to, and use of, the Internet in Sweden has increased considerably during the last decade with more than 90% of the adult population having access today [22].

Like many other convenience samples, the present study population comprised of men and women of different ages, but the majority of subjects were nonetheless young females residing in Stockholm County, limiting the generalizability of the results. A truly population-based study would improve generalizability, but was clearly unfeasible for practical reasons. In addition, the study subjects who applied for participation in the study knew that the aim of the study was to evaluate methods assessing diet and physical activity. They may therefore be more health conscious and motivated to participate than the average population, and thus prone to self-reporting their weight in a more truthful manner. Nonetheless, the study participants were not initially aware of the comparisons between self-reported and measured weight.

The self-selection of participants might have created a sampling bias yielding a stronger correlation and a decreased difference between assessment methods than in the general population. Of note is that the study subjects had a mean BMI comparable to the general Swedish population [23]. Nonetheless, future studies should focus on validity of self-reports by other sub-groups, such as elderly or obese. Despite these potential limitations, our results may be helpful when using self-reported weights in studies in young and normal weight populations.

Conclusions

We have found Web-based self-reports of weight to be as good as paper-based self-reports of weight found in previous studies. Although more validation studies may be needed, our results showed that self-reported weight via the Internet is a suitable method of data collection for use in research and clinical work.
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Abstract

Background: A high-quality gold standard is vital for supervised, machine learning-based, clinical natural language processing (NLP) systems. In clinical NLP projects, expert annotators traditionally create the gold standard. However, traditional annotation is expensive and time-consuming. To reduce the cost of annotation, general NLP projects have turned to crowdsourcing based on Web 2.0 technology, which involves submitting smaller subtasks to a coordinated marketplace of workers on the Internet. Many studies have been conducted in the area of crowdsourcing, but only a few have focused on tasks in the general NLP field and only a handful in the biomedical domain, usually based upon very small pilot sample sizes. In addition, the quality of the crowdsourced biomedical NLP corpora were never exceptional when compared to traditionally-developed gold standards. The previously reported results on medical named entity annotation task showed a 0.68 F-measure based agreement between crowdsourced and traditionally-developed corpora.

Objective: Building upon previous work from the general crowdsourcing research, this study investigated the usability of crowdsourcing in the clinical NLP domain with special emphasis on achieving high agreement between crowdsourced and traditionally-developed corpora.

Methods: To build the gold standard for evaluating the crowdsourcing workers’ performance, 1042 clinical trial announcements (CTAs) from the ClinicalTrials.gov website were randomly selected and double annotated for medication names, medication types, and linked attributes. For the experiments, we used CrowdFlower, an Amazon Mechanical Turk-based crowdsourcing platform. We calculated sensitivity, precision, and F-measure to evaluate the quality of the crowd’s work and tested the statistical significance ($P<.001$, chi-square test) to detect differences between the crowdsourced and traditionally-developed annotations.

Results: The agreement between the crowd’s annotations and the traditionally-generated corpora was high for: (1) annotations (0.87, F-measure for medication names; 0.73, medication types), (2) correction of previous annotations (0.90, medication names; 0.76, medication types), and excellent for (3) linking medications with their attributes (0.96). Simple voting provided the best judgment aggregation approach. There was no statistically significant difference between the crowd and traditionally-generated corpora. Our results showed a 27.9% improvement over previously reported results on medication named entity annotation task.

Conclusions: This study offers three contributions. First, we proved that crowdsourcing is a feasible, inexpensive, fast, and practical approach to collect high-quality annotations for clinical text (when protected health information was excluded). We believe that well-designed user interfaces and rigorous quality control strategy for entity annotation and linking were critical to the success of this work. Second, as a further contribution to the Internet-based crowdsourcing field, we will publicly release the JavaScript and CrowdFlower Markup Language infrastructure code that is necessary to utilize CrowdFlower’s quality control and crowdsourcing interfaces for named entity annotations. Finally, to spur future research, we will release the CTA annotations that were generated by traditional and crowdsourced approaches.
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Introduction
One of the key components of supervised machine learning-based clinical natural language processing (NLP) systems is the high-quality gold standard used for training and testing. In clinical NLP projects, expert annotators are traditionally asked to double annotate the text for the purposes of the gold standard. Expert annotators could be clinicians or extensively trained laypeople [1]. Unless the expert annotators are volunteers, they are very costly to pay and it is usually not easy to build a sufficiently large group of expert annotators locally and, consequently, fast contingent of annotators. To reduce the cost of expert human annotation, many projects in general NLP have turned to crowdsourcing, which involves submitting a large number of smaller subtasks to a coordinated marketplace of workers on the Internet. These workers (called turkers) are paid small amounts (usually a few cents) for each task, sometimes resulting in considerable overall savings over the traditional expert annotator model. The trade-off is usually between the accuracy of the annotation result and the cost savings. Because anonymous turkers from all over the world have different levels of proficiency in the task and are not trained to accomplish the task, efficient quality control and judgment voting methods are required to generate good results.

Many studies have been conducted in the area of crowdsourcing tasks. As early as 2008, Snow et al [2] were the first to explore the feasibility of crowdsourcing in NLP. Five NLP tasks were published on Amazon Mechanical Turk (AMT, [3]) to turkers. Their results indicated that non-expert labellers could obtain high-quality annotations. Since then, data created by crowdsourcing has been widely studied for different research areas. Lawson et al [4] described how using a competitive payment system and interannotator agreement improved the quality of named entity annotations on AMT. Unlike traditional named entity experiments, Finin et al [5] presented their experience by leveraging AMT and CrowdFlower [6] to annotate named entities in Twitter data. It was the first work of named entity recognition in the new domains of Facebook and Twitter. Meanwhile, several studies attempted to use crowdsourcing to create data for machine translation systems. Ambati and Vogel [7] explored the effectiveness of using AMT to do sentence translation for creating parallel corpora. Denkowski et al [8-10] attempted to generate annotated data in a variety of languages. In addition, crowdsourcing was also applied to transcription [11-13], part-of-speech tagging [14], and other tasks [15,16].

In a recent publication of the Journal of Medical Internet Research, Turner et al [17] reported on the use of crowdsourcing to collect feedback on the design of health promotion messages for oral health. Luengo-Oroz et al [18] evaluated the feasibility of crowdsourcing to conduct malaria image analysis. Gathering a large number of high quality annotations is a critical challenge in biomedical NLP, which was presented in detail in the editorial of Chapman et al [1]. As demonstrated by studies in the general NLP field, crowdsourcing is a decidedly promising solution to this research area. However, in contrast to the general NLP domain, there are only a few studies involving crowdsourcing in biomedical NLP and almost none for clinical NLP. Most recently, Burger et al [19] performed a task of extracting the gene-mutation relations in Medical Literature Analysis and Retrieval System Online (MEDLINE) abstracts on AMT. In their work, candidate mutations were extracted from 250 MEDLINE abstracts using the Extractor of Mutations (EMU) presented together with the curated gene lists from the National Center for Biotechnology Information (NCBI). Using a customized interface, it was feasible for turkers to apply their judgments. They reported that the weighted accuracy was 82%. This work was somewhat similar to our linking of medications and their attributes, but it focused on a very specific gene-mutation domain. Norman et al [20] investigated leveraging crowdsourcing to facilitate the discovery of new medicines.

Yetisgen-Yıldız et al [21,22] explored the task of using AMT to annotate biomedical text. Clinical trial announcements annotated 3 entity types (medical conditions, medications, and laboratory tests). The authors indicated that AMT was a very promising tool for annotating clinical text and a well-designed interface and annotation guidelines were helpful to further improve the performance. Building on these earlier works, we designed our medical named entity annotation experiment to include a large-scale data set, easy-to-use graphical user interface and strict quality control. Specifically, a corpus ten times of earlier works was used in our experiments. CrowdFlower Markup Language (CML) and JavaScript were leveraged to implement the interface. We implemented a 4-component quality control strategy to improve the crowd-generated annotation.

Improving the quality of judgments is one of the most important issues in crowdsourcing, especially for the tasks without strong quality control. A variety of methods have been proposed to assess the quality of judgments from turkers. Kumar and Lease [23,24] presented a weighted voting method based on turkers’ accuracies, which can be estimated by taking the full set of labels into account. Jung and Lease [25] conducted a large-scale consensus study on relevant judgements between query/document pairs for Web search on the ClueWeb09 dataset [26]. In their work, approximately 20,000 labels were collected from 766 Mechanical Turk workers. They reported that computing the Z-score could filter noisy labels and achieve a significant improvement, in comparison to a majority vote baseline. Based on the previous work, a semi-supervised approach was proposed to maximize the benefit from consensus [27] with consensus labels from both labelled and unlabelled examples. As these studies indicated, though much progress has been made, quality control and aggregating judgments are still the major challenges of crowdsourcing. The highest reported performance of medication name entity annotation from earlier crowdsourcing attempts in the biomedical NLP domain was 0.68 (F-measure) for agreement between traditional and crowd-generated corpora [21,22].
In our research, we applied strict quality control to select qualified turkers and investigated multiple approaches to aggregating judgments. The goals of our study were to build upon previous work from the general crowdsourcing research and to evaluate the usability of crowdsourcing approach in the clinical NLP domain. This will help us automate clinical trial eligibility screening. The clinical NLP tasks that we used for the purpose of evaluation were medical named entity recognition and entity linking in a clinical trial announcement (CTA) corpus. The entities involved were medication names and medication types, as well as their attributes. During our research, we first studied the turkers' performance to annotate medical named entities on a large-scale data set. Second, we proposed to use crowdsourcing to link named entities and their attributes, in which the entities and attributes were pre-annotated in the text and the crowdsourcing task was to identify entity/attribute pairs that are associated in the text. Third, we attempted to find a new solution to produce a more robust, manually-created gold standard (ie, correction) by investigating whether an iterative model of crowdsourcing tasks can correct errors from previous generations of tasks. Finally, we studied 3 methods to aggregate multiple annotations of the same text to generate a better gold standard.

Our research contributed to the field of clinical NLP by: (1) evaluating the usability of crowdsourcing in the clinical NLP domain, (2) publicly releasing the user interface software that is necessary for crowdsourced, named-entity annotation, and (3) implementing a 4-component quality control strategy to improve the crowd generated annotation, including an introductory quiz to filter the automated scripts, a geographical constraints for turkers, training turkers for the task, and continuous performance monitoring. We will release the annotated corpora in December 2013 when our NIH grant funding concludes.

**Methods**

**Definition of Annotated Named Entities and Linkages**

This section presents the definitions and examples of medication entities (medication names and medication types) and medication-attribute linkages annotated in this work.

**Medication Name**

Medication names are specific names of drugs, biological substances, and treatments. Some examples of medication names are ibuprofen, phosphonoacetic acid, vancomycin, and ganciclovir.

**Medication Type**

Medication types refer to classes of drugs (eg, antibiotics, anti-inflammatory drugs, benzodiazepines), types of drug therapy (eg, chemotherapy), and general references to medications (eg, “study drug”, “other drugs”, “medication”).

**Attribute**

Attributes define how much, how often, and in what form medications or medication types are taken. We distinguished between the following categories of attributes (based on the schema of the SHARPn project [28]):

- Date: indicating all dates associated with the medication (eg, start dates, concluding dates)
- Strength: indicating the strength number and units of the prescribed drug
- Dosage: indicating the amount of each medication used by the patient and type of dose it is (eg, high dose, low dose, stable dose)
- Form: indicating the shape or configuration of the medication (eg, tablet, capsule, liquid, injection, infusion)
- Frequency: indicating how often each dose of the medication should be taken
- Duration: indicating how long the patient is expected to take the drug
- Route: indicating route or method of the medication (eg, intravenous, oral, chew, topical)
- Status change: indicating whether the medication is currently being taken or not (eg, active, inactive, hold, incomplete, started, discontinued, increased, decreased, no change)
- Modifier: indicating mentions that could exist under certain circumstances (eg, conditional modifier), develop or alter a mention (eg, course modifier), or generic modifier (eg, conventional)

**Linking**

The linking task associates attributes to their corresponding medication entities, assuming medications and attributes have already been pre-annotated. The following sentence demonstrates the linking task: “Advair 250/50 diskus 1 puff and Singulair 5mg chewable 1 tablet once a day”. In this sentence, “Advair and Singular” are the medication names and “250/50, diskus, 1, puff, 5mg, chewable, 1, tablet, and once a day” are the attributes. In this example, “250/50, diskus, 1, and puff” are the attributes of Advair, “5mg, chewable, 1, and tablet once a day” are the attributes of Singulair, as shown in Figure 1.

**Figure 1.** Example of linkages between medications and their attributes.
Gold Standard to Evaluate Turker Performance

In one of our previous projects, CTA were annotated for medication extraction. In this paper, we present the most important features of the gold standard used in the study. Details of the corpora and the process of the gold standard development were thoroughly described in a separate manuscript that was published in the 2012 AMIA Annual Conference Proceedings [29]. The corpus was double annotated for medication names, types, and attributes by two annotators (college graduates with bachelor degrees) to create a gold standard, at a cost of 20 days per annotator for annotation of medication names and types and an additional 20 days per annotator for the attributes. Additionally, each attribute was linked to its respective medication name or medication type.

The CTA corpus was composed of 3000 CTAs randomly selected from the ClinicalTrials website (105,598 documents as of March 2011). We annotated only the eligibility criteria sections of the trial announcements. Table 1 shows the descriptive statistics of the corpus (number of documents and number of annotations in the traditional gold standard). In this study we used crowdsourcing to annotate only medication names and medication types. The linking crowdsourcing experiment utilized pre-annotated text: medication names, medication types, and attributes.

Table 1. CTA corpus statistics.

<table>
<thead>
<tr>
<th>Corpus statistics</th>
<th>3000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Documents</td>
<td>3000</td>
</tr>
<tr>
<td>Tokens</td>
<td>635,003</td>
</tr>
</tbody>
</table>

Annotations

<table>
<thead>
<tr>
<th>Medication name</th>
<th>9968</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medication type</td>
<td>11,789</td>
</tr>
<tr>
<td>Date</td>
<td>16</td>
</tr>
<tr>
<td>Dosage</td>
<td>645</td>
</tr>
<tr>
<td>Duration</td>
<td>644</td>
</tr>
<tr>
<td>Form</td>
<td>482</td>
</tr>
<tr>
<td>Frequency</td>
<td>381</td>
</tr>
<tr>
<td>Route</td>
<td>894</td>
</tr>
<tr>
<td>Status change</td>
<td>598</td>
</tr>
<tr>
<td>Strength</td>
<td>409</td>
</tr>
<tr>
<td>Modifier</td>
<td>5827</td>
</tr>
<tr>
<td>All classes</td>
<td>31,653</td>
</tr>
</tbody>
</table>

Because the CTAs were longer than the text of many crowdsourcing tasks, and considering the difficulty of clinical NLP annotations, we decided to break up the CTAs into smaller paragraph-length sizes for the tasks. Based on a tokenizer we wrote to count discrete basic units, the average token count in a CTA document was 212. In the paragraph-size tasks, we split the CTAs into paragraphs with at least 50 tokens, preserving the original format and the integrity of the CTA file (no paragraphs spanned into different CTAs). This resulted in 9773 paragraphs or “units”.

Crowdsourcing User Interface

We selected CrowdFlower (CF) as the platform through which we would access AMT because CF’s self-service product met our needs for flexibility in graphical user interface (GUI) modification and offered means for strict and continuous quality control for the annotations. We wrote a custom JavaScript program that was loaded into a CF job, allowing the turkers to highlight and classify entities in a similar fashion to the Knowtator plug-in for Protégé [30] that was used in our traditional annotation methods.

In addition to the customizable GUI, another key benefit of using the CF crowdsourcing platform over directly accessing AMT is that it has strict quality control measures. CF provides an interface for creating and editing “gold standard answers” for quality control. “Gold standard answers” are randomly included (without the turkers being aware of their presence) in the submitted data and a turker is required to meet a minimum threshold of accuracy in these “gold” examples in order to continue submitting tasks. When a turker meets this threshold, he/she is deemed “trusted”. Only the “trusted” turkers’ data are collected to establish final judgments. If an example has 3 medications in the unit and the turker annotates only two correctly, the system will score the judgment as incorrect as there are no partial scores in determining a turker’s trust status within a particular unit of annotated text.

In pilots, we experimented with different thresholds. Lower thresholds resulted in lower agreement of the turker-annotated corpora with the gold standard corpora. Higher thresholds prevented the successful completion of the task by eliminating too many turkers. Because of the complexity of the task, we experimented with a trust-based threshold and found 50% (on unit level) to be the most feasible threshold number. A turker
presented with “gold standard” examples must accurately annotate 50% of the unit-based responses. That is, if the turker annotated 4 units of “gold” examples, at least 2 (of the 4) had to be exact matches for him/her to establish trustworthiness. The 50% threshold was evaluated on the unit’s level and not on the named entity level. That is, all of a unit’s annotations, or judgments, had to be matched exactly with the “gold standard” answers, irrespective the number of named entities per unit.

We also found that the training mode of CF was very helpful in winnowing the pool of turker candidates to only the highest quality annotators. In training mode, the turkers were directed to several training examples first. All of the training examples were gold standard examples and the turker must complete 4 examples correctly to proceed to the production annotation task. Based on these interfaces, we implemented our quality control strategy. Of all our tasks, 20% of the total number of units submitted for judgment were uploaded and setup as “gold” units. That is, 20% of the annotated units were gold standard units where the CF system could continuously gauge the trustworthiness of the turker. If a turker’s trustworthiness slipped below 50%, the turker was warned. If his/her performance did not improve during the next two gold tests, then the turker’s entire output was excluded from the collected data and the system subsequently blocked the turker from submitting any further judgements.

In the in-house experts’ generated gold standard, approximately 30% of the CTAs had no medications or medication types. Due to the splitting of the CTAs into smaller units, however, the empty percentage grew to 42%. Several initial pilot experiments were conducted regarding the study’s design features, including training mode, trusted-turker accuracy threshold, and whether empty tasks were included or not. We tested the performance of excluding empty units (where the data included at least one entity from the in-house gold standard in every unit and a turker had to mark at least one entity to submit) and including empty units (ie, units that have no entities from the in-house gold standard). To mirror the original task given to the traditional annotators and to keep the annotated sample representative of the full CTA corpus, we kept the empty units at 30% of the crowdsourced units.

During the pilot annotations, we had difficulty with a large numbers of untrusted turkers and judgments coming from Asia so we restricted the project to turkers from Australia, Canada, the United Kingdom, and the United States. We also requested 5 judgments per unit (from 5 different turkers) in order to allow flexibility with voting measures and methods. In addition to the training mode, a qualification quiz was presented to each turker the first time they signed up for our tasks. They had to read and understand the instructions, and answer a short quiz (3 multiple choice questions) in order to gain access to the job. The quiz blocked “robot scripts” from participating in our tasks.

Figure 2 shows snippets of the corresponding CML code, common style sheet (CSS) code, and custom JavaScript. As seen in Figure 2, CF provides the interface for users to edit CML, CSS, and JavaScript in corresponding text areas named CML, CSS, and JavaScript, respectively. The complete GUI code can be found in the Multimedia Appendix 1. This interface was primarily used for creating our annotation program. The main restriction for the custom JavaScript code is that it runs only once, when CF randomly selects a unit and presents it to a turker to perform a judgment. In order to deal with this restriction, we created the program based on event-driven programming, in which each user’s annotation operation was captured and processed by a designated function. This dynamic JavaScript program worked for each unit submitted for judgment. For the medication and medication type named-entity annotation tasks, our program displayed the unit, allowing for an offset (a single word or group of words) to be selected with a left-click and drag of the mouse or a double-click and a subsequent right click event, in which the turker would select the class associated with the highlighted text. The program kept a sorted record of the offsets, classified for both entity classes, and submitted these offsets as named entities when the turker clicked “submit”. The program also handled discontinuous entities, as described below. The performance evaluation described in the experiments section involves comparing the offsets submitted between the turker’s judgments and the gold standard. Figure 3 shows the interface of the medication and medication type named-entity annotation task. In this interface, 4 of the major functions were provided, which were “word selection”, “annotation selection”, “annotation information display”, and “discontinuous highlighting”.

The “word selection” function supported double-clicking to select a single word, automatic word-extending and invalid character-shrinking to improve the accuracy and efficiency of the turkers’ operations. Two buttons (“extend highlight” and “shrink highlight”) were provided to extend and shrink the highlighted (annotated) area on the right hand side by one character at a time. After selecting one word or more, a menu with two options (“Medication Name” and “Medication Type”) popped up for the turkers to select the target annotation type. After the turkers clicked the option, the selected word(s) was highlighted by a corresponding color (eg, green was for “Medication Type,” as shown in Figure 3) and all the current annotation information was displayed in the table named “Annotated Entity List”. If the turkers needed to remove annotations already highlighted with a label or if they wanted to change the label of the highlighted word, they had to left-click on the highlighted word and click “OK” to confirm their choice to remove the annotation from the table at the bottom of the page. It should be noted that entities comprised of discontinuous tokens could be highlighted as a single entity by concurrently pressing down CTRL.

The interface for the correction task (correcting previously annotated entities) was similar to the annotation task with the only difference being that some words were pre-annotated (highlighted). The offsets associated with these highlighted words were prefilled into the unit judgment table.

Figure 4 shows the interface for the linking task. In this interface, all medications (medication names and medication types) and attributes were highlighted with their respective colors. Medications were highlighted with yellow and attributes were highlighted with light gray. Turkers had to left click on the medications and attributes in corresponding pairs. The selected medications and attributes were displayed in the
corresponding textbox to link them together and the linked pairs were shown in the table named “Linking Information List”. If the turkers wanted to remove an entity-attribute pair, they could click the "Remove" button to the left of the pair in the “Linking Information List.” In all of these tasks, the results were internally represented by offsets instead of the original text, which was necessary to address the problem of words occurring more than once in the same annotation unit. The GUI worked in Firefox and Chrome browsers. The JavaScript checked the browser type when a turker signed up for our tasks and, if the turker did not use one of the two browsers, it would instruct the turker to download and install a correct browser.

Figure 2. Snippets of CML, CSS and JavaScript.
Figure 3. Medication named entity recognition task interface.
Experiments

After the initial, smaller pilot experiments, we selected a larger number of units for the complete named-entity recognition task. In an earlier unpublished project to develop a machine learning-based medication entity-extraction pipeline, we determined that 1042 CTAs were necessary for the training set to achieve higher than 0.80 F-measures (0.86 for medication name and 0.82 for medication type, using Conditional Random Fields algorithm for information extraction). We used this empirically determined corpus size of 1042 CTAs, corresponding to 3400 units as mentioned in previous section for both the medical name-entity recognition and entity-linking jobs. Several samples annotated by turkers and their corresponding gold standard are presented in the Multimedia Appendix 2.

Based on the pilot medication named-entity annotation experiments, the correction experiment was performed by taking a smaller data set with 200 units and its corresponding 1000 judgments (5 judgments for each unit) and submitting the unique judgments to another crowdsourcing job. The previous experiment had 735 unique judgments (out of 1000). If a particular unit had 3 unique judgments and two additional duplicate judgments, we resubmitted only the 3 unique judgments for the correction job. A judgment was defined by the response of a turker to a unit, covering all of the entities annotated for that unit. In this example, the original job had 5 judgments for the unit and the correction job had 15 judgments for that same unit (3 unique judgments submitted for 5 correction judgments each). For each correction judgment, a turker had the opportunity to remove annotations, add additional annotations, or provide no change to that unit.

Measurements

In this paper, standard named-entity recognition and classification measurements were adopted to evaluate the performance of the experiments, including Precision (P), Recall (R), and F-measure (F), which are defined in the Multimedia Appendix 3.

Voting Methods

One of the aims of this study was to evaluate different methods of voting on judgments from crowdsourced outputs. Because these are named-entity and linking tasks, the calculation is on the entity and linking level. We experimented with 3 voting methods for the medication name and medication-type entity recognition and the medication attribute linking tasks. We investigated 3 voting methods: simple voting (simple), trusted score weighted voting (trust), and turker experience weighted voting (experience). All voting was performed at the entity and linking level (micro average), regardless of the number of entities and linkages in a given task unit. Equations (1), (2), and (3) shown in Multimedia Appendix 4 describe the formulas we used for the 3 voting methods. Let e be the number of votes for a particular named entity and let J be the number of judgments (number of turkers who submitted responses) in
this unit. Let $t_i$ be the trust score of turker $i$ who annotated the entity. Let $u_i$ be the total number of judgments user $i$ performed and let $m$ be the maximum number of judgments the most prolific turker performed. For simple voting presented in Equation 1, if there were 2 or more annotations (out of 5 judgments/responses) for a particular entity, it was selected for the adjudicated judgment.

Equation 2 gives the trusted score voting, which weighs a particular turker’s entity vote with their trust score (a trust score of 75% provided a 0.75 vote per entity and the max trust score of 100% provided a single simple vote). As presented in Equation 3, turker experience voting weighted each entity vote by the experience score of the turker. The experience score is the number of judgments performed by a turker relative to the maximum number of judgments the most prolific turker performed in that experiment. For example, in one job, a turker submitted 163 judgments, which was the most of any turker in that job. That turker’s weight for all of his entity votes became 1 and the experience score for all other turkers became $u/163$. Note that the intention of division in 3 equations was to normalize the scores to the range of 0 to 1. As presented in Figure 5, there was high variance in the accomplished number of jobs between turkers. The point of the logarithm in Equation 3 was to scale the difference.

The F-measures were calculated using the 3 voting methods on the original judgments (with each unit having 5 judgments) as correction baselines presented in Table 5. These were then compared to the subsequent correction results computed by 3 voting methods of all correction judgments presented in Table 6. In order to further show the impact of correction, another measure, which we described as a response-level entity vote, is presented in Figure 6. We counted whether the F-measure of the correction judgments improved upon the F-measure of the original judgment.

Figure 5. The distributions of turkers’ experience for medical named-entity task, correction task and linking task (X axis denotes number of jobs, Y axis indicates number of turkers).

Figure 6. Improvement chart for correction task.
Statistical Significance Test of Turker Performance

In order to analyze the differences between the corpus created by the turkers and the corpus created by in-house expert annotators, a statistical assessment method (named “pooling chi-square test”) was proposed to calculate the $P$ values. In this method, the voting results from turkers were pooled together with the corpus that was annotated by experts. These pooled results were then tested against the original voting results. The hypothesis was that the turkers with sufficient training and aggregating multiple results could perform as well as experts. If this hypothesis was true, then pooling the results was not expected to change the original CF voting results. Specifically, the hypothesis $H_0$ was that the experts’ output did not change the quality of the turkers’ annotations (reflected by the number of unique entities annotated correctly and incorrectly). If the $P$ value was less than the designated threshold (0.05), it meant that the experts’ output significantly affected the quality of the turkers’ results. Therefore, we could infer that there was no evidence for statistically significant differences between the turkers’ and experts’ annotations.

Results

Information on Turkers

Table 2 shows information on turkers participating in our 3 tasks. We had 156 turkers, 86 turkers, and 46 turkers to complete medical named-entities task, correction task and linking task, respectively. Figure 5 presents the distribution of turkers by the number of performed jobs for the 3 tasks. We found that the top 5 most prolific turkers completed 39.9% (6778/17,000) medical named-entities jobs, 44.0% (1616/3675) correction jobs, and 45.4% (7716/17,000) linking jobs. Figure 7 shows the distribution of $F$-measure of turkers for the 3 tasks. We can see that $F$-measures of greater than 0.6 were achieved by over 83% turkers for the medical named-entities task, over 88% of turkers for the correction task and 100% for the linking task. Table 3 presents the cost and completion time of the 3 tasks. The payment of 3.84 cents per judgment included 3 cents paying for turkers and 0.84 cents charged by CF. Table 3 also presents the time required for the in-house annotators to complete the same tasks. Additionally, the time to receive results from in-house annotation is around 5 times longer than crowdsourcing due to the parallel nature of the crowdsourcing task and the traditional work hours (eg, Monday to Friday, 9am-5pm). The 133 hours represented by the total in-house annotation were the total work hours. The total elapsed time was 10 days (8 work days plus 2 weekend days).

Results of Medical Named-Entities Annotation Task

Table 4 shows the results of the turkers’ medical named-entity annotation with the 3 voting methods that were implemented. It shows the turkers’ generated corpus’ agreement with the in-house experts’ generated gold standard at various threshold levels.
**Figure 7.** The distribution of turkers’ F-measure for medical named-entity task, correction task and linking task (X axis denotes F-measure, Y axis indicates number of turkers).

**Table 4.** Results of medical named entity annotation (the pre-determined threshold and its corresponding $P^a$, $R^b$, and $F^c$ for each column are italicized).

<table>
<thead>
<tr>
<th>Experience</th>
<th>Trust</th>
<th>Simple</th>
</tr>
</thead>
<tbody>
<tr>
<td>Th$^d$</td>
<td>P</td>
<td>R</td>
</tr>
<tr>
<td><strong>Medication name</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.20</td>
<td>0.694</td>
<td>0.931</td>
</tr>
<tr>
<td>0.40</td>
<td>0.864</td>
<td>0.879</td>
</tr>
<tr>
<td>0.60</td>
<td>0.920</td>
<td>0.815</td>
</tr>
<tr>
<td>0.80</td>
<td>0.955</td>
<td>0.696</td>
</tr>
<tr>
<td><strong>Medication type</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.20</td>
<td>0.431</td>
<td>0.879</td>
</tr>
<tr>
<td>0.40</td>
<td>0.698</td>
<td>0.763</td>
</tr>
<tr>
<td>0.60</td>
<td>0.831</td>
<td>0.598</td>
</tr>
<tr>
<td>0.80</td>
<td>0.911</td>
<td>0.396</td>
</tr>
</tbody>
</table>

$^a$precision  
$^b$recall  
$^c$F-measure  
$^d$threshold

**Results of Correction Task**

The results of the correction task, its corresponding correction baseline, and the results of combined judgments are presented in Tables 5 and 6, respectively. In the correction task, the turkers and experts agreement F-measure of medication name and medication type achieved 0.900 and 0.760 by simple vote, respectively. With comparison to the F-measure of its corresponding correction baseline, relative improvements of 2.62% (medication name Baseline F-measure = 0.877, After_Correction F-measure = 0.900; computed by $(\text{After\_Correction\_F\_measure} - \text{Baseline\_F\_measure})/\text{Baseline\_F\_measure} \times 100$) and 10.79% (n/N; medication type name Baseline F-measure = 0.686, After_Correction F-measure = 0.760; computed by $(\text{After\_Correction\_F\_measure} - \text{Baseline\_F\_measure})/\text{Baseline\_F\_measure} \times 100$) were gained (Tables 4 and 5).
Table 5. Results of correction task with 200 units and 1000 judgments (the pre-determined threshold and its corresponding \(P^a\), \(R^b\), and \(F^c\) for each column are italicized).

<table>
<thead>
<tr>
<th>Experience</th>
<th>Trust</th>
<th>Simple</th>
</tr>
</thead>
<tbody>
<tr>
<td>Th(d)</td>
<td>P</td>
<td>R</td>
</tr>
<tr>
<td>Medication name</td>
<td>0.20</td>
<td>0.796</td>
</tr>
<tr>
<td></td>
<td>0.40</td>
<td>0.896</td>
</tr>
<tr>
<td></td>
<td>0.60</td>
<td>0.950</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.972</td>
</tr>
<tr>
<td>Medication type</td>
<td>0.20</td>
<td>0.610</td>
</tr>
<tr>
<td></td>
<td>0.40</td>
<td>0.732</td>
</tr>
<tr>
<td></td>
<td>0.60</td>
<td>0.851</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.945</td>
</tr>
</tbody>
</table>

\(a^{\text{precision}}\)  
\(b^{\text{recall}}\)  
\(c^{\text{F-measure}}\)  
\(d^{\text{threshold}}\)

Furthermore, we analyzed the practical significance of these improvements by calculating the F-measure of medication name and medication type for each unique judgment (the total number of unique judgments was 735) and its corresponding 5 correction judgments. Based on empirical evidence acquired in previous experiments, the F-measure was computed based on a simple vote with the threshold of 0.4. The results are shown in Figure 6. Improvement was seen for 50.5% (370/735) and 44.1% (324/735) of the judgments for medication name and medication type after the turkers’ correction, respectively. In contrast, 1.9% (14/735) and 6.9% (51/735) judgments became worse.

**Result of Linking Task**

Table 7 shows the results of the linking experiment. Non-expert annotators (turkers) did an excellent job, in which the F-measure achieved 0.962. Meanwhile, as previous results indicated, the simple method could obtain very good results in case of strict quality control.

Table 6. Baseline Results of medical named entity annotation corresponding to the correction task (the pre-determined threshold and its corresponding \(P^a\), \(R^b\), and \(F^c\) for each column are italicized).

<table>
<thead>
<tr>
<th>Experience</th>
<th>Trust</th>
<th>Simple</th>
</tr>
</thead>
<tbody>
<tr>
<td>Th(d)</td>
<td>P</td>
<td>R</td>
</tr>
<tr>
<td>Medication name</td>
<td>0.20</td>
<td>0.712</td>
</tr>
<tr>
<td></td>
<td>0.40</td>
<td>0.868</td>
</tr>
<tr>
<td></td>
<td>0.60</td>
<td>0.909</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.956</td>
</tr>
<tr>
<td>Medication type</td>
<td>0.20</td>
<td>0.473</td>
</tr>
<tr>
<td></td>
<td>0.40</td>
<td>0.669</td>
</tr>
<tr>
<td></td>
<td>0.60</td>
<td>0.737</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.890</td>
</tr>
</tbody>
</table>

\(a^{\text{precision}}\)  
\(b^{\text{recall}}\)  
\(c^{\text{F-measure}}\)  
\(d^{\text{threshold}}\)
Table 7. Results of linking task (the pre-determined threshold and its corresponding $P^a$, $R^b$, and $F^c$ for each column italicized).

<table>
<thead>
<tr>
<th>Simple</th>
<th>Trust</th>
<th>Experience</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Th$^d$</td>
<td>P</td>
</tr>
<tr>
<td>0.20</td>
<td>0.845</td>
<td>0.984</td>
</tr>
<tr>
<td>0.40</td>
<td>0.949</td>
<td>0.975</td>
</tr>
<tr>
<td>0.60</td>
<td>0.981</td>
<td>0.959</td>
</tr>
<tr>
<td>0.80</td>
<td>0.990</td>
<td>0.925</td>
</tr>
</tbody>
</table>

$a$ precision  
$b$ recall  
$c$ F-measure  
$d$ threshold

Results of Statistical Significance Analysis

For all the results above, Chi-square statistical significance tests were conducted between the corpora created by CrowdFlower’s and the gold-standard generated by the in-house annotators. The $P$ values (at $P<.001$) showed no statistically significant difference between the best CrowdFlower generated corpora and corresponding in-house generated gold-standard sets.

Discussion

Overview

To our knowledge, the medical named-entity annotation task described in this work is the largest scale crowdsourcing experiment in the clinical NLP research field. The results demonstrated that crowdsourcing is a feasible solution for creating a gold standard for medical named-entities. Many works were described in the introduction section, but only one performed a similar medical named entity crowdsourced annotation and is directly comparable to our current study. All other works focused on different corpora and entity types and cannot be compared directly with these works. We improved upon the previously reported results on medical named entity annotation task [21,22] with more than 27.9% of the F-measure (F-measure_Current_Study = 0.87 vs F-measure_Earlier_Work = 0.68 for agreement between the crowdsourced and traditionally developed corpora; computed by (F-measure_Current_Study vs F-measure_Earlier_Work)/ F-measure_Earlier_Work * 100) for named-entity annotation. This experiment also showed that the crowdsourcing performance for medication name annotations is much better than those of medication type. This is a similar finding to the in-house results with trained, expert annotators. We attribute this phenomenon to the clarity of the task for medication name annotation. In other words, the definition and the gold standard answers of medication names are easier to understand and to capture than those of medication type. In the future, we plan to use a more easily interpretable definition of medication types to improve performance. We also plan to use crowdsourcing to annotate attributes, such as date, dosage, as listed in Table 1.

Based on our experiments, we found that it was easy to find a large number of turkers by crowdsourcing. Around 10% (156/1144, 86/678, 46/644 for medication name entity, linking and correction tasks, respectively) of the turkers passed our quality control test (see Table 2). Among those turkers, around 10% (14/156, 11/86, 7/46) of them contributed over 50% (10,521/17,000, 10,900/17,000, 1907/3675) of the jobs.

As shown in Table 4, the non-expert annotators performed at a very high quality and the results indicated that the simple method could obtain very good results, provided the quality control is strict. In our previous work [29], we reported inter-annotator agreement (IAA) F-measures for medication names and medication types, 94.2% and 88.2% respectively. Additionally, what could have conceivably been weeks’ worth of in-house annotation work was achieved in less than a day of crowdsourcing effort.

Our previous study conducted experiments by implementing a rule-based linking system [31]. The result (around 0.72 F-measure) showed that manual annotation is definitely needed to develop an effective training set for a machine learning-based linking system. The presented linking experiment is the first work known to us that attempted to link medications to their corresponding attributes with crowdsourcing. The results indicated that linking is not a difficult task and the data created can be sufficiently applied to real applications. Based upon this experiment, we plan to create a larger scale data set using crowdsourcing and to apply it to clinical NLP tasks. We will further evaluate the performance of linking by implementing our linking strategy for other clinical named entities. The results of the linking task are excellent, with a near 100% (N=3400) agreement between crowd and traditionally developed corpora. As shown in Table 3, the linking task took much less time than the other two tasks, most likely because the linking task is much easier than the other two tasks. The time per judgment for medical named entity annotation task is much less than that of the correction task (12.07 vs 37.22 seconds respectively). The reason is that the medical named entity annotation task has more participating turkers (156 vs 86). We can conclude that the difficulty of tasks and the number of participating turkers strongly affect the completion time of the tasks. In contrast to traditional annotation, crowdsourcing achieved 55.5% time (71/128 hours) and 75.0% cost ($1958/$2611) savings for medical named entity annotation. For the linking task, 38.6% time (17/44 hours) and 27.2% cost ($244/$897) savings were seen when using crowdsourcing.

http://www.jmir.org/2013/4/e73/
To our knowledge, we were the first to conduct clinical NLP correction experiments. The results of that experiment are quite encouraging. Our correction F-measure was 0.90 (medication names) and even the worst final F-measure improved by more than 10% after the corresponding voting (medication types). We believe that this experiment showed another feasible and efficient way to improve the output of crowdsourcing. We designed an efficient strategy to perform correction. Future work will focus on determining the number of iterative cycles to achieve the best results.

As was mentioned in the previous sections, creating a smaller batch of gold standard data (in-house with expert annotators) is a critically important step for crowdsourcing quality control. This in-house gold standard can be used later to: (1) train turkers, (2) perform quality control, and (3) determine thresholds to aggregate judgments. In this study, we also modified the gold standard management interfaces of CF to perform turker training and quality control by setting gold standard answers. There is room for further research in different methods to train turkers and to experiment with quality control thresholds.

Finally, 3 different voting methods were investigated to aggregate judgments. The results showed that it is quite possible to acquire a high-quality annotated corpus by implementing simple voting under the condition of strict quality control. In pilots, we experimented with different voting thresholds. Lower thresholds resulted in lower agreement of the turker-annotated corpora with the gold standard corpora. Higher thresholds prevented the successful completion of the task by eliminating too many turkers. The thresholds used in the paper (eg, 2 judgments out of 5 or 0.4) were set empirically based on our pilot experiments and earlier related work [32,33]. For the judgment-based voting (eg, trust-based and experience-based voting) more complicated voting methods could be implemented and compared.

A potential limitation of this study was that, the proportion of empty units in our experimental corpus was less (30%) than that in the general population of CTA documents (42%). On the other hand, our pilot experiments show that the proportion of empty units did not influence the performance of the turkers. A second potential limitation was that we included only 3 voting methods among the tested voting schemas. We plan to address this limitation in our future works.

Conclusions
In this study, we evaluated the feasibility of crowdsourcing for creating gold standard data for clinical NLP tasks. Although direct comparison with all related work in the literature was not possible because of corpora and entity type differences, by implementing strict quality control for turker selection and by continuously monitoring the turkers’ performance, we improved upon the directly comparable results in the literature with more than 27.9% for the named-entity annotation task. 3 major experiments were conducted: (1) named-entity annotation, (2) entity linking, and (3) annotation correction. In addition, 3 voting methods were studied. To our knowledge we were the first to investigate the feasibility of crowdsourcing for clinical named-entity annotation on a large-scale corpus. Similarly, we are not aware of a competing work in the clinical NLP domain that proposed to use crowdsourcing to create an entity-linking gold standard for information extraction, on our experiments’ scale. Furthermore, we proposed a successful correction strategy that applied crowdsourcing to crowdsourcing results to improve the quality of the annotated corpus. We found that a high-quality, clinical NLP gold standard data could be obtained by a simple voting method, if a strict quality control is implemented.

Based upon the results of our experiments, we conclude that crowdsourcing is a feasible, inexpensive, fast, and practical approach to annotate clinical text (when protected health information is not included) on large scale for medical named-entities. We believe that well-designed user interfaces for entity annotation and linking were critical to the success of this work. As a further contribution to the Web 2.0-based crowdsourcing field, we publicly released the JavaScript and CML infrastructure code that is necessary to utilize CrowdFlower’s quality control and crowdsourcing interfaces for named entity annotations [34].
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Abstract

Background: There is currently a lack of information about the uses, benefits, and limitations of social media for health communication among the general public, patients, and health professionals from primary research.

Objective: To review the current published literature to identify the uses, benefits, and limitations of social media for health communication among the general public, patients, and health professionals, and identify current gaps in the literature to provide recommendations for future health communication research.

Methods: This paper is a review using a systematic approach. A systematic search of the literature was conducted using nine electronic databases and manual searches to locate peer-reviewed studies published between January 2002 and February 2012.

Results: The search identified 98 original research studies that included the uses, benefits, and/or limitations of social media for health communication among the general public, patients, and health professionals. The methodological quality of the studies assessed using the Downs and Black instrument was low; this was mainly due to the fact that the vast majority of the studies in this review included limited methodologies and was mainly exploratory and descriptive in nature. Seven main uses of social media for health communication were identified, including focusing on increasing interactions with others, and facilitating, sharing, and obtaining health messages. The six key overarching benefits were identified as (1) increased interactions with others, (2) more available, shared, and tailored information, (3) increased accessibility and widening access to health information, (4) peer/social/emotional support, (5) public health surveillance, and (6) potential to influence health policy. Twelve limitations were identified, primarily consisting of quality concerns and lack of reliability, confidentiality, and privacy.

Conclusions: Social media brings a new dimension to health care as it offers a medium to be used by the public, patients, and health professionals to communicate about health issues with the possibility of potentially improving health outcomes. Social media is a powerful tool, which offers collaboration between users and is a social interaction mechanism for a range of individuals. Although there are several benefits to the use of social media for health communication, the information exchanged needs to be monitored for quality and reliability, and the users' confidentiality and privacy need to be maintained. Eight gaps in the literature and key recommendations for future health communication research were provided. Examples of these recommendations include the need to determine the relative effectiveness of different types of social media for health communication using randomized control trials and to explore potential mechanisms for monitoring and enhancing the quality and reliability of health communication using social media. Further robust and comprehensive evaluation and review, using a range of methodologies, are required to establish whether social media improves health communication practice both in the short and long terms.
KEYWORDS
health communication; social media; review

Introduction

There is an ongoing increase in the use of social media globally [1], including in health care contexts [2-9]. When focusing on social media for health communication, it is useful to first outline the general characteristics of social media. Kaplan and Haenlein [10] defined social media as “a group of Internet-based applications that build on the ideological and technological foundations of Web 2.0, and that allow the creation and exchange of user generated content”. They suggested that social media can be classified as two components: media-related and social dimension. The media-related component [11] involves how close to synchronous face-to-face communication different types of social media come and how well they reduce ambiguity and uncertainty. The social dimension is based on Goffman’s [12] notion of self-presentation, whereby individuals’ interactions have the purpose of trying to control others’ impressions of them.

Social media provides opportunities for users to generate, share, receive, and comment on social content among multisusers through multisensory communication [1,2,10,13,14]. Although the terms “social media” and “social networking” are often used interchangeably and have some overlaps, they are not really the same. Social media functions as a communication channel that delivers a message, which involves asking for something. Social networking is two-way and direct communication that includes sharing of information between several parties. Social media can be classified in a number of ways to reflect the diverse range of social media platforms, such as collaborative projects (eg, Wikipedia), content communities (eg, YouTube), social networking sites (eg, Facebook), and virtual game and social worlds (eg, World of Warcraft, Second Life) [10].

The relationship between personality traits and engagement with social media has been reported [15]. Gender is a factor in that extraverted women and men are equally likely to engage, but emotional instability increases usage only for men. Age is also a factor in that extraversion is particularly important in younger users, while openness to new experiences is particularly important in older users [15]. Lenhart and colleagues [16] explored various types of Internet usage among teens and young adults in the United States between 2006 and 2010. During this time, social networking sites experienced the biggest rise (an average of around 50%), and the key shift in use came at age 30 years with almost double the number of teens and 18-29 years old using them as those 30 years and over (73% compared with 39%).

Social media is changing the nature and speed of health care interaction between individuals and health organizations. The general public, patients, and health professionals are using social media to communicate about health issues [2-9]. In the United States, 61% of adults search online and 39% use social media such as Facebook for health information [7]. Social media adoption rates vary in Europe; for example, the percentage of German hospitals using social networks is in “single figures”, whereas approximately 45% of Norwegian and Swedish hospitals are using LinkedIn, and 22% of Norwegian hospitals use Facebook for health communication [8]. Recent UK statistics reported Facebook as the fourth most popular source of health information [9]. There have been many applications of social media within health contexts, ranging from the World Health Organization using Twitter during the influenza A (H1N1) pandemic, with more than 11,700 followers [4], to medical practices [3] and health professionals obtaining information to inform their clinical practice [5,6].

To explore the diversity in form and function of different social media platforms, Keitzmann and colleagues [17] presented the “social media ecology”, a honeycomb framework of seven building blocks that are configured by different social media platforms and have different implications for organizations such as health care providers. In developing their model, they have drawn on Butterfield [18], Morville [19], Webb [20], and Smith [21]. The building blocks are (1) identity: the extent to which users reveal themselves, (2) conversations: the extent to which users communicate with each other, (3) sharing: the extent to which users exchange, distribute, and receive content, (4) presence: the extent to which users know if others are available, (5) relationships: the extent to which users relate to each other, (6) reputation: the extent to which users know the social standing of others and content, and (7) groups: the extent to which users are ordered or form communities. Thus organizations, including health care providers, need to recognize and understand the social media landscape, where the conversations about them are already being held, and develop their own strategies where suitable [17]. Similarly, Mangold and Faulds [22] highlighted that social media is changing the relationship between producers and consumers of a message. This suggests that health care providers may need to take a certain degree of control over online health communication to maintain validity and reliability.

In this paper, social media for health communication refers to the general public, patients, and health professionals communicating about health issues using social media platforms such as Facebook and Twitter. Currently, there is a lack of information about the uses, benefits, and limitations of social media for health communication among the general public, patients, and health professionals from primary research. The objective of this paper was to review the current published literature to identify the uses, benefits, and limitations of social media for health communication among the general public, patients, and health professionals and to identify current gaps in the literature to provide recommendations for future health communication research. This is important in order to establish whether social media improves health communication practices.
Methods

This review paper followed the PRISMA guidelines [23] and used a systematic approach to retrieve the relevant research studies. The review included all study designs in order to identify the best evidence available to address the research objective. The literature search was conducted on February 7, 2012, using the following 10 electronic databases: CSA Illumina, Cochrane Library, Communication Abstracts, EBSCO Host CINAHL, ISI Web of Knowledge, Web of Science, OvidSP Embase, OvidSP MEDLINE, OVIDSP PsycINFO, and PubMeC Central. The searches were performed using the following defined search terms: “social media” OR “social network” OR “social networking” OR “Web 2.0” OR “Facebook” OR “Twitter” OR “MySpace” AND “Health”. From the above database searches, 9749 hits were identified. Manual searches were conducted in the Journal of Medical Internet Research (January 2002 to February 2012) where 24 papers were identified; thus, 9773 papers were identified in total. The papers’ titles and abstracts were screened for relevance, duplication, and the selection criteria. The inclusion criteria were (1) primary focus on all communication interactions within and between the general public and/or patients and/or health professionals about health issues using social media, (2) including the uses and/or benefits and/or limitations of social media for health communication, (3) original research studies, (4) published between January 2002 and February 2012, and (5) all study designs. The exclusion criteria were (1) studies not in English, (2) literature reviews, dissertation theses, review papers, reports, conference papers or abstracts, letters (to the editor), commentaries and feature articles, (3) studies only on Web 1.0 (ie, traditional Internet use), and (4) studies with a primary marketing or advertising focus. In total, 98 original research studies that included the use, and/or benefits, and/or limitations of social media for health communication among the general public, patients, and health professionals were selected for this review [24-121] (see Figure 1). Excluded studies and the reasons for exclusion are listed in Multimedia Appendix 1. Two researchers (AM, LH) independently reviewed and evaluated the studies and reached consensus on the inclusion for the analysis. The interrater reliability between them was 0.90, indicating strong agreement [122]. Any discrepancies were discussed with reference to the research objective until consensus was reached.

Figure 1. PRISMA flow diagram illustrating the study selection procedure.
Results

The 98 selected studies are summarized by study design, social media tool/application, study purpose, participants/sample size, and methodological quality of studies (Table 1). From the searches between January 2002 and February 2012, the vast majority in the last 2 years (Table 1). From the available methodology of bias tools/quality scales, the Downs and Black Instrument [123] has been previously identified as a recommended tool to evaluate the quality of both quantitative randomized and nonrandomized studies [124]. As there are no standard accepted quality scales for studies of Twitter, and YouTube (the full list is provided in Table 1). The study samples included blogs/forum discussions in which the participants were the general public, patients, and/or health professionals (Multimedia Appendix 2). There was a wide range of health topics, but the most frequently reported on were sexual health [45,46,70,104,107,115,117], diabetes [47,60,68,110,116], flu/H1N1 [54,57,58,111], and mental health issues such as stress or depression [48,83,101].

Table 1. Social media tools/applications within the 98 studiesa.

<table>
<thead>
<tr>
<th>Social media tool/application</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wiki (n=2)</td>
<td>Denecke &amp; Nedjil (2009)[36], Adams (2010)[50]</td>
</tr>
<tr>
<td>Quitnet / online smoking cessa-</td>
<td>Cobb et al (2010)[55], Selby et al (2010)[73]</td>
</tr>
<tr>
<td>tion support group (n=2)</td>
<td>physician rating website (not specified) (n=2)</td>
</tr>
<tr>
<td>Second Life (n=1)</td>
<td>Beard et al (2009)[34]</td>
</tr>
<tr>
<td>Daily Strength (n=1)</td>
<td>Mortur &amp; Liu (2011)[100]</td>
</tr>
<tr>
<td>ArboAntwoord (n=1)</td>
<td>RheBERGEN et al (2012)[121]</td>
</tr>
</tbody>
</table>

aSome studies included more than one social media tool/application.

Methodological Quality of Studies

From the searches between January 2002 and February 2012, the selected studies in this review were published from 2007 to 2012 with the vast majority in the last 2 years (Table 1). From the available methodology of bias tools/quality scales, the Downs and Black Instrument [123] has been previously identified as a recommended tool to evaluate the quality of both quantitative randomized and nonrandomized studies [124]. As there are no standard accepted quality scales for studies of proportions [125], only quantitative studies (including mixed methods) were evaluated. Using this Downs and Black instrument [123], the maximum total score that could be achieved was 32, but the scores of the studies in this review ranged from 3 [89] to 22 [121]. Overall, the studies scored low using this scale as they were mainly exploratory and descriptive with three intervention studies [43,121,121] and one randomized controlled trial (RCT) [45]. From the 98 studies, 40 were applied quantitative, 48 qualitative (including studies with content
analysis presenting data with descriptive statistics), and 10 mixed methods (both quantitative and qualitative). These studies are presented by methodology in Table 2. Methodological bias of the selected studies using the Downs and Black instrument [123] is presented in Multimedia Appendix 3.

Characteristics/Profile of Users Accessing Social Media for Health Communication

The characteristics of users of social media for health communication in the selected studies were diverse, covering a range of different population groups. The age of the social media users ranged from school children to older adults aged 65 years and up [24-121], but the majority of the reported ages were 11-34 years [25,35,45,46,64,77,104,107,119]. Some studies reported that there were more female than male users of social network sites [35,40,55,62,64]. A few studies found that social media users were disproportionately from lower-income households [35,64,72]. Studies within the United States reported that more social media users were African Americans than non-Hispanic Whites [35,40]. Chou et al [35] concluded that the population is accessing social media regardless of education and race/ethnicity.

Uses of Social Media for Health Communication

From the selected studies, seven key uses of social media for health communication were identified for the general public, patients, and health professionals (Table 3). Social media provided health information on a range of conditions to the general public [36,61,71,74,103], patients [47,63,71,75,98,103], and health professionals [36,47,98]. This communication can provide answers to medical questions [34,36,60]. Social media allows information to be presented in modes other than text and can bring health information to audiences with special needs; for example, videos can be used to supplement or replace text and can be useful when literacy is low [50]. A range of social media platforms can facilitate dialogue between patients and patients, and patients and health professionals [56,79,110]. Sites such as PatientsLikeMe enable patients to engage in dialogue with each other and share health information and advice including information on treatment and medication [28,75]. YouTube has been used by the general public to share health information on medications, symptoms, and diagnoses [38], and by patients to share personal cancer stories [80]. Blog sites create a space where individuals can access tailored resources [26] and provide health professionals with an opportunity to share information with patients and members of the public [30,56]. Facebook is being used by the general public, patients, carers, and health professionals to share their experience of disease management, exploration, and diagnosis [37]. Asthma groups are using MySpace to share health information, in particular personal stories and experiences [49,60]. Social media can be used to collect data on patient experiences and opinions such as physician’s performance [26,65,109].

Social media have been used for health promotion and health education [25,34,46,59,82,90,113,117] and for delivering a health intervention by providing social support/influence to promote smoking cessation and abstinence [55]. A study has shown that social media can reduce stigma about certain conditions such as epilepsy [67]. In addition, there were some opportunities for health professionals to have online consultations [88].

Benefits of Social Media for Health Communication

Six overarching benefits of social media for health communication were identified for the general public, patients, and health professionals (Table 4). Social media users have the potential to increase the number of interactions and thus are provided with more available, shared, and tailored information. Social media can generate more available health information as users create and share medical information online [50]. Blog sites create a space where individuals can access tailored resources to deal with health issues [26]. Social media can widen access to those who may not easily access health information via traditional methods, such as younger people, ethnic minorities, and lower socioeconomic groups [35,64,66,83,84,86,99,104,107,115]. An important aspect of using social media for health communication is that it can provide valuable peer, social, and emotional support for the general public [37,43,44,47,48,51,56,73,101,108,114] and patients [28,33,34,44,47,48,56,60,62,68,71,76,88,98,120]. For example, social media can aid health behavior change such as smoking cessation [53,73], and PatientsLikeMe enables patients to communicate with other patients and share information about health issues [28]. Colineau and Paris [56] reported that people used health-related social networking sites to discuss sensitive issues and complex information with health professionals.

In public health surveillance, social media can provide communication in real time and at relatively low cost [31,40,54,57,72,111,116]. Social media can monitor public response to health issues [54], track and monitor disease outbreak [111], identify misinformation of health information [72], identify target areas for intervention efforts [106], and disseminate pertinent health information to targeted communities [57]. Health professionals can aggregate data about patient experiences from blogs and monitor public reaction to health issues [26,40]. Social media may have particular potential for risk communications as they can be used to disseminate personalized messages immediately thus making outreach more effective [58]. There is the potential that information on social media may contribute to health care policy making, as medical blogs are frequently viewed by mainstream media [29].
Table 2. List of studies by methodology—quantitative, qualitative, or both (n=98).

<table>
<thead>
<tr>
<th>Quantitative (n=40)</th>
<th>Qualitative (n=48)</th>
<th>Mixed methods (n=10)</th>
</tr>
</thead>
</table>
Limitations of Using Social Media for Health Communication

There were 12 limitations of social media for health communication (Table 5). The main recurring limitations of social media are quality concerns [26,39,42,44,47,50,69,85] and the lack of reliability of the health information [26,37,39,40,42,44,47,50,69,74,85,95]. The authors of websites are often unidentifiable, or there can be numerous authors, or the line between producer and audience is blurred [38,50,74]. Thus it is more difficult for individuals to discern the reliability of information found online [50,38]. Regulations may not facilitate health professionals to communicate with patients online, for example, email is not an official medical record and could be vulnerable to security breaches [68]. Policy reactions to address concerns include providing training in how to use and navigate social media technologies and validate accuracy of information found [39,66], or bringing more credible sites into the mainstream and making them fully accessible [39].

The large volume of information available through social media and the possibility for inaccuracies posted on these sites presents challenges when validating information [26]. Several studies highlighted concerns about privacy and confidentiality, data security, and the potential harms that emerge when personal data are indexed [38,44,47,50]. Social media users are often unaware of the risks of disclosing personal information online [26] and with communicating harmful or incorrect advice using social media [26,50]. As information is readily available, there is the potential of information overload for the user [50]. The general public may not know how to correctly apply information found online to their personal health situation [50]. There is the potential that adverse health consequences can result from information found on social media sites, for example, pro-smoking imagery [24]. In addition, there may be negative health risk behaviors displayed online, such as unsafe sexual behavior [45,46]. There is limited evidence that engaging in online communities positively impacts people’s health [56]. Health professionals may not often use social media to communicate with their patients [42]. There is also the possibility that social media may act as a deterrent for patients from visiting health professionals [42].

Table 3. Uses of social media for health communication among the general public, patients, and health professionals.

<table>
<thead>
<tr>
<th>Uses of social media for health communication</th>
<th>Social media user</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>General Public</td>
</tr>
<tr>
<td>Provide health information on a range of conditions</td>
<td>✓</td>
</tr>
<tr>
<td>Provide answers to medical questions</td>
<td>✓</td>
</tr>
<tr>
<td>Facilitate dialogue between patients to patients, and patients and health professionals</td>
<td>✓</td>
</tr>
<tr>
<td>Collect data on patient experiences and opinions</td>
<td>✓</td>
</tr>
<tr>
<td>Used for health intervention, health promotion and health education</td>
<td>✓</td>
</tr>
<tr>
<td>Reduce stigma</td>
<td>✓</td>
</tr>
<tr>
<td>Provide online consultations</td>
<td>✓</td>
</tr>
</tbody>
</table>

 blackout:Qualitative study using content analysis with some findings reported as descriptive statistics.
 blackout:Descriptive statistics.
Table 4. Benefits of using social media for health communication for the general public, patients, and health professionals.

<table>
<thead>
<tr>
<th>Benefits of social media for health communication</th>
<th>Social media user</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>General Public</td>
</tr>
<tr>
<td>Increase interactions with others</td>
<td>✓</td>
</tr>
<tr>
<td>More available, shared, and tailored information</td>
<td>✓</td>
</tr>
<tr>
<td>Increase accessibility &amp; widening access</td>
<td>✓</td>
</tr>
<tr>
<td>Peer/social/emotional support</td>
<td>✓</td>
</tr>
<tr>
<td>Public health surveillance</td>
<td>✓</td>
</tr>
<tr>
<td>Potential to influence health policy</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 5. Limitations of social media for health communication among the general public, patients, and health professionals.

<table>
<thead>
<tr>
<th>Limitations of social media for health communication</th>
<th>Social media user</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>General Public</td>
</tr>
<tr>
<td>Lack of reliability</td>
<td>✓</td>
</tr>
<tr>
<td>Quality concerns</td>
<td>✓</td>
</tr>
<tr>
<td>Lack of confidentiality &amp; privacy</td>
<td>✓</td>
</tr>
<tr>
<td>Often unaware of the risks of disclosing personal information online</td>
<td>✓</td>
</tr>
<tr>
<td>Risks associated with communicating harmful or incorrect advice using social media</td>
<td>✓</td>
</tr>
<tr>
<td>Information overload</td>
<td>✓</td>
</tr>
<tr>
<td>Not sure how to correctly apply information found online to their personal health situation</td>
<td>✓</td>
</tr>
<tr>
<td>Certain social media technologies may be more effective in behavior change than others</td>
<td>✓</td>
</tr>
<tr>
<td>Adverse health consequences</td>
<td>✓</td>
</tr>
<tr>
<td>Negative health behaviors</td>
<td>✓</td>
</tr>
<tr>
<td>Social media may act as a deterrent for patients from visiting health professionals</td>
<td>✓</td>
</tr>
<tr>
<td>Currently may not often use social media to communicate to patients</td>
<td>✓</td>
</tr>
</tbody>
</table>

Discussion

The 98 research studies in this review provided evidence that social media (most reported applications were Facebook, Blogs, Twitter, and YouTube) can create a space to share, comment, and discuss health information on a diverse range of health issues such as sexual health, diabetes, flu/H1N1, and mental health issues [24-121]. Social media attracts a large number of users thus creating a platform for mass health communication [35] with identified uses, benefits, and limitations for the general public, patients, and health professionals.

Uses of Social Media for Health Communication

The main uses of social media focus on increasing interactions with others, and facilitating, sharing, and obtaining health messages [24-121]. The general public mainly use social media for themselves, family members, and/or friends to obtain and share information on a wide range of health issues [36,60,61,71,74,103]. Patients can share their experiences through discussion forums, chat rooms and instant messaging, or online consultation with a qualified clinician [26,62,63]. Some health professionals were reported to use social media to collect data on patients [26,65] and to communicate with patients using online consultations [88]; however, this latest use is limited. Recent research reported that female health professionals in Quebec, Canada, believed that Web 2.0 may be a useful mechanism for knowledge transfer but is limited due to their lack of time and technological skills [126]. Perhaps in light of Kaplan and Haenlein’s [10] classifications of social media, further work on improving the “social presence”, the closeness to synchronous face-to-face communication of such online consultations, would contribute to improving communication between health professionals and patients. Another recent study applied social network analysis to understand the knowledge sharing behavior of practitioners in a clinical online discussion forum and found that although their number is limited, interprofessional and interinstitutional ties are strong [127]. This relates to Gilbert and Karahalios’ [128] social tie analysis and suggests that development of mechanisms that evaluate tie strength in social media that in turn impact on its functionality may be useful for health communication. Further technological advances will provide more opportunities to use social media in health care in the future, especially between patients and patients, and also health professionals and
patients. However, both patients and health professionals may require training to fully maximize the uses of using social media in health care.

**Benefits of Social Media for Health Communication**

Numerous benefits of using social media for health communication were reported for the general public, patients, and health professionals. A major benefit of social media for health communication is the accessibility and widening access of health information to various population groups, regardless of age, education, race or ethnicity, and locality, compared to traditional communication methods [35,64,95,72]. While these changing patterns may lessen health disparities, traditional inequalities in overall Internet access remain. Furthermore, variation in social media engagement according to personality traits, age, and gender [15] suggests the need for ongoing scrutiny regarding equality of access and effectiveness for different users. Social media can be used to provide a valuable and useful source of peer, social, and emotional support to individuals, including those with various conditions/illnesses [48,62,71]. Hwang and colleagues [62] reported that encouragement, motivation, and shared experience were important social support features of social media sites.

Social media allows users to generate peer-to-peer discussion in a way not enabled by traditional websites [48,50,62,71]. However, this may challenge expectations, relationships, quality, and consistent health care practice. As Moen et al [44] explain, current patterns of collaboration tend to produce an asymmetric patient-health care provider relationship. This highlights a strong need for health providers to maintain a role within social media health communication that is not simply the same as that of patient and general public users. Keitzmann et al [17] have suggested that organizations need to recognize and understand the social media landscape, and where the conversations about them are already being held (cognize), develop strategies that are suitable, work out how often and when they should enter into conversations, and be aware of what others are doing and act accordingly. This review highlights clearly that social media has benefits for health communication but the long-term effects are not known. As the use of social media is expected to increase in the future [1], there may be further benefits of using social media in health care. It is not yet known how effective social media applications are in health communications, which warrants further research.

**Limitations of Social Media for Health Communication**

Social media tools remain informal, unregulated mechanisms for information collection, sharing, and promotion, so the information is of varying quality and consistency [26,27,39,40,42,44,47,50,69,74,85,95]. Similar issues exist with traditional Internet sites, but these issues are being heightened by the interactive nature of social media, which allows lay-users to upload information regardless of quality [50]. Reliability may be monitored by responsible bodies using automated processes, employed to signal when content has been significantly edited, and progress is being made in automated quality detection [50]. Further work to improve the "media richness" [10] of social media for health communication, that is, how they may reduce ambiguity and uncertainty, would be valuable. In addition, combining more resources in one site could improve reliability of information. As patients interact and share links, they could compare numerous social media sites and triangulate information to help them discern correct from incorrect information [50]. Despite concerns, information found on some websites is reported to be generally factually accurate [39,62]. A further limitation is that postings can be a permanent record and be viewed by an increasing audience, and perhaps users are unaware of the potential size of the audience base. Regulatory and security issues must be addressed to broach a way forward for best-practice that allows the benefits of social media to be utilized yet still protects patients’ privacy and to therefore improve use of these media in routine clinical care. This is a public policy issue and is already being contested in the United States. Public education is required for the general public, patients, and health professionals to make them more aware of the nature of using social media. Consideration of the variation in social media engagement according to personality traits, age, and gender [15] will be valuable in tailoring education to meet the needs of population groups.

Gaps in the Research Literature and Recommendations of Research Into Social Media for Health Communication

This literature review has shown that the general public, patients, and health professionals use social media in health care for various purposes with numerous benefits and limitations. The current research’s methodological scoring was low; this was mainly due to the fact that the vast majority of the studies in this review were exploratory and descriptive. To date, there is very limited evidence from RCTs and longitudinal studies. To more fully determine the role of social media for health communication, further research with larger sample sizes and more robust methodologies are required. Based on this review [24-121], several gaps in the literature have been identified that need to be addressed:

- the impact of social media for health communication in specific population groups, such as minority groups, patients groups, culture differences;
- the relative effectiveness of different applications of social media for health communication;
- the longer-term impact on the effectiveness of social media for health communication;
- the most suitable mechanisms to monitor and enhance the quality and reliability of health communication using social media;
- the risks arising from sharing information online, the consequences for confidentiality and privacy, and the most suitable mechanisms for effectively educating users in the maintenance of their confidentiality and privacy;
- the full potential of social media in effectively supporting the patient-health professional relationship;
- the impact of peer-to-peer support for the general public, patients, and health professionals to enhance their interpersonal communication;
- the impact of social media on behavior change for healthy lifestyles.
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To address these gaps in the literature, the key recommendations for future health communication research focus on robust and comprehensive evaluation and review, using a range of methodologies. The research priorities are highlighted below:

- To determine the impact of social media for health communication in specific population groups with large sample sizes (representation of population groups).
- To determine the relative effectiveness of different social media applications for health communication using RCTs.
- To determine the longer-term impact on the effectiveness of social media for health communication using longitudinal studies.
- To explore potential mechanisms for monitoring and enhancing the quality and reliability of health communication using social media.
- To investigate the risks arising from sharing information online and the consequences for confidentiality and privacy, coupled with developing the most suitable mechanisms to effectively educate users in the maintenance of their confidentiality and privacy.
- To determine how social media can be effectively used to support the patient-health professional relationship.
- To determine the impact of peer-to-peer support for the general public, patients, and health professionals to enhance their interpersonal communication.
- To explore the potential for social media to lead to behavior change for healthy lifestyles to inform health communication practice.

Conclusions

Social media brings a new dimension to health care, offering a platform used by the public, patients, and health professionals to communicate about health issues with the possibility of potentially improving health outcomes. Although there are benefits to using social media for health communication, the information needs to be monitored for quality and reliability, and the users’ confidentiality and privacy need to be maintained. Social media is a powerful tool that offers collaboration between users and a social interaction mechanism for a range of individuals. With increasing use of social media, there will be further opportunities in health care. Research into the application of social media for health communication purposes is an expanding area because increasing general use of social media necessitates that health communication researchers match the pace of development. Further robust research is required to establish whether social media improves health communication practices in both the short and long terms.
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Abstract

Background: The network structure of an organization influences how well or poorly an organization communicates and manages its resources. In the Millennium Villages Project site in Bonsaaso, Ghana, a mobile phone closed user group has been introduced for use by the Bonsaaso Millennium Villages Project Health Team and other key individuals. No assessment on the benefits or barriers of the use of the closed user group had been carried out.

Objective: The purpose of this research was to make the case for the use of social network analysis methods to be applied in health systems research—specifically related to mobile health.

Methods: This study used mobile phone voice records of, conducted interviews with, and reviewed call journals kept by a mobile phone closed user group consisting of the Bonsaaso Millennium Villages Project Health Team. Social network analysis methodology complemented by a qualitative component was used. Monthly voice data of the closed user group from Airtel Bharti Ghana were analyzed using UCINET and visual depictions of the network were created using NetDraw. Interviews and call journals kept by informants were analyzed using NVivo.

Results: The methodology was successful in helping identify effective organizational structure. Members of the Health Management Team were the more central players in the network, rather than the Community Health Nurses (who might have been expected to be central).

Conclusions: Social network analysis methodology can be used to determine the most productive structure for an organization or team, identify gaps in communication, identify key actors with greatest influence, and more. In conclusion, this methodology can be a useful analytical tool, especially in the context of mobile health, health services, and operational and managerial research.
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Introduction

The Millennium Villages Project (MVP) is a collaborative initiative that seeks to support and empower rural African communities to achieve the Millennium Development Goals by 2015. Initiatives are centered on five sectors: agriculture, health, education, enterprise, and infrastructure. Within the health sector, science and technologies are being integrated into health systems and are evaluated in close partnership with the communities and other key stakeholders (ie, Ministries of Health) in each of the 14 MVP sites.

In the MVP site in Bonsaaso, Ghana, a mobile phone closed user group (CUG) has been introduced for use by the Bonsaaso MVP Health Team and other key individuals representing the Ghana Ministry of Health and Ghana Health Service at a local level. Cited benefits of mobile phone CUG include the following [1-4]:

- Improved management and savings: the ability for the organization to more effectively manage communication costs among staff (and potential savings).
- Limitless network size: flexibility in the number of members that can be added to the group (the closed network can scale up or down).
- Increased intra-network access: members of the group can call one another, at any time, in an unlimited capacity.

In part, it was these benefits that prompted the establishment of a mobile phone CUG in each of the MVP sites for the health teams. The CUG has been in place in Bonsaaso since 2009. No assessment of the CUG has been carried out. Consequently, it was not known if and how beneficial the closed user group is to the health staff and their clients. Based on the organizational structure of the Bonsaaso MVP Health Team, it was inferred that aspects of the traditional social network would be mirrored in the social network resulting from the introduction of the mobile phone CUG. Therefore, it was hypothesized that Community Health Nurses would be the most central nodes (or are central actors) in the closed user group network as they serve as intermediaries in the command structure. To determine the validity of this hypothesis, social network analysis methods were used to explore the “social networks” within the mobile phone CUG. By using social network analysis methods, it was believed that the evaluation of the relational ties would allow for more in-depth analysis of the social context in which the closed user group was introduced, potentially changed, and now operates.

For the purposes of this paper, mobile health (mHealth) has been defined in accordance with the definition found in the World Health Organization’s Global Observatory for eHealth 2011 Survey as “medical and public health practice supported by mobile devices, such as mobile phones...” [5]. Experts in mHealth have noted that there is not only a need for “high-quality research” in mHealth, but traditional public health methods, such as randomized controlled trials, may not be possible for all mHealth project evaluations [6]. This applies to the context of the MVP closed user groups where randomized controlled trials would require extensive resources and a highly complex study design and analysis.

Douglas Luke underlined the need to move beyond traditional public health methods and look at methods that would allow for more contextual information in community-based research [7]. Social network analysis is a new tool for public health that can be used to explore and answer questions that were not answerable by previous methods [7,8]. For example, this tool can be used to provide information on social and environmental contexts, better explain or provide structure to abstract concepts through mapping and visualization, and present new or previously known information in unique ways for different and additional insights [9-11].

Social network analysis can be used as a managerial tool as well [12-16]. Those managing organizations can maximize their network and employee performance by understanding the informal network. They can gain insight on advice, trust, and communication, in addition to identifying the influential players, gaps in the information flow, and inefficient use of resources [13,17]. This information can then be used to develop appropriate interventions [16].

Important attributes of the [informal] networks that should be assessed to better understand the network include centrality, degree, and betweenness [14,18]. Balkundi and Harrison found that the more dense a network, the better the performance and viability of the team [19]. Granovetter and Burt, separately, suggest that weak ties should also be assessed. Weak ties provide a larger picture of the network and may also explain the formation of subgroups or cliques within a network [20]. They may also provide insight into who may have social capital within a network (eg, those who broker information across the weak ties and, in effect, prevent disconnection in the network) and potentially help explain performance in the network [21,22]. All of these measures were taken into consideration for the assessment of the Bonsaaso MVP CUG.

Methods

This research was part of a larger evaluation study, the Millennium Villages Project and OASIS II Research on MVG-Net, approved by Columbia University (IRB-AAAIF1647). Five sectors are represented at the Bonsaaso MVP site. The teams (or sectors) are agriculture, infrastructure, enterprise, education, and health. Coordinators lead each of the five sectors and report to the Team Leader, who also functions as the Science Coordinator. The health team’s traditional organogram depicts the non-CUG flow of information, highlighting the siloed and rigorous chain of command in the structure (see Figure 1). The Health Coordinator leads the Health Team. Two Health Facilitators are designated to manage the community-based Health Team. The community-based Health Team includes
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midwives, Community Health Nurses, and Community Health Extension Workers. One facilitator oversees Community Health Nurses and Community Health Nurses, in turn, oversee Community Health Extension Workers. A separate Health Facilitator oversees midwives. Midwives run the seven clinics in Bonsaaso and work with both the Community Health Nurses and clinic-based Community Health Extension Workers, who are distributed across the 30 communities, or villages. Based on the traditional hierarchy, it appears that Community Health Nurses relay information not only between Community Health Extension Workers and midwives, but also between Community Health Extension Workers and Health Team management members.

Figure 1 shows a traditional organogram of the MVP Bonsaaso Health Team. This organogram is not inclusive of the two ambulance drivers. While they are not included in the organogram, they are considered to be members of the Health Team. They typically report to the Health Coordinator but work closely with the midwives.

Officially, the mobile phone CUG in MVP consists of 79 members. This includes the midwives, Community Health Nurses, Community Health Extension Workers, Health Facilitators, Health Coordinator, Team Leader, physicians at the local referral hospital, ambulance drivers, and local government representatives.

As this network involved a single set of actors and their relations, subsequent analyses were based on one-mode networks. The type of relational tie being assessed was nondirectional communication, or exchange of information, among the actors in the network, as the existence of communication (or a tie) was the most important factor.

The datasets for the social network analyses were based on monthly voice data from Airtel Bharti Ghana. The voice data were formatted in an excel matrix that had the numbers of those in the CUG as the top row and left-most column. Initially, the relational data were provided as the total duration of calls made between two actors over the time period of interest in minutes. This information was converted to binary form as the interest was primarily in the establishment of communication among the actors in the network within a 1-month time period, rather than the duration of the communication. If no communication took place between 2 actors, this was represented in the matrix as “0”. If communication did take place between 2 actors, this was represented as “1” in the dataset. The available datasets represent each of the months from March 2011 through September 2011. A facsimile of the traditional network was also used to illustrate the foundation of the hypothesis. The data were not initially in symmetric form, therefore, the primary researcher reformatted the datasets appropriately for modification into UCINET-ready symmetric files. The researcher then made copies of the spreadsheet and converted the call information into binary form (0 = no tie or call, 1 = tie or call) and formatted appropriately for modification into UCINET-ready excel files. The files were then uploaded into UCINET and converted into UCINET files. A UCINET data file on the traditional social network structure was also generated. As noted previously, important attributes of the network that should be assessed to better understand the network include centrality, degree, and betweenness [14,18]. Therefore, analyses primarily focused on such attributes.

Using UCINET, each of the following analyses were run: (1) ego-network density to look at the size of the ego-network, ties (or degree), diameter, two-step reach, reach efficiency, brokerage and betweenness, (2) network degree centrality: Freeman’s approach and Bonacich’s approach, and (3) cliques to determine subgroups.

To obtain a visual depiction of the network, sociograms were created using NetDraw. The UCINET data files were individually uploaded into NetDraw. To differentiate the actors in the mobile phone CUG by their role on the MVP Health Team, colors were assigned to the different cadres of health workers (see Figure 2). As networks can change over time, these network maps allowed for quick review of whether and how the network may have changed with time. From these sociograms, connectedness of the network was also noted.

Network data from interviews with 23 key informants, from the mobile phone CUG, were used as contextual and supplementary information to the analyses of the entire network. The interviews primarily focused on mobile phone use within and outside of the mobile phone CUG, in-person communication, and advice channels. Call journals that were kept by the same key informants as the interviews for at least a 2-week period were used in a similar manner to the interviews. The journals were used to document calls made or received, purpose of call, and whether those calls were with members of the CUG. Transcripts of the interview were coded and analyzed using NVivo9. The call journals were transcribed into soft copies and analyzed using Excel calculation features and NVivo9 (for the purpose of call section).

For the ego-network analysis, the 10 largest ego-network sizes and the accompanying actors for each of the months were noted in an Excel sheet and then compared across all of the months for which there were data. Ten was chosen as the cut-off of the largest ego-network sizes across all of the months as the ego-network sizes dropped drastically in magnitude, to as low as zero (or no connection), typically after the first dozen largest ego-network sizes were identified. Furthermore, this allowed for consistency across the entire time period. For March, April, July, and August 2011, there were 11 actors that were identified with the largest ego-network sizes. In these instances, there were at least 2 actors in the top 10 who had the same value for their ego-network size. Overall, the actors who had among the 10 largest ego-network sizes were designated as central actors. Interview and call journal information provided additional contextual information on these central actors, where possible.

A similar approach was taken for the socionetwork-level (or complete network-level) centrality analyses as similar trends in the data were observed. Both Bonacich and Freeman tests were run on the network data and the top 10 values were compared across each month. Bonacich represents influence and Freeman represents power. Analyses of cliques were conducted, as well. The clique analysis was set to look at subgroups with 3 or more actors, as the smallest health team unit includes one Community Health Nurse and two Community Health Extension Workers.
Figure 1. Traditional organogram of the MVP Bonsaaso Health Team.

Figure 2. Color key for sociograms made in NetDraw on the traditional organizational structure and monthly Airtel closed user group call data.

**Color Key**

- **MVP Health Team Management: Team Leader/Science Coordinator, Health Coordinator, Health Facilitators**
- **Physicians (St Martin's Hospital)**
- **Midwives**
- **Community Health Nurses**
- **Community Health Extension Workers**
- **Other: Technicians, Pharmacists, Community-Based Surveillance Volunteers**
- **Ambulance Drivers**
- **Emergency Toll-Free Line**
- **Server**
- **Not Assigned**
Results

The results are discussed below. The monthly results are then followed by a comparison and overview of all the time periods, inclusive of the interview and call journal information.

Facsimile of Traditional Network

A facsimile of the traditional network was developed and analyzed. There were no disconnected actors in this network. According to the results of the analyses, Health Facilitators, midwives, and Community Health Nurses have the largest ego-networks. Midwives and Community Health Nurses have the highest values for the normalized broker measure. Based on the centrality measures, the midwives and Community Health Nurses have the most power (largest Freeman Betweenness Centrality measures,) and Community Health Nurses have intermediate influence in the network (Health Facilitators and midwives had the greatest influence/largest Bonacich values). A NetDraw image of the facsimile of the traditional network provides an illustration of the above results (see Figure 3).

Mobile Phone Closed User Group Network

On Relational Ties and Disconnections

While the number of members of the mobile phone CUG is noted to be 79, the number does vary over time due to new hires and individuals leaving. In March 2011, the number of members in the CUG was 78. Over this month, 525 relational ties were made out of a possible 3081 ties. For the months of April 2011 to September 2011, the mobile phone CUG had 79 members. In April, the number of relational ties increased to 770. The number of relational ties increased in May to 856 and then decreased to 814 in June and July. The number of ties increased substantially to 1106 in August, but then decreased to 908 ties in September.

Over the months of March 2011 to September 2011, the number of actors having no relational ties decreased over time. In March, there were 23 actors disconnected from the network and in September, there were only 10 disconnected actors in the network (see Figure 4).

Identifying the Central Actors

There were several key actors that were consistently influential or central across all of the 7 months, based on their ego-network measures. All four were members of the Health Team Management. One individual, a Community Health Nurse, was a key central actor in all but one month. For Bonacich Centrality, 2 Community Health Extension Workers were highly prominent in 5 of the 7 months. A midwife, Community Health Nurse, and Community Health Extension Worker were identified as central actors in 4 of the 7 months. With the Freeman Betweenness Centrality, there were 5 individuals that were identified as central actors for 6 of the 7 months. They were 4 Health Team Management members and 1 ambulance driver. When taking the ego-network size, Freeman Betweenness Centrality and Bonacich Centrality measures into consideration, 2 Health Team Management members were identified as the most central actors (high values across all measures).

Ego-Networks

Ego-network size, density, diameter, reach efficiency, and normalized brokerage values of ego-networks were calculated to help identify the most central actors in the mobile phone CUG network (see Table 1). Across the months, the largest ego-network size ranged from 24 to 40 with a median of 27. Density ranged from 43.5 to 52.8, indicating that, overall, the network is loosely connected and this was consistent over time. The largest diameter of an ego-network was in March 2011 (diameter size of 19.6). For the remaining months, this reduced to 4 or 5, with most months at 4. Across all 7 months, most of the actors had little (<50) to no reach efficiency. The highest normalized brokerage values ranged from 70% to 78%. Over the months, the general trend for the number of subgroups in the network consisting of 3 or more actors increased. The number of subgroups ranged from 92 in March to 423 in September. Among the health worker types, midwives tended to be clustered together in March, April, May, June, August, and September 2011.

Figure 3. Sociogram of the traditional network where the relational tie is communication.
Figure 4. Depiction of sociograms from March 2011 through September 2011 juxtaposed with one another and the sociogram of the traditional network.
Table 1. Summary of ego-network measures of the Airtel mobile phone closed user group by month from March 2011 to September 2011 (source: Airtel closed user group call data).

<table>
<thead>
<tr>
<th></th>
<th>March</th>
<th>April</th>
<th>May</th>
<th>June</th>
<th>July</th>
<th>August</th>
<th>September</th>
</tr>
</thead>
<tbody>
<tr>
<td>Largest ENS(^a)</td>
<td>24</td>
<td>42</td>
<td>41</td>
<td>41</td>
<td>38</td>
<td>45</td>
<td>40</td>
</tr>
<tr>
<td>Largest density</td>
<td>43.5</td>
<td>52.8</td>
<td>48.7</td>
<td>47.7</td>
<td>46.8</td>
<td>52.7</td>
<td>43.9</td>
</tr>
<tr>
<td>Density range for 10 largest ENS</td>
<td>30–43.5</td>
<td>21.6–52.8</td>
<td>29.3–48.7</td>
<td>29–47.7</td>
<td>22.3–46.8</td>
<td>30.6–52.7</td>
<td>24.6–43.9</td>
</tr>
<tr>
<td>Largest diameter</td>
<td>19.6</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td># Actors with no RE(^b)</td>
<td>23</td>
<td>16</td>
<td>19</td>
<td>18</td>
<td>15</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td># Actors with RE &gt; 50</td>
<td>12</td>
<td>13</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>Highest NBV(^c)</td>
<td>70%</td>
<td>78%</td>
<td>71%</td>
<td>71%</td>
<td>78%</td>
<td>71%</td>
<td>75%</td>
</tr>
<tr>
<td>NBV range for 10 largest ENS</td>
<td>59%–70%</td>
<td>54%–78%</td>
<td>51%–71%</td>
<td>52%–71%</td>
<td>53%–78%</td>
<td>47%–71%</td>
<td>56%–75%</td>
</tr>
<tr>
<td># Subgroups w/ &gt; 3 actors</td>
<td>92</td>
<td>225</td>
<td>313</td>
<td>273</td>
<td>284</td>
<td>380</td>
<td>423</td>
</tr>
</tbody>
</table>

\(^a\)ENS–Ego-network size.
\(^b\)RE–Reach efficiency.
\(^c\)NBV–Normalized brokerage values.

Centrality

The highest normalized Bonacich Centrality values increased from March through August and then decreased in September. The highest Bonacich Centrality values across the 7 months of network data ranged from 30.7 to 54.7. There was some overlap in the actors identified as central by their ego-network size and Bonacich Centrality measure. In March, there were 8 actors identified as central to the network based on their ego-network size and Bonacich Centrality. In June, July, and August, the number dropped to 3 actors. There was more overlap of ego-network size and Freeman Betweenness Centrality than ego-network size and Bonacich Centrality. The range of the overlap across the months was small. The values ranged from 6 to 9 actors. Across all the months, the Freeman Betweenness Centrality was varied. This is evidenced by the range, mean, and standard deviation of the normalized values (see Table 2). Overall, the network centralization index was low, ranging from 5.3% in March to 11.01% in April, with a global median of 7.3% and global mean of 7.6%.

Table 2. Summary of Bonacich and Freeman centrality measures of the Airtel mobile phone closed user group by month from March 2011 to September 2011 (source: Airtel closed user group call data).

<table>
<thead>
<tr>
<th></th>
<th>March</th>
<th>April</th>
<th>May</th>
<th>June</th>
<th>July</th>
<th>August</th>
<th>September</th>
</tr>
</thead>
<tbody>
<tr>
<td>Freeman Betweenness Centrality (FBC)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td># Actors with highest FBC and ENS</td>
<td>9</td>
<td>8</td>
<td>7</td>
<td>6</td>
<td>8</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>Range of normalized values</td>
<td>0–5.9</td>
<td>0–11.6</td>
<td>0–7.8</td>
<td>0–9.6</td>
<td>0–6.6</td>
<td>0–6.8</td>
<td>0–9.6</td>
</tr>
<tr>
<td>Mean</td>
<td>0.68</td>
<td>0.7</td>
<td>0.65</td>
<td>0.67</td>
<td>0.82</td>
<td>0.8</td>
<td>0.95</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>1.3</td>
<td>1.7</td>
<td>1.2</td>
<td>1.3</td>
<td>1.4</td>
<td>1.4</td>
<td>1.6</td>
</tr>
<tr>
<td>NCI(^a)</td>
<td>5.3%</td>
<td>11.01%</td>
<td>7.3%</td>
<td>9.1%</td>
<td>5.8%</td>
<td>6.1%</td>
<td>8.8%</td>
</tr>
<tr>
<td>Bonacich Centrality (BC)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td># Actors with highest BC and ENS</td>
<td>8</td>
<td>6</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Highest BC value</td>
<td>37</td>
<td>41</td>
<td>36.5</td>
<td>54.2</td>
<td>52</td>
<td>54.7</td>
<td>30.7</td>
</tr>
</tbody>
</table>

\(^a\) network centralization index

Qualitative Findings

The qualitative findings corresponded with the social network analysis results. Individuals within the mobile phone CUG called other members of the CUG, whether they were within or outside of their catchment area. This was unlike the in-person communication and pre–mobile phone CUG communication that tended to be limited to intracatchment communication. In addition, the informants regularly established communication with the ambulance drivers in cases of emergencies.
Discussion

We identified the central players in the mobile phone CUG network using both ego-network and sociocentric (or complete network) approaches. The ego-network size was the first indicator to be analyzed, as the size of the individual network is indicative of being a central figure in the network. Individuals with larger ego-networks may have greater influence in the network as compared to others with smaller ego-networks.

Based on the traditional network structure, Community Health Nurses form a bridge between the Community Health Extension Workers and the Health Team management (directly linking to the Health Facilitators). Community Health Nurses also connect the Community Health Extension Workers with midwives. Therefore, it was surmised that Community Health Nurses would be central actors in the network as they should have a large ego-network size and serve as intermediaries (high broker values). However, when analyzing the actual mobile phone CUG network data, this was found to not be the case.

Across all of the months, the ego-network diameters, even at their highest levels, were low. This indicates that the ego-networks were not very extensive. This may be due to most individuals in the network having set communication patterns and these communications taking place in a pre-defined subgroup (such as a catchment area). Similarly, the reach efficiencies of the ego-networks were low to moderate. Those with smaller ego-network size tended to have higher reach efficiencies. This could be due to the fact that those with smaller ego-networks made relational ties with those with larger ego-networks, while those with larger ego-network sizes had relational ties to those with smaller ego-networks (and thus, the extent of the network beyond the alters was limited). Accordingly, those with larger ego-networks tended to play the broker role relatively frequently. In the overall networks, those who did fulfill the role of a broker filled that role at a moderate to high frequency.

The socionetwork indicators allowed for additional information on key actors in the network. Since the Bonacich Centrality calculation was based on a positive beta, the resulting data were representative of the most central actors who hold power due to being connected to others in the network who are well connected. From the results, it appears that power (based on being connected to those who are well connected) is limited. The power lies with few individuals. This finding may help explain why there was less overlap between the ego-network size and Bonacich Centrality than the Freeman Betweenness Centrality. The Bonacich Centrality findings of having a network with limited power correlate with the ego-network size results. If the network were to have more power, those with larger ego-network sizes would be connected to others with larger ego-network sizes.

Looking at betweenness via the Freeman Betweenness Centrality measure, across all of the months, there was considerable variation in this measure. With that noted, it was not surprising to find that ambulance drivers were among the central actors in the network and had high levels of betweenness activity. Ambulance drivers receive calls from any of the health care workers and then may have to relay that information to others in the network or beyond. However, the overall network centralization index values for the Freeman Betweenness Centrality measures were low, meaning that connections in the network can be made without intermediaries. Despite the traditional network structure, the mobile phone CUG structure has disrupted this, allowing individuals who would not normally communicate with one another to make such connections directly, rather than going through other actors.

Subgroups, or cliques, exist in the network, as evidenced by the results from the clique analysis in UCINET. Therefore, the mobile phone CUG has a community structure. This community structure may partially explain the fact that the networks were found to be moderately connected. Some of the subgroups may be more tightly connected within their respective group and weakly connected with other subgroups. As most of the Health Team is divided into catchment areas, there may be natural divisions. There may also be natural divisions among the health worker types (eg, midwives communicate closely among one another). The mobile phones would also allow for additional nontraditional cliques to form. Further analyses on cliques and an additional measure for power, structural holes, would need to be carried out to better determine the community structure [23,24].

Limitations of these analyses include focusing primarily on the largest values for the measures. Also, 10 was an arbitrary cut-off number but allowed for interesting comparisons among the various measures and more manageable management of the results. In terms of context, there were individuals experiencing phone issues at this time period due to blocked SIMs over the time period of interest. The blocked SIM issue was resolved after September 2011. Therefore, those who were disconnected from the network may, in reality, may not truly be disconnected. Additionally, there may have been key players experiencing phone issues throughout the duration of the time period who were not labeled as such due to their limited phone connectivity.

Conclusion

Based on the traditional network structure, it would appear that the Community Health Nurses would be highly prominent, or central, in the network. However, this was not the case, meaning that the evidence does not support Community Health Nurses being the most central actors in the network. Rather than Community Health Nurses, it was the members of the Health Team Management that were the more central players in the network. While this finding appears to support evidence that the traditional chain of command and communication flows have been “disrupted” by the mobile phone CUG, the Health Team management structure may, itself, be a confounder to the relationship between the mobile phone CUG and communication flows.

Nevertheless, it is evident that social network analysis methods can be a useful analytical tool, especially in the context of mHealth, health services, and operational/managerial research. The results on the voice traffic in the mobile phone CUG and the resulting social network structure can be used by the MVP Ghana Health Team to reflect on their current work-related mobile phone use and identify opportunities and areas to better
manage team communication. For example, with the Health Team Management being such central actors within the network, they may be receiving multiple calls on the same topic or calls that could be better addressed by another actor in the network. Therefore, policies could be put into effect that could divert such calls to the appropriate channels and free up this time for the Health Team Management to attend to other tasks. The Health Team could also conduct similar social network analyses at later time periods to follow-up on any changes that they may put into place regarding the use of the mobile phone CUG.

Therefore, the social network analysis methodology can be used to determine the most conducive/productive structure for an organization/team, identify gaps in communication, identify key or central actors with greatest influence, and more. In the future, health outcomes research should also attempt to incorporate social network analysis methodology, as organizational structure of health service teams, organizations, and even communities may have an impact on the health outcomes of the communities being served.
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Abstract

Background: Despite significant consumer interest and anticipated benefits, overall adoption of personal health records (PHRs) remains relatively low. Understanding the consumer perspective is necessary, but insufficient by itself. Consumer PHR use also has broad implications for health care professionals and organizational delivery systems; however, these have received less attention. An exclusive focus on the PHR as a tool for consumer empowerment does not adequately take into account the social and organizational context of health care delivery, and the reciprocal nature of patient engagement.

Objective: The purpose of this study was to examine the experiences of physicians, nurses, and pharmacists at the Department of Veterans Affairs (VA) using an organizationally sponsored PHR to develop insights into the interaction of technology and processes of health care delivery. The conceptual framework for the study draws on an information ecology perspective, which recognizes that a vibrant dynamic exists among technologies, people, practices, and values, accounting for both the values and norms of the participants and the practices of the local setting. The study explores the experiences and perspectives of VA health care professionals related to patient use of the My HealtheVet PHR portal and secure messaging systems.

Methods: In-depth interviews were conducted with 30 VA health care professionals engaged in providing direct patient care who self-reported that they had experiences with at least 1 of 4 PHR features. Interviews were transcribed, coded, and analyzed to identify inductive themes. Organizational documents and artifacts were reviewed and analyzed to trace the trajectory of secure messaging implementation as part of the VA Patient Aligned Care Team (PACT) model.

Results: Study findings revealed a variety of factors that have facilitated or inhibited PHR adoption, use, and endorsement of patient use by health care professionals. Health care professionals’ accounts and analysis of organizational documents revealed a multidimensional dynamic between the trajectory of secure messaging implementation and its impact on organizational actors and their use of technology, influencing workflow, practices, and the flow of information. In effect, secure messaging was the missing element of complex information ecology and its implementation acted as a catalyst for change. Secure messaging was found to have important consequences for access, communication, patient self-report, and patient/provider relationships.

Conclusions: Study findings have direct implications for the development and implementation of PHR systems to ensure adequate training and support for health care professionals, alignment with clinical workflow, and features that enable information sharing and communication. Study findings highlight the importance of clinician endorsement and engagement, and the need to further examine both intended and unintended consequences of use. This research provides an integral step toward better understanding the social and organizational context and impact of PHR and secure messaging use in clinical practice settings.
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Introduction

Personal health records (PHRs) are designed as tools to engage patients in their health care and to enable them to manage their personal health information [1-6]. Significant investments have been made by organizations to offer PHRs based on the desire to enhance patient-centered care [7-11], and the perceived potential for health care system improvement [12,13]. Historically, most PHR implementation efforts have focused on broad conceptions of consumer empowerment in which advocates emphasize the potential for PHRs to (1) increase consumer access to and control over health information, and (2) enable active patient participation in health care decision making and health management [14,15]. Despite high consumer interest in PHRs [16-21] and growing availability [22-25], a paradox exists in that adoption remains relatively low overall [26-28]. A national consumer survey conducted by the Markle Foundation revealed that only 10% of American adults currently use a PHR [29]. One notable exception to the low rate of PHR adoption is Kaiser Permanente: at the end of 2012, 4 million of its 9 million members had registered to use its patient portal, My Health Manager [30]. Among veterans, 71% utilize the Internet, and approximately one-fifth report using the US Department of Veterans Affairs (VA) PHR, My HealtheVet [31].

Preliminary findings in the literature suggest that provider endorsement may be an important factor in a patient’s choice to adopt a PHR, and that continued clinician engagement with patient PHR use may be required to achieve and sustain anticipated positive outcomes [32,33]. A national consumer study of public use and attitudes toward PHRs concluded that doctors may hold the key to increasing adoption [28]. Although there has been a prominent focus on PHRs as tools to support consumers, the value that consumers derive from the use of a PHR will likely be directly affected by the attitudes and actions of health care providers and team members within the context of the clinical setting. What may be missing from the current consumer empowerment paradigm is a deeper understanding of how patient PHR use unfolds within the context of the health care interaction and how it influences the provision of services by health care professionals in organizational settings.

Although PHRs are designed as consumer-oriented tools, understanding the consumer perspective is necessary, but insufficient by itself. Consumer PHR use also has broad implications for health care providers and delivery systems; however, these have received less attention. Many authors agree that the social and organizational changes implicated in patient use of PHRs will require a significant culture change for medicine [34-38]. Others raise more practical issues for physician practices, such as ensuring appropriate safeguards for release of information to patients [39-42], and determining how best to manage potentially large volumes of self-reported information within the limited time allocated to the clinical visit [43].

Greenhalgh and Swinglehurst [44] present a strong case for studying technology use as a social practice calling for ethnographic approaches that recognize technologies both shape, and are shaped by, human action. Although a variety of anticipated benefits are attributed to the use of PHRs, there is a critical need to examine use from a social and organizational perspective. Given the persistent paradox between reported patient interest and anticipation of benefits with relatively low adoption and little evidence about impact, PHR use must be examined as a component of health care work, influenced by and influencing organizational actors and their work within the health care ecosystem. Without this understanding, the rhetoric of consumer empowerment may have minimal effects in everyday settings in which patients and health care professionals interact.

Objective

The purpose of this study was to examine the experience of VA health care professionals whose patients use an organizationally sponsored PHR system (My HealtheVet) to develop insights into the interaction of technology and the processes of health care delivery. The study aimed to explore the experiences and perspectives of health care professionals related to patient use of 4 PHR features that could have important ramifications for health care professionals: patient health education resources, tools to support medication reconciliation, tools to enable patient tracking and self-reporting of data, and electronic communication via secure messaging.

Setting

The Veterans Health Administration (VHA) of the VA is the largest integrated health care system in the United States with over 1600 sites of care. VA health care facilities provide a broad spectrum of medical, surgical, and rehabilitative care to approximately 5.5 million patients annually. The VHA was an early pioneer in utilizing an enterprise-wide electronic health record (EHR) system [45] and piloting a tethered PHR prototype [46]. The national My HealtheVet PHR portal [47] was released in November 2003.

The My HealtheVet portal enables veterans to create and maintain a Web-based PHR that provides access to patient health education information and resources, a comprehensive personal health journal, and electronic services, such as prescription refills and secure messaging [48-50]. All site visitors can access health education resources, and veterans who self-register for an account can create a customized PHR and request VA prescription refills. For veterans who are VA patients, a 1-time process of authentication enables access to selected data from the VA EHR, such as laboratory test results and medication history. The VA Blue Button was added to the portal in August 2010, enabling veterans to generate and download an electronic file that contains their personal health information [51].

My HealtheVet secure messaging enables authenticated users who are VA patients to interact with their health care providers.
and VA staff electronically to exchange nonurgent health-related information, to request an appointment or prescription renewal, or ask health-related questions. A triage process similar to the telephone triage process enables a member of the health care team to read and respond to incoming messages or assign action to another member of the team. Users can set their preferences to receive a notification via email that a new secure message is available. Messages that are not marked as completed in the system are escalated, generating an alert to health care team members. Members of the health care team can elect to save selected parts of the interaction as a progress note in the VA EHR.

Secure messaging was initially available for a limited number of participants to support alignment with clinical practice workflows and enable participant feedback to guide refinement of the application. With the VA transformation to the Patient Aligned Care Team (PACT) model [52], based on the medical home model, incremental expansion of secure messaging made the service available in primary care at all VA facilities in early 2011. Expansion to specialty and surgical care settings and nonclinical areas continues.

As of September 2012, the My HealtheVet PHR portal had served more than 1.9 million registrants, with more than 896,000 authenticated VA patients. The site had logged more than 76 million visits, and veterans had requested more than 33.5 million prescription refills. The VA Blue Button had been used by more than 636,000 unique users with more than 2.4 million file downloads. More than 479,000 VA patients had also opted-in to use secure messaging. Most veterans currently visit the site to use the pharmacy-related features and satisfaction with the site is high [9].

Methods

Given the paucity of research about how patient use of PHRs is experienced by health care professionals in the social and organizational contexts in which they are situated, a qualitative methodology was deemed most appropriate because the goal of this study was to gain an understanding of actors’ experiences and perspectives [53-56]. The study consisted of conducting in-depth interviews with VA health care professionals to better understand their experiences and perspectives related to use of the organizationally sponsored PHR, My HealtheVet. Although the initial aim of the study was to focus on 4 specific PHR features that could have important ramifications for health care professionals (patient health education resources, tools to support medication reconciliation, tools to enable patient tracking and self-reporting of data, and electronic communication via secure messaging), secure messaging emerged as the prominent focus for the study because it was used most often by study participants. Given this shift in focus, an analysis of the organizational implementation of secure messaging and the parallel development and implementation of PACT was also undertaken to gain a deeper understanding of the adoption and use of this technology in an evolving situated context. The study was reviewed and approved by both the Washington DC VA Medical Center and the State University of New York at Albany Institutional Review Boards (IRBs).

Sampling and Recruitment

The sampling strategy used for this study was purposeful and theoretical because of the variable level of adoption and uncertainty about the degree to which participants had experiences with patient PHR use [53]. The sample consisted of a stratified purposive sample of VHA health care professionals in 3 groups: health care providers (including physicians, physician assistants, nurse practitioners, and advance practice nurses), nurses, and pharmacists. Criteria for participation in the study included that the participant: (1) was a VHA staff member (health care provider, nurse, or pharmacist) involved in direct patient care, (2) reported having experience with patient use of 1 or more of 4 My HealtheVet features, and (3) was willing and available to participate in a 45 to 60 minute in-depth interview.

Participants were recruited directly at 3 VHA discipline-specific organizational meetings in which the target audience were health care professionals. Interested individuals who could self-identify as meeting the sampling criteria were invited to contact the research investigator. A second recruitment strategy consisted of snowball sampling using My HealtheVet coordinators as informants to identify potential study participants [57]. The My HealtheVet coordinator is an organizational role at each VA Medical Center and Veteran Integrated Service Network (VISN) tasked with leading local efforts to implement My HealtheVet. Similarly, additional referrals were received during the actual in-depth interviews. Theoretical saturation was reached with the completion of 30 interviews.

Data Collection

Recruited participants consented in writing and were then asked to complete a short questionnaire that included general demographic questions and questions about their experience with patient use of the 4 My HealtheVet features of interest to validate study criteria and to enable a purposeful sampling of the participant pool. An interview guide was used for each interview, and the data collected through the short background questionnaire used to refine the focus of the individual interviews.

An initial round of 3 interviews (1 health care provider, 1 nurse, and 1 pharmacist) was conducted in January and February 2011 to pilot-test the interview guide and allow for refinements. Data collection was staged over time (February through July 2011) to enable iterative coding and analysis. Because study participants came from various locations across the country, interviews were conducted by telephone at a time that was convenient for the health care professional given their clinical schedule. All interviews were recorded using a digital audio recorder and were transcribed verbatim by the research investigator.

Data Analysis

Responses to the short background questionnaires were recorded in a spreadsheet to facilitate analysis of the sample and continued purposive sampling. Review and analysis of the interview data was ongoing throughout the study in conjunction with continued data collection until theoretical saturation was reached [58]. The analysis process involved an ongoing review of all data.
and project documents to identify common themes utilizing modern techniques of qualitative analysis. Coding and analysis of the interview transcripts employed an inductive approach using the perceptions and reported experiences of participants as the basis for constructing and organizing the codes and categories [53]. Atlas Ti version 6.2 qualitative analysis software (Scientific Software Development, Berlin, Germany) was used to organize the interview transcripts, facilitate data coding and sorting, and document memos.

Interview transcripts were reviewed systematically using open coding [53,58-60] to develop an initial coding scheme. After an initial coding structure was developed, the data were reviewed iteratively as the study progressed to review and refine codes, and to identify additional codes. Analysis continued with axial coding to identify relationships between code categories. The constant comparison method [61] was used to continuously refine the codes and coding categories. After developing preliminary interpretations, all data were reviewed for possible alternative interpretations and rival conclusions. Field notes were prepared immediately following each interview and investigator memos were written to further document findings as they emerged from the data and analysis. Analytic memos captured emerging insights and connections between codes and themes, and integrative memos were used to develop theoretical connections between the coded data excerpts.

Based on the study findings generated by the analysis of the interview data, a review and analysis of organizational documents was also undertaken in October 2011 to reconstruct the history of secure messaging implementation and relevant organizational changes that happened in parallel. Documents that were included in this analysis consisted of workgroup meeting minutes, status reports, memorandums, statistical reports, and project implementation reports. Further analysis of the study participant characteristics based on their responses to the short background questionnaire coupled with data from their interview transcripts then enabled a deeper understanding of each participant and the context of their perspective in terms of their experience with respect to this trajectory.

Several analytic techniques were used to improve the validity and reliability of the study [62]. Study participants were assured of the anonymity of their comments. Other VA researchers with experience in qualitative research were consulted at key milestones in the project to review sample codes, memos, and themes. As the study progressed, participants in later interviews were asked at the end of their interview to comment on emerging themes from earlier participants. A summary of the implementation milestones and timeline was reviewed and validated by implementation leaders. Relevant reflections generated through reflexive processing were documented in a project journal and reviewed as part of the analytic process. Member checking was also performed by inviting all study participants to review a summary of findings to check the authenticity of the investigator’s interpretations [63].

Results

A total of 30 VA health care professionals participated in the study (10 health care providers, 10 nurses, and 10 pharmacists). As shown in Table 1, study participants reported working predominantly in primary care settings and spending the majority of their work time (62% on average) on direct patient care activities. Four health care professionals reported working in specialty care (eg, audiology).

Comparison of Health Care Professionals’ Perspectives

The design of this study was intended to allow for a comparison of perspectives for 3 different types of health care professional roles: health care providers, nurses, and pharmacists. Themes were consistent across the 3 professions. This consistency may reflect the unifying nature of an integrated delivery system, especially because the system as a whole has recently undergone a systemic transformation to the PACT model. Where variations did exist, they represented differences in areas of focus reflective of varying roles rather than disagreements. For example, although health care providers vocalized concerns about the lack of workflow fit for tools to support patient self-reported data, nurses focused more on patient motivation, and pharmacists focused on practical workload implications. All 3 groups consistently emphasized the barriers associated with lack of access to patient self-reported data, and expressed concerns about the potential for mismatched patient expectations. For secure messaging, health care providers emphasized improving the quality of the clinical visit, whereas nurses uniquely emphasized the importance of providing patients with information that they could refer back to later. Pharmacists emphasized the potential workload burden for secure messaging because many messages request prescription refills, and these are triaged and assigned to pharmacists for completion. These nuances reflect the varying work tasks that health care professionals perform. All 3 groups consistently emphasized the positive consequences of secure messaging.
Table 1. Study participant gender and self-reported type of work and activity.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Providers (n=10)</th>
<th>Nurses (n=10)</th>
<th>Pharmacists (n=10)</th>
<th>All groups (N=30)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>6</td>
<td>0</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>Female</td>
<td>4</td>
<td>10</td>
<td>6</td>
<td>20</td>
</tr>
<tr>
<td>Type of work setting, n</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary care</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>24</td>
</tr>
<tr>
<td>Specialty care</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Both/other</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Type of work activities, %</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct patient care</td>
<td>55</td>
<td>53</td>
<td>78</td>
<td>62</td>
</tr>
<tr>
<td>Administrative work</td>
<td>28</td>
<td>43</td>
<td>14</td>
<td>28</td>
</tr>
<tr>
<td>Other</td>
<td>17</td>
<td>4</td>
<td>8</td>
<td>10</td>
</tr>
</tbody>
</table>

Key Findings

Prominent themes emerging from the study were organized into 5 key findings as shown in Textbox 1.

**Underutilization of My HealtheVet Personal Health Record Features**

In general, health care professionals reported limited experiences with patient use (and their own use) of My HealtheVet health education resources, tools to support medication reconciliation, and tools to support patient self-reported data (with some exceptions), often using alternative tools and resources instead. Health care professionals identified several barriers to use of the My HealtheVet PHR features, and commented that these barriers have also limited their endorsement of patient use.

**Factors Inhibiting My HealtheVet Personal Health Record Adoption and Use**

Health care professionals’ accounts provide evidence that the My HealtheVet portal has been conceptualized by many as a tool for patients and separate from the clinical encounter, with some notable exceptions. Several study participants indicated that they had not experienced patient use of the tools, nor advised patients to use the tools, viewing My HealtheVet as a self-service portal for patients.

Many health care professionals reported general awareness of My HealtheVet but limited familiarity with its features, with the exception of secure messaging. Health care professionals note that this lack of knowledge limits their ability to endorse patient use, or to integrate use of My HealtheVet features within the clinical practice setting. They emphasize that increasing staff knowledge about the various features would enable staff to better utilize the available tools and resources, and to encourage patient use. Many commented that time constraints hamper their ability to become more familiar with these resources, and also to educate patients about them.

To educate both staff and patients, health care professionals emphasize that demonstrating functionality is important, advocating for approaches that enable hands-on experiences. Several commented that providing staff with opportunities to learn more about My HealtheVet will require that time be allocated to these activities with sufficient coverage of their patient care responsibilities. Availability of patient-accessible computers in the clinic setting was identified as an important structural need that would enable patients to learn more about the tools and to make use of them in concert with their clinical visit.

Health care professionals often reported using alternative tools and resources. For example, although My HealtheVet provides a significant library of health education resources, health care professionals already use alternative resources, such as subscription-based software that is linked from within the primary clinical workflow system or resources retrieved from the Internet, with little incentive to change. Health care professionals reported that they increasingly use Internet resources easily found by search engines, and speculated that patients do as well. As one health care provider said: “Why not just Google?”

Several health care professionals commented about the need to enable a delegation feature that would provide veterans with the ability to share their personal health information. They noted that given the current My HealtheVet system capabilities, patient-accessible computers within the clinic setting are needed so that patients can access these tools in conjunction with their visit. Health care providers could then view and discuss patient-tracked data, nurses could demonstrate relevant patient health education materials, and pharmacists could review patient self-entered medication lists with the patients to update the medication list within the VA EHR. Some health care professionals noted that even with a delegation feature in the portal, logging into a system outside of the primary clinical workflow system would be a barrier for them.

Likewise, health care professionals indicated that the inability for patients to share information with their health care team through the My HealtheVet system limits the value of tools to support patient self-entered data. Although health care professionals report that tools to support patient-tracked health
metrics, such as blood glucose readings, can be helpful, the lack of timely report and communication has made these tools less useful because delegation is not yet available. Health care professionals also expressed concerns that patients often believed that the health care team could view data that they had entered, further influencing health care professionals’ endorsement of use. Several noted that this lack of integration with the primary clinical information system deters use because self-entered data are inaccessible to the health care team.

Although My HealtheVet also provides tools to support medication reconciliation, health care professionals consistently reported that, regardless of whether patients supply their own medication lists, the process of medication reconciliation always comes down to communication. They consistently described medication reconciliation as a standardized process that inherently involves a dialog between the patient and members of the health care team, and often also involves the patient’s family member(s) or caregiver(s). One health care provider summarized this by saying that medication reconciliation is “a very complex animal” the goal of which is to “really figure out what the patient is taking.” Because the primary focus of the process is to update the medication list in the medical record, health care professionals begin and end the process with the medication list on record within the VA EHR, reviewing this list with the patient and providing the patient with a copy of the updated list. Although patient input is seen as essential to this process, health care professionals report that patient-supplied lists are often suspect, either because they are not up-to-date when brought to the periodic clinical visit or because they may contain other inaccuracies.

**Implementation, Use, and Endorsement of Secure Messaging**

In contrast to their experiences with other My HealtheVet features, health care professionals reported successfully using secure messaging and routinely endorsing patient use. Although several of the study participants were early adopters of secure messaging, others began use of the system as part of the organization-wide implementation of the PACT model. Analysis of the trajectory of implementation revealed that secure messaging began as an innovation project, spread to other sites via early adopters, and was ultimately assimilated and routinized throughout the system. A history of implementation milestones is shown in Table 2. Health care professionals’ accounts revealed several factors that have facilitated the adoption and use of secure messaging.

**Factors Facilitating Secure Messaging Adoption and Use**

Health care professionals’ accounts revealed that in contrast to other My HealtheVet features, secure messaging has been perceived by health care professionals as a tool that has significant value for both themselves and their patients, and as having attributes that encourage adoption, including relative advantage over existing alternatives, compatibility with existing clinical systems, and fit with existing workflow. Secure messaging was implemented in a way that allowed for organic growth in use of the system, with opportunities to try out the system with a small number of patients, observe the success of others, and interact with other users. As implementation progressed, it led to the emergence of structures that further facilitated adoption, including the development of performance measures, decentralization of patient authentication processes within local clinic settings, and the emergence of clinical reminders within the VA EHR to prompt endorsement at patient visits.

In contrast to the My HealtheVet PHR, secure messaging implementation was also accompanied by training and education programs for health care professionals. Part of this training was devoted to alignment of system use with the clinical workflow. With the organizational implementation of the PACT model, this training was integrated into the PACT curriculum, which was then systematically offered to VA health care team members across the country.

Health care professionals report that the secure messaging system has been fairly well aligned with clinical workflow and implementation teams have invested time in structuring their triage teams and associated tasks to optimize this alignment. Although they suggest ways in which the system could be further integrated into the primary clinical information system, the alignments that do exist (such as the automatic notification of new and escalated messages and the ability to save secure messaging interactions in the VA EHR) facilitate use of the system. Health care professional’s accounts provide evidence that secure messaging has also addressed some of the barriers that previously constrained use of My HealtheVet PHR features, for example, by enabling more timely self-reports from patients between clinical visits, supporting communication and feedback, and facilitating documentation updates in the VA EHR.

**Reported Consequences of Secure Messaging Use**

Health care professionals report several consequences as a result of secure messaging use. These are summarized in Table 3. Health care professionals perceive that secure messaging improves patient access to the health care team and health care services, and makes it easier for health care team members to respond directly to patients. Secure messaging enables better connectivity between patients and members of their health care team and avoids some of the challenges encountered with telephone calls, such as phone tag. Patient perceptions about access are positively influenced, increasing patient’s confidence that they can easily reach their health care provider when needed.

Health care professionals perceive that secure messaging changes both communication and the patterns of communication. Communication is more direct and focused, in contrast to telephone communication. Health care professionals report differences in the patterns of communication with secure messaging as a result of asynchronicity, including more frequent communication with patients between periodic in-person visits, and a lowering of the threshold at which patients will initiate communication with their health care team.

Asynchronicity is perceived as beneficial because it enables patients and health care professionals to send and respond to messages when it is convenient for them. This enables patients to communicate in their own time and be thoughtful about their needs. For staff, asynchronicity enables them to respond to
patient requests when they have time within their workflow and to give patient requests more focused attention. Health care professionals report that being able to save the interaction as a progress note in the VA EHR ensures needed documentation and also allows them to capture the patient’s description in their own words.

With secure messaging, health care professionals report that more frequent communication enables them to keep track of what is going on with their patients between face-to-face visits, and they know their patients better as a result. Exchange of information before the clinical visit also enhances the quality of the visit. As 1 provider described, accomplishing administrative work in advance of the visit enables the health care provider to focus on the patient’s agenda at the visit:

It gives you a conversation that you might not have otherwise had, except that you see them once every 7 to 8 months or 9 months or a year, you now have this interjected conversation piece that’s going on that allows you to find out what their value system is, what their reasons are, what the barriers are, how is it that they’re able to be successful with this piece or that piece. And then you can launch a change talk about other issues that may be the underlying root cause of why they’ve never been successful in the first place...So it’s a different kind of information gathering journey I would say...I would say that it supports or strengthens the relationship: patient to provider. In the most simple sentence that I could provide I would say that it strengthens the relationship. It certainly builds trust...I would say that it affects them all to date in a very positive way...the face-to-face visits seem to have a better flow. I have the patient set an agenda when I first walk into the room rather than ‘What are you here for?’ I say ‘What would YOU like to accomplish in this visit?’ And if they’ve been secure messaging me, then we’ve taken care of a lot of their list that they want to take forward to the provider; and I usually know...and we launch from there in the direction that the patient really wants to travel.

Another phenomenon that health care professionals describe is the impact of secure messaging on the threshold of communication for patients, facilitating improved communication with patients. Health care professionals’ accounts provide evidence that the interrelated effects of these changes leads to improved relationships between patients and members of the health care team. Secure messaging is perceived to increase patient engagement, trust, and satisfaction:

I think people get to communicate without the intensity of a visit. They get to do it in their own time. They get to be more thoughtful...it’s just a slam dunk...for them!...I think there’s 2 things that have changed...I is the care coordination. I had an email: ‘I went to the Emergency Room. I had chest pains.’ Well, you know, boy I’m going to make sure that person has an appointment...I’m going to ask the clinic facilitator to get the records...and so...so...the patient has made me a better doctor...because, what if they didn’t let me know?...Well in addition to what I said about improving access, improving coordination...increasing my knowledge of the patients...between visits...and learning more about your patients...But that whole paradox of...even though it’s a computer communication, I actually know the patients better...would they have called me and told me that? On the phone? I’m not sure! I think...I think patients are behaving differently because we’ve lowered the threshold to share the information. And so...and because of that, I get to be more diligent.

Health care professionals also expressed concerns about workload, especially as use of the system increases. They consistently noted that workload so far has been manageable because use of the system has grown organically. They caution that as use of the system increases it will be important to continue to enhance the system, especially for integration with the primary clinical workflow system.
Textbox 1. Key findings and related themes.

1. My HealtheVet PHR features have been underutilized, with limited patient endorsement.
   - Health care professionals report limited experiences with patient use (and their own use) of patient health education resources, tools to support medication reconciliation, and tools to enable patient tracking and self-reporting of data (with some notable exceptions)
   - Endorsement of patient use has been limited

2. Several factors have inhibited the My HealtheVet PHR adoption, use, and endorsement of patient use.
   - Lack of knowledge
   - Lack of perceived relevance
   - Perceived lack of relative advantage
   - Time constraints
   - Lack of alignment with workflow (e.g., lack of integration with the primary clinical information system)
   - Lack of alignment with structures (e.g., lack of patient-accessible computers in the clinic setting)
   - Lack of alignment with processes (e.g., barriers to information flow)

3. In contrast, secure messaging has been more readily implemented, used, and endorsed by health care professionals.
   - Health care professionals report successfully using secure messaging, and endorsing patient use
   - Analysis of the trajectory of secure messaging implementation reflects spread and significant growth in use

4. Several factors have facilitated secure messaging adoption, use, and endorsement of patient use by health care professionals.
   - Perceived relevance
   - Perceived relative advantage
   - Education and training opportunities
   - Integration with the existing technology used to accomplish work tasks
   - Alignment with workflow within the clinical setting
   - Incentives that affect intended users (e.g., performance measures)
   - Access to information entered by patients
   - Asynchronous, bidirectional communication for collaborative work

5. Secure messaging has had dramatic consequences for communication, patterns of communication, and patient/provider relationships.
   - Improves access and patient perceptions of access
   - Avoidance of telephone tag
   - Communication is more direct and focused
   - Improves convenience and efficiency
   - More frequent communication between periodic in-person visits
   - Lowers the threshold at which patients will initiate communication
   - Improved patient engagement, satisfaction, and trust
   - Enhances patient/provider relationships
   - Concerns about workload implications with increased use
Table 2. Milestones in the history of secure messaging implementation.

<table>
<thead>
<tr>
<th>Date</th>
<th>Milestone</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAR 2004</td>
<td>Workgroup established to develop strategy for secure messaging.</td>
</tr>
<tr>
<td>MAY 2006</td>
<td>Workgroup initiates design and development of the secure messaging.</td>
</tr>
<tr>
<td>NOV 2007</td>
<td>Secure messaging deployed at 3 early adopter sites for pilot testing.</td>
</tr>
<tr>
<td>DEC 2007</td>
<td>Clinical workflow and triage process documents developed and distributed.</td>
</tr>
<tr>
<td>JAN 2008</td>
<td>Three additional sites added to initial 3 early adopter sites.</td>
</tr>
<tr>
<td>JUN 2008</td>
<td>Secure messaging application undergoes formal functionality testing.</td>
</tr>
<tr>
<td>SEP 2008</td>
<td>National release of secure messaging application within the My HealtheVet portal. Secure messaging tab appears for authenticated VA patients.</td>
</tr>
<tr>
<td>OCT 2008</td>
<td>Workload code approved and activated to capture workload credit. Encounter form developed to capture secure messaging progress note in the VA EHR.</td>
</tr>
<tr>
<td>DEC 2008</td>
<td>Secure messaging in limited use at 12 facilities in 8 VA health care systems. Every network (VISN) is required to establish a local implementation team.</td>
</tr>
<tr>
<td>JAN 2009</td>
<td>Clinical adoption toolkit released to field to support local implementation.</td>
</tr>
<tr>
<td>FEB 2009</td>
<td>VA National Universal Task Force releases report recommending transformation initiatives including new models of care.</td>
</tr>
<tr>
<td>APR 2010</td>
<td>VA initiates 3-year plan to implement Patient Aligned Care Teams (PACT) in more than 900 VA primary care clinics. More than 700 VA patients opted-in and actively using secure messaging with 136 triage groups.</td>
</tr>
<tr>
<td>JUL 2010</td>
<td>My HealtheVet coordinator positions formalized with initiation of recruitment.</td>
</tr>
<tr>
<td>AUG 2010</td>
<td>Secure messaging becomes part of the formal Operating Plan for New Models of Care (PACT).</td>
</tr>
<tr>
<td>SEP 2010</td>
<td>VA National Leadership Board formalizes performance targets: use of secure messaging within primary care at a minimum of 1 medical center per VISN within 30 days, availability of secure messaging within primary care at all medical centers within 1 year (September 2011), 100% penetration of secure messaging in all primary care clinics by September 2012.</td>
</tr>
<tr>
<td>OCT 2010</td>
<td>Annual national performance measures for fiscal year 2011 include 3 secure messaging-related goals (increase authentication, increase patients opted-in for secure messaging, increase number of sites offering secure messaging). Secure messaging enhancements released.</td>
</tr>
<tr>
<td>MAY 2011</td>
<td>Secure messaging offered within primary care at all VA medical centers, meeting national target in advance of September 2011 deadline.</td>
</tr>
<tr>
<td>OCT 2011</td>
<td>Annual national performance measures for fiscal year 2012 include 100% secure messaging penetration in primary care by March 2012, implementation within specialty and surgical care by September 2012, and aggressive targets for in-person authentication.</td>
</tr>
<tr>
<td>NOV 2011</td>
<td>More than 60 facilities reach FY12 milestone goal of 100% secure messaging penetration rate in primary care in advance of September 2012 deadline. One VISN has 100% secure messaging penetration in primary care for all facilities in the VISN. More than 58,019 patients actively using secure messaging with 6613 triage groups.</td>
</tr>
</tbody>
</table>

Table 3. Consequences of secure messaging.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Improving access and patient perceptions about access</td>
<td>Health care professionals report that secure messaging improves patient perceptions about access by enabling better connectivity with the health care team and avoiding some of the difficulties encountered with telephone calls.</td>
</tr>
<tr>
<td>More direct communication</td>
<td>Health care professionals report that secure messaging has enabled more direct communication by enabling patients to send questions directly to their health care team and allowing health care team members to respond directly to patient inquiries.</td>
</tr>
<tr>
<td>Changing communication patterns/asynchronicity</td>
<td>Health care professionals report that for many kinds of needs an asynchronous Secure message is a more effective way to support patient communication with the health care team.</td>
</tr>
<tr>
<td>Changing communication patterns/lowering the threshold</td>
<td>Health care professionals perceive that secure messaging lowers the threshold at which patients will initiate communication with their health care team.</td>
</tr>
<tr>
<td>Changing communication patterns/enhancing relationships</td>
<td>Health care professionals report that secure messaging has had a positive impact on patient/provider relationships. Health care professionals attribute this to the patient’s perception of greater and more direct access to their health care team, the patient’s perception of better responsiveness of the health care team to their needs leading to greater respect, trust, comfort, and appreciation, and increased frequency of communication.</td>
</tr>
<tr>
<td>Concerns about workload</td>
<td>Health care professional express some concerns about workload implications as use of the secure messaging system increases.</td>
</tr>
</tbody>
</table>
Discussion

Study findings revealed that 3 My HealtheVet features (patient health education resources, tools to support medication reconciliation and tools to enable patient tracking, and self-reporting of data) have been generally underutilized, whereas secure messaging has been successfully implemented and used by health care professionals. Findings revealed several factors that have facilitated or inhibited the adoption, use, and endorsement of patient use by health care professionals. Health care professional’s accounts and analysis of organizational documents revealed a multidimensional dynamic between the trajectory of secure messaging and PACT model implementation and its impact on organizational actors and their use and endorsement of My HealtheVet. This dynamic has influenced workflow, work practices, communication, and the flow of information between patients and members of their health care team. In effect, secure messaging was the missing element of a complex information ecology and its implementation acted as a catalyst for change. Figure 1 illustrates the accelerated rate of growth in new My HealtheVet account registrations as secure messaging became more fully implemented. Secure messaging was also found to have dramatic consequences for communication, patterns of communication, and patient/provider relationships.

Key Factors in the Implementation, Adoption, and Use of Technology

A comparison of the underutilized My HealtheVet features with use of secure messaging revealed 8 key factors that are important for the implementation, adoption, and use of a new technology in organizational settings (see Table 4).

Perceived Relevance

Like other PHRs, My HealtheVet has generally been conceptualized as a set of tools for patients to utilize and as less relevant for health care professionals. Historically, promotional efforts have focused explicitly on patient use of the system with less attention to the potential relevance of these tools in the work of health care professionals. In contrast, secure messaging has been perceived by health care professionals as a tool that has significant relevance to their work. Promotional efforts have not only targeted patients, but have also focused on health care professionals to facilitate their adoption and use of the technology. As the organization has assimilated the PACT model, the relevance of secure messaging has been continually reinforced for professionals as an effective way to accomplish patient-centered care.

Perceived Value

Study findings call attention to the question of value. Participants in this study recommended focusing on unique services that the My HealtheVet PHR offers, with great attention to secure messaging. For example, although My HealtheVet provides a significant library of patient health education resources, health care professionals already use alternative resources, with little incentive to change their practices. In contrast, secure messaging is perceived to offer specific advantages over existing alternatives. Many work tasks that health care professionals are responsible for require them to communicate with patients. Health care professionals report that secure messaging is more convenient than contacting patients by telephone, increases efficiency by avoiding telephone tag, and improves communication with patients by enabling increased communication between face-to-face visits. Each of these characteristics of secure messaging contributes to health care professional’s perceptions about its value, both for themselves and for their patients.
Figure 1. New My HealtheVet account registrations by fiscal year.
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Table 4. Key factors in the implementation, adoption, and use of a new technology.

<table>
<thead>
<tr>
<th>Key factor</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived relevance</td>
<td>In order to be adopted, the new technology must first be perceived by individuals as relevant to their work.</td>
</tr>
<tr>
<td>Perceived value</td>
<td>In order to be adopted and used, a new technology that has been deemed relevant must then be perceived as having greater value than the available alternatives for accomplishing work tasks.</td>
</tr>
<tr>
<td>Education and training</td>
<td>In order to be adopted and used, the new technology must be implemented with education and training opportunities targeted toward the intended user to ensure that they have the knowledge and skills needed to make effective use of the technology.</td>
</tr>
<tr>
<td>Integration with existing technology</td>
<td>In order to be adopted and used, the new technology must be integrated with the existing technology that is being used to accomplish work tasks.</td>
</tr>
<tr>
<td>Alignment with workflow</td>
<td>In order to be adopted and used, the new technology must be aligned with the workflow within the particular setting of use.</td>
</tr>
<tr>
<td>Incentives</td>
<td>If the implementation of a new technology is accompanied by incentives that affect intended users, the adoption and use of the technology will be facilitated. Incentives can operate at the organizational level or at the individual and/or team level.</td>
</tr>
<tr>
<td>Access to information</td>
<td>If the new technology is intended to support the accomplishment of work tasks that are dependent upon access to information entered by patients, it must enable health care professionals to have easy access to that information.</td>
</tr>
<tr>
<td>Communication</td>
<td>If the new technology is intended to support collaborative work tasks involving multiple participants, it must support asynchronous and bidirectional communication in order to be adopted and used effectively.</td>
</tr>
</tbody>
</table>
Education and Training

Since My HealtheVet was launched in 2003, education and training initiatives have primarily focused on veteran users. As a result, many health care professionals do not have adequate knowledge about specific features, and they have limited ability to make use of these features or to encourage and/or educate patients to make use of them. In contrast, secure messaging implementation has been accompanied by training and education programs for health care professionals, including opportunities for hands-on experiences. Training that was systematically being offered to VA health care team professionals across the country provided instruction on the use of the secure messaging system and also ways to align use of the system with the work tasks in a particular clinic, for example, by setting up the way that incoming secure messages are triaged and assigned for completion. In addition, health care professionals were also provided with ongoing opportunities to interact with other users, such as participation in weekly user-oriented conference calls. These forums help users to stay abreast of changes and updates to the system, and to learn from the experiences of their peers.

Integration With Existing Technology

In the VA health care system, the technology used to accomplish and document the accomplishment of many work tasks is centralized within the VA EHR. The historical lack of integration of My HealtheVet tools with the VA EHR system has inhibited health care professionals’ adoption and endorsement of these features. In contrast, secure messaging has been purposefully integrated within existing technology systems. The ability to save secure messaging interactions directly from the secure messaging system into the VA EHR as a clinical progress note connects use of the new technology with the existing technology system to accomplish work tasks and to document related information. In addition to the VA EHR, health care professionals emphasize the value of automatic notifications for new and escalated secure messages via the enterprise-wide email system; however, they also recommend that these alerts and notifications be more fully integrated directly into the VA EHR.

Alignment With Workflow

In organizational settings, workflow represents a commonly understood set of procedures for and sequence of work tasks, along with the assignment of specific roles for individuals to accomplish these work tasks. Taken together, these comprise processes that organizations manage to accomplish work. In health care settings, clinical workflow is a description of how the work is done and by whom. If technology is intended to be used to enable the accomplishment of specific work tasks, alignment with the larger workflow is also needed for its use to be effective and efficient for the health care team as an organizational work unit.

In contrast to other My HealtheVet features, secure messaging has been designed and implemented in ways that purposefully align with clinical workflow. As part of the process of secure messaging implementation, health care teams have invested time in structuring their triage teams to process secure messages in ways that are aligned with the procedures for, and sequence of, work tasks. One strategy that was used effectively early in the implementation of the system was to conduct a simulation exercise in which teams were gathered around a table, given a piece of paper to represent a secure message, and instructed to pass the paper to experience the triage process and identify how it would work most effectively. This exercise often revealed that having a nurse serve as the triage person would enable many requests to be handled without further assignment. Within some clinical teams, health care providers have chosen to receive and respond to incoming messages directly. This ability of the system to support local adaptation makes it adjustable to the procedures for and sequence of work tasks, taking into account the individual preferences of health care team members within a particular clinic setting.

Incentives

Incentives can operate at the organizational level or at the individual and/or team level. Within the VA system, as with many organizations, performance measures are established each fiscal year, and progress is measured and monitored closely via enterprise-wide reports. At the individual level, incentives can include remuneration for work efforts that can be either financial (eg, reimbursement for activity) or nonfinancial (eg, workload credit for activity). In the VA system, attribution of workload credit is seen as an important factor because it influences the number of patients empaneled to a particular provider. In addition, health care providers are employed by the agency, and organizational factors, such as performance measures, exert significant influence (eg, pay for performance), especially in comparison to settings in which health care providers are not employed. Although historically VA performance measures have been predominantly focused on clinical quality measures, the addition of measures related to technology use exemplifies the use of incentives at the organizational level to facilitate the adoption and use of the technology.

The My HealtheVet system was launched in 2003, but organizational incentives for increased patient adoption of the system were not formally instituted across the VA system until secure messaging was added to the system. As VA concurrently transformed primary care settings to the PACT model, secure messaging use became part of this organization-wide initiative, ultimately leading to the development of national mandates for staff use and national performance goals to incentivize increased patient use. Because My HealtheVet account registration and user authentication are requirements for patients to adopt secure messaging, national performance measures also targeted increased patient authentication in the My HealtheVet system. Incentives drive the prioritization of staff activities, the allocation of resources, and the continuous measurement and monitoring of progress. At the individual level, a workload code for secure messaging has been activated to enable workload credit for secure messaging activity. Implementation efforts for a new technology should address the facilitating effects of incentives to foster increased adoption and use of the technology.

Access to Information

The inability of patients to share information from within the My HealtheVet system has made these tools less useful for clinical care because information entered by patients is currently
inaccessible to the health care team. In contrast, secure messaging has enabled patients to share information in a timely manner with their health care team. For example, management of diabetes often requires insulin titration based on a patient’s blood glucose readings. By using secure messaging, patients have been able to share their blood glucose readings with their health care team in an efficient and timely way, enabling health care team members to complete titration without a face-to-face visit.

Communication

Communication is a crucial requirement for accomplishing collaborative work tasks. Many work activities in health care are collaborative in nature; for example, the process of medication reconciliation requires direct interaction between patients and health care professionals. Bidirectional communication supports not only the conveyance of information, but also the interaction between participants that is needed for validation, clarification, feedback, and ultimately the accomplishment of collaborative work tasks. Secure messaging has enabled patients to provide timely updates about changes in their medication usage, to correct any observed inaccuracies or omissions in their VA prescription history, and to enable the interactive dialog that is needed to ensure understanding and feedback in between periodic face-to-face visits. In this way, secure messaging supports the accomplishment of the process of medication reconciliation. Members of the health care team can then document these interactions in the VA EHR and make updates to the medication list on record that is used to make decisions about clinical care and treatment regimens.

From Diffusion to Assimilation and Routinization

As predicted by diffusion of innovations theory [64], study findings demonstrate that having adequate knowledge of the technology and its features is a prerequisite for adoption and assimilation. Given the prevalent lack of knowledge about My HealtheVet features among health care professionals and the perception of it as a tool solely for patients, little attention has been given historically to engaging patients about use of the tools in clinical settings. Other studies have found that health care professionals generally have limited knowledge about PHRs [65,66] and a relatively narrow view of PHR functions [67]. Extensions of diffusion of innovations theory also place strong emphasis on other organizational and social factors. Greenhalgh and colleagues [68] caution that the perceived attributes of technology are neither stable features nor sure determinants of adoption or assimilation. Instead, it is the interaction among the technology, actor, and a particular context that determines adoption and use. As initial adoption evolves into assimilation and routinization, organizational and social factors are increasingly influential factors, especially for complex process-based innovations. Often the unit of assimilation in organizations is the team or department, exemplified in this study by the secure messaging triage team. For these reasons, they emphasize that although the standard attributes of diffusion of innovations theory are important and relevant, they are insufficient by themselves to explain the adoption and assimilation of complex innovations in organizations. Other factors, such as social and organizational influences, must also be examined.

Implications for the Evolution of Personal Health Records

The growing body of literature about PHRs and secure messaging is beginning to demonstrate that to be most effective for patients and their health care providers, PHRs should be combined with Web-based messaging tools to support information sharing and bidirectional communication. Several studies have begun to emphasize the important role of communication with patients as they make use of PHRs [69-71]. As Terry notes [72], “a PHR that doesn’t connect to your doctor is like an ATM without any money in it.” Systems that provide patients with access to their laboratory test results, for example, should also anticipate the need for additional communication by providing patients with the ability to ask questions about their results to “close the loop.” These findings have important implications for the design and use of PHRs and PHR systems.

Implications for Practitioners, Organizations, and Researchers

Study findings have important implications for individual practitioners, organizations, and researchers. These implications should be considered at the system level, the organizational level, and the individual level [48]. Findings in this study provide evidence that at the system level, the integration of secure messaging into the PACT model as a new model of care institutionalized use of the technology with a systemic implementation program, incentivizing performance measures, and an enterprise shift to patient-centered, team-based care. At the organizational level, integration within clinical practice settings has improved access, provided operational efficiencies, and enabled alignment of the technology within the clinical workflow. At the individual level, health care professionals report that secure messaging has improved patient engagement, and enhanced the relationships that patients have with their health care team. These findings suggest that secure messaging has promising potential to improve health care delivery by complementing traditional methods of communication. These findings also illustrate the complexity of implementing technology in health care organizations, and the need to examine the implementation and use of technology at multiple intersecting levels.

The Personal Health Record Paradox: Looking Beyond Commonly Reported Barriers

Much of the literature about PHRs to date has been focused on an accounting of PHR features and consumer perspectives about their use. Although some authors speculate about the potential impact of use on medicine and the patient-provider relationship, less attention has been placed on understanding the actual experiences and perspectives of health care professionals with respect to use of PHRs and PHR systems. Given the persistent paradox between reported patient interest in PHRs and anticipation of benefits with relatively low adoption, this study examined PHR use within a particular organizational ecosystem as a component of health care work. Although the literature generally highlights concerns about privacy and security as
prominent barriers to the adoption and use of PHRs, this study provided a unique opportunity to look beyond these commonly reported issues to enable a deeper understanding of how patient PHR use may unfold within the context of the health care interaction and impact the provision of services by health care professionals in an organizational setting.

The VA health care system is an opportune environment to study the situated use of PHR features because veteran users express confidence in the system [9], health care professionals have embedded experiences working in an electronically mediated environment [73], and health care professionals are directly employed by the system. As a result, study findings highlight 4 implications for health care systems beyond the commonly reported barriers of privacy and security. First, health care professionals play a crucial role in the endorsement of PHRs to patients, and in subsequent engagement with patient use of PHR tools. Second, in order for health care professionals to adopt and use PHRs effectively, there are several key factors that must be present, including adequate education and training opportunities. Third, for technology to be effective in supporting and improving health care delivery, careful attention must be paid to align use of the technology with health care processes including incumbent work activities, information flow, and bidirectional communication when the process requires collaborative work. Fourth, increased patient use of PHRs and secure messaging may have significant workload implications for health care professionals that will need to be addressed. These implications raise important issues for organizations seeking to use technology such as PHRs to improve patient care.

Clinician Endorsement and Engagement

Study findings reveal the important influence of clinician endorsement and engagement in patient use of PHR tools. Although PHRs are designed as consumer-oriented tools intended to engage and empower patients, study findings suggest that engagement must be a reciprocal process. This reciprocity has been represented in the chronic care model as productive interactions between the “informed activated patient” and the “prepared proactive practice team” [74]. Similarly, the Care Transitions Intervention model highlights clinician engagement as an important component of effective PHR use [75], emphasizing the role of the health care provider and other members of the health care team in fostering effective patient use. Based on a national survey of physicians about PHRs, Wynia and colleagues [66] concluded that to derive optimal benefit from using PHRs, patients and physicians should use these tools together as partners. Dunbrack [76] similarly emphasized that clinician endorsement is a primary motivator for patients to use a PHR. This assessment also predicts that the spread of patient-centered medical home models (such as VA’s PACT model) are likely to encourage clinicians to recommend PHRs to their patients to better manage their health and wellness.

Wynia and Dunn [42] caution that patients and providers have mixed views about PHRs that are not yet informed by direct experience. In a recent random national survey of US physicians, they found that 62% of physician respondents reported no previous experience with using electronic PHRs, although 42% said that they were willing to try using one with their patients. Similarly, consumer’s knowledge about PHRs continues to be limited, with more than half of consumers surveyed in February 2011 reporting that they were not familiar with the concept of a PHR [76]. Interestingly, 3 out of 4 consumers reported that they would start to use a PHR under certain circumstances, with 37% indicating that a clinician recommendation to use a PHR would be a primary motivator for them. The implications for health care systems are that better engagement of health care professionals may be needed to fully realize many of the broadly anticipated potential benefits of patient PHR use.

Education and Training for Health Care Professionals

To engage clinicians and foster the adoption and use of PHR features, greater knowledge about PHRs and familiarity with their features is clearly needed. Study findings emphasize the importance of developing educational activities and promotional efforts aimed at health care professionals, taking into account their learning preferences and time constraints in the work environment. A great deal can be learned from implementation science about the most efficacious ways to meet this important need for education and training [77]. Further research is needed to develop and test interventions that will improve knowledge about a PHR system and its features. As the system is enhanced, it will also be important to include the ongoing dissemination of new information to health care professionals as part of an overall communication plan, and local champions may play an important role in this. Several health care professionals in this study were unaware of important changes that had been made to the system. The framework to support the implementation of secure messaging proposed by Wakefield et al [78] highlights these aspects of implementation as key factors.

Health Care Processes, Information Flow, and Bidirectional Communication

Study findings suggest that to further examine how PHR tools can be integrated into health care work, a more holistic examination of the processes that embody work tasks and associated information flow is needed. For processes that require collaborative work, bidirectional communication is crucial. For example, an examination of the process of medication reconciliation revealed that sequential work tasks managed by health care professionals include a review of the medical list on record, interactive dialog with the patient to validate and identify changes including updates and amendments, and updating the list on record as an authoritative source. Simply providing tools for patients to document their medication information in their PHR was ineffective until this task was aligned with the larger process. Alignment with the process of medication reconciliation required asynchronous electronic communication that enabled the timely flow of information between patients and members of their health care team via bidirectional communication.

Findings from this study highlight the critical nature of information flow and bidirectional communication with 4 related considerations. PHR systems should enable patients to share information effectively with their health care team via tools such as delegation or the ability to authorize the addition of patient self-entered data to the official medical record [79]. Bidirectional communication tools should be implemented in tandem with PHRs to support the interactive dialog that optimal
use of PHRs requires [23]. Integration with clinical workflow is a crucial determinant of use for health care professionals [80,81]. As use of PHRs increases, careful attention must be taken to address the potential for information overload [42], the need for complete and accurate information [82], and the potential for unintended consequences [83].

In this study, the organizational changes that occurred made it possible to witness the catalyzing impact of secure messaging related to information flow and bidirectional communication. Beyond the VA system, early standalone PHR models that lacked the capacity for information sharing and 2-way communication have given way to patient portals that include the ability to share information and support for electronic communication between patients and their health care team. Models, such as Kaiser Permanente’s My Health Manager, that integrate PHRs or patient access to EHR data with communication via secure messaging are more effective because they address these needs. Nijland et al [70] caution us to apply technology in ways that foresee the patient’s need for continuous and personalized feedback, especially for patients who have a greater need for care. These may be the same patients who are most highly motivated to utilize a PHR because of their need to manage a plethora of information related to their condition and/or their care.

Implications Related to Workload

Although health care professionals have had concerns about the impact of secure messaging on workload, study findings provide evidence that workload to date has been manageable. Similarly, other studies have emphasized clinician’s concerns about additional workload [5,84-86], whereas several studies have found these concerns to be unfounded [87-90]. Even if increased workload is balanced by workflow efficiency, as some studies suggest, remuneration of time devoted to these activities may be important, whether through financial reimbursement [91] or workload credit for panel management.

Study Limitations

This study has several limitations. By design, this study focused on health care professionals within the VA as an integrated system. The degree to which findings are generalizable to other organizations and systems is an area that warrants further study. Study participants varied significantly in their role or position within the larger organizational structure, for example, whereas some health care professionals had a prominent role in the national scope of the system, others were in a rural community-based clinic. This presents challenges in characterizing “the organization” for individuals. Additional research is needed to that more closely examines role conception and organizational structure as contextualizing factors.

Another limitation is related to the degree to which study participants have practical experiences with use of the system. Although the aim of the study was to understand experiences with 4 specific features of the PHR, the scope of the study was inherently limited by the lack of adoption for some My HealtheVet features. Even with this constraint, however, a great deal was revealed about facilitating and inhibiting factors. The temporal changes in the organization also necessitating adding to the scope of the study as it became important to trace the trajectory of secure messaging implementation when it became evident that its availability had an important influence on other things.

Lastly, the potential for study participants to perceive the investigator as an advocate of the program could influence their willingness to report negative accounts. This potential bias was minimized by recruitment strategies that targeted health care professionals from across the country providing direct patient care in the field rather than relying on known sources. All study participants were also reminded at the beginning of their interview to be candid, and were assured that their perspectives would be reported with anonymity. The willingness of study participants to voice both positive and negative experiences instills confidence in the credibility of individual accounts. In-depth interviews were crucial in going beyond initial assumptions based on the background questionnaire. Member checking entailed dissemination of a summary of key findings to all participants in the study, inviting participants to clarify, elaborate, or amend. Feedback from participants further validated these findings. Final interpretation of specific findings should bear these potential sources of bias in mind.

Areas for Future Research

Findings from this study point to a number of areas for future research. These areas can be generally categorized into 5 domains as shown in Table 5. These areas further expand the My HealtheVet PHR research agenda [10] and other calls for additional research about PHRs and their use [92]. Significant progress is being made within VA via a collaborative partnership with the VA eHealth Quality Enhancement Research Initiative (QUERI) Center established in 2010 [93], and a number of studies about My HealtheVet are currently underway. Although lack of evidence about the distinct effects of PHRs and other eHealth tools on health and other outcomes persists [94], this research will be more feasible as actual use increases.
Table 5. Areas for additional research.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adoption</td>
<td>Further identify facilitators and inhibitors to adoption and use at multiple levels (system, organizational, individual) taking into account the various roles of health care professionals</td>
</tr>
<tr>
<td>Implementation</td>
<td>Develop approaches grounded in implementation science to measure the efficacy of implementation strategies</td>
</tr>
<tr>
<td>Education</td>
<td>Design and test interventions that will improve health care professionals’ knowledge and familiarity with the system and its features</td>
</tr>
<tr>
<td>Information flow</td>
<td>Model information flow and map to health care processes and activities across the patient trajectory to identify optimal ways to apply technology</td>
</tr>
<tr>
<td>Communication</td>
<td>Apply communication theory to further examine the nuances of asynchronous electronic communication</td>
</tr>
</tbody>
</table>

Conclusions

The impetus for this study was the desire to deconstruct the PHR paradox: despite significant consumer interest and anticipated benefits, adoption and use of PHRs remains low, with some notable exceptions. After a decade of PHRs being promoted as independent tools to support a broad notion of consumer empowerment, a deeper understanding of these tools in the context of the social and organizational delivery of health care is needed to understand this paradox. Although there is anecdotal evidence that PHRs can improve health care, many of the benefits are presumptive and require further evaluation. Indeed, endorsement and engagement of health care professionals may be essential to fully realize the anticipated benefits of PHRs. As study findings demonstrate, patient use of PHRs also has broad implications for health care professionals and organizational delivery systems.

Although PHRs have been designed as consumer-oriented tools, health care professionals play a crucial role in the endorsement of PHRs to patients, and in subsequent engagement with patients’ use of these systems. Patient engagement may be most effective as a reciprocal process. In order for health care professionals to adopt and support patient use of PHRs effectively, there are several key factors that must be present, including adequate education and training opportunities. In addition, for technology to be effective in supporting and improving health care delivery, careful attention must be paid to align use of the technology with health care processes and clinical workflow including incumbent work activities, information flow, and bidirectional communication when processes require collaborative work. These implications raise important issues for organizations seeking to support technologies such as PHRs to improve patient care.

Viewing PHR systems as an information ecology highlights the dynamic interplay among technologies, people, practices, and values [95]. This interplay, however, also occurs in the context of an ecosystem in which organizational and social factors influence technology use. Changes to the ecosystem, exemplified in this study by the implementation of secure messaging, occur along a trajectory with the adoption and use of technology followed by assimilation and routinization. Changes to the flow of information, exemplified in this study by the addition of secure messaging to the My HealtheVet portal, effectively alter the dynamic, recursively changing the ecosystem as a result.

Leveraging technology in new and transformative ways that are most meaningful for patients and health care professionals will require a more holistic approach to better understand the social and organizational context of technology use in clinical practice settings. Given the institutional context of most health care service delivery models, the broader notion of the organization setting as an ecosystem warrants further attention.
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Abstract

Background: The Health Quality Measures Format (HQMF) is a Health Level 7 (HL7) standard for expressing computable Clinical Quality Measures (CQMs). Creating tools to process HQMF queries in clinical databases will become increasingly important as the United States moves forward with its Health Information Technology Strategic Plan to Stages 2 and 3 of the Meaningful Use incentive program (MU2 and MU3). Informatics for Integrating Biology and the Bedside (i2b2) is one of the analytical databases used as part of the Office of the National Coordinator (ONC)’s Query Health platform to move toward this goal.

Objective: Our goal is to integrate i2b2 with the Query Health HQMF architecture, to prepare for other HQMF use-cases (such as MU2 and MU3), and to articulate the functional overlap between i2b2 and HQMF. Therefore, we analyze the structure of HQMF, and then we apply this understanding to HQMF computation on the i2b2 clinical analytical database platform. Specifically, we develop a translator between two query languages, HQMF and i2b2, so that the i2b2 platform can compute HQMF queries.

Methods: We use the HQMF structure of queries for aggregate reporting, which define clinical data elements and the temporal and logical relationships between them. We use the i2b2 XML format, which allows flexible querying of a complex clinical data repository in an easy-to-understand domain-specific language.

Results: The translator can represent nearly any i2b2-XML query as HQMF and execute in i2b2 nearly any HQMF query expressible in i2b2-XML. This translator is part of the freely available reference implementation of the QueryHealth initiative. We analyze limitations of the conversion and find it covers many, but not all, of the complex temporal and logical operators required by quality measures.

Conclusions: HQMF is an expressive language for defining quality measures, and it will be important to understand and implement for CQM computation, in both meaningful use and population health. However, its current form might allow complexity that is intractable for current database systems (both in terms of implementation and computation). Our translator, which supports the subset of HQMF currently expressible in i2b2-XML, may represent the beginnings of a practical compromise. It is being pilot-tested in two Query Health demonstration projects, and it can be further expanded to balance computational tractability with the advanced features needed by measure developers.
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Introduction

Background and Significance

In 2010, the US Congress enacted a 10-year, $27 billion dollar incentive program to promote adoption and meaningful usage of electronic health record systems (EHRs) [1]. The government’s vision is that this will lead to a “learning health system” in which health care data can be dynamically aggregated and analyzed for applications such as research, population health measurement, and disease surveillance [2]. The Meaningful Use (MU) program is being rolled out in three stages, each of which expands the definition of what is considered meaningful usage. Stage 1 of Meaningful Use (MU1) focused on capturing structured, coded data, but Stages 2 and 3 (MU2 and MU3) move toward the larger goal of a learning health system, through a focus on population health improvement enabled by Clinical Quality Measures (CQMs)[3].

MU1 involved a small number of computationally simple CQMs [4]. The final rules for MU2 [5,6] require between 9 and 24 CQMs from a menu of 93 [5], many of which are more complex than the MU1 measures, involving test results, deeper computation, and many more elements. The MU3 Request for Comment (RFC) discusses CQMs as the basis of population health management dashboards and introduces the idea that an EHR might need to respond to arbitrary (not pre-defined) CQMs [7]. The goal appears to be dynamic, distributed population health queries [8], enabled by standards and technologies from the Query Health initiative [9-11].

Query Health was convened by the Office of the National Coordinator for Health Information Technology (ONC) in 2011 to develop a standard approach for distributed population health queries. Query Health has defined a standards-based methodology using the Health Level 7 (HL7) Health Quality Measures Format (HQMF) for queries and the Quality Reporting Document Architecture (QRDA) for responses. Additionally, Query Health has developed a reference implementation using their selection of three best-of-breed technological components [9,10].

Query Health has three current pilots, which each use parts of this reference implementation [12]. Two of the pilots are in cooperation with a Department of Health (New York City and Massachusetts) for disease monitoring and surveillance. In the third, the FDA will use Query Health for medication safety surveillance as part of their Mini-Sentinel project. Mini-Sentinel has predominantly used administrative data, and the FDA is evaluating the increased utility of using clinical information.

Two of the pilots use the Informatics for Integrating Biology and the Bedside (i2b2) analytical platform for processing HQMF. i2b2 is a flexible, componentized clinical analytics and data warehousing platform that now enjoys widespread adoption as a research data repository, warehousing clinical data alongside the EHR at over 80 sites nationwide. It is part of an NIH-funded center charged with developing a national computational infrastructure for biomedical computing [13]. i2b2 has underpinned many studies that have discovered new knowledge about disease and its genetic bases (eg, [14]). As part of the

Query Health Reference implementation, i2b2 now needs to support composition and consumption of HQMF.

HQMF is becoming the lingua franca for defining population health queries. A draft standard of HQMF was released by HL7 in 2010 [15] and was adopted by the National Quality Forum (NQF) and Query Health. In 2011, the NQF converted 113 of its CQMs to HQMF format (called eMeasures) [16], and now they, with the Centers for Medicare and Medicaid Services (CMS), have published the 93 CQMs used in MU2 as eMeasures [17]. The first HQMF draft standard expired in March 2012, and a second draft standard has been developed jointly by Query Health and HL7 and is in ballot at the time of this writing [18]. This release (HQMFr2) is vastly more computable, more readable, and less bulky. In addition to its usage by Query Health, the NQF is taking steps to re-tool their HQMFr1 eMeasures into HQMFr2. They are balloting an HQMF Implementation Guide based on their Quality Data Model (QDM) [19], which defines a comprehensive set of health care data elements and associated states and attributes (eg, medications can have dose and frequency). This HQMF QDM Implementation Guide will enforce a standard methodology for eMeasure re-tooling. Allscripts is planning an eMeasures interpreter for MU2, well in advance of any federal incentive for handling HQMF [12]. Nonetheless, the MU3 RFC does indicate that mandated electronic processing of HQMF is on the horizon [7].

Throughout the remainder of this manuscript, HQMF will refer to the revised HQMFr2 developed for the ballot now in progress, which is used by the Query Health pilots. Areas under active discussion in the ballot are noted.

Objective

Our goal is to integrate i2b2 with the Query Health HQMF architecture, to prepare for other HQMF use cases (such as MU2 and MU3), and to articulate the functional overlap between i2b2 and HQMF. Therefore, we analyze the structure of HQMF, and then we apply this understanding to HQMF computation on the i2b2 clinical analytical database platform. Specifically, we develop a translator between two query languages, HQMF and i2b2, so that the i2b2 platform can compute HQMF queries.

Methods

Understanding HQMF

HQMF is a language for defining quality measures expressed as logical combinations of clinical variables, intended to return an aggregate count or percentage. For example, HQMF can express, in a computable manner, the following query: “the number of diabetes patients who have had a hemoglobin A1C test greater than 9% in the past year”.

HQMF is derived from the HL7 v3 Reference Implementation Model (RIM), which is also the basis for Clinical Document Architecture (CDA) documents. Therefore CDA bears some resemblance to HQMF. Articulating all of the details of the HQMF format is beyond the scope of this article. Our purpose here is to highlight the structure of HQMF necessary to develop an implementation. For complete documentation, refer to theballoted HQMFr2 [18], the balloted HQMF QDM
Implementation Guide [19], and the Query Health HQMF Implementation Guide [20].

We present HQMF through two examples, both based on the NQF0059 measure to detect poorly controlled diabetes [21]. In the first example, we outline the structure of an HQMF query for basic measurement. The second example highlights additional complexities needed to support the more challenging nuances of HQMF. (Note that both examples are illustrative but not complete HQMF; for compact presentation, some XML elements are not included. These include HL7 XML bulk, HQMF headers, and some elements described in the text that would not fit in the figure.)

**Example 1: Basic HQMF**

The anatomy of a basic HQMF query is shown in Figure 1. This simplification of NQF0059 defines the following query: “Find all patients seen in the past year between 18-75 who have, during that year, had either a diabetes diagnosis or have taken a diabetes medication, have had an abnormally high HgbA1c test result, and have not been documented to have polycystic ovaries or steroid induced diabetes.” Although this is a simplification, it is a meaningful quality measure. Figure 1 shows the three basic components of an HQMF document: Measure Period, Data Criteria, and Population Criteria.

![Figure 1](http://www.jmir.org/2013/4/e75/)
Measure Period

Measure Period defines the time period the overall query covers, which in this case is 1 year (value 1, unit a). Individual criteria can further restrict the time search.

Data Criteria

The Data Criteria section defines the clinical variables in the query. Each variable is a criteria entry, the types of which correlate with the act classes in CDA. Three data criteria are shown in Figure 1. Here, all criteria are observation criteria, but criteria also exist for encounters, procedures, medications (supplied and administered), and general acts. Each criterion most commonly defines a code, value, and an id. id is used to reference the criterion in the population criteria section via the extension attribute. code defines what is being measured, and value defines its result. Note that what is a code and what is a value is not always intuitive. For example, the diagnosis of diabetes is a value (where the optional code refers to the “problem type”, eg, diagnosis, complaint, etc.), but the HgbA1c test is a code and its result is a value.

Code can be either a coded value or a value set. A coded value is a numeric code and a code system (eg, SNOMED, LOINC, ICD-9) represented by an HL7-registered Object Identifier (OID). A value set is a set of coded values referred to by a single OID. The coded values are OR’d together and are convenient shorthand when defining measures where an observation like “diabetes” could be recorded as multiple specific codes (eg, various ICD-9, ICD-10, or SNOMED codes). At the time of this writing, the National Library of Medicine has begun hosting small number of value sets at their Value Set Authority Center (VSAC) repository [22,23].

Value can be any HL7 data type. When it is not a coded value, it is frequently one of: (1) a numeric value, when a specific value is desired, such as an HgbA1c of exactly 9%; or (2) an interval, seen in the age range and HgbA1c test in Figure 1.

Population Criteria

The Population Criteria section defines the calculations on these data elements needed to compute the quality measure. Figure 1 defines one population through a series of nested lists. Each list contains references to data criteria (through the extension attribute) as well as other lists. Each list begins with one of six logical “combining operators”, three of which are shown in the figure. The others are atLeastOneFalse, onlyOneTrue, and onlyOneFalse.

Example 2: Advanced HQMF

Example 1 presented a pedagogical simplification of the NQF0059 measure. In this second example, we introduce additional features present in the actual measure. The updated query (with changes italicized) is: “Find all the patients who: were seen at least twice within the two years before the end of the measure period; are between 18 and 75; and within the measure period have had either a diabetes diagnosis or have taken a diabetes medication, had an abnormally high value for their most recent HgbA1c test result, and are not documented to have polycystic ovaries or steroid induced diabetes.” Note that this still is not quite as complex as the actual measure, but it does use all of the HQMF features present in that measure. HQMF corresponding to the two modified data criteria and the new population criteria section can be seen in Figure 2. This uses the following additional HQMF features.

Value Sets

The code elements in the data criteria now reference value set OIDs, rather than defining a coded value. These are published by the NQF, and some are available for download from the NLM’s VSAC repository [23].

Excerpting

Excerpting applies a filter to a data criterion and reports a summary value of the filtered results (eg, first, last, largest, smallest). This has been seen in the first data criterion in Figure 2. It is reminiscent of the HgbA1c criterion from Figure 1, but it now selects only the most recent HgbA1c test result with a value greater than 9%. This is done by wrapping the value element with an excerpt element with a subset code of “RECENT”. This means, “find all HgbA1c test results within the measure period, filter out any results not greater than 9%, and report the most recent.”

Counting Repetitions

The second data criterion in Figure 2 defines ambulatory encounters using an NQF value set. The repeatNumber element specifies that at least two ambulatory encounters must have occurred.

Temporal Relationships

Also in the second data criterion in Figure 2, the temporallyRelatedInformation element specifies that these encounters must have occurred within 2 years (pauseQuantity) of the end (typecode=SBE—“starts before end”) of the measure period (observationReference). Multiple temporal relationships can occur within a single criterion, and 17 types of relationships are defined. In addition to the measure period, temporal relationships can reference other data criteria.

Multiple Population Criteria

Figure 2 has four population criteria: an initial patient population (all people between 18 and 75), a denominator (those with diabetes), a numerator (those with abnormal HgbA1c values), and exceptions (those with polycystic ovaries). This multipopulation approach has two purposes. One, it allows measurement results to be reported as a percentage: numerator divided by denominator. Two, smaller population components are more modular. This has an organizational advantage for measure developers, but it also could speed computation. If multiple queries with the same denominator and exceptions are run with different numerators, the denominator can be computed just once.

Completing an HQMF Implementation

These two examples cover all the major features in NQF0059. However, to support very complex measures, HQMF implementations should also include the following features.
Figure 2. The anatomy of a full-featured HQMF query (shown here: a portion of a simplified NQF0059 diabetes measure in HQMF, highlighting advanced computational features of HQMF).

**Data Criteria**

```xml
<observationCriteria>
  <id extension="HbA1Cgt9"/>
  <code valueSet="2.16.840.1.113883.3.464.1.72"/>
  <excerpt>
    <subsetCode code="RECENT"/>
    <observationCriteria>
      <value>
        <low value="9" unit="%"/>
      </value>
    </observationCriteria>
  </excerpt>
</observationCriteria>

<encounterCriteria>
  <id extension="Ambulatory Encounter"/>
  <code valueSet="2.16.840.1.113883.3.464.1.1142"/>
  <repeatNumber>
    <low value="2"/>
  </repeatNumber>
  <temporallyRelatedInformation typeCode="SBE">
    <pauseQuantity value="2" unit="a"/>
    <observationReference>
      <id extension="Measure Period"/>
    </observationReference>
  </temporallyRelatedInformation>
</encounterCriteria>
```

**Population Criteria**

```xml
<patientPopulationCriteria>
  <allTrue>
    <observationReference>
      <id extension="ageBetween18and75"/>
    </observationReference>
  </allTrue>
</patientPopulationCriteria>

<denominatorCriteria>
  <allTrue>
    <observationReference>
      <id extension="Has Diabetes"/>
    </observationReference>
  </allTrue>
</denominatorCriteria>

<numeratorCriteria>
  <allTrue>
    <observationReference>
      <id extension="HbA1Cgt9"/>
    </observationReference>
  </allTrue>
</numeratorCriteria>

<denominatorExceptionCriteria>
  <atLeastOneTrue>
    <observationReference>
      <id extension="Has Polycystic Ovaries"/>
    </observationReference>
  </atLeastOneTrue>
</denominatorExceptionCriteria>
```

**Stratifiers**

Normally, results are reported as one aggregate number, but stratifiers allow reporting to be broken down by other criteria (eg, zipcode or gender).

**Denominator Exclusions**

An additional population group, this describes criteria for patients who should be excluded from the denominator only if they do not meet numerator criteria (for example, the measure could be modified to not penalize practices for uncontrolled diabetics who are high risk, eg, who have been to the emergency room at least five times in the past year).

**Calculations on Continuous Variables**

This might include, for example, the average emergency department wait time.

**Modifiers**

Data criteria can have other modifiers beyond those discussed here. Some of these are simply data elements, eg, the clinician interpretation code for a vital sign goes in an interpretationCode element. Others, such as details of medication route, admitting physician, or problem status require more complex XML structure using RIM data elements. Implementation Guides (IGs) will define how such elements should be expressed. The only available resources at the time of this writing are the Query Health IG draft and standards developer Keith Boone’s blog...
[20, 24]. (The QDM IG leaves criteria-level templates to a future release.) Some modifier structure can be inferred from CDA IGs, though portability across implementations cannot be guaranteed until a complete set of templates in an HQMF IG are available.

Missing Information
Values can explicitly be “no information”, allowing special behavior when information is missing.

Specific Occurrences
Under active discussion is a canonical representation for multiple observations that must be temporally related to a specific occurrence of another observation (e.g., multiple observations referring to a single encounter).

Understanding i2b2
i2b2 consists of a flexible relational data model and a somewhat more restricted set of Web services.

The data model stores observations as “facts” associated with a date, patient identifier, and encounter identifier. Each fact has a key that follows a hierarchical structure (e.g., “Diagnosis\Diabetes Mellitus\Diabetes With Ketoacidosis”) and a basecode that defines the source code and coding system (e.g., “ICD9:250.6”). Optional modifier facts can supplement each primary fact (e.g., “admit diagnosis”). Facts can have a value, stored in numeric or text formats. The set of possible facts (the ontology) are user-defined, though several standard ontologies exist.

The web services define an easy-to-understand query language expressed in an XML format. Queries are built in a web-based query tool and executed as highly optimized SQL statements by a “data repository” web service. A query consists of items dragged into a set of panels. The items in each panel are logically OR’d together, and all panels are logically AND’d. The NOT operation can optionally be applied to a panel. Each item can also have date constraints, though the only other temporal constraint currently supported is “all items in panel must be in the same encounter.” Results can be stratified on any observation (e.g., age, race, gender), and queries can be combined through query-within-a-query (e.g., a previous query definition can be dragged into a panel), which allows deep nesting and more complex combinations of elements. Furthermore, ontology items can have arbitrary SQL statements embedded, for added flexibility.

This query XML is logically equivalent to a subset of HQMF, and it is therefore possible to translate between these two formats, provided that queries are restricted to this subset.

Results
We first illustrate our translation method between i2b2-XML and HQMF by describing the conversion of Example 1 to an i2b2 query. Next, we analyze the HQMF subset supported by i2b2-XML, and we describe a web service we have implemented for i2b2 to both generate and consume HQMF conforming to this subset.

Example 1 As i2b2
Figure 3 shows an i2b2 query version of Figure 1, displayed as i2b2 panels. The conversion of each element from HQMF to i2b2 panels. The conversion of each element from HQMF to i2b2-XML is as follows.

Data Criteria Conversion
First, each data criterion is converted to an i2b2 basecode. For age ranges (panel 1), age is expanded to the OR of every age in the range using the AGE basecode. (There is no standard terminology to encode age ranges; this is the only case of specialized logic for a particular data element.) For all other values, an OID-to-i2b2 lookup table determines the basecode, which is implementation-configurable.

Second, i2b2 basecodes are sent to the i2b2 ontology cell for conversion to associated i2b2 keys. An i2b2 key represents a

---

**Figure 3.** The HQMF from Figure 1 converted to i2b2 query panels.
position in the ontology tree, so the ICD diagnosis codes in panels 2 and 3 include not only the listed basecode (eg, ICD9:250) but also all subcodes (eg, ICD9:250.xx). This nonstandard HQMF interpretation allowed us to specify an implicit diabetes value set with single coded value, prior to standardization of NQF value sets. Therefore, we feel this behavior (which will normally affect only ICD codes) is useful at the present time, and we will revisit it once the NLM VSAC is more complete.

Third, value constraints are added, such as the numeric interval “>9%” for HgbA1c.

Fourth, time constraints are added. When no specific time constraint is specified, a time constraint is added to match the measurement period.

**Population Criteria Conversion**

For allTrue, every item or list following is placed in a separate panel. For atLeastOneTrue, every item following is placed in the same panel. For allFalse, every item following is placed in the same panel, which is set to the exclude type (ie, the NOT operation is performed on each item in the panel).

**HQMF i2b2 Translator**

HQMF features currently supported by i2b2-XML are shown in Table 1. For the first version of the translator, we targeted a subset of these features that cover the functionality of the Shared Health Research Information Network (SHRINE), a distributed population of i2b2 in use around the country for performing distributed population queries [25].

We have implemented a bidirectional translator that can convert between HQMF-coded values and i2b2 keys (see Figure 4). For translation from HQMF, the basecode lookup method in the previous example is used. For translation to HQMF, a reverse lookup retrieves the basecode from the key. For consistency, all child nodes of the key are by default included (eg, "\12B2\Demographics\Zipcodes\Alabama is augmented by an item for every zipcode in Alabama). The translator further supports result values, date constraints, repetition counting (at the panel level), and a single population with multiple atLeastOneTrue and allFalse groups inside an allTrue group.

Stratifiers, excerpts, and features requiring query-within-a-query are not currently supported. Stratifiers were a low priority for the Query Health pilots, so they have not been included. Query-within-a-query features are waiting on the more portable implementation in i2b2-XML planned for i2b2’s next release. Excerpts will be supported in the future through ontology definitions containing custom SQL code.

Modifiers and value sets are partially supported, but they also require an appropriate HQMF i2b2 ontology (containing approved value sets and supported modifiers). Dr. Michael Buck in the New York Department of Health is developing this ontology, which is an expression of CDA and QDM data elements in i2b2. We have tested his ontology’s ability to support HQMF modifiers and value sets by successfully implementing support for health care providers and clinician interpretation codes and by testing conversion of his NQF0059-compatible diabetes value set. When completed, this ontology will significantly aid i2b2 in consuming complex CQMs.

To validate the translator’s accuracy, we developed four query libraries in i2b2-XML, one for each supported ontology configuration of the translator (SHRINE, i2b2 default, Dr. Buck’s terminology, and Beth Israel Deaconess Medical Center). Each library utilizes all features of the translator (see Table 1 and the discussion above). As we developed the translator, we (the authors or a member of the Query Health Reference Implementation team) periodically translated each library to HQMF and back to i2b2-XML. We visually inspected the HQMF and i2b2-XML to verify they were semantically equivalent to the original (because the translator inserts basecodes for child nodes, syntactic equivalence might not occur). We also had access to databases of (fake) test patients for all but the Beth Israel configuration, so we also ran both the original and post-translation i2b2-XML against that and verified the result was the same. Finally, we periodically translated and validated an HQMF r2 version of NQF0059 available in Query Health’s repository. No other publicly available source of HQMF r2 presently exists (though this will rapidly change once HQMF r2 is through ballot).

Our translator supports a superset of SHRINE’s features, and it is able to generate and process HQMF corresponding to the i2b2-XML feature set in Table 1 except as noted above. It can consume HQMF from other sources, as long as it is restricted to this feature set. The transformation process is summarized visually in Figure 5, with an illustration of i2b2 panels being built from the population criteria. When a criteria reference is encountered, an i2b2 item is inserted using information from the data criteria element. Supported HQMF elements include value, code, temporal constraints on the measure period, and some modifiers and value sets. The reverse translation follows the diagram in reverse (data criteria are generated from i2b2 items, and population criteria are built from the panel layout).

The translator is by default configured for diagnoses, labs, procedures, medication administration events, and the demographics in SHRINE (Age, Gender, Language, Marital Status, and Race and Ethnicity). Non-SHRINE ontologies are supported through a configuration file. The translator is open source and presently available from the Query Health repository [26]. It will likely be included in a future version of i2b2. The translator is implemented in Java and XSL as a Jersey servlet that runs within the i2b2 JBoss stack. A service to connect i2b2 to a Query Health-conformant, HQMF-based distributed query engine is being completed at the time of this writing and will also be available as an open-source project.
Table 1. HQMF features and their equivalence in the i2b2 XML query language (features not fully equivalent are italicized; note that some supported features are ontology-dependent).

<table>
<thead>
<tr>
<th>HQMF</th>
<th>i2b2-XML</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data Criteria</strong></td>
<td></td>
</tr>
<tr>
<td>Coded values, with optional result value</td>
<td>Facts (looked up by basecode)</td>
</tr>
<tr>
<td>Value sets, with optional result value</td>
<td>Facts (requires an ontology with value set OIDs as basecodes)</td>
</tr>
<tr>
<td>Modifiers</td>
<td>Facts (requires an appropriate ontology)</td>
</tr>
<tr>
<td>Excerpts</td>
<td>Facts (requires ontology definitions)</td>
</tr>
<tr>
<td>Repetition counting</td>
<td>Supported at the panel level.</td>
</tr>
<tr>
<td>Temporal relationships</td>
<td>Date constraints (such as the measure period) only; others to be supported in summer 2013.</td>
</tr>
<tr>
<td><strong>Population Criteria</strong></td>
<td></td>
</tr>
<tr>
<td>Multiple populations</td>
<td>Populations are constructed separately and can be combined with query-within-query.</td>
</tr>
<tr>
<td>Calculations on continuous variables</td>
<td>Supported conceptually through patient-data objects and client-side analysis, but a plugin would be needed to perform HQMF server-side calculations.</td>
</tr>
<tr>
<td>allTrue</td>
<td>The ANDing of all panels.</td>
</tr>
<tr>
<td>atLeastOneTrue</td>
<td>The ORing of elements in a panel.</td>
</tr>
<tr>
<td>allFalse</td>
<td>An inverted panel</td>
</tr>
<tr>
<td>atLeastOneFalse</td>
<td>A set of inverted panels, each consisting of a previous query.</td>
</tr>
<tr>
<td>onlyOneTrue</td>
<td>Not supported</td>
</tr>
<tr>
<td>onlyOneFalse</td>
<td>Not supported</td>
</tr>
<tr>
<td>Nested “combining operators”</td>
<td>atLeastOneTrue and allFalse groups inside an allTrue</td>
</tr>
<tr>
<td>Stratifiers</td>
<td>Supported (but requires server configuration).</td>
</tr>
</tbody>
</table>

Figure 4. Translation from an HQMF coded value to i2b2 item key(s).
Discussion

We have achieved significant interoperability between HQMF and i2b2 using only transformations of the two XML languages. Our web service successfully transforms queries bidirectionally between i2b2-XML and HQMF, supporting a superset of all queries possible in SHRINE. This HQMF translator has been integrated into the reference implementation of Query Health and is currently being used at two Query Health pilot sites. The first, through the New York State Department of Health, utilizes the bidirectional translator with Dr. Buck’s ontology, allowing researchers to create custom HQMF queries and execute them at i2b2 sites throughout New York. The second pilot, at the Beth Israel Deaconess Medical Center, connects their i2b2 instance (using the SHRINE ontology) to the FDA Mini-Sentinel network and demonstrates the FDA’s ability to send custom HQMF queries to i2b2 instances. i2b2 1.7, to be released in summer 2013, will extend the i2b2-XML language to support a larger subset of HQMF, including improved query-within-query and new temporal constraints. We hope this, along with Dr. Buck’s ontology, will give us the tools needed to compute CQMs for MU2 and MU3 using the XML translation approach.

HQMF is an elegant but complex and challenging query language. It separates the definition of data elements from the logical operations used to combine them, and the format for clinical variables is similar to CDA, making basic understanding less difficult for HL7 developers. However, even the partial support we have achieved has been a massive effort. The work involved was more than 6 months of FTE time by an experienced software architect, and we had a preexisting sample transform from standards developer Keith Boone, support from Query Health team members, and the i2b2 analytical database system with a schema-defined XML language. Even with i2b2 1.7 and Dr. Buck’s ontology, full translator support will involve much additional effort. Although future implementers will have both the advantage of our experiences and an open-source, HQMF-enabled version of i2b2, software development groups should carefully consider the required effort. Furthermore, the current HQMF specification allows some query constructions that are computationally challenging. Multiple time relationships on a single criterion, the possibility of nesting time relationships and excerpts, arbitrarily deep nesting of population criteria groups, and the fact that not all population criteria operators are equivalent to logical operators suggests to us that running very complex queries could tax even powerful servers. Also, HQMF allows unrealistic query constructions. In particular, supporting 16 temporal relationships between criteria does not reflect the limited temporal granularity we have seen in existing clinical data warehouses. Finally, HQMF has limited ability to specify behavior when data are missing or noisy. Revisions to implementation guides and the HQMF standard will be needed to address these issues. Some of these difficulties (e.g., reducing complexity by limiting nesting in data criteria) are being discussed in the current ballot reconciliations.

Conclusion

HQMF is a powerful language for developing and computing measures of population health. Despite complexity concerns, we believe this format can be supported, which will be important in stage two of meaningful use and possibly required in stage three. HQMF is also a key component in Query Health and will likely play important roles in other health informatics initiatives. We have created a fully bidirectional HQMF translator, which converts between HQMF and i2b2-XML formats, supporting a superset of SHRINE’s features. This translator is freely available and has been integrated into the reference implementation of Query Health. Areas that we have been unable to implement will either be addressed in the next release of i2b2 or will be brought before appropriate decision-makers and standards developers. Expanding i2b2’s HQMF support through this XML translation approach will allow i2b2 to fully support the requirements of CQM processing in MU. The work lays a foundation for dynamic, distributed queries across diverse clinical systems with disparate data models.
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Abstract

Background: The integrity of behavioral intervention trials depends on consistent intervention delivery, and uniform, comprehensive process data collection. It can be challenging in practice due to complex human interactions involved.

Objective: We sought to design a system to support the fidelity of intervention delivery and efficient capture of qualitative and quantitative process data for a telephone-delivered behavioral counseling intervention to increase physical activity and function after total knee replacement surgery.

Methods: A tailored system was designed to prompt the intervention coach in the delivery of a 5 step counseling protocol to support intervention fidelity across patients. System features included structured data components, automated data exchange functions, user-friendly data capture screens, and real-time surveillance reporting. The system structured the capture of patient goals and open-ended conversation.

Results: The system recorded intervention process data from each of 12 sessions held with the 92 intervention patients. During the trial, 992 telephone sessions were conducted, and more than 97% (4816/4960) of intervention process data fields were completed in the system. The coach spent 5-10 minutes preparing for each counseling call using system-generated summaries of historical data and 10-15 minutes entering intervention process data following each telephone session.

Conclusions: This intervention delivery system successfully supported the delivery of a structured behavioral counseling intervention and collection of intervention process data. It addressed the unique needs of clinical behavioral intervention trials, and had promising potential to facilitate high-fidelity translation of the intervention to broad clinical practice and Web-based multicenter clinical trials in the future.

Introduction

Clinical settings are transitioning to computerized systems from traditional pen-and-paper methods to structure data collection and enhance data access and retrieval. Electronic data capture systems can increase data collection efficiency, improve recording reliability and accuracy, and reduce medical costs, thereby having potential to promote quality of care and evidence-based medicine [1-3]. These systems have been developed for, and applied to, a wide range of clinical fields to
enhance access to the information through Web communication [4-6].

Behavioral intervention studies require consistent intervention delivery and methods to capture process data. Process data is the sum of data collected to document the implementation of intervention and processes used in modeling the intervention process. With regard to behavioral interventions, telephone is a common delivery method that allows researchers to reach a larger population than face-to-face sessions while supporting one-to-one relationships and complete data capture. Telephone-based counseling interventions have been successfully used to promote behavior change, such as increased physical activity, weight management, and smoking cessation, and to improve palliative care in advanced cancer patients [7-11]. Of note, telephone is still the preferred technology for interventions within the elderly population, compared with Internet and computers [12,13]. Historically, telephone interventions were accomplished by training, ongoing supervision of the interventionist, and use of comprehensive data collection forms. This process was usually labor-intensive, time-consuming, and possibly data-redundant. Computer-assisted telephone interviewing (CATI) can deliver health behavior surveys and patient counseling [14,15] through pre-defined scripts, with branching logic to anticipate varied participant responses, or through pre-recorded telephone surveys. CATI can facilitate structured data collection and direct computer entry, but it is mainly used for collecting short, closed response data and prevents the interventionist from addressing open-ended topics [16]. Capturing intervention process data in practice is often challenging due to the complex human interactions involved (eg, a tailored counseling to help an individual set personal goals and strategies based on his specific motivations and problems). Therefore we aimed to design a “semi-structured” information system that consistently delivers a counseling intervention while simultaneously collecting complete process data; we achieved this by collecting both quantitative and qualitative study data on all participant interviews while supporting a range of open responses. Internet deployment of the system supports consistent interventions across geographic settings, and can facilitate multicenter behavioral intervention trials.

Recent telephone intervention studies have focused on the effectiveness of the systems, but very few have reported the design of systems that effectively capture telephone conversations. Most intervention data capture systems are viewed as electronic tools for data collection and storage, and do not consider efficient data recording and counseling fidelity. The latter is a particularly significant issue for behavioral interventions that are centered on participant adherence and adoption to specific behaviors [17]. The published literature lack empiric information to guide the design and development of this kind of system. Well-designed user-centered screens are needed that parallel the counseling interaction and structure to capture process data that will inform future counseling sessions. The system should be easy to learn, increase user productivity, decrease user errors, and not interfere with the counseling exchange [18]. User-centered intervention support systems have the potential to enhance the consistent delivery of research interventions and facilitate the translation of research interventions to clinical practice at study completion.

In this paper, we present the design and implementation of a system to support a behavioral counseling intervention and to collect process data to broadly support intervention delivery and evaluation. We present a general-purpose template for software to support behavioral interventions to facilitate translation of successful interventions to broad clinical settings and Web-based multicenter clinical trials.

Methods

Study Overview

The Joint Action Study was a National Institute of Health (NIH) funded randomized clinical trial (RCT) to test a self-care support intervention that aimed to increase activity and physical function among patients with advanced knee arthritis after total knee replacement (TKR) surgery. The surgeon-blinded RCT allocated a stratified random sample of TKR patients to one of two study conditions: behavioral intervention versus control. The control group received usual peri-operative care, including written educational information to guide rehabilitation exercises. Participants assigned to the intervention group received a newly designed telephone-delivered behavioral counseling intervention which was implemented by a trained coach and complemented with a website and written materials to distribute patient education components. The intervention used the 5A framework, namely discussion of the patient’s Agenda for the session, Assessment of progress and goal achievement, delivery of brief personalized Advice, Assistance with goal setting, problem solving and action planning, and Arrangements for follow up. A total of 12 intervention sessions were delivered: 3 prior to surgery, 1 call the evening before surgery, a hospital visit at 2-3 days after surgery, and 7 additional sessions post-discharge between weeks 2 and 9 post-surgery over a period of 10 weeks. All participants completed assessments before TKR, and at 8 weeks, 6 months, and 12 months after TKR. The details on the theoretical rationale and design of this randomized clinical trial can be found in our published article [19].

To support the successful conduct and analysis of this RCT, the system design explicitly considered the continuum of study procedures, including patient enrollment, counseling intervention delivery, process data collection and management, statistical evaluation, and future translation to multisite clinical practice. Content experts, including the study behavioral psychologist, physical therapist, intervention coach, study recruiter, and biostatistician, were actively involved in the system design to assure that the system served each aspect of the study from patient recruitment and enrollment through data analytics, in an effort to enhance the functionality and efficiency of the system. Enrollment and follow up for control participants was also captured in this single system but is not the focus of this paper.

We developed this intervention support system using Microsoft Access 2007, and designed the functionality under the Visual Basic for Applications (VBA) development environment, to store and administer the collected intervention process data.
Research Intervention and Process Data Collection

Each of the 12 counseling sessions had a dedicated screen to structure the call and present and capture relevant data. The data organization for each intervention session paralleled the 5 counseling components according to the 5As described above, and the components defined the data capture sequence during each session. At each of the study intervention calls, the coach systematically recorded process data (ie, call status, patients' short and long-term goals, challenges to activity, strengths and resources, and action plans at each session) in structured domains. These data were carried forward and displayed on screens for subsequent calls to assure prompt access for reference by the coach. The system prompted the coach to mail relevant intervention educational information based on the patient's stage in recovery and topics discussed. Finally, the system captured open-ended patient goals, barriers to physical activity adherence, and key patient-reported concerns or successes.

Process Data Structure Design

Intervention Session Structure

The intervention process data structure was designed to logically connect relational tracking data and transfer corresponding results across the telephone sessions over time. We organized each display screen to replicate the specific order of process data collection during the counseling session. Figure 1 summarizes the detailed structure of the intervention (orange boxes) as captured in the system. First, the intervention coach reviewed any items the patient would like to discuss during the call (patient's “Agenda”). In the “Assess” portion of the initial patient session, motivations, knowledge of the TKR procedure and subsequent recovery process, outcome expectations, and history of knee problems were captured. In the subsequent calls, the coach and patient assessed progress toward achieving post-operative rehabilitation goals established at the prior session; concrete accomplishments were documented. Next, the coach responded to patient’s questions, to “Advise” on specific behaviors that supported progress toward functional goals. Free text was an option to document these details. Fourth, new goals were established, both short- and long-term, potential challenges identified, and problem-solving strategies were used, which culminated in an action plan. The coach guided the patient to obtain phase-specific information through an educational website specially designed for this study and other online sources, and selected tailored items from a “Toolkit” of print materials, that either addressed particular questions and concerns of the patient, or supported his or her goals, and mailed them to the patient. The system tracked which Toolkit materials were delivered to each patient at which session. Finally, the coach and the patient scheduled a date and time for the next intervention call that was documented in the “Arrange” section of the system. The documentation for each of the 5 components of the call was captured on a separate page that was navigated with the use of tabs at the top of the screen. Guided by the system, intervention fidelity across counselors was assured by consistent movement across the 5 counseling phases while allowing open-ended, relationship-based conversations.

Two additional tabs per counseling session included (1) call records, and (2) the coach’s assessment of the call, which are illustrated in green boxes in Figure 1. Each call and its status (eg, no answer, busy signal, or leave message) were recorded. The pattern of successful calls suggested preferred days and times to reach each patient. After each call, the coach summarized the overall assessment and documented any comments and possible additional issues.

In addition, a “quick view” section displayed key historical variables from the first call and long-term goals for each patient and was available to the coach at every session for use in tailoring the intervention (highlighted in the blue box at the top of Figure 1).

Automated Process Data Exchange

When preparing for a call, the intervention coach reviewed information from the previous session, such as the planned activity goals and reported challenges and successes from prior weeks. To avoid repeated “look-back” operations or duplicate manual typing work, the system functioned to automatically carry forward key topics from prior weeks to the current call screen.

New short-term goals set by the patient were recorded in the “Assist” screen for the current session. The goal-setting information from the previous session could also be displayed immediately on the screen when “same as last session” was checked. This function addressed the common situation in which the patient was still working on goals from the previous week. For each item included in short-term goals, the status “compared with last session” provided options to choose from new, same, advanced, simpler, attained, or stopped statuses. The status was carried-forward from the prior session (with the exception of attained or stopped) and the counselor was prompted to update the status at the current session. The information delivery process is demonstrated by dotted black arrows in Figure 1. In addition, the short-term goals set in the last session, including challenges and strategies, were automatically transmitted to the current “Assess” screen. Thus, the intervention coach could easily review the patient’s progress toward his or her last goals during each call, and worked only within the current session screens (see red arrows in Figure 1). Similarly, the scheduled date and time for the next call populated the current “Arrange” to the next “Call Records” pages, shown using yellow arrows in Figure 1.

Initial and updated long-term goals were displayed in the “quick view” portion of the call screen for quick reference. If the long-term goal was changed, the latest content was transmitted to the “quick view” section for historical review. In this way, the most recent long-term goals were displayed in the current intervention screen using the live data delivery function, shown using blue arrows in Figure 1.

Two shared data sections were designed to dynamically display aggregated results: one for the successful call list and the other for previously distributed toolkit information. This function is shown in Figure 1 as the two areas filled with green and orange, respectively. In this way, the total number of successful calls...
and mailed educational information, along with the mailed dates, were available for review by the coach at any call.

**User Interface Development**

**Overview**

User interface design addressed the sequence and content of the intervention calls, while employing user-friendly data capture tools. The interface development made use of the graphical user interface (GUI) components based on the application design pattern.

**Process Data Entry Screens**

Recording of intervention process data is an important, but time consuming activity. Access to longitudinal process data by the intervention coach supports a longitudinal record of counseling activity, patient goals and motivations, and facilitates process evaluation of the intervention. Creating functional, user-friendly, high-fidelity data entry screens is critical for efficient collection of process data. The system’s organization leads the coach systematically through the call while collecting information in pre-defined data fields.

We used a hierarchical structure to organize the intervention display screens, shown in Figure 2. The Intervention Participants List screen presented a list of all the intervention patients with their progress information (e.g., next session number and scheduled call date) and informed the coach of the patient’s intervention status. The Intervention Participant screen listed all 12 sessions and the associated information, such as status (e.g., Need Contact, Completed, or Missed), call target date range, scheduled call date, and actual call date. Clicking on a specific session number navigated the coach to the Intervention Session screens. The tab user interface (UI) assured optimal use of space and made it easy to access the screens for each of the 5 counseling components. The information in the data entry interface was displayed in the same sequence that the coach used during the call. The high-fidelity data entry structure facilitated real-time recording.

The first intervention call was unique because the coach assessed and recorded the baseline patient knowledge about TKR, attitudes, and expectations. Information on these factors was important for the coach’s reference during subsequent sessions. Thus, an area located on the left side of the data entry screens in sessions 2 to 12 carried the “quick view” data forward. See an example of intervention data entry screens illustrated in Figure 3.

**Surveillance and Analytics Reports**

The system’s basic reporting function produced interval reports at the individual patient level and in aggregate across all intervention patients. For individual patients, three types of reports were generated for the coach’s review: key variables of the first session, goals across all sessions to date, and toolkit topics (advice) sent previously. In addition, monthly surveillance reports summarized all enrolled participants and described participant demographic attributes, adherence to intervention delivery intervals (e.g., rates of completed and missed calls within target windows), and patient progress (e.g., numbers of goals attained). All data collected in the system directly populated a database to support statistical analyses at the conclusion of the trial. While these reports were valuable to monitoring the multisite study, in clinical practice, these reports could be central to quality monitoring or documenting requirements for reimbursement.
Figure 1. 5A intervention session structure.

Figure 2. Hierarchical structure of intervention data entry.
Results

During the period from September 2008 to March 2011, data were recorded in the system for 94 intervention patients; 92 completed the telephone sessions and the other 2 postponed their surgery. Table 1 shows the aggregated call information per session. 992 telephone sessions were conducted successfully with only 2.2% (24/1104) of calls unable to reach or refused. The average percentage of completed calls for Sessions 4-12 (post-surgery) exceeded 98% (818/828). The lower rate of call completion for Sessions 2 and 3 was related to short time frames between study enrollment and surgery date, and unrelated to the intervention and this system.

The intervention process data captured from the successful 992 calls were aggregated based on the 5As (Table 2). The call summary data for Agenda, Assess, and Assist sections were all captured without any missing information. The Assist portion included six summary categories for the session goal status: new (compared to last session), same, advanced, simpler, attained, and stopped. Goal-setting patterns could be observed in these data. For example, during the post-surgery phase, on average patients discussed three or four short-term goals during each call with the coach. These goals include one or two new goals, a goal that was the same as the week before, and one attained goal. The call arrangement for the next session was completed 86.4% (857/992) of the time. Missing data were due to patients who were not sure of a convenient time to have a phone call. In total, more than 97% (4816/4960) of intervention data fields were completed in the system.

A real-time surveillance report shows that the mean time spent for the first intake call was 47 (SD 15) minutes, and the mean time spent for subsequent sessions was 15 (SD 9) minutes.

With this structured system, the intervention coach spent 5-10 minutes to prepare for each counseling call and 10-15 minutes to complete data entry for each telephone session. At the completion of all 12 sessions, the coach spent 5-10 minutes for final data quality review. Total average time for system maintenance and tuning was less than 30 minutes per week. This intervention support system was well accepted by the intervention coach and other study staff.
Table 1. Intervention calls per session.

<table>
<thead>
<tr>
<th></th>
<th>Completed calls</th>
<th>No calls due to Interval too short</th>
<th>Missed calls due to Unable to reach</th>
<th>Refused</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>%</td>
<td>n</td>
<td>%</td>
</tr>
<tr>
<td>Prior surgery</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Session 1</td>
<td>92</td>
<td>100.0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Session 2</td>
<td>32</td>
<td>34.8</td>
<td>58</td>
<td>63.0</td>
</tr>
<tr>
<td>Session 3</td>
<td>55</td>
<td>59.8</td>
<td>30</td>
<td>32.6</td>
</tr>
<tr>
<td>The evening prior surgery</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Session 4</td>
<td>85</td>
<td>92.4</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Hospital visit</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Session 5</td>
<td>92</td>
<td>100.0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Post-surgery</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Session 6</td>
<td>92</td>
<td>100.0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Session 7</td>
<td>89</td>
<td>96.7</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Session 8</td>
<td>91</td>
<td>98.9</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Session 9</td>
<td>91</td>
<td>98.9</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Session 10</td>
<td>92</td>
<td>100.0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Session 11</td>
<td>91</td>
<td>98.9</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Session 12</td>
<td>90</td>
<td>97.8</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Total</td>
<td>992</td>
<td>89.9</td>
<td>88</td>
<td>8.0</td>
</tr>
</tbody>
</table>

Table 2. Intervention process data captured for 5As (N=992).

<table>
<thead>
<tr>
<th>Agenda</th>
<th>Assess</th>
<th>Assist</th>
<th>Arrange for follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>%</td>
<td>n</td>
</tr>
<tr>
<td>992</td>
<td>100.0</td>
<td>992</td>
<td>100.0</td>
</tr>
</tbody>
</table>

Discussion

To date, electronic clinical trial systems have been used primarily for data entry and storage. We demonstrated that such systems could be expanded to support the implementation of behavioral interventions and the capture of intervention process data. Our system also facilitates translation of efficacious interventions to “real world” clinical settings as it structures the intervention for future coaches.

While telephone counseling is an effective approach to deliver behavioral change interventions, there is no consensus on how to capture themes of coach-patient telephone conversations. CATI is efficient and has become the data collection method of choice for an increasing number of research surveys. CATI permits direct data entry in an electronic format, reducing processing time and costs, and supports complicated question structure, allowing for better data quality. However, this technique is most appropriate for gathering relatively simple information requiring a short closed response, such as Yes/No or a simple quantitative response, and is not suitable for collecting open-ended qualitative data. We propose a compromise between open-ended sessions and CATI counseling mechanisms. While we structured and sequenced key intervention components, our system offers flexibility to the coach to tailor the delivery of such components and document the process. Therefore, all the counseling data are systematically collected and organized into a structured dataset supplemented by free text responses. The structured data summarize key process metrics, while the free text enhances qualitative evaluation.

This system was developed as a stand-alone application because it served a single-site trial. It is housed on a network drive hosted by the hospital and research university campus. The coach can access the system anywhere by mapping the network drive when in the campus or by using the virtual private network (VPN) when off campus. In the second phase, we plan to use a Web-based intervention support system, which will serve multicenter clinical trials. The Web-based platform will ensure easy connection through the Internet and appropriate distribution of information on trial progress or protocols. The system guides structured intervention calls to assure that behavioral interventions and data collection are consistent across sites.
Trial interventionists may enter data to a centralized database via the Internet. Data monitoring, management, and transfer security are among the key considerations. The uniform system structure fosters easy data sharing in a standard format across sites, and reduces the burden of obtaining and standardizing a much broader set of data [20,21].

This system was also designed to overcome two key barriers to make clinical and translational research more efficient [22]—fragmented intervention data infrastructure and incompatibility between clinical practice and clinical research databases. To address the first issue, we considered the entire data flow and structure for intervention support and systematic data collection when designing the study system. The system was composed of separate but related data parts; each of the 5 intervention components was parallel in structure and communicated among each other and across sessions. Structural integrity of the system assures consistent intervention delivery and complete data collection. To address the second issue, the system design not only served the needs for this NIH-funded clinical trial, but also has the potential to foster translation from clinical research to clinical practice. For example, trained coaches who use an Internet-based version of the system in diverse clinical settings would be guided through each of the 12 intervention calls, the basic 5As within each call, and process data collection, thus allowing consistent intervention delivery across coaches and settings. If the intervention successfully promotes improved physical activity and function after TKR surgery, the intervention database will provide a template for software to distribute with other clinical settings through the Internet to replicate the intervention. It is also possible to apply this model to face-to-face counseling interventions or adopt it for other chronic diseases. It is not limited to a simple research tool.

One limitation of this system was the manual entry of patients’ medical history information. Before intervention sessions, our research coordinator had to obtain patients’ existing medical information from hospital databases, and manually enter these into the intervention database. In the future, we plan to automate the input of medication lists and co-morbid conditions as well as hospital operating room data from the electronic medical record to enhance research efficiency and reduce entry errors. In conclusion, this innovative system to support intervention delivery and collection of intervention process data facilitated the successful delivery of a 12-session peri-operative behavioral intervention. It was also structured to support future translation to an Internet-based clinical practice tool, should the study outcome warrant broad implementation. The template and experience with this system design can inform additional behavioral interventions to support chronic disease management across diverse disease conditions.
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Abstract

Background: Telehealth based on advanced information technology is an emerging health care strategy for managing chronic diseases. However, the cost-effectiveness and clinical effect of synchronous telehealth services in older patients with cardiovascular diseases has not yet been studied. Since 2009, the Telehealth Center at the National Taiwan University Hospital has provided a range of telehealth services (led by a cardiologist and staffed by cardiovascular nursing specialists) for cardiovascular disease patients including (1) instant transmission of blood pressure, pulse rate, electrocardiography, oximetry, and glucometry for analysis, (2) mutual telephone communication and health promotion, and (3) continuous analytical and decision-making support.

Objective: To evaluate the impact of a synchronous telehealth service on older patients with cardiovascular diseases.

Methods: Between November 2009 and April 2010, patients with cardiovascular disease who received telehealth services at the National Taiwan University Hospital were recruited. We collected data on hospital visits and health expenditures for the 6-month period before and the 6-month period after the opening of the Telehealth Center to assess the clinical impact and cost-effectiveness of telehealth services on cardiovascular patients.

Results: A total of 141 consecutive cardiovascular disease patients were recruited, including 93 aged ≥65 years (senior group) and 48 aged <65 years (nonsenior group). The telehealth intervention significantly reduced the all-cause admission rate per month per person in the nonsenior group (pretelehealth: median 0.09, IQR 0-0.14; posttelehealth: median 0, IQR 0-0; P=.002) and the duration (days per month per person) of all-cause hospital stay (pretelehealth: median 0.70, IQR 0-1.96; posttelehealth: median 0, IQR 0-0; P<.001) with increased all-cause outpatient visits per month per person (pretelehealth: median 0.77, IQR 0.20-1.64; posttelehealth: mean 1.60, IQR 1.06-2.57; P=.002). In the senior group, the telehealth intervention also significantly reduced the all-cause admission rate per month per person (pretelehealth: median 0.10, IQR 0-0.18; posttelehealth: median 0, IQR 0-0; P<.001) and the duration (days per month per person) of all-cause hospital stay (pretelehealth: median 0.59, IQR 0-2.24; posttelehealth: median 0, IQR 0-0; P<.001) with increased all-cause outpatient visits per month per person (pretelehealth: median 1.40, IQR 0.52-2.63; posttelehealth: median 1.76, IQR 1.12-2.75; P=.02). In addition, telehealth intervention reduced the inpatient cost in the nonsenior group from $814.93 (SD 1000.40) to US $217.39 (SD 771.01, P=.001) and the total cost per month from US $954.78 (SD 998.70) to US $485.06 (SD 952.47, P<.001). In the senior group, the inpatient cost per month was reduced from US $768.27 (SD 1148.20) to US $301.14 (SD 926.92, P<.001) and the total cost per month from US $928.20 (SD 1194.11) to US $494.87 (SD 1047.08, P<.001).

Conclusions: Synchronous telehealth intervention may reduce costs, decrease all-cause admission rates, and decrease durations of all-cause hospital stays in cardiovascular disease patients, regardless of age.
Introduction

Elderly individuals are often frail and at high risk for requiring health care. According to Medicare data, 82% of elderly individuals living in the United States have chronic conditions that account for an annual average medical expenditure of US $5015 per person during 1999 [1]. From research based on a representative sample of seniors aged over 65 years nationwide in Taiwan (N=114,873), the prevalence of chronic disease for seniors is 70.4%, and medical expenditures for seniors with chronic conditions accounts for 92.7% of the total medical expenditures for seniors. Among these expenditures, cardiovascular diseases account for an annual average medical expenditure as high as US $4291 per person, which ranks it as the most costly of the chronic diseases in Taiwan [2]. Those patients with multiple comorbidities requiring continued medical care tend to be older and they have often been denied access to hospitals or have faced unequal access to health care, referral, treatment, or other social security benefits in developed countries [3,4].

Long-term chronic health conditions are one of the greatest challenges to worldwide health care systems [5]. Nurse-led case management for disease control and prevention has been successful in diabetes [6], chronic obstructive pulmonary disease [7], coronary heart disease [8], and heart failure [9]. This is particularly true for one of the most deadly diseases in cardiology, chronic heart failure, in which effective management is a major problem because of its high prevalence, high treatment costs, mortality, and morbidity [10]. In addition to heart failure, cardiovascular diseases also include diverse diseases, such as coronary artery disease (CAD), arrhythmia, cardiomyopathy, congenital heart disease, aortic disease, and valvular heart disease. To date, comprehensive home-based heart failure management care systems are thought to be effective in reducing costs and the reliance on prescription drugs, improving clinical outcomes and functional levels, bolstering patient knowledge and self-care, prolonging total survival, enhancing drug adherence, and improving quality of life in the United States, Canada, Europe, and Australia [9,11-13]. Home-based interventions have been shown to improve the clinical outcome and cost-effectiveness of treatment throughout the world despite differences in ethnicity, costs of treatment, differing medical practices, and health care systems [14,15]. The weight of existing evidence led the American College of Cardiology (ACC) Foundation and the American Heart Association (AHA) to recommend multidisciplinary disease management programs, including telemonitoring for patients at high risk for heart failure as a class I indication, with a class A level of evidence [16]. However, 2 prospective randomized multicenter clinical trials, the Telemonitoring to Improve Heart Failure Outcomes (Tele-HF) study in 2010 and the Telemedical Interventional Monitoring in Heart Failure (TIM-HF) study in 2011, used telehealth monitoring for heart failure patients, but did not demonstrate a benefit on mortality rates through telemonitoring [17,18]. The lack of measured benefits was explained as being a product of several factors: inadequate health care professional staffing, information overload, and noncompliance to telemonitoring intervention (in the Tele-HF study). In addition, the TIM-HF trial was unable to detect clinically relevant differences in mortality because of low statistical power.

Advances in modern telecommunication technologies, such as Internet-based rather than telephone-based data exchange platforms, have provided telehealth medicine a new approach for chronic disease management [19]. Synchronous telemedicine involves real-time processing of patient data obtained remotely; therefore, the patient and care provider need to be simultaneously available [20]. However, the effect of synchronous telehealth medicine based on advanced information technology in elderly patients with cardiovascular disease has never been studied. The Telehealth Center at the National Taiwan University Hospital (NTUH) began physician-led synchronous telehealth services in 2009. In this paper, we assess the clinical impact and cost-benefits achieved using telehealth services for patients with cardiovascular diseases.

Methods

Patients

The study recruitment strategy followed a nonconcurrent prospective design, approved by the Institutional Review Board at NTUH (Taipei, Taiwan), and conducted by the Taiwan ELECTroHEALTH study group (TELEHEALTH study group). Informed consent was obtained from all participating patients. The TELEHEALTH study group was located in the Telehealth Center of NTUH and launched telehealth services for cardiovascular disease patients in 2009. In order to include those patients with diagnosed cardiovascular disease as well as patients at high risk for cardiovascular disease, patients who had the following disease conditions were considered for enrollment in the telehealth service: (1) CAD with or without percutaneous coronary intervention, (2) myocardial infarction, (3) congestive heart failure, (4) arrhythmia, including bradyarrhythmia, tachyarrhythmia, or ventricular arrhythmia with an implantable cardiac defibrillator implant, (5) diabetes mellitus, (6) syncope, (7) ≥2 CAD risk factors with angina, and (8) other surgical or congenital heart conditions. Syncope, which may be noncardiogenic, was also used as an indication because biometric information obtained through telemonitoring can be of value in cases that are caused from orthostatic hypotension or vasovagal reflex. The main exclusion criterion for the telehealth service was patient refusal. Between November 2009 and May 2010, consecutive cardiovascular disease patients were evaluated for eligibility to telehealth monitoring during inpatient and outpatient treatment. After obtaining informed consent, the patient and main caregiver completed a face-to-face tutorial for operating the manometer, oximeter, glucometer, and electrocardiography device. Internet access and biometrics were set up for the家用 dialysis system.
transmission were confirmed before launching the telehealth service at home. Demographic and clinical data were collected from all participants, including gender, age, occupation, marital status, years of schooling, number of people in the household, main caregiver, clinical comorbidities, biochemistry findings, and echocardiography study results. The estimated glomerular filtration rate (eGFR) was calculated using the simplified Modification of Diet in Renal Disease (MDRD) formula. The clinical expenditure data, including outpatient costs, inpatient costs, emergency department costs, and total cost of all-cause health care and the frequency of health care visits (including emergency department visits, inpatient admissions, inpatient and outpatient procedures, and outpatient physician visits), were collected 6 months before and 6 months after the initiation of the telehealth service.

**Telehealth Service**

There were 3 components to the telehealth services provided. First, there were real-time transmission of biometrics from the patients to the health care team, including blood pressure, pulse rate, electrocardiography, oximetry, and glucometry. Glucometry was performed in patients with diabetes mellitus and those with impaired fasting glucose and impaired glucose tolerance. Nondiabetic patients did not have glucometry as a telemonitoring module. Each transmitted clinical biometric was recorded in health record clouds that were under synchronous surveillance by the Telehealth Center at NTUH. Second, there were telephone exchanges between the health care team and patients for communication and health promotion. Third, full-time case managers and cardiologists were in charge of care 24 hours a day. The telehealth services included health education, diet therapy, fluid status evaluation, drug adverse effects evaluation, drug compliance monitoring, mood or emotion care, and patient surveillance through the advanced information technology-based monitor system. Nurse case managers tracked and scrutinized the clinical information carefully and contacted the patient or relatives at least once per day (except in cases in which the patients indicated a preference against daily interactions) or when abnormal data were transmitted back to the service station at the Telehealth Center at NTUH. Patients who were under surveillance by the telehealth service could also contact the service station by telephone when subjective or objective abnormalities were a concern. The clinical information was relayed to the cardiology specialist; the cardiology specialists made the final judgment and suggestions regarding care. The Telehealth Center also provided constant analytical and decision-making support. The management of these heart failure patients was conducted according to the ACC/AHA guidelines for heart failure management [21,22].

**Study Follow-Up and Endpoint**

The clinical impact analysis was based on data from outpatient and emergency departments, general wards, and intensive care units. The admission rate, total hospital stay, and hospital costs (including the emergency department, inpatient, and outpatient costs) were collected before and after initiation of the telehealth service. The data were expressed as a monthly average (US $1 equivalent to $31.40 New Taiwan dollars based on the exchange rate on January 14, 2010).

**Statistical Analysis**

Enrolled participants were divided according to age into 2 groups: the seniors group included patients aged 65 years and older and the nonseniors group included patients younger than 65 years. Because heart failure is the most-studied cardiovascular disease in the literature and a higher proportion of seniors had heart failure in our study, we further stratified all the participants according to the disease state of heart failure for analysis. Continuous data are presented as mean and standard deviation (SD) and the skewed continuous data are presented as medians and interquartile ranges (IQRs). Discrete data are given as counts (n) and percentages. The Student’s t test was applied to compare continuous unpaired data between seniors and nonseniors; for skewed continuous data, the Mann-Whitney test was used. The chi-square test was used to compare categorical data between seniors and nonseniors. The Shapiro-Francia W’ test for normality revealed that the changes in clinical outcome were not normally distributed. Therefore, after stratifying the patients according to age and the state of heart failure, the pretelehealth and posttelehealth clinical variables as well as the paired continuous data were compared with the Wilcoxon signed-rank test. A P value <.05 was considered statistically significant. Stata/SE 11.0 for Windows (StataCorp LP, College Station, TX, USA) was used for statistical analyses.

**Results**

Between November 2009 and May 2010, a total of 141 consecutive cardiovascular disease patients who received telehealth service from the Telehealth Center at NTUH were included in this study. Of these 141 patients, the mean age was 68.5 years (SD 14.4), and the mean duration of telehealth service was 52.7 days (SD 38.2). Among the patients, 56.7% of had preexisting CAD, 18.4% had a myocardial infarction, 39.7% had heart failure, and 44.0% had arrhythmia. The baseline characteristics are presented in Table 1.
Table 1. Baseline demographic data for patients with cardiovascular disease receiving telehealth service.

<table>
<thead>
<tr>
<th>Demographic data</th>
<th>Nonsenior (&lt;65 years)</th>
<th>Senior (≥65 years)</th>
<th>Total N=141</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), median (IQR)</td>
<td>58.0 (49.1-61.0)</td>
<td>76.3 (71.1-80.9)</td>
<td>70.8 (60.8-78.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>12 (25.0)</td>
<td>43 (46.2)</td>
<td>55 (39.0)</td>
<td>.01</td>
</tr>
<tr>
<td>Body weight (kg), mean (SD)</td>
<td>65.3 (15.3)</td>
<td>60.2 (11.6)</td>
<td>61.8 (13.1)</td>
<td>.06</td>
</tr>
<tr>
<td>Body height (cm), mean (SD)</td>
<td>165.0 (7.3)</td>
<td>160.0 (8.6)</td>
<td>161.6 (8.5)</td>
<td>.005</td>
</tr>
<tr>
<td>BMI(kg/m²), mean (SD)</td>
<td>23.7 (4.6)</td>
<td>23.6 (3.9)</td>
<td>23.6 (4.1)</td>
<td>.84</td>
</tr>
<tr>
<td>Years of schooling, mean (SD)</td>
<td>13.1 (3.9)</td>
<td>10.4 (4.7)</td>
<td>11.3 (4.6)</td>
<td>.008</td>
</tr>
<tr>
<td>Number in household, mean (SD)</td>
<td>2.0 (0.9)</td>
<td>2.2 (1.4)</td>
<td>2.1 (1.3)</td>
<td>.31</td>
</tr>
<tr>
<td>Married, n (%)</td>
<td>41 (85.4)</td>
<td>84 (90.3)</td>
<td>125 (88.7)</td>
<td>.39</td>
</tr>
<tr>
<td>Telehealth service duration (days), mean (SD)</td>
<td>55.8 (41.8)</td>
<td>51.1 (36.3)</td>
<td>52.7 (38.2)</td>
<td>.49</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Enrollment criteria, n (%)</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Coronary artery disease (CAD)</td>
<td>20 (41.7)</td>
<td>44 (47.3)</td>
<td>64 (45.4)</td>
<td>.52</td>
</tr>
<tr>
<td>Myocardial infarction</td>
<td>1 (2.1)</td>
<td>5 (5.4)</td>
<td>6 (4.3)</td>
<td>.36</td>
</tr>
<tr>
<td>Heart failure</td>
<td>8 (16.7)</td>
<td>12 (12.9)</td>
<td>20 (14.2)</td>
<td>.54</td>
</tr>
<tr>
<td>Arrhythmia</td>
<td>10 (20.8)</td>
<td>19 (20.4)</td>
<td>29 (20.6)</td>
<td>.96</td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>2 (4.2)</td>
<td>3 (3.2)</td>
<td>5 (3.6)</td>
<td>.78</td>
</tr>
<tr>
<td>Syncope</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>—</td>
</tr>
<tr>
<td>≥2 CAD risk factors with angina</td>
<td>2 (4.2)</td>
<td>2 (2.2)</td>
<td>4 (2.8)</td>
<td>.49</td>
</tr>
<tr>
<td>Surgical or congenital heart diseases</td>
<td>5 (10.4)</td>
<td>8 (8.6)</td>
<td>13 (9.2)</td>
<td>.72</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Comorbidity, n (%) a</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Hypertension</td>
<td>27 (56.3)</td>
<td>82 (88.2)</td>
<td>109 (77.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>14 (29.2)</td>
<td>39 (41.9)</td>
<td>53 (37.6)</td>
<td>.14</td>
</tr>
<tr>
<td>Dyslipidemia</td>
<td>23 (47.9)</td>
<td>36 (38.7)</td>
<td>59 (41.8)</td>
<td>.29</td>
</tr>
<tr>
<td>CAD</td>
<td>25 (52.1)</td>
<td>55 (59.1)</td>
<td>80 (56.7)</td>
<td>.42</td>
</tr>
<tr>
<td>Myocardial infarction</td>
<td>7 (14.6)</td>
<td>19 (20.4)</td>
<td>26 (18.4)</td>
<td>.72</td>
</tr>
<tr>
<td>Heart failure</td>
<td>12 (25.0)</td>
<td>42 (45.2)</td>
<td>56 (39.7)</td>
<td>.02</td>
</tr>
<tr>
<td>Valvular heart disease</td>
<td>4 (8.3)</td>
<td>15 (16.1)</td>
<td>19 (13.5)</td>
<td>.20</td>
</tr>
<tr>
<td>Chronic renal insufficiency</td>
<td>7 (14.6)</td>
<td>34 (36.6)</td>
<td>41 (29.1)</td>
<td>.006</td>
</tr>
<tr>
<td>Stroke</td>
<td>5 (10.4)</td>
<td>22 (23.7)</td>
<td>27 (19.1)</td>
<td>.06</td>
</tr>
<tr>
<td>Arrhythmia</td>
<td>17 (35.4)</td>
<td>45 (48.4)</td>
<td>62 (44.0)</td>
<td>.14</td>
</tr>
<tr>
<td>Atrial fibrillation</td>
<td>8 (16.7)</td>
<td>25 (26.9)</td>
<td>33 (23.4)</td>
<td>.18</td>
</tr>
<tr>
<td>VT or VF</td>
<td>2 (4.2)</td>
<td>2 (2.2)</td>
<td>4 (2.8)</td>
<td>.49</td>
</tr>
<tr>
<td>Bradyarrhythmia</td>
<td>3 (6.3)</td>
<td>14 (15.1)</td>
<td>17 (12.1)</td>
<td>.12</td>
</tr>
<tr>
<td>Pacemaker</td>
<td>6 (12.5)</td>
<td>11 (11.8)</td>
<td>17 (12.1)</td>
<td>.91</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Laboratory results, mean (SD) b</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>LVEF (%)</td>
<td>61.4 (15.5)</td>
<td>58.5 (14.1)</td>
<td>59.4 (14.5)</td>
<td>.18</td>
</tr>
<tr>
<td>Hemoglobin (g/dL)</td>
<td>13.3 (2.8)</td>
<td>12.4 (1.8)</td>
<td>12.7 (2.2)</td>
<td>.04</td>
</tr>
<tr>
<td>Creatinine (mg/dL)</td>
<td>2.0 (2.5)</td>
<td>1.9 (1.7)</td>
<td>1.9 (2.0)</td>
<td>.79</td>
</tr>
<tr>
<td>Fasting glucose (mg/dL)</td>
<td>113.7 (44.9)</td>
<td>111.4 (34.3)</td>
<td>112.2 (38.1)</td>
<td>.76</td>
</tr>
<tr>
<td>Total cholesterol (mg/dL)</td>
<td>186.7 (52.3)</td>
<td>183.9 (44.0)</td>
<td>184.9 (46.7)</td>
<td>.75</td>
</tr>
<tr>
<td>HDL (mg/dL)</td>
<td>41.0 (11.6)</td>
<td>41.7 (13.8)</td>
<td>41.4 (13.1)</td>
<td>.82</td>
</tr>
</tbody>
</table>
Patients were further stratified according to age. Seniors (aged ≥65 years) comprised 66.0% (93/141) of the total enrollment with median age 76.3 years (IQR 71.1-80.9 years), and nonseniors (aged <65 years) accounted for 34.0% (48/141) of the total enrollment with median age 58.0 years (IQR 49.1-61.0 years). The indication for enrollment between the senior and nonsenior groups was comparable. Seniors had a significantly higher proportion of females (46.2% vs 25.0%, \(P=.01\)), fewer years of schooling (mean 10.4, SD 4.7 vs mean 13.1, SD 3.9, \(P=.008\)), hypertension (88.2% vs 56.3%, \(P<.001\)), heart failure (45% vs 25%, \(P=.02\)), and chronic renal insufficiency (36.6% vs 14.6%, \(P=.006\)). In addition, seniors had a significantly lower level of hemoglobin (mean 12.4 g/dL, SD 1.8 vs mean 13.3 g/dL, SD 2.8, \(P=.04\)) and eGFR (mean 49.7 mL/min, SD 22.6 vs mean 64.2 mL/min, SD 26.4, \(P=.001\)). The number of hypertension drugs was comparable between senior and nonseniors; however, compared to the nonseniors, seniors used a significantly higher proportion of diuretics (53.8% vs 29.2%, \(P=.005\)) and angiotensin-converting enzyme inhibitors or angiotensin II receptor blockers (60.2% vs 35.4%, \(P=.005\)).

After receiving telehealth services, patients with cardiovascular diseases had a significantly decreased all-cause admission per month rate (pretelehealth: median 0.10, IQR 0.0-1.7; posttelehealth: median 0, IQR 0-0; \(P<.001\)), and decreased average days/month duration of all-cause hospital stay (pretelehealth: median 0.60, IQR 0-2.20; posttelehealth: median 0.10, IQR 0-0; \(P<.001\)), and an increased all-cause outpatient visits per month rate (pretelehealth: median 1.17, IQR 0.36-2.27; posttelehealth: median 1.70, IQR 1.15-2.72; \(P<.001\)). There was no significant difference in the all-cause emergency department visit rate.

When stratified according to age, in nonseniors the average all-cause admission rate per month was significantly decreased (pretelehealth: median 0.09, IQR 0.0-0.14; posttelehealth: median 0, IQR 0-0; \(P=.002\)) and the all-cause hospital stay days per month duration was significantly decreased (pretelehealth: median 0.70, IQR 0-1.96; posttelehealth: median 0, IQR 0-0; \(P<.001\)), whereas the all-cause outpatient visit rate per month was significantly increased (pretelehealth: median 0.77, IQR 0.20-1.64; posttelehealth: median 1.60, IQR 1.06-2.57; \(P=.002\)). In seniors, the average all-cause admission rate per month was significantly decreased (pretelehealth: median 0.10, IQR 0.0-0.18; posttelehealth: median 0, IQR 0-0; \(P<.001\)) and the all-cause hospital stay days per month duration was significantly decreased (pretelehealth: median 0.59, IQR 0-2.24; posttelehealth: median 0, IQR 0-0; \(P<.001\)), whereas the all-cause outpatient visit rate per month was significantly increased (pretelehealth: median 1.40, IQR 0.52-2.63; posttelehealth: median 1.76, IQR 1.12-2.75; \(P=.02\)). There was no significant difference in all-cause emergency department visit rates in both seniors and nonseniors (Table 2).
Table 2. Differences in admission rates and duration of hospital stays 6 months before (pre) and 6 months after (post) initiation of telehealth services in patients with cardiovascular diseases, stratified according to age.

<table>
<thead>
<tr>
<th>Final measure</th>
<th>Age group, median (IQR)</th>
<th></th>
<th>Age group, median (IQR)</th>
<th></th>
<th>Total, median (IQR)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N=141</td>
<td>n=93</td>
<td>n=48</td>
<td></td>
<td>N=141</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Pre</td>
<td>Post</td>
<td>P value</td>
<td>Pre</td>
<td>Post</td>
<td>P value</td>
</tr>
<tr>
<td>All-cause admission rate</td>
<td>0.09</td>
<td>0</td>
<td>.002</td>
<td>0.10</td>
<td>0</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>(0-0.14)</td>
<td>(0-0)</td>
<td></td>
<td>(0-0.18)</td>
<td>(0-0)</td>
<td>(0-0.17)</td>
</tr>
<tr>
<td>Duration of all-cause hospital stay</td>
<td>0.70</td>
<td>0</td>
<td>&lt;.001</td>
<td>0.59</td>
<td>0</td>
<td>&lt;.001</td>
</tr>
<tr>
<td></td>
<td>(0-1.96)</td>
<td>(0-0)</td>
<td></td>
<td>(0-2.24)</td>
<td>(0-0)</td>
<td>(0-2.2)</td>
</tr>
<tr>
<td>All-cause outpatient visits</td>
<td>0.77</td>
<td>1.60</td>
<td>.002</td>
<td>1.40</td>
<td>1.76</td>
<td>.02</td>
</tr>
<tr>
<td></td>
<td>(0.20-1.64)</td>
<td>(1.06-2.57)</td>
<td></td>
<td>(0.53-2.63)</td>
<td>(1.12-2.75)</td>
<td>(0.36-2.27)</td>
</tr>
<tr>
<td>All-cause emergency department visits</td>
<td>0</td>
<td>0</td>
<td>.10</td>
<td>0</td>
<td>0</td>
<td>.24</td>
</tr>
<tr>
<td></td>
<td>(0-0.10)</td>
<td>(0-0.20)</td>
<td></td>
<td>(0-0.14)</td>
<td>(0-0)</td>
<td>(0-0.13)</td>
</tr>
</tbody>
</table>

a Visits per month per person.  
b Day(s) per month per person.

When stratified according to heart failure status, the average all-cause admission rate per month of the non–heart failures was significantly decreased (pretelehealth: median 0.09, IQR 0-0.12; posttelehealth: median 0, IQR 0-0; P=.003) and the all-cause hospital stay days per month duration was significantly decreased (pretelehealth: median 0.18, IQR 0-1.03; posttelehealth: median 0, IQR 0-0; P<.001), whereas the all-cause outpatient visit rate per month was significantly increased (pretelehealth: median 1.43, IQR 0.52-2.40; posttelehealth: median 2.20, IQR 1.36-3.53; P=.009). There was no significant difference in all-cause emergency department visit rates for heart failure patients and non–heart failure patients (Table 3).

After initiation of the telehealth service, the expenditure during inpatient care decreased per month from US $784.15 (SD 1096.74) to US $272.63 (SD 875.08, P<.001), and the expenditure during emergency department care increased per month from US $19.09 (SD 32.82) to US $28.14 (SD 99.82, P=.007). Although, the expenditures for outpatient care increased per month from US $134.00 (SD 272.71) to US $190.76 (SD 376.98, P=.007), the total cost of all-cause health care decreased per month from US $937.25 (SD 1127.84) to US $491.52 (SD 1012.45, P<.001). This pattern of impact remained when patients were stratified according to either age (Table 4) or heart failure status (Table 5).

Table 3. Differences in admission rates and duration of hospital stays 6 months before (pre) and 6 months after (post) initiation of telehealth services in patients with cardiovascular diseases, stratified according to heart failure status.

<table>
<thead>
<tr>
<th>Final measure</th>
<th>Non–heart failure, median (IQR)</th>
<th></th>
<th>Heart failure, median (IQR)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre</td>
<td>Post</td>
<td>P value</td>
<td>Pre</td>
</tr>
<tr>
<td>All-cause admission rate</td>
<td>0.09</td>
<td>0</td>
<td>.003</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>(0-0.12)</td>
<td>(0-0)</td>
<td></td>
<td>(0.10-0.28)</td>
</tr>
<tr>
<td>Duration of all-cause hospital stay</td>
<td>0.18</td>
<td>0</td>
<td>&lt;.001</td>
<td>2.25</td>
</tr>
<tr>
<td></td>
<td>(0-1.03)</td>
<td>(0-0)</td>
<td></td>
<td>(0.97-4.99)</td>
</tr>
<tr>
<td>All-cause outpatient visits</td>
<td>0.99</td>
<td>1.48</td>
<td>.009</td>
<td>1.43</td>
</tr>
<tr>
<td></td>
<td>(0.33-1.94)</td>
<td>(0.90-2.40)</td>
<td></td>
<td>(0.52-3.40)</td>
</tr>
<tr>
<td>All-cause emergency department visits</td>
<td>0</td>
<td>0</td>
<td>.13</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>(0-0.93)</td>
<td>(0-0)</td>
<td></td>
<td>(0-0.18)</td>
</tr>
</tbody>
</table>

a Time per month per person.  
b Day(s) per month per person.
Table 4. Monthly average cost per patient (in US$) 6 months before (pre) and 6 months after (post) initiation of telehealth services in patients with cardiovascular diseases, stratified according to age.

<table>
<thead>
<tr>
<th>Final measure</th>
<th>Nonsenior, mean (SD)</th>
<th>Senior, mean (SD)</th>
<th>Total participants, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n=48</td>
<td>n=93</td>
<td>N=141</td>
</tr>
<tr>
<td></td>
<td>Pre</td>
<td>Post</td>
<td>P value</td>
</tr>
<tr>
<td>Outpatient cost</td>
<td>127.08 (309.34)</td>
<td>263.51 (569.44)</td>
<td>.04</td>
</tr>
<tr>
<td>Inpatient cost</td>
<td>814.93 (1000.40)</td>
<td>217.39 (771.01)</td>
<td>.001</td>
</tr>
<tr>
<td>Emergency department cost</td>
<td>12.76 (26.89)</td>
<td>4.16 (12.76)</td>
<td>.01</td>
</tr>
<tr>
<td>Total cost of all-cause health care</td>
<td>954.78 (998.70)</td>
<td>485.06 (952.47)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Table 5. Monthly average cost per patient (in US$) 6 months before (pre) and 6 months after (post) initiation of telehealth services in patients with cardiovascular diseases, stratified according to heart failure status.

<table>
<thead>
<tr>
<th>Final measure</th>
<th>Non–heart failure, mean (SD)</th>
<th>Heart failure, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n=87</td>
<td>n=54</td>
</tr>
<tr>
<td></td>
<td>Pre</td>
<td>Post</td>
</tr>
<tr>
<td>Outpatient cost</td>
<td>95.47 (213.71)</td>
<td>114.49 (174.57)</td>
</tr>
<tr>
<td>Inpatient cost</td>
<td>496.94 (748.84)</td>
<td>195.92 (668.84)</td>
</tr>
<tr>
<td>Emergency department cost</td>
<td>12.99 (32.03)</td>
<td>9.52 (32.42)</td>
</tr>
<tr>
<td>Total cost of all-cause health care</td>
<td>605.39 (777.18)</td>
<td>319.93 (728.71)</td>
</tr>
</tbody>
</table>

Discussion

Principal Results

In our clinical investigation, a real-time telehealth service based on the combination of information technology and rapid-response hospital services improved clinical outcomes, decreased admission rates, and shortened the duration of all-cause hospital stays for cardiovascular disease patients younger than 65 years as well as patients older than 65 years. The telehealth service also provided cost savings by decreasing the expenses of inpatient and total cost of all-cause health care in patients younger than 65 years and in those patients older than 65 years. To the best of our knowledge, this is the first study to demonstrate age differences in the clinical impact and cost-effectiveness of a real-time telehealth service in patients with cardiovascular diseases.

Comparison to Prior Work

In contrast to traditional case management for chronic diseases, new methods for health promotion and disease control, including Internet-based interventions, telephonic support, home-based interventions, and telemedicine sessions, have been employed for various disease conditions. Telehealth services have been enthusiastically adopted for patients affected by chronic conditions, including chronic obstructive pulmonary disease [23], diabetes self-management [24], renal failure [25], and heart failure [26]. Telemedicine is an efficient approach and is suggested to be an important feature of heart failure management [9,11-13]. Based on advances in telecommunication technologies and their utilization in managing heart failure, 4 generations of telemedicine were proposed: (1) nonreactive data collection and analysis systems, (2) systems with nonimmediate analytical or decision-making structure, (3) remote patient management systems, and (4) fully integrated remote management systems, including invasive and noninvasive medical devices [20]. From the positive telephone support results and ongoing telemonitoring studies, it seems likely that telemedicine will be an efficient approach and become an important feature of heart failure management. However, 2 recent randomized clinical trials in heart failure did not corroborate these findings for morbidity- and mortality-related endpoints [17,18], and another telehealth study including elderly patients with multiple medical issues reported increased mortality rates when telemonitoring was in use [27]. The contradictory results are likely attributed to several factors.

Remote telemedicine delivery methods, such as synchronous (real-time) or asynchronous (store-and-forward) telehealth care delivery [28], vary and this can affect the clinical impact of telehealth care. After receiving the biometrics data through telemonitoring, the manner in which the telehealth service or telemedical remote management professionals utilize the data is one of the most important factors determining clinical impact.

http://www.jmir.org/2013/4/e87/
In asynchronous telehealth care delivery, the biometric data can be transmitted synchronously or asynchronously. The data are often stored first and reviewed later; therefore, data processing and remote patient management can be delayed, particularly outside of office hours. The Tele-HF study is representative of asynchronous telemonitoring [18] in which biometric data were reviewed by the patient’s physician every weekday; the Tele-HF study showed a negative result of telemonitoring in heart failure patients. In synchronous telehealth care delivery, biometric data are transmitted and processed on a real-time basis. The patient and health care provider need to be simultaneously available, as does the telemedical remote management professional. The Telemonitoring in the Management of Heart Failure (TEMA-HF) [29] and TIMF-HF [30] studies are representative of synchronous telemonitoring which requires a high degree of health professional participation for processing complex incoming physiological data and making subsequent therapeutic decisions. Although the TIM-HF study failed to reveal a clinical benefit, the TEMA-HF trial showed a reduced mortality rate in the telemonitoring group. Variations in the degree of urgency following biometrics transmission may account for the conflicting results of clinical research [20]. For the biometrics transmission and remote patient management to be synchronous, modalities such as telephone touch pad-based telemonitoring [31], video consultation-based telemonitoring [32], and iPhone-based telemonitoring [33] have been used. With advances in modern telecommunication technologies, telehealth has great potential to improve access to remote health care as an adjunct to traditional medical management. However, its adoption in routine health care has been slow, likely due to lack of clarity regarding the value of telehealth implementation [34].

Differences in selected physiological monitoring parameters (eg, body weight, heart rate, blood pressure, body temperature, electrocardiography, oxygen saturation, and fasting glucose) in noninvasive telemedical systems may influence the clinical outcome. However, the question of which physiological parameter provides the best benefit for cardiovascular disease remains unanswered. Alternatively, the solution must be connected to disease severity and the spectrum of disease.

Different diseases of interest or variations in disease severity may result in differences in the efficacy of telehealth services. Heart failure–related diseases with different New York Heart Association functional classes, different stages of chronic kidney disease, and different types of cardio renal syndrome or associated arrhythmia would fundamentally govern the clinical course.

Social factors, cultural factors, diet habits, social habits, adherence to medical prescriptions, self-empowerment, consumer price index, medical practice behavior, and ethnic differences may govern the results of telehealth service investigations. Indeed, the key to telehealth service success is that the service should offer patients the opportunity to become actively involved in management of their own health care. Information sharing and communication techniques provide the opportunity for health professionals to improve patient health awareness outside of the hospital and ensure that the patient plays an active role in their own therapeutic process. The incorporation of these techniques also will represent a new approach to the therapeutic relationship, which will emulate the traditional face-to-face relationship between health care providers and patients in a remote capacity. Health professionals that adapt these techniques are able to provide consultations related to health promotion, disease prevention, and facilitation of illness recovery in a more responsive manner.

Age is always a major concern in medical practice that should never be overlooked. Older age is usually an independent prognostic factor for infectious disease, acute coronary syndrome, stroke, malignancy, and chronic kidney disease, among others. Despite not actually being considered a minority group, elderly patients may be discriminated against in several health care-related situations. Health insurance providers tend to exclude elderly patients from obtaining comprehensive insurance coverage. In developed countries, issues of restricted access to hospitals or facing unequal access to health care, referral, and treatment remain [3,4]. Clinical trials tend to exclude elderly patients [35]; hence, the conclusions reached in studies of nonelderly populations cannot be extrapolated to elderly patients. As the elderly population continues to grow, geriatrics is a burgeoning science and a subspecialty of internal and family medicine.

There are several concerns about the application of telehealth services for the elderly. First, elderly patients may have more comorbidities and chronic diseases that make periodic inpatient medical care in this group almost inevitable. Therefore, synchronous telehealth service for senior patients may not work as effectively as in nonsenior patients. Second, seniors might not be able to fulfill the telehealth care model completely due to the decline of their physical and mental condition. Utilizing computers and learning new communication technology may be difficult for elderly patients with impaired cognitive and physical function.

However, our study demonstrated that synchronous telehealth service can provide cost-effectiveness benefits as well as clinical benefits for reducing admission rates and duration of hospital stay regardless of age status. We believe that the success was because of the support from caregivers and families who built up the care and fulfilled the complete model of synchronous telehealth service. Although telehealth services cannot prevent diseases or major adverse cardiac events from occurring, the service may still be helpful in early detection of declining health status and assist in the delivery of timely medical therapy. Therefore, cost savings can still be achieved in elderly patients.

Limitations

There were several limitations of our study. First, the study design lacked randomization, which resulted in the heterogeneity of the patient population and disease severity. There were also no control groups. Therefore, this study was a quasi-experimental study. Second, the relatively short period of follow-up may underestimate or overestimate the cost-effectiveness and clinical outcomes of the telehealth service for patients with cardiovascular disease. Although the initial 6 months of follow-up provided satisfactory results, this initial benefit may not guarantee a long-standing benefit or reflect mortality reduction. Third, the diversity of medical prescriptions
and baseline demographic data may potentially confound the results.

**Conclusions**

The results of our study suggest that synchronous telehealth intervention may provide cost savings and clinical improvement in cardiovascular disease patients regardless of age status. Particularly in patients aged older than 65 years whose application of telehealth service was in doubt, they also benefit from reduced health care expenditures, reduced admission rates, and decreased duration of all-cause hospital stays when their illnesses are managed by using a telehealth service. In conclusion, telehealth medicine may be an effective model for cost savings in patients with cardiovascular diseases. Due to the limitations of the quasi-experimental study design, these findings require confirmation in a large randomized controlled trial in an older adult population with chronic diseases.
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Abstract

Background: Adderall is the most commonly abused prescription stimulant among college students. Social media provides a real-time avenue for monitoring public health, specifically for this population.

Objective: This study explores discussion of Adderall on Twitter to identify variations in volume around college exam periods, differences across sets of colleges and universities, and commonly mentioned side effects and co-ingested substances.

Methods: Public-facing Twitter status messages containing the term “Adderall” were monitored from November 2011 to May 2012. Tweets were examined for mention of side effects and other commonly abused substances. Tweets from likely students containing GPS data were identified with clusters of nearby colleges and universities for regional comparison.

Results: 213,633 tweets from 132,099 unique user accounts mentioned “Adderall.” The number of Adderall tweets peaked during traditional college and university final exam periods. Rates of Adderall tweeters were highest among college and university clusters in the northeast and south regions of the United States. 27,473 (12.9%) mentioned an alternative motive (eg, study aid) in the same tweet. The most common substances mentioned with Adderall were alcohol (4.8%) and stimulants (4.7%), and the most common side effects were sleep deprivation (5.0%) and loss of appetite (2.6%).

Conclusions: Twitter posts confirm the use of Adderall as a study aid among college students. Adderall discussions through social media such as Twitter may contribute to normative behavior regarding its abuse.
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Introduction

The mixed salt amphetamine Adderall, commonly prescribed as a treatment of Attention Deficit Hyperactivity Disorder (ADHD), is the most commonly abused prescription stimulant among college students [1]. Colleges, as well as medical and dental schools, report abuse rates of stimulant ADHD medications [2,3] ranging from a low of 8.1% to a high of 43% [4,5]. According to the National Survey on Drug Use and Health, 6.4% of college students aged 18-22 abused Adderall in the past year [6]. Given high academic expectations and competition in college settings, some students turn to prescription stimulants like Adderall as a study aid to improve concentration and increase mental alertness [7-9]. Rates of nonmedical use or abuse of ADHD drugs tend to be higher at colleges and universities where admission standards are higher [10]. A contributing factor to abuse of ADHD drugs is attention difficulties and the notion that these drugs can help with academic success [11]. DeSantis confirmed this finding and
reported a higher tendency toward abuse among fraternity members during periods of high academic stress [12].

Other studies have affirmed racial and gender discrepancies in stimulant drug abuse as well as a correlation between prescription drug abuse and other illicit drug use among college students [4,7,12,13]. Nonacademic motivations are also common and include, but are not limited to, counteracting the effects of other drugs, feeling a high, or as an appetite suppressor [7] as well as self-diagnosis of ADHD [11,14]. A contributing factor for illicit drug abuse and prescription stimulant abuse among college students is the misconception that the vast majority of their peers use drugs [15,16]. Elevated misperceptions about the prevalence of drug use among peers are attributed to the traditional media’s (eg, popular television depictions of college students using Adderall to gain academic advantages) portrayal of abuse. Misperception of reality is believed to be a leading contributor to increased levels of acceptance of abusive drug behavior, community norms for abuse, and higher levels of abuse [16]. Additional misperceptions such as the lack of danger of abusing prescription stimulants have also been found to contribute to justifications for illicit use [12].

Social media provides a relatively new and untapped resource for monitoring and understanding public health problems. As a surveillance tool, real-time data obtained through social media can be collected and analyzed quicker than traditional public health assessment tools such as questionnaires. In addition, research using social media provides an avenue for observing discussion between people in their natural interactions with one another, eliminating the Hawthorne Effect, where the presence of the researchers biases the response. Likewise, because people make statements as they occur, memory recall biases common with cross-sectional surveys or questionnaires are reduced. With the expansion of the Internet and social media, new fields of study such as infodemiology and infoveillance have emerged and represent “the science of distribution and determinants of information in an electronic medium, specifically the Internet, or in a population, with the ultimate aim to inform public health and public policy” (page 3) [17].

Studies have demonstrated the utility of online information for understanding public health problems and their determinants. Using information obtained on trends in Internet searches, researchers have predicted outbreaks of influenza [18-20], listeriosis from contaminated foods [21], and gastroenteritis and chickenpox [22]. The feasibility of using online information for epidemiological intelligence purposes has led to the creation of proprietary systems such as Google Flu Trends, which is an online search query system that has demonstrated the ability to track regional outbreaks of influenza 7-10 days in advance of conventional Centers for Disease Control and Prevention (CDC) mechanisms for reporting [23]. In addition, Healthmap represents a public system for aggregating large amounts of online information (eg, news sources) for the purpose of monitoring global disease activity [24].

Recognizing the wealth of user-generated information produced by people through their participation with social media, researchers have begun tapping or mining this information to better understand health outcomes and even health behavior. For example, Corley, Cook, Mikler, and Singh [25] mined text data in the blogosphere for “influenza” and “flu.” Their findings revealed trends in posts about the flu that were consistent with CDC report data. Several studies mined YouTube content for information relative to immunizations [26], H1N1 influenza pandemic [27], smoking cessation [28], cardiopulmonary resuscitation [29], kidney stones [30], and prostate cancer [31]. To date, no identified study has analyzed user-generated content in social media to describe the nonmedical use of Adderall.

The purpose of this study was to leverage the power of social media (ie, Twitter) to better understand Adderall abuse as a study aid among college and university students. More specifically, the following research questions were examined: (1) When do Twitter users typically tweet about Adderall?, (2) To what extent do tweets about Adderall abuse differ among various college and university clusters in the United States?, (3) What, if any, substances do Twitter users tweet about commonly abusing in combination with Adderall?, and (4) What common side effects are mentioned? Twitter was selected as the social media application for data collection because of its appeal with young adults including the ubiquitous research design advantages identified above. Twenty-six percent of all Internet users age 18-29 and 31% of all Internet users age 18-24 are also Twitter users [32]. Finally, using Twitter as a data source affords the ability to observe nationwide (and even international) behaviors simultaneously, as opposed to arbitrarily restricting a study to only a few regions. The use of social media data, in particular tweets, remains largely a novel concept for public health researchers. Questions surrounding the validity and utility of the data exist. Furthermore, little is known about the extent to which Twitter users might actually tweet about potentially sensitive health topics, such as Adderall abuse. Studies like the current one contribute to a type of validity testing process whereby researchers can determine the extent to which trends in Twitter content coincide with documented patterns of behavior.

**Methods**

**Procedures**

Twitter is a popular online social media website in which users post status updates, or “tweets,” that are limited to 140 characters. Public tweets are available and given without expectation of privacy. In addition, Twitter provides an Application Programing Interface (API), enabling programmatic consumption of the data. Specifically, the Twitter streaming API supplies tweets in real-time matching any given filter criteria. For example, using the keyword filter of “Adderall,” all tweets mentioning the substance are collected.

In addition to the content of tweets, many users also provide location indicators [33]. Specifically in Twitter, users can potentially supply exact global positioning system (GPS) coordinates (eg, from a smart phone or other GPS-enabled device) or a GPS specified place (such as a neighborhood or city). Note that users providing only state or country level GPS were not included. Furthermore, tweets were excluded if they did not originate in the United States, based on GPS location. This GPS data can be used to associate a twitter user with a...
nearby college/university. However, because many college campuses are within close geographic proximity, Twitter users may not necessarily have association with the campus to which they are physically nearest. Because of this proximity issue, rather than try to determine which of two nearby colleges should be used, the colleges were instead grouped into a cluster and treated as a single entity. Colleges and university with a student population of 10,000 or more were identified using the National Center for Education Statistics database. Clusters were determined using hierarchical agglomerative clustering (HAC) [34,35] with complete linkage with a cutoff distance of 150 miles. HAC produces a dendrogram of the complete sequence of nested clusterings, as follows. HAC starts by assigning each college to its own cluster. Then, the two closest clusters are merged into a single new cluster. This pairwise merging process is repeated until a single cluster containing all of the colleges is obtained. Although we have a distance defined over colleges, HAC also needs a distance over clusters. Several distance measures may be considered, the most common of which are complete linkage, which uses the maximum distance between all pairs of objects across clusters, single linkage, which takes the minimum distance, and average linkage, which computes the average of all intercluster distances. We chose complete linkage here as it tends to create more compact, clique-like clusters [36]. Given the fully nested sequence of clusterings, the choice of a specific final grouping is typically made by selecting a level at which to cut through the dendrogram, and defining the clusters as the groups of elements hanging from the subtrees whose top branches intersect with the horizontal line corresponding to the chosen level. Our cut point of 150 miles means that pairs of colleges in a cluster were no more than 150 miles apart.

The student body population of a cluster was determined by summing the populations of each included college. Twitter users are then associated with the nearest college cluster if a college in that cluster is within 100 miles of the user’s GPS location.

Measures
Keywords related to co-ingestion with other drugs, alternative motives, and possible side effects are shown in Table 1. A case-insensitive comparison was performed to count the number of tweets containing the keywords specified. Where multiple words are given as a single term, it was considered an exact phrase.

Data Analysis
After the tweets were obtained from the Twitter API, the data were imported to Microsoft Excel spreadsheets and then into SPSS version 20 for analysis. Frequencies, percentages, means, medians, and standard deviations were used to describe the Adderall abuse. ArcGIS 10 was used to create maps of rates for GPS Adderall tweeters.

The Institutional Review Board (IRB) at Brigham Young University approved this study.
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Table 1. Search terms for alternative motive, co-ingestion, and side effects.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Subtopic</th>
<th>Search Terms</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Alternative Motive</strong> (study aid)</td>
<td></td>
<td>test, final, finals², study², study², college, class, midterm, exam, homework, paper, essay, project, school, cram², quiz, assignment, all-night², allnight²</td>
</tr>
<tr>
<td><strong>Co-ingestion</strong></td>
<td>Alcohol-related</td>
<td>alcohol, wine, vodka, shots, patron, booz², margarita, mimosa, beer, drink², bud</td>
</tr>
<tr>
<td></td>
<td>Stimulants</td>
<td>coffee, caffeine, red bull, monster, no dose, no doze, 5 hour energy, five hour energy, rockstar</td>
</tr>
<tr>
<td></td>
<td>Cocaine-related</td>
<td>cocaine, coke, crack, rock, freebase</td>
</tr>
<tr>
<td></td>
<td>Marijuana</td>
<td>marijuana, MJ, pot, weed, grass, reefer, Mary Jane</td>
</tr>
<tr>
<td></td>
<td>Anti-anxiety</td>
<td>xanax, tranquilizer, valium, beansie, ativan, benzo²</td>
</tr>
<tr>
<td></td>
<td>Meth-related</td>
<td>crystal, meth, methylphapentamidine, amphetamine</td>
</tr>
<tr>
<td><strong>Side Effects</strong></td>
<td>Sleep deprivation</td>
<td>tired, awake, sleep², slept, insomnia, restless, asleep, trouble sleeping</td>
</tr>
<tr>
<td></td>
<td>Anxiety</td>
<td>anxiety, anxious, antsy, jitter², shak², nerv², nervous, uneas², worry, tense, tension, dread, restless²</td>
</tr>
<tr>
<td></td>
<td>Teeth grinding</td>
<td>teeth, tooth, grind², file, grate², grit², clencht², grit², gnash², scrap²</td>
</tr>
<tr>
<td></td>
<td>Diarrhea</td>
<td>diarrhea, diarrhea, diarrhea, the runs, squirts</td>
</tr>
<tr>
<td></td>
<td>Weakness</td>
<td>weak², feeble, puny, scratty</td>
</tr>
<tr>
<td></td>
<td>Dizziness</td>
<td>dizz², faint, wobbly, shaky, lightheaded, light-headed, woozy, dazed</td>
</tr>
<tr>
<td></td>
<td>Headache</td>
<td>headache, migraine, migrain, migrane</td>
</tr>
<tr>
<td></td>
<td>Sweating</td>
<td>sweat², perpend², drip²</td>
</tr>
<tr>
<td></td>
<td>Nausea/vomiting</td>
<td>nausea, vomit², throw up, stomach pain, stomach ache, upset stomach, puke, barf, heave</td>
</tr>
<tr>
<td></td>
<td>Loss of appetite</td>
<td>hungry, food, eat², ate, weight, appetite, meal, thin, skinny, starv², slim², slender</td>
</tr>
<tr>
<td></td>
<td>Obsessive compulsive behavior</td>
<td>can't stop, clean², brush² teeth, wash² hands, nails, nail-biting</td>
</tr>
</tbody>
</table>

² A wildcard matching zero or more additional letters.

Results

Using the Twitter Streaming API with the keyword filter “Adderall,” all tweets mentioning Adderall for the dates of November 29, 2011, to May 31, 2012, were collected. There were 14,282 tweets from users whose screen-names included “Adderall” or “pharm” that were removed from the sample because they were not representative of typical users, but rather those that were pushing or promoting Adderall or other pharmaceuticals. The resulting sample consisted of 213,633 tweets mentioning the term Adderall, from 132,099 unique user accounts.

The vast majority of tweets discussed Adderall use in a joking, sarcastic, or casual manner. Observed tweets included (original spelling and punctuation preserved): “I need adderall. Can’t focus on studying or finishing these reviews”, “this whole no adderall for the past 3 days is really getting to me #StillDoingWork #DontKnoHowTho”, “Does anyone have adderall? #desperate”, “adderall + school = winning”, “wish i had adderall to get my room cleaned faster”, “Adderall stockpile for finals”, “We would all graduate with a 4.0 if adderall was sold over the counter”, “Running on coffee and Adderall”, “yay for adderall-induced optimism #givemeaprescription”, and “Adderall, Coffee, Red Bull. Epic focus. Or a heart attack.”

Note that words beginning with “#” are hashtags, or user-defined topics that are often used in Twitter as a means of self-classification.

Table 2 lists the number of tweets matching each of the categories defined in Table 1. It should be noted that the results shown in Table 2 capture words that occur in the same tweet as
the term Adderall. In this sense, they may be a conservative underestimate of actual events because it is possible that a user may tweet about Adderall but mention a side effect, motive, or another substance in another tweet. Because subtopics are not mutually exclusive, some tweets match multiple subtopics and are counted for each. Thus, the total number of unique tweets for a topic is not a sum of the subtopic values.

**Adderall Use by Hour, Day, and Week**

Figure 1 illustrates the average number of Adderall-related tweets per day of the week, over the course of the study. Tweets tend to peak on Wednesday and reach a low on Saturday. As shown in Figure 2, the number of Adderall tweets per day varied significantly throughout the year, with consistently more tweets on the weekdays than the weekends. Large spikes in Twitter conversations were observed during the months of December and May—during traditional final exam times. The one-way ANOVA results indicate a significant difference between Adderall mentions between weeks ($P<.001$). Tweets regarding Adderall peaked December 13th at 2813 and April 30th at 2207 and dropped to a low of 292 on December 25th and 440 on May 27th. Over the course of 6 months while data were collected, the mean number of Adderall tweets per day was 930 with a median of 855. The large spike on May 30-31 was attributed to a US Food and Drug Administration news release warning consumers of counterfeit versions of Adderall being sold on the Internet in response to its’ being on the FDA’s drug shortage list [37]. This FDA news release was reported by news agencies, and links to the subsequent stories were tweeted by many users. The 10 days in the middle of April when no tweets were observed is the result of a failure of the investigators’ servers.

**Table 2.** Frequency distribution of Adderall tweets for search terms.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Subtopic</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Alternative Motive</strong> (study aid)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Co-ingestion</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol-related</td>
<td>10,229</td>
<td>4.8</td>
<td></td>
</tr>
<tr>
<td>Stimulants</td>
<td>10,043</td>
<td>4.7</td>
<td></td>
</tr>
<tr>
<td>Cocaine-related</td>
<td>1993</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td>Marijuana</td>
<td>1696</td>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td>Anti-anxiety</td>
<td>881</td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td>Meth-related</td>
<td>788</td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td>Total Unique Co-ingestion Tweets</td>
<td>24,167</td>
<td>11.3</td>
<td></td>
</tr>
<tr>
<td><strong>Side Effects</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sleep Deprivation</td>
<td>10,687</td>
<td>5.0</td>
<td></td>
</tr>
<tr>
<td>Anxiety</td>
<td>1204</td>
<td>0.6</td>
<td></td>
</tr>
<tr>
<td>Teeth Grinding</td>
<td>605</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>Diarrhea</td>
<td>11</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Weakness</td>
<td>140</td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td>Dizziness</td>
<td>77</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>Headache</td>
<td>223</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>Sweating</td>
<td>381</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>Nausea/vomiting</td>
<td>154</td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td>Loss of Appetite</td>
<td>5562</td>
<td>2.6</td>
<td></td>
</tr>
<tr>
<td>Obsessive Compulsive Behavior</td>
<td>1937</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td>Total Unique Side Effect Tweets</td>
<td>19,539</td>
<td>9.1</td>
<td></td>
</tr>
</tbody>
</table>
Figure 1. Adderall-related tweets by day of the week.

Figure 2. Distribution of Adderall-related tweets over 6 months.

College and University Clusters

Of the 213,633 tweets referencing Adderall, 27,473 (12.9\%) also included reference to an alternative motive for use (eg, finals, studying, project, all-nighter), as shown in Table 2. Several of these alternative motives seem to be indicative of misuse among college-age students. To focus the analysis on college-age students, Adderall tweets were analyzed in clusters of colleges and universities that were within 150 miles of each other. A total of 586 colleges and universities in the United States were identified with a student body population of at least 10,000. Colleges and universities within 150 miles of each other
resulted in a total of 87 clusters ranging in size from 1 to 48 colleges and universities in each cluster. The mean size of student-body population per cluster was 131,562, and the median was 93,281.

Of the 132,099 unique users in the sample, 3698 (2.8%) provided GPS data. In order to restrict this set of GPS-enabled users to include only those users who are likely to be students, we obtained the 3200 most recent tweets (the maximum provided by Twitter) from each user with GPS data and searched these tweets for the following student-related terms: “homework”, “teacher”, “professor”, “class”, “final”, “test”, “exam”, and “study.” Of the 3698 users with GPS information, 2335 (60.7%) included one of these student-related terms in their tweets and are referred to as GPS Adderall Tweeters.

Figure 3 illustrates the 150-mile college clusters in the contiguous 48 states of the United States according to the rate of GPS Adderall Tweeters per 100,000 students, where the center of the circle is the average of the locations of the colleges in the cluster, and the size of the circle corresponds to the rate. Table 3 lists the ten clusters with the highest rates, and Table 4 lists the ten clusters with the lowest rates. Cluster identifications (ID) represent the state(s) to which the majority of colleges and universities in the cluster belong. As shown in these tables, the amount of GPS Adderall Tweeters per 100,000 students ranges from a high of 66.4 in the Vermont cluster and 54.6 in the Massachusetts cluster to a low of 1.4 in the South-Eastern Texas cluster and 2.1 in the Central Illinois cluster. Rates reveal a greater rate of GPS Adderall Tweeter in the northeast and south regions of the United States.

Table 3. Top 10 rates of Adderall tweets for 150-mile college and university clusters in the United States.

<table>
<thead>
<tr>
<th>Rank</th>
<th>IDa</th>
<th>Rate</th>
<th>GPS Adderall Tweeters</th>
<th>Total Cluster Population</th>
<th>Number in the Cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Vermont</td>
<td>66.4</td>
<td>9</td>
<td>13,554</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>Massachusetts</td>
<td>54.6</td>
<td>162</td>
<td>296,704</td>
<td>16</td>
</tr>
<tr>
<td>3</td>
<td>Alabama</td>
<td>52.2</td>
<td>38</td>
<td>72,748</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>South Carolina, Southern Georgia</td>
<td>48.8</td>
<td>57</td>
<td>116,891</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>Central Georgia</td>
<td>44.2</td>
<td>52</td>
<td>117,765</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>North Georgia, Southern South Carolina</td>
<td>44.0</td>
<td>36</td>
<td>81,773</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>Northern Florida</td>
<td>44.0</td>
<td>18</td>
<td>40,921</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>Southern Pennsylvania, Northern West Virginia</td>
<td>42.9</td>
<td>43</td>
<td>100,336</td>
<td>5</td>
</tr>
<tr>
<td>9</td>
<td>Ohio</td>
<td>37.3</td>
<td>54</td>
<td>144,659</td>
<td>7</td>
</tr>
<tr>
<td>10</td>
<td>Western North Carolina, Eastern Tennessee</td>
<td>37.0</td>
<td>41</td>
<td>110,718</td>
<td>6</td>
</tr>
</tbody>
</table>

a ID represents the state(s) to which the majority of colleges and universities in the cluster belong.

Table 4. Bottom 10 rates of Adderall tweets for 150-mile college and university clusters in the United States.

<table>
<thead>
<tr>
<th>Rank</th>
<th>IDa</th>
<th>Rate</th>
<th>GPS Adderall Tweeters</th>
<th>Total Cluster Population</th>
<th>Number in the Cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td>77</td>
<td>Central Texas</td>
<td>5.8</td>
<td>3</td>
<td>52,076</td>
<td>3</td>
</tr>
<tr>
<td>78</td>
<td>Alaska</td>
<td>5.5</td>
<td>1</td>
<td>18,154</td>
<td>1</td>
</tr>
<tr>
<td>79</td>
<td>Southern California</td>
<td>5.5</td>
<td>55</td>
<td>1,008,210</td>
<td>48</td>
</tr>
<tr>
<td>80</td>
<td>Puerto Rico</td>
<td>5.0</td>
<td>3</td>
<td>60,579</td>
<td>4</td>
</tr>
<tr>
<td>81</td>
<td>Northern Nevada</td>
<td>4.5</td>
<td>3</td>
<td>66,242</td>
<td>4</td>
</tr>
<tr>
<td>82</td>
<td>New Mexico</td>
<td>3.9</td>
<td>3</td>
<td>77,236</td>
<td>3</td>
</tr>
<tr>
<td>83</td>
<td>Northern Utah, Southern Idaho</td>
<td>3.6</td>
<td>1</td>
<td>27,476</td>
<td>1</td>
</tr>
<tr>
<td>84</td>
<td>Northern California</td>
<td>3.5</td>
<td>4</td>
<td>115,026</td>
<td>7</td>
</tr>
<tr>
<td>85</td>
<td>Central Illinois</td>
<td>2.1</td>
<td>1</td>
<td>46,797</td>
<td>3</td>
</tr>
<tr>
<td>86</td>
<td>South-Eastern Texas</td>
<td>1.4</td>
<td>1</td>
<td>69,949</td>
<td>3</td>
</tr>
</tbody>
</table>

a ID represents the state(s) to which the majority of colleges and universities in the cluster belong.
Co-ingestion and Side Effects

A total of 19,125 (8.9%) tweets also mentioned another substance along with Adderall in their tweet (see Table 2). Analysis revealed that the most common substance terms were alcohol-related (4.8%, n=10,229) and stimulants, such as coffee or Red Bull (4.7%, n=10,043). Other substances were cocaine-related (0.9%, n=1993), marijuana (0.8%, n=1696), methamphetamine-related (0.4%, n=788), and depressants, such as Xanax and painkillers (0.3%, n=728).

Sleep deprivation (5.0%, n=10,687) and loss of appetite (2.6%, n=5562) were the most common side effects associated with Adderall tweets (see Table 2). Diarrhea (0.01%) was the least common side effect mentioned followed by weakness (0.01%, n=140) and nausea/vomiting (0.07%, n=154).

Discussion

This study demonstrated the use of Twitter posts (ie, tweets) as a way to examine Adderall abuse among a sample of college students in the United States. More specifically, the study sought to determine: (1) When do Twitter users typically tweet about Adderall?, (2) To what extent do tweets about Adderall abuse differ among various college clusters in the United States?, (3) What, if any, substances do Twitter users tweet about commonly abusing in combination with Adderall?, and (4) What common side effects are mentioned?

Findings indicate that Twitter posts regarding Adderall vary across day of the week and week of the month. Consistent with traditional college final exams schedules, tweets regarding Adderall peaked during December and May. Similarly, tweets regarding Adderall peaked during the middle of the academic week and declined to fewer mentions over the weekend. These findings are consistent with previous research that has suggested that college students who abuse prescription ADHD stimulants do so primarily during times of high academic stress [12]. In addition, preexisting attention difficulties have been shown to be a predictor of nonmedical use of prescription ADHD medication in order for college students to experience greater academic success [11].

Grouping colleges within 150-mile clusters ultimately provided a mechanism for comparing geographic regions within the United States. Analysis of these college clusters revealed a concentration of GPS Adderall tweeters along the northeastern portion of the United States and in some of the southern states. The rates of GPS Adderall tweeters per 100,000 students in the east and south clearly indicated greater Twitter conversations related to the use and abuse of Adderall. These findings are consistent with previous studies that examined the nonmedical use of prescription stimulants. McCabe [4] observed
geographical patterns of nonmedical use of prescription stimulants with higher rates of use among college students in the north-eastern region of the country. Additionally, these findings are consistent with the Monitoring the Future study where higher rates of nonmedical methylphenidate use were found among college-age young adults in the northeastern region of the United States [38]. Other studies at select colleges in the east have shown high rates of nonmedical use of prescription stimulants [8,9].

Additional research is needed to better understand the reasons for geographical variations in use. One possible explanation includes the fact that the U.S. fraternity/sorority system has deep historical roots at northeastern colleges and universities, and prevalence of nonmedical use of prescription stimulants is higher among fraternity/sorority members [4]. Future research might explore the link between nonmedical use of prescription stimulants and the geographical distribution of colleges and universities and their admission standards, student/family income, as well as the distribution of prescription drug monitoring program in the United States. Research has associated nonmedical use of prescription stimulants with competitive admission standards [4] and students coming from families with higher incomes [39].

Geographical findings can provide practitioners with evidence necessary for prioritizing intervention resources for targeting priority populations. This study has demonstrated how groupings can occur; however, and more importantly, it provides a social media solution for segmenting a broader population into more meaningful and manageable groups for intervention purposes. Colleges can be clustered in numerous different ways as needed and defined by researchers.

Because social media is, by its very nature, a social endeavor, the users’ postings can have a great impact on the social norms of others. This is particularly relevant in the context of drug abuse, where drug abuse behavior can be represented. Social norms theory suggests that individual behavior (eg, drug use) is influenced by individual perceptions of what is perceived as “normal” or “typical.” This theory is rooted in Social Cognitive Theory [40] as well as the Theory of Planned Behavior [41]. In this light, the data that 8.9% of Adderall tweets mention another substance in the same tweet is significant because it may influence others to think that co-ingestion is normal and not dangerous. This is particularly troubling because it is through poly drug use or co-ingestion that morbidity and mortality risk increases. Poly drug use occurs among college Adderall abusers and combining Adderall with other stimulants like cocaine increases risk of heart attack and stroke [6]. Also in this regard, even tweets that are sarcastic, joking, or simply restating song lyrics, are relevant in their misrepresentations because of their impact on social norms.

Nearly 1 in 10 tweets included in this sample referenced a side effect of Adderall use/abuse. Effects relative to sleep deprivation and loss of appetite were discussed the most. Whereas more tweeters discussed an alternative motive for use (ie, study aid), individual tweeter perception of the benefits of Adderall use (eg, study aid) may outweigh the costs of use (eg, side effect such as irritability). Future research might further explore individual perceptions of Adderall side effects among college students to gain a better understanding of why some college students abuse, while others do not.

Limitations
These findings should be interpreted based on the following limitations. First, not every Adderall tweet is related to actual use. For example, we observed song lyrics that impact these counts, such as the two often quoted lines “College hoes love alcohol and popping adderall” and “I’ve been up for 3 days...adderall and redbull.” In our sample, there were 4275 tweets that have the words “college hoes love” and 894 that have the words “been up for three/3 days”. These numbers likely inflate the number of matches for “college”, “alcohol”, and “redbull” above the number of people tweeting about actually using these substances. However, as discussed, even sarcastic mentions, or the quotation of song lyrics, are pertinent because of the impact they may have on social norms. Second, our study did not consider misspellings of the word “Adderall” or other ADHD medications, such as Ritalin. While our sample would have been increased by these inclusions, it is not likely that their absence resulted in any particular sampling bias. Third, our analysis focused exclusively on public tweets. It is unclear, and indeed difficult to assess, what the impact of other tweets (eg, direct messages) may have on our results. Fourth, our analysis focused only on colleges and universities with a student population of 10,000 or more. No attempt was made to designate whether the colleges and universities in this sample were on a quarter or semester system. Finally, the keyword approach to identifying college students may have included other students (eg, high school) or others that simply mentioned academic-related terms. While these additional users could inflate our overall values, we have no reason to believe they would be substantially biased toward different areas of the nation.

Conclusions
The twitter-based surveillance methodology in this study produced similar findings to traditional survey designs. In response to the noted research questions, Twitter posts regarding Adderall vary across day of the week and week of the month among users. Consistent with college traditional final exams schedules, tweets regarding Adderall peaked during December and May. Similarly, tweets regarding Adderall peaked during the middle of the academic week and declined to fewer mentions over the weekend, which suggests that college students who abuse prescription ADHD stimulants do so primarily during times of high academic stress.

Additionally, tweets about Adderall abuse differ among various college clusters in the United States. Using 150-mile college clusters, regional comparisons identified a concentration of GPS Adderall tweeters along the northeastern portion of the United States and in some of the southern states, and thus indicate greater Twitter conversations related to the use and abuse of Adderall. Further, co-ingestion of other substances, notably alcohol, stimulants (such as coffee or Red Bull), cocaine-related, marijuana, methamphetamine-related, and depressants, (such as Xanax and painkillers) are the substances most commonly mentioned with Adderall. Such poly drug use or co-ingestion is known to increase morbidity and mortality risk. Finally, the
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most common side effects associated with Adderall tweets include sleep deprivation and loss of appetite. Thus, Adderall abuse is associated with college or university life. Given the risks and trends for Adderall acceptance among college-age students, there is a need to renew interest and priorities to influence college campus norms, promote the safe and legal use of these substances, and promote stronger student wellbeing and study habits to better manage the academic demands and pressures that are typical on college campuses in the United States.
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Abstract

Background: Mobile Health (mHealth) proposes health care delivering anytime and anywhere. It aims to answer several emerging problems in health services, including the increasing number of chronic diseases, high costs on national health services, and the need to provide direct access to health services, regardless of time and place. mHealth systems include the use of mobile devices and apps that interact with patients and caretakers. However, mobile devices present several constraints, such as processor, energy, and storage resource limitations. The constant mobility and often-required Internet connectivity also exposes and compromises the privacy and confidentiality of health information.

Objective: This paper presents a proposal, construction, performance evaluation, and validation of a data encryption solution for mobile health apps (DE4MHA), considering a novel and early-proposed cooperation strategy. The goal was to present a robust solution based on encryption algorithms that guarantee the best confidentiality, integrity, and authenticity of users health information. In this paper, we presented, explained, evaluated the performance, and discussed the cooperation mechanisms and the proposed encryption solution for mHealth apps.

Methods: First, we designed and deployed the DE4MHA. Then two studies were performed: (1) study and comparison of symmetric and asymmetric encryption/decryption algorithms in an mHealth app under a cooperation environment, and (2) performance evaluation of the DE4MHA. Its performance was evaluated through a prototype using an mHealth app for obesity prevention and cares, called SapoFit. We then conducted an evaluation study of the mHealth app with cooperation mechanisms and the DE4MHA using real users and a real cooperation scenario. In 5 days, 5 different groups of 7 students selected randomly agreed to use and experiment the SapoFit app using the 7 devices available for trials.

Results: There were 35 users of SapoFit that participated in this study. The performance evaluation of the app was done using 7 real mobile devices in 5 different days. The results showed that confidentiality and protection of the users’ health information was guaranteed and SapoFit users were able to use the mHealth app with satisfactory quality. Results also showed that the app with the DE4MHA presented nearly the same results as the app without the DE4MHA. The performance evaluation results considered the probability that a request was successfully answered as a function of the number of uncooperative nodes in the network. The service delivery probability decreased with the increase of uncooperative mobile nodes. Using DE4MHA, it was observed that performance presented a slightly worse result. The service average was also slightly worse but practically insignificantly different than with DE4MHA, being considered negligible.

Conclusions: This paper proposed a data encryption solution for mobile health apps, called DE4MHA. The data encryption algorithm DE4MHA with cooperation mechanisms in mobile health allow users to safely obtain health information with the data being carried securely. These security mechanisms did not deteriorate the overall network performance and the app, maintaining similar performance levels as without the encryption. More importantly, it offers a robust and reliable increase of privacy,
In the last decade, health telematics, also known as electronic health (eHealth), have offered patients major improvements in their lives by providing more accessible and affordable health care solutions [1,2]. This is particularly true for patients that live in remote rural areas, travel constantly, are physically incapacitated, elderly, or chronically ill. Telemedicine assumes the use of medical information, also known as electronic health records (EHRs), exchanged via electronic communications improving the patients’ health status [3]. The rapid evolution of information and communication technology (ICT) infrastructures enables and provides rapid access to patient data. The Web 2.0 concept and the emerging Web 3.0 offer opportunities to health care professionals never seen before [4,5]. Now, physicians can perform many tasks through these modern technologies, such as (1) sharing medical videos, photos, and presentations (via YouTube, Flickr, and Slideshare, respectively), (2) use blogs to post medical cases and images, (3) share hospital management information, (4) use social networking to share medical ideas and tasks, and (5) use RSS feeds to keep track of alerts on specific medical interests.

With the advent of mobile communications using smart mobile devices that support 3G and 4G mobile networks for data transport, mobile computing has been the main attraction of research and business communities, thus offering innumerable opportunities to create efficient mobile health solutions. Mobile health (mHealth) is the new edge on health care innovations. It delivers health care anywhere and anytime, surpassing geographical, temporal, and even organizational barriers [6,7]. Laxminarayan and Istepanian defined mobile health for the first time in 2000, as “unwired e-med” [8]. In 2003, the term “mHealth” was defined as the “emerging mobile communications and network technologies for health care systems” [9]. Laxminarayan et al, in 2006, presented a comprehensive study on the impact of mobility on the existing eHealth commercial telemedical systems. They also presented other relevant computing and information technologies that will influence and offer the basis for the next generation of mHealth services [10]. Furthermore, this study served as the basis for future studies on mHealth technologies and services [11]. Several research topics related to health have gathered important findings and contributions using mHealth, such as cardiology [12,13], diabetes [14-16], obesity [17-20], and smoking cessation [21]. More specifically, mHealth apps were applied to health monitoring, disease prevention and detection, basic diagnosis, and in more advanced services. mHealth services are also becoming popular in developing countries where health care facilities are frequently remote and inaccessible [2,22],

Mobile devices and wireless communications present several challenging characteristics and constraints, such as battery and storage capacity, broadcasting constraints, signal interferences, disconnections, noises, limited bandwidths, and network delays. In this sense, cooperation-based approaches are presented as a solution to solve such limitations, focusing on increasing network connectivity, communication rates, and reliability.

In this paper, we present a data encryption solution for mHealth apps (DE4MHA) in cooperative environments guaranteeing data confidentiality, integrity, and authenticity. This novel and early-proposed cooperation strategy [23] for mHealth apps focuses on forwarding and retrieving data to and from nodes that have no direct connection to an mHealth service. In this way, devices without Internet connectivity can use mHealth apps without problems. This cooperation approach presents a reputation-based strategy where a Web service manages the access control and the cooperation among nodes along with their reputation. It considers the following three main components: a node control message, a requester control message, and a cooperative Web service (CWS). Both control messages are used to manage a local cooperation between two or more nodes. The CWS includes a reputation table for all the nodes and decides which nodes can have access to the requested services. The cooperation strategy and the DE4MHA was deployed and evaluated in an mHealth app for obesity prevention and control, called SapoFit [24-26]. To the best of our knowledge, there are no cooperative solutions thus far for mHealth services and apps considering this network scenario with constant network disconnection. DE4MHA uses symmetric and asymmetric encryption and decryption techniques. We used the Rivest, Shamir, Adleman (RSA) algorithm [27] for asymmetric encryption/decryption to ensure key exchange confidentiality, and the Advanced Encryption Standard (AES) [28] algorithm for symmetric encryption/decryption for data confidentiality. To ensure data integrity, we have created a message digest that creates a hash of transmitted data. For data authenticity, we used a digital signature. We encrypted the hash message with the RSA private key. To secure the communication with the SapoFit Web service (WS), we used the Hypertext Transfer Protocol Secure (HTTPS) protocol.

In this paper we report two studies that were performed to design and construct the DE4MHA algorithms: (1) a direct evaluation and comparison of several encryption algorithms, and (2) a series of trials evolving 35 people and 7 different mobile devices with SapoFit. The first study revealed what algorithms performed best in an mHealth app in cooperation environments. Overall, this study evaluated the performance of the DE4MHA over the cooperation mechanisms for mHealth apps. The second study revealed that real users experimenting on the SapoFit app trusted DE4MHA. More relevant, this study concluded that the
performance of the app used was not affected by the inclusion of DE4MHA.

**Methods**

**Overview**

This study used an existing mHealth app, called SapoFit, to deploy, evaluate, and validate the proposed solution. This app uses a cooperation strategy that addresses two related limitations to mHealth apps with service-oriented architectures, namely the network infrastructure and Internet connectivity dependency. It follows a reputation-based approach as an incentive method for cooperation, which includes a Web service to manage all the network cooperation. It is responsible for verifying the cooperation status of neighbor nodes and to provide relay nodes the required data in order to perform a full data request.

**Cooperation Strategy for mHealth Apps**

The cooperation strategy for mHealth apps with service oriented architectures (SOAs) is based on the following two mobile modules and one remote module, respectively: (1) the node control message, (2) the requester control message, and (3) the CWS.

The mobile nodes control messages aim to provide an awareness of the relay node status, that is, if the node is willing to cooperate and in what conditions. It contains the established node unique identifier, the battery state, the Internet connectivity status, and the cooperation status (ie, if it is cooperative or not).

The requester control message is sent by the initial requester node first (the mobile device with mHealth app requesting health data), and it comprises the following five main components: (1) the requester ID, the node unique identifier, (2) the service request, that is, what the node is specifically requesting (eg, the login token or its health profile), (3) the neighbors list, (4) the reputation list, and (5) the achieved cooperation time (ACT).

The CWS is responsible for performing a fair access control to data. Thus, according to the received reputation information, the Web service holds the final reputation list in order to decide if a requester node should have access to the mHealth app Web service or not. The reputation list contains all registered network nodes with their identifier and their corresponding reputation value.

**Figure 1** presents a user scenario of the mHealth cooperation approach. User A has network connectivity and cooperates. User B has network connectivity but does not cooperate. The status value is according to the battery status. Then, the status value will suffer a negative impact according to the battery status. Users C and D do not have network connectivity. User C queries User A for cooperation and receives a positive response and all the requested data. User D queries User B for cooperation and receives a negative response. Then, User D requests data from User C that answers this request, getting positive status by cooperating.

**SapoFit App**

SapoFit is a weight control mobile app that allows users to keep track of weight in a healthier and more practical way. SapoFit allows users to control their weight, body mass index (BMI), basal metabolic rate (BMR), sports activity, and the possibility to follow food plans based on their needed calories. In this mHealth app, all the users must be registered in a Web service. **Figure 2** presents screenshots of three main activities of the SapoFit app: Login, Plans, and User Profile.

Cooperating nodes have a better reputation, and have priority over selfish nodes to access the mHealth app services.

**Data Encryption Algorithm for Mobile Health Apps (DE4MHA)**

The process begins with a mobile node (a person using SapoFit) trying to access the SapoFit Web Service that contains the user profile, weight measures, fitness, and diet indications.

A SapoFit user (mobile requester node) without network connectivity and therefore without access to the SapoFit WS obtains the required health information through cooperation. Another SapoFit user with network connectivity (mobile requested node) will forward the requested health information from the SapoFit Web service. Both the requested and requester nodes will create a pair of RSA keys and send public keys to both the requested and requester node through Bluetooth. After the public key exchange, the requested node creates an AES session key.

The next step is the creation of the digest message and its encryption using the private key. The Message Digest 5 (MD5) algorithm was used to create a 128-bit hash. For data authenticity, we used a digital signature. A digital signature is created for the message containing requested health information. This digital signature allows any node to verify that the message is the original one. By decrypting the digital signature with the public key, the original digest message is obtained. The receiver node then creates a new hash of the received message and compares it to the decrypted digest message to guarantee authenticity. The digital signature is then added to the message. When the message containing the session key is received, if its integrity and authenticity is verified, the requester node then sends an acknowledgement (ack) to the requested node. This method guarantees safe communication between nodes; if the integrity and authenticity is not verified, the communication between nodes is ended.

A mobile node with network connectivity will access the cooperative WS to obtain the required health information. To secure all communication with the WS the Secure Socket Layer (SSL) over the HTTP (also known as HTTPS) is used. Therefore, it grants confidentiality, integrity, and authenticity of all retrieved health data from the Web service.

Two studies were performed: (1) a study evaluating which symmetric and asymmetric algorithm present the best performance in SapoFit in cooperation environment, and (2) a series of trials involving 35 people and 7 different mobile devices with SapoFit. This study evaluated the performance of the DE4MHA over the cooperation mechanisms.
Figure 1. Illustration of the interaction for an mHealth app with the proposed cooperation approach for 4 users.
Study 1: Study of Cryptography Algorithms in an mHealth App Under a Cooperation Environment

Symmetric Algorithm
In order to choose the best suited symmetric encryption algorithm for the SapoFit app, performance experiments were conducted using 4 different encryption algorithms, namely AES, Triple Data Encryption Standard (3DES) [29], Rivest Cypher 4 (RC4) [30], and Blowfish [31], using the data size encryption as a performance metric.

Asymmetric Algorithm
Two options were considered in selecting an asymmetric algorithm to exchange session keys between mobile nodes. We tested RSA, which enables encrypting the session key before sending it, and Diffie-Hellman [32], which allows users to first share a secret, then generating a session key based on the shared secret. For our network scenario, these were the most suitable algorithms. Other encryption algorithms were considered in this study, such as the Elliptic Curve Cryptography (ECC) algorithm [33].

Study 2: Performance evaluation of the DE4MHA

Performance Evaluation
The performance evaluation study was carried out using 7 real mobile devices, which were used 7 times in 5 different days with a total of 35 different users who successfully tested the app. Figure 3 presents the 7 different mobile devices with different hardware and software used with the SapoFit mHealth app.

Cooperative nodes without network connection cooperated with each other through Bluetooth. The communication with the CWS was obtained through the Wi-Fi or Edge/3.5G/4G modules of the device. The CWS was developed with the help of Java Server Pages (JSP) technology, using the Representational State Transfer (REST) architecture. To serve the WS, the Apache Tomcat Web Server was used.

Non-cooperative cases were controlled and measured to a maximum of 4 to guarantee the minimum service performance in order to guarantee cooperation among nodes. Through cooperation, all the devices could use the mHealth app. However, uncooperative nodes directly affect the service delivery probability, service average delay, and the overall network performance. Performance metrics considered in this study were the service delivery probability (as percentages) and the average service delay (in seconds). We present a comparison of the performance of the mHealth app with and without the DE4MHA.

User Trials Evaluation of DE4MHA in Cooperative Environments
User trials were conducted within the University informatics department using 7 devices available for trials. Within 5 days, 5 different groups of 7 students selected randomly agreed to use and experiment the SapoFit app using the 7 devices available for trials. Users were constantly moving far away from each other. This mobility was necessary to test the network scenario, forcing network delays and disconnections. The cooperative strategy and the DE4MHA were ubiquitous to its user. Throughout the trials, users only experienced and used the obesity prevention services that SapoFit offered without any...
constraints or perception of any cooperation mechanism or encryption algorithm that was embedded in the mHealth app. While conducting the experiments, almost every user asked if their information was being kept secure or not, clearly showing that they did not want their health information to be available or disclosed to unauthorized people, revealing privacy concerns. Another frequently raised question was the need to share Internet connectivity to other users.

We explained and justified that sharing and cooperating with other users was essential to obtain a better reputation to gain cooperation privileges over other nodes with worse reputation. Furthermore, we demonstrated to them that SapoFit was not intrusive with other users’ personal data on the mobile device and only requested for SapoFit services.

After the experiments, the users completed a survey evaluating their experience. The questions are listed in Textbox 1 and the results in Figure 4.

Figure 3. Mobile devices used for trials with the SapoFit mHealth app.

Textbox 1. Survey questions.

- Without network connectivity, do the user always get the required information?
- Without network connectivity, does the required information get delivered in a comfortable time?
- Understanding the implemented cooperation strategy and its benefits, are you willing to cooperate and share the device/network resources with other users?
- With the encryption strategy applied to SapoFit, do you trust that your personal health information is secure?
- Was the mobile device affected by app cooperation and encryption mechanisms (e.g., broadband, battery, etc)?
Results

Symmetric Algorithm

As seen in Figure 5, results showed that when the amount of data that needed to be encrypted increased, the encryption time (in seconds) also increased, as expected. When comparing small amounts of data, all 4 algorithms presented similar results. However, the AES algorithm presented better results, as there was a slower overall increase in encryption time in response to increased amount of data. The encryption time of the other three experimented algorithms grew exponentially when encryption data size exceeded 1000 kilobytes. The 3DES algorithm presented the worst encryption rate, encrypting 10,000KB of data in, on average, 14.3 seconds, presenting an average time of 4.58 seconds for multiple data size inputs (SD 6.17). With the same amount of data, the AES encryption time was only 0.0045 seconds, resulting in an average of 0.0035 seconds for the given data set (SD 0.00061 seconds). Decryption gave similar results (Figure 5). The average AES algorithm decryption time was 0.0038 seconds for 10,000KB of data and 0.0025 seconds on average for the working data-set (SD 0.001 seconds). Overall, the AES algorithm with a 128 bits key encryption was the most efficient algorithm for these network scenarios, when handling with both small and large amounts of data.

Asymmetric Algorithm

Two options were considered for an asymmetric algorithm in order to exchange session keys between mobile nodes—the RSA and the Diffie-Hellman algorithms. The RSA encrypts the session key first before it gets sent, and Diffie-Hellman allows users to first share a secret, then generates a session key based on the shared secret.

Several experiments were performed with both algorithms with RSA presenting better encryption times than Diffie-Hellman, due to the high amount of computation needed by Diffie-Hellman and the low processing capacity of mobile devices.
DE4MHA Performance Evaluation Results

In the presented scenario, all the devices had Bluetooth class 2 modules, but only 3 devices had Internet connectivity. Users without Internet connectivity had to use the integrated cooperation mechanisms in order to obtain the requested health information. When the number of uncooperative nodes increased, the service delivery probability decreased. The average service delay was also affected in the same manner, as expected. Increased number of uncooperative nodes increased the average service delay.

Figure 6 shows the results of the service delivery probability and the average service delay as a function of the number of uncooperative mobile nodes with and without the DE4MHA.

Discussion

Findings

Our main goal was to propose and construct a security encryption/decryption based solution in a cooperative environment for mHealth apps. We aimed to ensure data confidentiality, integrity, and authenticity. Privacy is a top priority issue in mHealth services and apps that deal with user sensitive information. On mHealth apps, several security issues must be considered, such as personal information management, secondary use of personal information, improper use of personal information, and errors with stored personal information. Therefore, cryptographic mechanisms can be seen as a solution to guaranteed data confidentiality and protection [34].

In a mobility and cooperative environment with constant health data being forwarded and retrieved, studying and developing security mechanisms become crucial. Several experiments were conducted, involving 35 different users, to check if they could distinguish the app running with and without the DE4MHA embedded. Through the trials, we concluded that users could not tell which app had the DE4MHA embedded mainly because the time response taken to obtain the user health information was nearly the same as without DE4MHA. The DE4MHA was implemented in a ubiquitous manner so users were able to keep using the app without noticing changes or presence of any cryptography mechanisms.

Limitations

There were several limitations to the study. The main limitation was applying security on mobile devices due to the low processor capacity compared with personal computers (PCs), though tremendous improvements in this area have been made, uncooperative mobile nodes with and without the DE4MHA. The probability that a request was successfully answered as a function of uncooperative nodes in the network decreased with the increase of uncooperative mobile nodes. Taking into account both approaches, with and without DE4MHA, it was observed that DE4MHA presented a slightly worse result. The average service delay also grew when the number of uncooperative mobile nodes increased, as expected. The results of the DE4MHA were also slightly worse but practically insignificant. As can be observed, with 4 uncooperative nodes, the service average delay, with and without DE4MHA, was about 30.78 and 29.77 seconds, respectively.

Figure 6. Service delivery probability and average service delay as a function of the number of uncooperative mobile nodes with and without the DE4MHA.

Conclusion

This paper proposed a data encryption solution for mobile health apps, called DE4MHA. The data encryption algorithm DE4MHA with cooperation mechanisms in mobile health allow users to safely obtain health information with the data being carried securely. These security mechanisms did not deteriorate the overall network performance and the app, maintaining similar performance levels as without the encryption. More importantly, it offers a robust and reliable increase of privacy, confidentiality, integrity, and authenticity of their health information. Although it was experimented on a specific mHealth app, SapoFit, both DE4MHA and the cooperation strategy can be deployed in other mHealth apps.
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Abstract

Background: Effective health communication is important for informed decision-making, yet little is known about the range of information sources used by persons with multiple sclerosis (MS), the perceived trust in those information sources, or how this might vary according to patient characteristics.

Objective: We aimed to investigate the sources of health information used by persons with MS, their preferences for the source of health information, and levels of trust in those information sources. We also aimed to evaluate how these findings varied according to participant characteristics.

Methods: In 2011, participants in the North American Research Committee on Multiple Sclerosis (NARCOMS) Registry were asked about their sources of health information using selected questions adapted from the 2007 Health Information National Trends (HINTS) survey.

Results: Of 12,974 eligible participants, 66.18% (8586/12,974) completed the questionnaire. Mass media sources, rather than interpersonal information sources, were the first sources used by 83.22% (5953/7153) of participants for general health topics and by 68.31% (7357) of participants for MS concerns. Specifically, the Internet was the first source of health information for general health issues (5267, 73.40%) and MS (4369, 59.23%). In a logistic regression model, younger age, less disability, and higher annual income were independently associated with increased odds of use of mass media rather than interpersonal sources of information first. The most trusted information source was a physician, with 97.94% (8318/8493) reporting that they trusted a physician some or a lot. Information sought included treatment for MS (4470/5663, 78.93%), general information about MS (3378/5405, 62.50%), paying for medical care (1096/4282, 25.59%), where to get medical care (787/4282, 18.38%), and supports for coping with MS (2775/5031, 55.16%). Nearly 40% (2998/7521) of participants had concerns about the quality of the information they gathered.

Conclusions: Although physicians remain the most trusted source of health information for people with MS, the Internet is the first source of health information for most of them. This has important implications for the dissemination of health information.
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multiple sclerosis; Internet; social media; trust; health information
**Introduction**

When seeking health information, patients use interpersonal sources including peers, and mass media sources such as the Internet. Preferred sources of health information vary by age, ethnicity, socioeconomic status and type of chronic condition [1-5]. Use of the Internet as a health information source, for example, varies from 35% in Canadians with spinal cord injury [2], to 62% in rheumatoid arthritis patients from New Jersey, United States, participating in a commercial health plan [3], to 63-82% in people with multiple sclerosis (MS) from regions in the United States and Israel [4,5].

Effective health communication is important for informed decision-making, yet little is known about the information sources used by people with MS, the perceived trust in those sources, or how this might vary by patient characteristics. Before their first visit at an MS clinic, 82% of people with MS from Ohio, United States, gathered information from the Internet [4]. Another study suggested that more disabled people with MS preferred interaction with health care providers over seeking information electronically; however, that study focused on Internet use in a clinic population and did not evaluate the breadth of information sources used [5].

We aimed to investigate the sources of health information used by people with MS, their preferences for the source of health information, and levels of trust in those information sources. We also aimed to evaluate how these findings varied according to participant characteristics.

**Methods**

**North American Research Committee on Multiple Sclerosis Registry**

The Consortium of MS Centers developed the North American Research Committee on Multiple Sclerosis (NARCOMS) Registry as a voluntary self-report registry for people with MS [6]. NARCOMS participants agree to the use of their de-identified data for research purposes, and the Registry is approved by the Institutional Review Board at the University of Alabama at Birmingham. Diagnoses of MS were validated in a randomly selected sample of participants [7]. Participants enrolled by mailing in a questionnaire or by completing a questionnaire online [6]. Thereafter, they completed surveys semi-annually, on paper, or online. At enrollment and on the semi-annual surveys, participants provided sociodemographic and clinical information. Disability status was reported using Patient Determined Disease Steps (PDDS) [8], a validated measure that correlates well with a physician-scored Expanded Disability Status Scale (EDSS) [8]. It is scored ordinally from 0 to 8, where a score of 0 approximates an EDSS score of 0, a score of 3 represents early gait disability without needing an assistive device and approximates an EDSS score of 4.0 to 4.5; and scores of 4, 5, and 6 represent EDSS scores of 6 to 6.5.

**Questionnaire**

In 2011, participants were asked about sources of health information using questions adapted from the 2007 Health Information National Trends (HINTS) survey [9]. HINTS was developed by the National Cancer Institute to evaluate changing trends in health communication, to assess access to and use of cancer information, and to evaluate perception of cancer risk and health behaviors [9]. The first section of the survey queried information seeking about health topics during the respondents’ most recent search, the second inquired about information seeking about cancer, and the third focused on Internet use. Collectively, this survey captured information seeking from interpersonal and mass media sources. We substituted MS for cancer in these sections, and substituted MS organizations (such as the National Multiple Sclerosis Society [NMSS] and Consortium of Multiple Sclerosis Centers for cancer organizations. The adapted questions can be reviewed in Multimedia Appendix 1.

**Statistical Analysis**

Because of variability in the availability of health care information sources and in health care systems worldwide, we restricted our analysis to NARCOMS participants living in the United States. Missing responses were not imputed. Note that some participants did not respond to all questions, and some data were missing for non-responders; therefore we report the number of individuals responding to each question throughout. We summarized categorical variables using frequency (percent) and continuous variables using mean (standard deviation) or median (interquartile range) as appropriate.

Use of information sources was tabulated by individual source where only one choice could be selected, and categorized as interpersonal (family, provider, friend, patient advocacy organization, [10]) or mass media sources (books, newspapers, brochures, library, magazines, Internet). Using logistic regression we examined demographic and clinical factors associated with use of mass media versus interpersonal sources of information, factors associated with Internet use (yes vs no), the type of information (yes vs no) sought, including information sought by more than 50% of participants and regarding access to care. We identified health information sources reported by ≥5% of participants as their first information source, and examined the association between sociodemographic and clinical characteristics, and level of trust for those information sources using logistic regression models. For each health information source, trust was dichotomized as more (a lot or some) versus less (a little or not at all) [11].

The independent variables considered for each regression model are described below. Race was categorized as white (reference group), and non-white. Education was included as indicator variables for high school diploma or less (reference group), Associate’s Degree or Technical Degree, Bachelor’s Degree, and post-graduate degree. Annual household income was included as indicator variables for <$15,000 (reference group), $15,000-29,999, $30,000-49,999, $50,000-100,000, >$100,000, or declined to answer. Insurance status was included as indicator variables for private, public only (reference group), or none. Region of residence was included as indicator variables for West (reference group), Midwest, South, and East as defined by the US Census bureau. Age was categorized as 18-34, 35-49, 50-59, and ≥60 (reference group) years. Disease duration was categorized into quartiles, thus 0-16, 17-24, 25-33 and ≥34.
years. Using PDDS, participants were classified as having mild (0-2), moderate (3-4), or severe (5-8, reference group) disability [12]. We also included a variable indicating whether the questionnaire was completed online or on paper. Assumptions of models were tested using standard methods [13]. For each model, we reported a c-statistic as a measure of discriminating ability (estimate of area under the curve) and the Hosmer Lemeshow test as a measure of goodness of fit. Analyses were performed using SAS V9.2.

**Results**

**Respondents**

Of 12,974 eligible participants, 8586/12,974 (66.18%) responded. The demographic and clinical characteristics of the responders are summarized in Table 1. As compared to responders, non-responders were more likely to be women (80.90%, 3542/4378 vs 77.56%, 6650/8574, \(P<.0001\)), and of lower socioeconomic status (annual income at enrollment <$15,000; 458/4219, 10.86% vs 795/8176, 9.72%, \(P=.047\)). Non-responders had a lower age of symptom onset (mean 30.0, SD 9.7 years) than responders (mean 30.9, SD 10.0 years), and a lower age of diagnosis (mean 37.7, SD 9.8 vs mean 38.5, SD 9.7, both \(P<.0001\)). Although these differences were statistically significant, the differences in the absolute values were so small that they were unlikely to be clinically significant. Responders and non-responders did not differ with respect to the severity of disability at enrollment.

**Information Sources**

Eighty-nine percent of respondents (7512/8439) reported ever seeking information about health or medical topics from any source. Participants who completed the survey online were more likely than those who did not (2221/2951, 75.26%, \(P<.0001\)). Similarly, 88.13% (7459/8464) reported that they had ever sought information about MS specifically, and such information-seeking behavior was greater among participants who completed the survey online (5157/5610, 91.92%) versus paper (2302/2854, 80.66%, \(P<.0001\)).

Table 2 shows the first source that participants went to for information about general health or medical topics, for the most recent time that they sought information. The Internet was the most common choice, reported by 73.37% (5332/7267) of participants who responded to the question and correctly selected only one choice. The second choice was health care providers (8.48%, 616/7267), followed by the NMSS (400/7267, 5.50%). The Internet was a less common first source of information regarding MS specifically, being reported by 4369/7267 (59.23%) of participants. Health care providers remained the second choice (1127/7376, 15.28%) and the NMSS remained the third choice (962/7376, 13.04%).

For further analysis, information sources were categorized as interpersonal or mass media. Mass media was the first information source used by 83.22% (5953/7153) of participants for general health topics and by 68.31% (5026/7357) of participants for MS concerns. On univariate analysis, characteristics associated with greater mass media use were female sex (\(P=.0048\)), younger age (\(P<.0001\)), greater than a high school education (\(P<.0001\)), higher annual income (\(P<.0001\)), survey completion online (\(P<.0001\)), and less disability (\(P<.0001\)). In a logistic regression model, younger age, less disability, and higher annual income were independently associated with increased odds of use of mass media rather than interpersonal sources of information first (Table 3).

**Health Information Sought**

Participants sought a broad range of information regarding MS, including general aspects of MS, treatment, access to health care, and support for coping with MS (Table 4). Using multivariable logistic regression, we evaluated the association between participant characteristics and the types of information sought by more than 50% of participants (Multimedia Appendix 2). Consistently, higher socioeconomic status was associated with lower odds of searching for information. Lower levels of disability were associated with increased odds of searching for information about symptoms, while longer disease duration was associated with decreased odds of searching for information about coping and symptoms.

Information regarding access to care was also sought frequently on topics including paying for medical care (1096/4282, 25.59%), insurance (1008/4393, 22.95%), and where to get medical care (787/4282, 18.38%). Using logistic regression, lower socioeconomic status was consistently associated with searching for information regarding access to care (Multimedia Appendix 3).

**Internet Use**

Most participants had accessed the Internet or used email (7292/8469, 86.10%), with more than 60% (4736) indicating that they accessed the Internet several times a day. Participants who completed the questionnaire online used the Internet more frequently than those who completed the questionnaire on paper (linear trend \(P<.0001\)). Using logistic regression, younger age, higher educational level, higher annual income, and milder disability were independently associated with increased odds of Internet use (Multimedia Appendix 4). Non-white race and public rather than private health insurance was associated with decreased odds of Internet use. Internet use varied somewhat across regions, being lower in the East and Midwest regions than the West.

Participants reported conducting several other activities online including social networking (4606/7528, 61.18%), seeking a health care provider (2595/7516, 34.53%), buying medications or vitamins (2583/7537, 34.27%), communicating with a physician (2408/7536, 31.95%), seeking advice regarding diet, weight, or physical activity (2401/7522, 31.92%), tracking personal health information such as test results or medical appointments (2159/5366, 28.69%), downloading information to a device (1971/7536, 25.59%), and using online support groups for people with MS (1557/7526, 20.69%) and blogging (584/7515, 7.77%).
Satisfaction and Trust
A substantial proportion of respondents had concerns regarding their search for information. Specifically, 2131/7556 (28.20%) felt that it took a lot of effort to get the information required, while 2120/7531 (28.15%) felt frustrated during their search, 2998/7521 (39.86%) were concerned about the quality of information gathered, and 1590/7533 (21.11%) thought that the information obtained was hard to understand.

The degree of trust varied across information sources. The most trusted source of information was a physician, with 97.94% (8318/8493) reporting that they trusted a physician some or a lot (Figure 1). Table 5 shows the results of logistic regression analyses for the association of trust (more vs less) and sociodemographic and clinical characteristics for the three most commonly used information sources for MS-related information (physicians, the Internet, and patient advocacy groups). Although some associations varied according to the information source, general patterns emerged. Higher levels of education and income were associated with greater trust in the three sources, as was mild rather than severe disability. Although age was not associated with trust in doctors, younger age was associated with increased trust in the Internet and patient advocacy groups.

Figure 1. Degree of trust in various information sources.

<table>
<thead>
<tr>
<th>Information Source</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>A doctor</td>
<td>80</td>
</tr>
<tr>
<td>Internet</td>
<td>70</td>
</tr>
<tr>
<td>Charitable organizations</td>
<td>60</td>
</tr>
<tr>
<td>Newspapers/magazines</td>
<td>50</td>
</tr>
<tr>
<td>Family/friends</td>
<td>40</td>
</tr>
<tr>
<td>Television</td>
<td>30</td>
</tr>
<tr>
<td>Radio</td>
<td>20</td>
</tr>
<tr>
<td>Religious organizations</td>
<td>10</td>
</tr>
</tbody>
</table>

A lot | Some | A little | Not at all
Table 1. Demographic and clinical characteristics of responders to the NARCOMS Fall 2011 questionnaire.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>n/N (%) or mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>6649/8573 (77.56)</td>
</tr>
<tr>
<td>Male</td>
<td>1924/8573 (22.44)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>7610/7972 (95.46)</td>
</tr>
<tr>
<td>Non-White</td>
<td>362/7972 (4.54)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>High school diploma or less</td>
<td>2777/8505 (32.65)</td>
</tr>
<tr>
<td>Associate's or Technical degree</td>
<td>1457/8505 (17.13)</td>
</tr>
<tr>
<td>Bachelor's degree</td>
<td>2392/8505 (28.12)</td>
</tr>
<tr>
<td>Post-graduate degree</td>
<td>1879/8505 (22.09)</td>
</tr>
<tr>
<td><strong>Annual income</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;$15,000</td>
<td>706/8362 (8.44)</td>
</tr>
<tr>
<td>$15,000-29,999</td>
<td>1249/8362 (14.94)</td>
</tr>
<tr>
<td>$30,000-49,999</td>
<td>1347/8362 (16.11)</td>
</tr>
<tr>
<td>$50,000-100,000</td>
<td>2020/8362 (24.16)</td>
</tr>
<tr>
<td>&gt;$100,000</td>
<td>1194/8362 (14.28)</td>
</tr>
<tr>
<td>I do not wish to answer</td>
<td>1846/8362 (22.08)</td>
</tr>
<tr>
<td><strong>Health insurance</strong></td>
<td></td>
</tr>
<tr>
<td>Private</td>
<td>5612/8384 (66.94)</td>
</tr>
<tr>
<td>Public only</td>
<td>2561/8384 (30.55)</td>
</tr>
<tr>
<td>None</td>
<td>211/8384 (2.52)</td>
</tr>
<tr>
<td><strong>Region of residence</strong></td>
<td></td>
</tr>
<tr>
<td>East</td>
<td>1981/8579 (23.09)</td>
</tr>
<tr>
<td>Midwest</td>
<td>2180/8579 (25.41)</td>
</tr>
<tr>
<td>South</td>
<td>2237/8579 (26.08)</td>
</tr>
<tr>
<td>West</td>
<td>2181/8579 (25.42)</td>
</tr>
<tr>
<td><strong>Current age (years), mean (SD)</strong></td>
<td>56.6 (10.5)</td>
</tr>
<tr>
<td><strong>Age of symptom onset (years), mean (SD)</strong></td>
<td>30.9 (10.0)</td>
</tr>
<tr>
<td><strong>Age of diagnosis (years), mean (SD)</strong></td>
<td>38.5 (9.7)</td>
</tr>
<tr>
<td><strong>Patient determined disease steps (categorized)</strong></td>
<td></td>
</tr>
<tr>
<td>Mild (0-2)</td>
<td>3009/8507 (35.37)</td>
</tr>
<tr>
<td>Moderate (3-4)</td>
<td>2216/8507 (26.05)</td>
</tr>
<tr>
<td>Severe (5-8)</td>
<td>3282/8507 (38.58)</td>
</tr>
<tr>
<td><strong>Questionnaire administration</strong></td>
<td></td>
</tr>
<tr>
<td>Online</td>
<td>5635/8586 (65.63)</td>
</tr>
<tr>
<td>Paper</td>
<td>2951/8586 (34.37)</td>
</tr>
</tbody>
</table>
### Table 2. The first source for health information, the last time it was sought (N=7376).

<table>
<thead>
<tr>
<th>Source of health information</th>
<th>General health</th>
<th>Multiple Sclerosis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td>n (%)</td>
</tr>
<tr>
<td>Internet</td>
<td>5332 (73.40)</td>
<td>4369 (59.23)</td>
</tr>
<tr>
<td>Doctor or health care provider</td>
<td>616 (8.48)</td>
<td>1127 (15.28)</td>
</tr>
<tr>
<td>National Multiple Sclerosis Society</td>
<td>400 (5.50)</td>
<td>962 (13.04)</td>
</tr>
<tr>
<td>Books</td>
<td>267 (3.67)</td>
<td>175 (2.37)</td>
</tr>
<tr>
<td>Magazines</td>
<td>141 (1.94)</td>
<td>174 (2.36)</td>
</tr>
<tr>
<td>Other</td>
<td>115 (1.58)</td>
<td>116 (1.57)</td>
</tr>
<tr>
<td>Brochures, pamphlets, etc</td>
<td>104 (1.43)</td>
<td>142 (1.93)</td>
</tr>
<tr>
<td>Family</td>
<td>78 (1.07)</td>
<td>44 (0.60)</td>
</tr>
<tr>
<td>Consortium of MS Centers</td>
<td>39 (0.54)</td>
<td>84 (1.14)</td>
</tr>
<tr>
<td>Telephone information number</td>
<td>50 (0.69)</td>
<td>43 (0.58)</td>
</tr>
<tr>
<td>Newspapers</td>
<td>36 (0.50)</td>
<td>22 (0.30)</td>
</tr>
<tr>
<td>Complementary or alternative practitioner</td>
<td>35 (0.48)</td>
<td>35 (0.47)</td>
</tr>
<tr>
<td>Friend/co-worker</td>
<td>32 (0.44)</td>
<td>41 (0.56)</td>
</tr>
<tr>
<td>Library</td>
<td>22 (0.30)</td>
<td>42 (0.57)</td>
</tr>
</tbody>
</table>

### Table 3. Characteristics associated with using mass media versus interpersonal information sources as the first source of health information (n=6348).\(^a\)

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Odds Ratio</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group, years</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>1.38</td>
<td>0.91, 2.10</td>
</tr>
<tr>
<td>35-49</td>
<td>2.01</td>
<td>1.65, 2.44</td>
</tr>
<tr>
<td>50-59</td>
<td>1.58</td>
<td>1.37, 1.83</td>
</tr>
<tr>
<td>≥60 (Reference(^b))</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td><strong>Annual income</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;$15,000 (Reference(^b))</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>$15,000-29,999</td>
<td>1.44</td>
<td>1.12, 1.86</td>
</tr>
<tr>
<td>$30,000-49,999</td>
<td>1.79</td>
<td>1.38, 2.31</td>
</tr>
<tr>
<td>$50,000-100,000</td>
<td>2.05</td>
<td>1.60, 2.62</td>
</tr>
<tr>
<td>&gt;$100,000</td>
<td>2.65</td>
<td>1.98, 3.54</td>
</tr>
<tr>
<td>Declined to answer</td>
<td>1.57</td>
<td>1.23, 2.00</td>
</tr>
<tr>
<td><strong>Disability</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild</td>
<td>1.44</td>
<td>1.12, 1.87</td>
</tr>
<tr>
<td>Moderate</td>
<td>1.11</td>
<td>1.38, 2.31</td>
</tr>
<tr>
<td>Severe (Reference(^b))</td>
<td>1.0</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) c-statistic = 0.63; HLGOF \( \chi^2_8 = 13.5, P= .09 \)
\(^b\) reference group in the regression model
Table 4. Type of health information sought about MS at the time of the most recent search.

<table>
<thead>
<tr>
<th>Type of health information sought</th>
<th>n/N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment for MS</td>
<td>4470/5663 (78.93)</td>
</tr>
<tr>
<td>General information about MS</td>
<td>3378/5405 (62.50)</td>
</tr>
<tr>
<td>Symptoms of MS</td>
<td>2810/5032 (55.84)</td>
</tr>
<tr>
<td>Coping with MS</td>
<td>2775/5031 (55.16)</td>
</tr>
<tr>
<td>Complementary and alternative therapies</td>
<td>2222/4808 (46.21)</td>
</tr>
<tr>
<td>MS organizations</td>
<td>1962/4616 (42.50)</td>
</tr>
<tr>
<td>Cause of MS</td>
<td>1914/4742 (40.36)</td>
</tr>
<tr>
<td>Prognosis</td>
<td>1701/4610 (36.90)</td>
</tr>
<tr>
<td>Diagnosis of MS</td>
<td>812/4253 (19.09)</td>
</tr>
<tr>
<td>Other information</td>
<td>976/3755 (25.99)</td>
</tr>
</tbody>
</table>
Table 5. Demographic and clinical characteristics associated with trust (“some” or “a lot”) versus lack of trust in sources of health information.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Information Source</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Physician(^a)</td>
</tr>
<tr>
<td></td>
<td>(N=7559)</td>
</tr>
<tr>
<td></td>
<td>OR (95% CI)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1.0</td>
</tr>
<tr>
<td>Male</td>
<td>1.29 (0.84, 1.98)</td>
</tr>
<tr>
<td>Age group, years</td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>0.54 (0.21, 1.40)</td>
</tr>
<tr>
<td>35-49</td>
<td>1.24 (0.75, 2.05)</td>
</tr>
<tr>
<td>50-59</td>
<td>1.02 (0.70, 1.48)</td>
</tr>
<tr>
<td>≥60 (Reference(^d))</td>
<td>1.0</td>
</tr>
<tr>
<td>Race</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>1.0</td>
</tr>
<tr>
<td>Other</td>
<td>1.00 (0.46, 2.18)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>1.0</td>
</tr>
<tr>
<td>Associate’s/Technical degree</td>
<td>1.50 (0.92, 2.44)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>1.88 (1.15, 3.00)</td>
</tr>
<tr>
<td>Graduate degree</td>
<td>1.38 (0.86, 2.22)</td>
</tr>
<tr>
<td>Annual income</td>
<td></td>
</tr>
<tr>
<td>&lt;$15,000</td>
<td>1.0</td>
</tr>
<tr>
<td>$15,000-29,999 (Reference(^d))</td>
<td>1.43 (0.85, 2.42)</td>
</tr>
<tr>
<td>$30,000-49,999</td>
<td>3.45 (1.75, 6.78)</td>
</tr>
<tr>
<td>$50,000-100,000</td>
<td>2.80 (1.51, 5.19)</td>
</tr>
<tr>
<td>&gt;$100,000</td>
<td>2.00 (0.99, 4.03)</td>
</tr>
<tr>
<td>Declined to answer</td>
<td>2.02 (1.17, 3.51)</td>
</tr>
<tr>
<td>Insurance</td>
<td></td>
</tr>
<tr>
<td>Public only</td>
<td>1.0</td>
</tr>
<tr>
<td>Private</td>
<td>1.11 (0.76, 1.63)</td>
</tr>
<tr>
<td>None</td>
<td>1.65 (0.51, 5.38)</td>
</tr>
<tr>
<td>Region</td>
<td></td>
</tr>
<tr>
<td>West</td>
<td>1.0</td>
</tr>
<tr>
<td>East</td>
<td>1.08 (0.84, 1.74)</td>
</tr>
<tr>
<td>Midwest</td>
<td>1.17 (0.67, 1.87)</td>
</tr>
<tr>
<td>South</td>
<td>0.98 (0.63, 1.54)</td>
</tr>
<tr>
<td>Disability</td>
<td></td>
</tr>
<tr>
<td>Mild</td>
<td>1.34 (0.87, 2.25)</td>
</tr>
<tr>
<td>Moderate</td>
<td>1.09 (0.72, 1.75)</td>
</tr>
<tr>
<td>Severe (Reference(^d))</td>
<td>1.0</td>
</tr>
</tbody>
</table>

\(^a\)c-statistic = 0.66, Hosmer Lemeshow Goodness of Fit (HLGOF) $\chi^2_8 = 7.16, P=.52$

\(^b\)c-statistic = 0.61, HLGOF $\chi^2_8 = 8.45, P=.39$
Discussion

Principal Results

We investigated information sources used by people with MS, satisfaction and trust in those information sources, and the type of information sought about MS. In 2011, more than 85% of our participants reported Internet access. Four years earlier, 69% of American adults who responded to the HINTS survey, which was adapted for our study, reported having access to the Internet [14]. With a frequency of more than 70%, the Internet was the most common first source of general health information reported by study participants at the time of their most recent search, reported 8-fold more often than health care providers, and 13-fold more often than patient advocacy organizations. Although the Internet was a slightly less frequent first choice of information for MS, it was still frequently used (59.23%, 4369/7376). Similarly, one clinic-based study of 96 people with MS from Israel found that 63% used the Internet for MS related searches [5]. In the general population, the Internet is also the first source of cancer information, and this is rising, from just over 50% in 2002-2003 to over 55% in 2008 [15]. In the general population it is also notable that the Internet is less often the first source of information for cancer, than for general health information, similar to our findings for MS [11]. The reasons for these differences are uncertain but the greater complexity of disease-specific information might drive patients to seek more information from their health care providers. Prior studies of the MS population have found that those who used the Internet were younger and more educated than those who did not [5], as have studies of cancer populations [16]. Similarly, we found that higher levels of income, having private health insurance, and white race were associated with more Internet use. We did not evaluate whether this related to computer access, but this should be explored.

Although the Internet was the first source of information reported, 80.02% (6796/8493) of our participants reported a lot of trust in physicians while only 22.63% (1872/8271) reported a lot of trust in the Internet. This is similar to findings in the general population. In 2008 HINTS survey, trust in physicians was higher with 80% of respondents from the general population reporting the highest trust in information from that source, and only 20% reporting a lot of trust in the Internet [15]. The Internet remained, however, the first information source for more than 55% of respondents.

We found that participants conducted multiple health-related activities online in addition to information seeking (Multimedia Appendix 5). In 2003, the first HINTS survey found that 3.9% of their respondents participated in an online support group and 9.1% bought medicine or supplements online [11]. In 2007, the HINTS survey found that 5% of their respondents participated in an online support group, 14.5% bought medicine online, and 23% used a social networking site [14]. In 2011, NARCOMS participants reported substantially higher use of the Internet for such activities, with 20% using online support groups, 34% buying medication or supplements online, and more than 60% participating in social networking. Although use of the Internet for health reasons is increasing in the general population, these findings suggest it may be higher among people with MS.

The range of information sought regarding MS by NARCOMS participants highlights the varied information needs of people with MS, some of which are likely to change over the disease course. In our study, 18-24% of participants sought information regarding topics related to access to care, including where to go for treatment and how to pay for it. Such information was most often sought by people of lower socioeconomic status. This underscores the economic challenges associated with MS care. In a sample of 2145 people with MS, lower socioeconomic status including lower family income and lack of health insurance, was associated with a lower probability of receiving care from a neurologist [17]. Lower socioeconomic status was also associated with disparities in care for urinary symptoms [18] and mental comorbidity [19].

Comparison With Prior Work

A mixed methods study of 61 people attending a first visit at an MS clinic found that 82% sought information on the Internet before that appointment [4], highlighting that information seeking often begins early prior to a confirmed diagnosis. These individuals reported doing Internet searches to gather background information, save time during appointments, to verify physician competency, and to find an MS physician and to obtain social support. In an Australian study of 23 people newly diagnosed with MS, most wanted information from the MS Society and MS specialist nurses. They were happy with the amount of information received from those sources, but wanted more information than they currently received from neurologists, family physicians, and education sessions [20]. Thus people with MS frequently seek many types of information from a range of sources, but remain dissatisfied with the amount of information obtained from some sources. This is consistent with the disparity between the first choice of information source and the most trusted information source noted in the present study. Further, despite the readily available information from sources such as the Internet, 39.86% (2998/7521) of participants in our study had concerns regarding information quality, and 21.11% (1590/7553) found the information difficult to comprehend. Participants of lower socioeconomic status reported more difficulty finding and understanding information.

Collectively, these findings have important implications for dissemination of information to people with MS and their families. Health care providers should be aware that their patients are likely to gather considerable information from the Internet, and typically before their patients obtain information from their providers. Further, although patients trust the information obtained from their physicians, they likely want more information from them, and in a more timely fashion. Traditional information sources such as newspapers, television, and radio are likely to be ineffective methods of communication as they are either not used, not trusted, or both. The Internet, including social media, provides a means for rapid dissemination.
of health information by health care providers, which can be readily updated. However, it is critical that this information be provided in a way that is readily accessible and comprehensible to people of all socioeconomic backgrounds.

**Limitations**

This study has limitations. Our response rate of 66.18% (8586/12,974) was lower than desired, but this may be an underestimate of the true response rate since we could not determine how many participants actually received the questionnaire as changes in home or email addresses and deaths are often identified only long after a participant has failed to respond. The NARCOMS Registry is a voluntary registry, therefore it does not fully represent the MS population in the United States, and non-responders had a lower socioeconomic status than responders. However, the NARCOMS population is large and sociodemographically diverse with characteristics similar to those reported for other MS populations [21]. A key strength of this study was that participants included those who responded online and by mail, avoiding the limitations of other studies about Internet use which have been limited to online only completion. Further, this was the largest study related to this issue that we know of.

**Conclusions**

Our work highlights the main sources of health information used by people with MS, and thus has implications for the dissemination of health information, keeping in mind the discordance between the most readily accessible source, the Internet and the most trusted resource. The rise in the use of social networking, and platforms facilitating direct exchange of personal health information between patients [22,23] are dramatically changing patterns of health communication.
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Abstract

Background: Past research has revealed that insufficient pain assessment could, and often, has negative implications on the provision of quality health care. While current available clinical approaches have proven to be valid interventions, they are expensive and can often fail in providing efficient pain measurements. The increase in the prevalence of pain calls for more intuitive pain assessment solutions. Computerized alternatives have already been proposed both in the literature and in commerce, but may lack essential qualities such as accuracy of the collected clinical information and effective patient-clinician interaction. In response to this concern, 3-dimensional (3D) technology could become the innovative intervention needed to support and improve the pain assessment process.

Objective: The purpose of this analysis was to describe qualitative findings from a study which was designed to explore patients’ perceptions of adopting 3D technology in the assessment of their pain experience related to important themes that might positively or negatively influence the quality of the pain assessment process.

Methods: The perceptions of 60 individuals with some form of pain in the area of Greater London were collected through semi-structured interviews. Of the 60 respondents, 24 (43%) produced usable responses and were analyzed for content using principles of the grounded theory approach and thematic analysis, in order to gain insight into the participants’ beliefs and attitudes towards adopting 3D technology in pain assessment.

Results: The analysis identified 4 high-level core themes that were representative of the participants’ responses. These themes indicated that most respondents valued “the potential of 3D technology to facilitate better assessment of pain” as the most useful outcome of adopting a 3D approach. Respondents also expressed their opinions on the usability of the 3D approach, with no important concerns reported about its perceived ease of use. Our findings finally, showed that respondents appreciated the perceived clinical utility of the proposed approach, which could further have an influence on their intention to use it.

Conclusions: These findings highlighted factors that are seen as essential for improving the assessment of pain, and demonstrated the need for a strong focus on patient-clinician communication. The participants of this analysis believed that the introduction of 3D technology in the process might be a useful mechanism for such a positive health care outcome. The study’s findings could also be used to make recommendations concerning the potential for inclusion of 3D technology in current clinical pain tools for the purpose of improving the quality of health care.
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pain assessment; 3-dimensional image; health care systems; health care delivery; patient acceptance of health care; qualitative research
Introduction

Overview
In medical practice, high quality clinical information is essential in providing high quality health care. When assessing a patient for pain, the only valued information that can typically be used are suggestive descriptions or self-reports from the patient, which are considered as the best available source of information for pain measurement [1]. These, however, are also considered to be subjective in nature [2], as they are highly influenced by a variety of psychological and cultural factors [3]. In fact, it is not uncommon in some patients that psychological problems may have actually caused some of the pain by adding stress to the body, or the stress of the pain may have caused psychological problems [4]. As a result, the ability of a clinician to provide a wholly accurate diagnosis can be, and often is, undermined due to inaccurate pain descriptions from the patient. In response to this, clinicians in primary care have been using the “pain drawing” shown in Figure 1 as a means to collect and manage pain information of higher quality.

The Pain Drawing in the Measurement of Pain
The pain drawing has long been applied to the field of pain documentation [5-9], offering patients the ability to self-record information about the location and type of pain they are experiencing on a paper-based diagram of a human figure. Such a topographical representation of pain is argued to be very useful in summarizing patients’ description of their pain in an interpretable way for clinicians [5], and can be further used to better monitor change in patients’ pain situation [10]. The patients typically mark the location of pain experienced on a blank human diagram, using either specific symbols [11] or colours [12], in order to indicate various pain types.

Figure 1. A completed pain drawing [24].
As a result of its potential, this tool has been employed over the years to assess a variety of pain-related conditions ranging from simple back pain to more serious medical problems. In some instances, the pain drawing was the most used tool to evaluate the location of back pain [13], and in other instances, the pain drawing was most commonly used to evaluate pain as a result of knee osteoarthritis [14] and to examine the association of depression with spinal stenosis surgery [15].

Nevertheless, the results from a pan-European consensus report [16] showed that one in five Europeans (19%) was estimated to suffer from pain, a figure that seems to indicate that there is still an overall lack of success in its assessment, despite the benefits of the pain drawing for the intended purpose. This might be an indication of underdeveloped clinical tools and limited on-going research with respect to improving them. This same report particularly highlighted that the percentage of 2019 people in 15 European countries whose pain was still not adequately managed was 38%, and suggested that this was indeed partially owed to the inappropriate and ineffective management and treatment of pain, which needs to be improved.

Accordingly, in the pain literature, recent studies similarly revealed that this situation is existent, evidencing that one of the most important pain measurement tools, the pain drawing, has indeed remained highly underdeveloped. In particular, it is noteworthy that in such studies (eg, [9,17-22]) the same paper-based, 2-dimensional (2D) human diagram is still being used as the main means to report and show the location of pain that can typically occur in any part of our 3-dimensional (3D) human body.

This is certainly one of the biggest drawbacks of the pain drawing, as it implies serious concerns about its performance when it comes to accurately visualizing patients’ pain descriptions. For instance, it is very common for pain to occur on the inside of a thigh, a location that is not easily captured in 2D pain drawings. It is therefore expected that a pain reporting mismatch is present in the current version of the pain drawing, resulting in (1) patients being unable to accurately report the pain that they are experiencing, and (2) making the assessment a time-consuming process with possible irrelevant medical data collected that can lead to the ineffective management of pain.

Results from a number of various studies in the area of information visualization seem to consent that 2D visualization is indeed not anymore useful for a complete understanding of the “object” under investigation, mainly because it lacks the natural depth cues (eg, perspective, shading, and occlusion) [23]. As such, notwithstanding its advantages, it is essential for new interventions for more accurate pain assessment to be developed.

The Need for Adopting 3D Technology

With the emergence of 3D technology, the field of health care has already adopted 3D technology for a variety of uses, and it has become one of the most common methods for visualizing medical information. In the area of information technology, the 3D concept is used to describe a real or imagined environment that can be experienced visually in the 3 dimensions of width, height, and depth, and that may additionally provide an interactive experience. According to [24], 3D technology offers significant benefits over 2D, in particular: (1) displaying data in 3D can make it easier for users to manipulate the data, (2) improvement of the understanding of 3D structures when users have the ability to manipulate it, and (3) 3D makes it possible to make the layout of a designed object more consistent with its intended role and visualize it as perceived in its natural environment.

Along these lines, researchers have used 3D computer reconstructions to evaluate the pathology of a spinal cord injury [25] and to construct 3D virtual images from computerized medical scans [26]. In both examples, 3D technology was extremely beneficial because the models produced could be observed from many different viewpoints, while rotation and zooming features were combined to allow observer navigation within the tissue of interest. Such feature benefits were anticipated to provide and improve the depth cues that 2D pain drawings currently lack.

As opposed to a variety of other areas in health care, until recently, the traditional 2D pain drawings had never caught up with 3D technology, thus, it had always been lacking the benefits mentioned above. Previous work [2,27] attempted to address this issue by introducing a novel 3D pain drawing that employed the aforementioned features in the effort to provide better and more accurate measurements of pain. This new pain drawing was evaluated for its usability and user satisfaction in the self-reporting of pain by different groups of patients suffering from pain, producing very positive outcomes.

While clinicians seem to be embracing 3D technology to support a wide range of generic clinical activities, it is unclear in the literature how the category of patients suffering from pain would actually perceive the adoption of 3D technology in everyday practice for the intended purpose. To the best of the authors’ knowledge, no previous studies exist that have attempted to investigate this aspect in the context of pain assessment. We were expecting that this study would produce the same positive feedback as in the usability testing studies mentioned above, and that pain sufferers would similarly embrace the benefits that the 3D pain drawing offers in supporting their everyday reporting of pain.

Accordingly, in order to address the above issues, the main aim of the analysis described in this paper was to identify and report patients’ perceptions of adopting the developed 3D technological solution supporting improved assessment of pain, in the anticipation that technology adoption is best predicted by a patient’s attitudes toward the technology, and perceptions about its usefulness.

Methods

Design

The above aim was addressed as part of a within-subjects study that we conducted with a convenience sample of 3 different groups of patients [2,27]. Participants from each group of this study were randomly given the 3D pain drawing of Figure 2 and were asked to use it in order to report their pain experience at the moment of use. In order to record their perceptions and
understand the patients’ attitudes with respect to the 3D pain drawing being adopted into everyday practice for the assessment of their pain experience, the authors employed a phenomenological approach. Ethical approval was obtained by both the Brunel University Research Ethics Committee and the North London 1 Research Ethics Committee.

Figure 2. Example screenshot of the 3D pain drawing used.

Participants and Recruitment

For the purpose of this analysis, 3 different patient groups were targeted. The first group consisted of spinal cord injury patients (n=15), the second group were patients suffering from rheumatologic pain (n=13), and the third were individuals with some form of back pain (n=32). These participant groups totalled 60 individuals (26 female, 34 male; mean age 47.6 years, SD 12.9), who volunteered to take part in the study.

Recruitment was by convenience sampling—participants were patients in the Royal National Orthopaedic and Northwick Park hospitals, and members of the Hillingdon Independent Wheelchair User Group, all in the greater area of London. In order to approach the participants, we contacted the above organizations’ clinical staff and/or administrators and asked them to recommend a number of people who could potentially satisfy our expected needs, and thus, take part in the study. The criteria for selection was that the participant had a medical condition that involved pain, was 18 years or older, and experienced some pain during the period of the evaluation.

Of the 60 participants who were asked to report their perceptions of using the 3D pain drawing to record their pain experience, the perceptions of only 24 (response rate 43%) were deemed usable and were consequently considered in the subsequent analysis.

Instrumentation and Data Collection

Prior to collecting any data, informed consent was obtained from all participants. They were all given the 3D pain drawing to evaluate, the results of which are presented in previous work of ours [2,27]. For this study, participants were interviewed one week after using the 3D pain drawing to review their perceptions and attitudes towards adopting the technology to report their pain experience in everyday practice. Participants were not informed about the specific role of the interviewer as being part of the 3D pain drawing’s development team in this study in order to avoid any potential risk of biased results, in the sense that participants could give overly favorable responses.

Semi-structured interviews were chosen for this purpose, as they are considered a valid and consistent method of data collection in phenomenological research. Specifically, participants were offered the opportunity to provide oral comments and/or suggestions about their experiences in assessing their pain using the 3D approach, through the interview questions presented in Textbox 1 below.
Interview questions agenda.

1. What is your opinion about the pain drawing currently used to report your pain?
   1.1. What do you think is the best or worst aspect of this tool, and why?
   1.2. What do you think needs most improvement, and why?
2. What is your opinion about the 3D pain drawing you recently used to report your pain?
   2.1. What do you think is the best or worst aspect of this tool, and why?
   2.2. What do you think needs most improvement, and why?
3. Please state any comments/suggestions that you might have for both tools, if any.
4. What would you want and need from a pain assessment tool?

The above agenda was developed in order to ensure that participants would be able to provide their perceptions through an open-ended discussion that would allow them to focus on better exploring and communicating their thoughts and needs, as well as would help the authors identify issues related to their attitudes and particular needs regarding a 3D pain drawing. The interviews and data collection were conducted by the same person, and lasted approximately 20-30 minutes each, all producing rich information. All responses were recorded using a digital voice recorder, along with notes that would allow for further interpretation of the recorded information.

Coding and Data Analysis

The responses of each participant were analyzed by employing a qualitative analysis approach, and particularly by combining thematic analysis with the principles of the grounded theory, which is a well-established approach in health care research (eg, [28-31]). Our selection of using the grounded theory lies in its capacity to help researchers formulate hypotheses or theories based on studied phenomena, or to discover participants’ main concerns and how they continually try to resolve it [32]. Along these lines, identifying factors that could support the employment of such 3D technological advancements by patients in the assessment of pain can serve as important findings for further research studies. To discover what these factors are, and considering that there is a lack of prior research in this context, the grounded theory was employed, as it can provide the holistic view necessary to capture patients’ perceptions from which the aforementioned factors could be derived.

Accordingly, thematic analysis and principles of the grounded theory were employed in the following systematic manner. Initially, the recorded interviews were transcribed and coding began by following the process of open-coding, which involves the systematic reading and consideration of every comment produced by each participant, using a line-by-line analysis [33]. The authors then read and reviewed the data, and subsequently developed a coding frame to facilitate the grouping of emerging issues from the data into core themes. This frame suggested the development of a core theme on the basis of grouping codes, which were abstracted from the various participant responses. As such, the data that were formed into core themes were the most relevant to the purpose of this study.

The collected data from each interview were further compared to each other, and to the data produced by the other interviews in order to find any similarities and repetitions, or differences in the emerging issues. Additional grouping codes were added as new issues emerged during the comparison process. Inter-rater reliability scores were not produced since the interviews were not structured [34].

Lastly, all findings were extensively re-reviewed by all authors, in order to validate the data, to gain a high-level understanding of the collected information that would help to identify potential participant attitudes, as well as reflect on any further implications and compare with previous work in the pain literature. All findings were then assessed with a thematic analysis.

Results

Overview

The thematic analysis produced 4 main high-level core themes related to the participants’ responses to the interviews, namely: (1) better assessment, (2) perceived clinical utility, (3) intention to use, and (4) perceived ease of use.

The first core theme highlighted the potential that the 3D approach could offer towards the efforts to better facilitate the reporting, and thus, the assessment of the pain experience. A secondary core theme derived further suggested the participants’ perceived clinical utility of the 3D pain drawing by focusing on its capacity to assist them in becoming better stakeholders in the pain management process.

The third and fourth core themes that were identified brought to the fore the participants’ intentions to use the 3D pain drawing in their everyday pain assessment routine, and whether they believed it would be easy for them to systematically interact with, respectively. Table 1 presents a pool of selected participant responses that support these results, which are summarized and elaborated in the discussion that follows.
**Table 1.** Selected participant responses and core themes.

<table>
<thead>
<tr>
<th>Core theme</th>
<th>Code</th>
<th>Selected responses</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Better assessment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>R1</td>
<td>It (3D approach) allows me to accurately pinpoint any location I choose.</td>
</tr>
<tr>
<td>Clarity</td>
<td>R2</td>
<td>(3D approach) is much better in showing where my pain is...the whole body seems to be</td>
</tr>
<tr>
<td>Clarity</td>
<td>R3</td>
<td>you can actually focus better on that one (3D approach), as the body area is well</td>
</tr>
<tr>
<td>Clarity</td>
<td>R4</td>
<td>represented and I can more easily show where my aches are.</td>
</tr>
<tr>
<td>Accuracy</td>
<td>R5</td>
<td>The figure (2D pain drawing) was not adequate...I would definitely prefer something better.</td>
</tr>
<tr>
<td><strong>Perceived clinical utility</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Allows correlation with activities</td>
<td>R6</td>
<td>It (3D approach) can allow me to better correlate the pain I am experiencing in certain parts of my body with the activities that I had been doing.</td>
</tr>
<tr>
<td>Allows correlation with medication</td>
<td>R7</td>
<td>It (3D approach) made me realize that I was taking my medication at the wrong time of the day.</td>
</tr>
<tr>
<td><strong>Intention to use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>User enthusiasm</td>
<td>R8</td>
<td>Amazing! The old one (2D pain drawing) should be retired now.</td>
</tr>
<tr>
<td>User preference</td>
<td>R9</td>
<td>It (3D approach) is more “friendly” to me... I actually prefer this since our body parts are now easier to see and show.</td>
</tr>
<tr>
<td>Increases user experience</td>
<td>R10</td>
<td>The diagram (2D pain drawing) is a bit “cold”, and to be honest, I wouldn’t mind using something better.</td>
</tr>
<tr>
<td>User preference</td>
<td>R11</td>
<td>I prefer something better than that (2D pain drawing) and I think your tool (3D approach) is better to show my pain.</td>
</tr>
<tr>
<td>User preference</td>
<td>R12</td>
<td>Now, I would never go back to the old one (2D pain drawing) again.</td>
</tr>
<tr>
<td>User preference</td>
<td>R13</td>
<td>I prefer your tool instead of the paper (2D drawing) figure.</td>
</tr>
<tr>
<td><strong>Perceived ease of use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ease of use</td>
<td>R14</td>
<td>Although it might be a bit hard to learn to use, I would like to see this tool (3D approach) again.</td>
</tr>
</tbody>
</table>

**Better Assessment**

Responses revealed that participants were generally enthusiastic about the level of improvement that the 3D approach offered in assessing their pain experience, which was reported as being significantly better than its predecessor was. Particularly, participants highlighted two important feature advancements of the 3D pain drawing as compared to the 2D one—accuracy and clarity. The comments that were indicative of this view (Table 1, R1-R5) generally indicated the extent of the 3D approach to cover almost all assessment aspects of the existing conventional 2D pain drawing, while offering an enhanced level of detail. Building on this, participants overly reported that the 3D approach significantly contributed towards the improvement of current pain assessment practices.

**Perceived Clinical Utility**

This second core theme revealed that participants were particularly enthusiastic with respect to the ability of the tool to offer a more accurate and structured means of correlating activities and medication intake with pain. It has to be pointed out that the above finding was not a direct result of 3D technology usage, but, was instead identified as an indirect implication of using a 3D tool to report pain.

Specifically, the study revealed that participants were provided the capability to better localize their pain location through 3D technology, whilst concurrently being able to monitor how various activities impacted their pain level at that localized body location. For instance, a participant found that she could manage her pain much better by reducing those activities that led to intense pain at that certain body location (R6).

Moreover, additional evidence came from another participant who claimed that he was also able to better monitor the progression and type of pain, vis-a-vis his prescribed medication/treatment (R7). This observed discrepancy between medication intake and experienced peaks of pain at certain body locations, ultimately resulted in that participant reducing his medication (strong analgesic) by 25%, with no deterioration in the pain levels encountered. Indeed, the reduction of medication intake as a result of self-monitoring of pain was not a singular observation, as this was also reported by 5 other members of our participant group.
Intention to Use

The evidence produced from participant responses seemed to suggest that a 3D approach to pain assessment was seen as being of important clinical value to the participants. In fact, the majority of them were enthusiastic about the capabilities that the 3D approach provides with respect to better reporting pain to the clinicians involved in the assessment process, and they were generally in line with the response provided by one of the participants (R11) with respect to his preference for the 3D pain drawing to better report his pain experience as opposed to the 2D pain drawing (R9, R11-R13).

Perceived Ease of Use

The overall responses seemed to indicate that the majority of the participants did not mention or was not concerned with the 3D pain drawing’s potential ease of use. On the contrary, it must be remarked that from the transcribed responses, the general trend was that participants were enthusiastic about the functionality of the 3D pain drawing, with the majority of them expressing their expectations for the 3D drawing to better assist them in more efficiently reporting their pain.

Discussion

Principal Findings

As the need for quality health care provision continues to expand, 3D technology can be an efficient and intuitive approach for improving medical practices. The current paper set out to explore a qualitative perspective on the attitudes of 24 patients towards using a 3D pain drawing to report their pain experience, with a focus on understanding their perceptions and needs regarding the enhancement of current pain assessment practices with 3D technological advancements.

The findings from our reported study in the area of pain assessment suggested that participants generally accepted the introduction of a novel 3D approach for the purpose of reporting their pain characteristics as an alternative to the conventional 2D pain drawing, supporting the quantitative findings obtained in previous studies [2,27]. Specifically, the present findings revealed that participants generally appreciated the enhanced ability that the 3D approach offered with regard to reporting their pain. In particular, participants were enthusiastic about the capability it provided to better report their pain characteristics to the involved clinician(s), with results highlighting their preference and satisfaction in using the 3D approach to better describe and evaluate their pain in relation to everyday activities and/or medication received. This has led the authors to hypothesize that its employment in everyday practice could have a medium-term result, with the consequent improvement of the patient-clinician communication channel due to the more comprehensive communications for both parties using the 3D approach to assess pain.

Comparison with Prior Work

In order to fit our results in the field of current pain research, we will compare our findings with those of previous work in the field. As such, our findings seemed to be consistent with the results of previous studies that looked at the added value of using computerized interfaces for pain assessment among various patients [35-38]. In addition, our study results suggest past findings regarding the success of 3D technology in the management and treatment of pain, where 3D technological solutions have been effectively used to treat conditions such as phantom limb pain [39-42], as a distraction technique for burn pain care [43-45], as an effective aid in reducing pain through hypnosis [46-48], and to decrease pain in cancer patients [49-51].

However, our review of the literature has shown that there is a paucity of research investigating the use of 3D technology for the assessment of pain, as opposed to past efforts that focused solely on the management and treatment aspects. Therefore, while 3D technology has been extensively used for health data reporting over the past 20 years, we are unaware of any work employing 3D technology for the collection of pain-related data, with the exception of the authors’ previous work.

Consequently, the authors’ view on this study is that 3D technology should not be applied to the above identified problem for the sake of it, but that any new 3D approach should be more intuitive than the existing solutions for pain assessment, and just as usable as the 3D technological tools for pain management and treatment. The hypothesis is that the 3D pain drawing tool presented in this study could offer a significant improvement to the current level of patient pain assessment.

Our study, therefore, provided additional qualitative evidence to further demonstrate the attitudes of patients about the adoption of 3D technology, and supported the above hypothesis by showing the important role that it could also play in collecting, reporting, and assessing their pain experience. The latter has been shown to be highly valued by those with pain-related conditions, as shown by this study’s results.

Potential Implications

Our findings seem to suggest that employing a 3D approach for pain assessment practices could, in the medium-term, have important implications. Specifically, in line with the authors’ anticipation, our overall findings propose that the successful application of 3D technology in pain assessment could play an important starting role towards improving the provision of quality health care.

In particular, considering that individuals with pain often rely on several health care institutions (eg, hospitals, health, and social care institutes) for assistance, it is anticipated that the 3D pain drawing could be adopted by these institutions for the purpose of assisting the sufferers with their pain reporting by employing a more efficient and accurate pain assessment tool, supporting the use of 3D technology in the overall pain management process.

The capability therefore, offered by the 3D pain drawing is theorized to have significant implications in clinical practice. Even if usability issues are present, as one of the participants suggested (R14), we speculate that most individuals would overlook this, since the convenience factor associated with it would outweigh such considerations (eg, there could be less hospital visits).
The above assumption is also supported by the clinicians involved in the quantitative evaluations of the 3D pain drawings described in past work [27]. According to their comments, the possibility of individuals self-reporting their pain might have very positive implications towards improving the provision of quality care, since individuals could: (1) remotely monitor the progression and type of their pain, vis-a-vis their prescribed medication—a finding also confirmed by the present study’s results, (2) become better stakeholders in managing their pain, and (3) also benefit from a psychological point of view.

From another perspective, it is generally accepted that while the cornerstone to efficient pain management is the successful assessment of the pain experience, this effort often relies on the health care professional’s empathy, interest, and understanding of a patient’s condition at the time of assessment [52]. However, the clinician’s heavy workload or tiredness, for example, could often affect the aforementioned aspects. As such, although the 3D approach does not offer a diagnosis, it could potentially reduce the need for the above constant reliance on the clinician and ease his/her assessment, through its capacity to facilitate better pain self-reporting and remote assessment. This could also potentially ease the congestion and waiting times often experienced in health care settings, and further contribute to reducing hospital visits.

It is therefore speculated that the above could first, empower individuals with pain as a result of receiving improved quality of care, and second, could help moderate the role of health care institutions.

**Limitations and Future Work**

Apart from the positive findings, this study has also raised certain limitations and avenues for future work that accordingly need to be acknowledged. First, we acknowledge that our participant sample size was relatively small. Unfortunately, it was rather impractical to recruit a large number of participants for this study, as only individuals with pain could be considered. It would, thus, be beneficial to involve a larger sample, in order to support a more informed study result. Second, it is recognized that the findings of the present study cannot be generalized with respect to every 3D technology used in health care. However, our findings could be used to draw generalized conclusions with regard to the usefulness of 3D models, and further the attitudes of patients towards the adoption of such 3D models in order to record health-related findings. Given the limited existing research efforts in this particular area of health care, our findings may be considerably useful as they could offer significant insight and could be used as an important point of reference for future efforts.

Third, although one of the beneficiaries of this study’s findings is health care providers, the work presented in this study was limited to the perceptions of patients admitted to hospitals. As such, it has to be made clear that since this study was prototypical, it has not yet been tested in the remaining health care settings. In retrospect, an attractive future direction would be the investigation of the 3D approach with patients from the whole range of health care providers. Finally, future research may also pay attention to a wider range of pain-related medical conditions by examining the attitudes of, for instance, patients recovering from surgery or being treated for cancer.

**Conclusions**

The findings of this study show that, despite past research efforts, individuals with pain are still not entirely satisfied with the adequacy of current pain assessment practices. As it has been revealed by our findings, this could be due to several factors including the individuals’ limited understanding of their pain and the factors that may or may not affect it, as well as to their inability to accurately describe it to medical professionals using the conventional tools.

Consequently, it has been speculated that the use of 3D technology as an alternative could create the possibility for individuals with pain to become better stakeholders in the management of their pain experience. This in turn could have positive implications towards improving the provision of quality health care, particularly with respect to contributing towards time-effective and improved care for individuals with pain. These findings may be of considerable interest to health care providers, policy makers, researchers, and other parties that might be actively involved in the area of pain research and management.
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Abstract

Background: Zoonotic viruses are infectious organisms transmittable between animals and humans. Agencies of public health, agriculture, and wildlife conduct surveillance of zoonotic viruses and often report data on their websites. However, the format and characteristics of these data are not known.

Objective: To describe and compare the format and characteristics of statistics of zoonotic viruses on state public health, agriculture, and wildlife agency websites.

Methods: For each state, we considered the websites of that state’s public health, agriculture, and wildlife agency. For each website, we noted the presence of any statistics for zoonotic viruses from 2000-2012. We analyzed the data using numerous categories including type of statistic, temporal and geographic level of detail, and format. We prioritized our analysis within each category based on assumptions of individuals’ preferences for extracting and analyzing data from websites. Thus, if two types of data (such as city and state-level) were present for a given virus in a given year, we counted the one with higher priority (city). External links from agency sites to other websites were not considered.

Results: From 2000-2012, state health departments had the most extensive virus data, followed by agriculture, and then wildlife. We focused on the seven viruses that were common across the three agencies. These included rabies, West Nile virus, eastern equine encephalitis, St. Louis encephalitis, influenza, and dengue fever. Simple numerical totals were most often used to report the data (89% for public health, 81% for agriculture, and 82% for wildlife), and proportions were not different (chi-square $P=0.15$). Public health data were most often presented yearly (66%), while agriculture and wildlife agencies often described cases as they occurred (Fisher’s Exact test $P<0.001$). Regarding format, public health agencies had more downloadable PDF files (68%), while agriculture (61%) and wildlife agencies (46%) presented data directly in the text of the HTML webpage (Fisher’s Exact test $P<0.001$). Demographics and other information including age, gender, and host were limited. Finally, a Fisher’s Exact test showed no association between geography data and agency type ($P=0.08$). However, it was noted that agriculture department data was often at the county level (63%), while public health was mixed between county (38%) and state (35%).

Conclusions: This study focused on the format and characteristics of statistics of zoonotic viruses on websites of state public health, wildlife, and agriculture agencies in the context of population health surveillance. Data on zoonotic viruses varied across agencies presenting challenges for researchers needing to integrate animal and human data from different websites.

doi:10.2196/jmir.2487
Data that are freely available on health agency websites can be used for surveillance, including monitoring infection rates over time and identifying outbreaks. This includes data on zoonotic viruses that are transmittable between animals and humans [1]. These viruses represent a significant population health concern [2], and their control is vital for reducing human and animal morbidity and mortality. In the United States, surveillance is done at the local, state, and federal levels [3]. Every state maintains departments of public health, agriculture, and wildlife. Often, these agencies rely on clinical and laboratory reporting of disease cases from predetermined lists [4] including those involving animals [5]. Depending on the state, reporting of animal cases can be separate from public health reporting [2]. A survey by Kahn [2] examined the reporting by practicing veterinarians to their state-appointed veterinarian who often work for agriculture agencies. Kahn found that 18% of state veterinarians responded that individual case reports of zoonotic viruses in animals are sent to public health agencies rather than to agriculture agencies [2]. As an explanation, Kahn notes the history of agriculture agencies was often to focus on agriculture and not necessarily surveillance of animal disease [2]. In a separate study by Kahn, a survey of over 1000 practicing veterinarians found that 30% notified their state agriculture agency in the event of an unusual infectious disease, while 23% notified their state public health agency [2]. On the public health side, a survey by M’ikanatha et al [6] asked state and local infectious disease epidemiologists what data sources they accessed for surveillance. Only 54% considered state agency websites their main resource of online investigation of public health data [6]. In another study, Staes et al [7] found that only 35% of clinicians during the 2009 influenza A H1N1 epidemic accessed state agency websites at least once a week while 50% never accessed them at all. In contrast, over half of the participants visited the CDC’s influenza website (53%) at least once a week [7]. These studies suggest inconsistent data reporting structures and utilization patterns across both human and animal health agencies.

One of the few Internet studies on zoonoses was a 2008 study by Pappas et al [8], which examined online resources for scientific information on zoonoses. The authors performed a Google and Yahoo! search for any content related to zoonoses or zoonotic infections [8]. The websites that were found included those sponsored by agencies at the international, country, state, and local levels [8]. Despite the global threat of zoonotic infections and the burdens that they have on developing countries, the authors found that the majority of the sites were from agencies or academic institutions within the United States [8]. Many of these sites were from state public health agencies—a finding that is relevant to the scope of this paper and demonstrates their potential as a resource for zoonotic surveillance.

While there have been a limited number of studies focused on zoonoses, agency website data have been shown to be useful in other areas of health-related research and surveillance. A 2011 paper by Aswani et al examined state differences in reporting of central line-associated bloodstream infections (CLABSIs) [9]. The authors utilized data from agency websites for hospital acquired infection and CLABSI reports [9]. Searches from state websites included terms such as “health care quality, data, and/or statistical reports” (9 pg. 388) or more specific terms related to CLABSIs or hospital acquired infection. Overall, the authors found variation in the data across the 15 states that had publicly available data; 86% of websites published data using infection rates while others did not provide a rate [9]. In addition, certain states adjusted their data by standardized infection ratios while others used device utilization ratios [9]. There were also differences in how the data were aggregated as some were done without consideration of the unit within the hospital [9]. The wide variation of data on agency websites makes state comparisons difficult and highlights the need for better standards in reporting.

At the federal level, the ArboNET system [10] is a collaborative effort to compile data on certain infectious diseases, most notably West Nile virus (WNV). It has been used in many surveillance research studies (such as [11-13]). It also includes data on St. Louis encephalitis, eastern equine encephalitis, La Crosse encephalitis, Powassan virus, and dengue fever. A study by O’Leary et al [12] used ArboNET to examine the severity of WNV post 1999. Cases between January 1, 2002, and March 15, 2003, were included in the study. The authors analyzed information such as date of illness and county of residence [12]. In total, over 4000 cases were included with 54% classified as confirmed and 46% as probable [12]; 84% of cases were from 11 states with the most cases from Michigan, Illinois, and Ohio [12]. Mississippi had the highest incidence when factoring in population size [12].

Federal surveillance initiatives such as ArboNET and the CDC’s influenza program [14] exist for some viruses; however, there are often many limitations with the data. Agencies follow their own procedures in terms of reporting [15] requiring careful consideration before aggregation with other states. There is often a loss of granularity as data are reported from states to the federal level. For example, CDC’s influenza surveillance program aggregates statistics by Health and Human Services (HHS)-defined geographic regions. This eliminates the ability to compare influenza statistics by state. In addition, ArboNet provides tables showing cumulative data by county per year, rather than providing monthly summaries. This eliminates the ability to compare statistics by month. They do provide more detailed data in the form of graphs; however, exact numbers can be difficult to interpret. Finally, important data such as gender and age of individuals might get removed as it is reported to the federal level prohibiting it from being used as a dimension for comparison. This eliminates the ability to compare differences by sex, race, and age groups. As data get aggregated, it becomes more and more difficult to uncover temporal, geographic, and demographic relationships of viral infection.
As an alternative, state agency data has the potential to be a valuable resource for epidemiologists and clinicians looking to analyze zoonotic viruses data among animals and humans. Current popular resources like ArboNET and HealthMap [16-18] have generated immense interest in the surveillance community and shown that integration of animal and human data can be of great value for monitoring of zoonotic viruses. However, less is known about the format and characteristics of state agency website data, despite the large amount of data that are collected. The purpose of this study is to examine websites of state agencies of public health, agriculture, and wildlife to characterize a subset of publicly available data for surveillance of zoonotic viruses. We explored issues beyond the mere presence or absence of data for a given virus and considered the quality, format, and completeness of the data for downloading and subsequent utilization for research purposes, including integration of human and animal data.

Methods

We generated a list of 63 zoonotic viruses (Multimedia Appendix 1) from a review of Krauss [1]. We decided a priori, not to limit our focus to viruses that were endemic/enzootic to the United States, enabling rare events to be considered in our study. Owing to resource limitations and a desire to focus on the most recent data, the study was limited to the years 2000-2012 and to zoonotic viruses, excluding bacteria, fungi, and parasites.

For each of the 50 states, our search criteria consisted of the following steps:

1. Search on Google for [state name] + public health department or [state name] + wildlife department or [state name] + department of agriculture. Two of the authors (RL and AV) examined public health websites, and two examined agriculture and wildlife websites relating to animal health (BB and RB).
2. Identify the appropriate website link from the Google search results.
3. Examine homepage for links related to surveillance data such as epidemiological data, disease statistics, zoonotic diseases, animal health, etc.
4. Use the website’s search function (if available) to find any data that might have been missed through navigation of the links.
5. Collect the following data related to a virus on the a priori list: the type of the statistic (including totals and averages), the years data are available (from 2000-2012), the infected host, and whether the data are in an HTML table, a free-text paragraph, or downloadable as a PDF file, Word document, or spreadsheet. We also considered the frequency of the data, the level of geographic detail, and the presence of any demographic-related data.
6. Summarize results for each category in #5 (except for demographics), prioritizing based on our estimation of the following: If researchers need to extract data from a website for analysis purposes, what might be their preferences of data format, level of geography, how it was presented, etc. For geography, the highest level of granularity is likely preferred for research compared to lower levels such as state totals. Thus, we chose city as the best scenario for the geography category. For this analysis, if virus data were provided at different levels for the same year, such as city and state, we considered it city. A mixed result was only indicated if for a given virus and year, it had one type of data (eg. as city-level data) and then for the same virus for a different year, had another type of data (eg. county-level data). This procedure was done in order to avoid binning everything into mixed.
7. Exclude from our results any links to external sites; thus, a website with a link to an outside source, such as another state agency or a federal agency, was not factored into our work.

Descriptive statistics and charts were done in Microsoft Excel. Hypothesis testing for comparison of proportions within public health, agriculture, and wildlife was done using SAS v.9.2. For this, we considered either the chi-square or Fisher’s Exact test.

Results

All 50 states had websites for public health, wildlife, and agriculture agencies, although naming conventions did vary. From 2000-2012, state health departments, followed by agriculture, and then wildlife, most often had virus data. In total, seven viruses were common among all three groups. These included rabies, West Nile virus (WNV), eastern equine encephalitis (EEE), St. Louis encephalitis (SLE), western equine encephalitis (WEE), influenza, and dengue fever. Figure 1 shows the number of states with data for these viruses from 2000-2012. Rabies and WNV data were the most abundant. Rabies data were different from the other zoonotic viruses. Here, many public health agencies provided data on cases of infection in animals instead of agriculture or wildlife agencies. Since human cases of rabies in the United States are extremely rare, due to postexposure prophylaxis, there is often nothing to report. Thus, the 45 state public health agencies providing rabies data during this time span detailed animal cases and the rare exception of human cases. Concurrently, some wildlife or agriculture agencies did provide some rabies data, and thus there is a possibility of an overlap of rabies data. However, this occurred infrequently.

Figure 2 shows a temporal analysis of public health website data for all 50 US states, considering the seven common viruses (Figure 1). As of this writing, the year 2012 is not complete and since some websites might wait until the year is completed to provide statistics, this value is likely an underestimate.

Tables 1-3 compare by agency, the number of states that provided zoonotic viruses data for 2000-2012. If data were provided on a website for any year during 2000-2012, the value “1” was added to the column. The number of years was not a factor in this comparison, and thus 10 years of rabies data or 5 years still resulted in adding “1” to the column.

Table 1 considers the type of the statistic such as a total, rate, or percentage. We set totals as the priority for this category, believing that this statistic is the easiest to analyze across groups versus a rate or ratio where the at-risk population, especially
for animals, is not usually known. Here, the majority of the website data of all three agency types were provided as totals. Thus rates, percentages, other types of statistics, and agencies that provided a mix of formats were grouped into the other group. We also considered the level of geographic granularity, as this impacts conclusions that can be drawn from a population-level analysis. As mentioned, city was set as the priority with the remaining order based on granularity (ie, county then state, etc). A Fisher’s Exact test showed no association between geography data and agency type \((P=0.08)\). However, public health agencies, which mostly provide data on human cases, had a proportion of 38% at the county level versus agriculture agencies that provided 63% of their data at the county level. This could be related to the concern over issues of confidentiality among small geographic sample sizes. The mixed variable represents an agency that provided virus data at different levels of granularity for different years, such as one year at the county level and one year at the state level. Finally, the analysis of demographics suggested that when data were provided, they usually did not include age, gender, or race of humans. Lack of data on demographics limits comparisons across datasets and the ability to identify the most at-risk groups. For example, if agriculture and wildlife agencies do not provide the infected host (eg, bats, skunks) when providing statistics on virus cases, comparisons across different host populations are limited.

We also considered the format of the data (Table 2). Here, we set spreadsheet such as XLS or CSV files as the priority since these files can easily be downloaded and formatted and are already in an application that supports analysis and comparison. HTML was second since content on a webpage can often be copied and pasted as needed. The format of the data impacts the feasibility of data integration. For public health agencies, 68% of the data was provided through links to PDF documents, which often requires manual data entry into a researcher’s database or spreadsheet. A higher percentage of agriculture website data was available in HTML format than public health (61% versus 19%). Finally, we also analyzed the manner in which the data were presented. Tabular data (the priority) is potentially easier to load into a database or spreadsheet, while graphs and charts are visually informative yet sometimes the actual numbers are not provided, thereby forcing the researcher to infer the true numbers. Public health departments had a much greater percentage of data in tables (57%), while agriculture agencies mostly provided their virus statistics within text (63%). This presents challenges for researchers relying on automated updates (data dumps) or “Web crawlers” to perform Natural Language Processing (NLP) on the free-text in order to extract the statistics.

Table 3 considers the frequency in which data are provided as well as the number of years that the data are available. Public health departments most often provided data as annual aggregates (66%) as opposed to weekly or monthly trends. Conversely, agriculture or wildlife agencies more often provided data as identified (58%) and typically in a paragraph of free-text such as describing a recent case of WNV in a red-tailed hawk. We also considered the time-span of reporting since gaps over time limit the ability for researchers to identify true temporal fluctuations in the data. An agency might provide data for cases from 2000-2005, but for a variety of reasons (loss of Webmaster or epidemiologist, perceived lack of interest in the community, etc) not include the data after that period. Here, the average number of years that data for a given virus were available on their website was greater among public health departments than departments of agriculture and wildlife. This is likely associated with the higher proportion of as identified data among the animal agencies (agriculture and wildlife).

For public health agencies, it was interesting that highly prevalent viruses such as influenza had the smallest number of years available (7.1). This might be related to the fact that the CDC and their surveillance program [14] offer historical data on a weekly basis, and thus many agency websites contain a link to the CDC for this information. Since we did not consider external links in this study, this was not counted in our totals.

We also mapped total virus data by the different agencies during 2000-2012 (Figures 3 and 4) and considered all 63 viruses from our list (Multimedia Appendix 1). The presence of the virus data even once during the time-span was counted towards the total (hence the number of years was not a factor). Thus, the theoretical maximum for each state was 63 since that was the size of our a priori list. Since many of the viruses on our list are not found in the United States, the numbers were much lower. In addition, we did not consider any links to external sites in our results, thus a state department of agriculture that links all of their data to the US Department of Agriculture (USDA) would seem to have less data in our results than a site that did not link out. Geographic influence appeared to occur in some areas of the country, as states in the middle had similar numbers, yet areas in the northeast such as Ohio and Pennsylvania or southwest such as Arizona and New Mexico were different from one another. The map of the two animal agencies (Figure 4) is greatly impacted by the number of links to external data sources. This is evident with a state like Texas, which did not provide any statistics on their sites, instead providing links to other sources such as the state public health agency or the USDA.
Table 1. Comparison by agency type of the number of states that provided zoonotic viruses data on websites by type of statistic used, level of geography, and inclusion of demographics, 2000-2012 (data combined for each of virus in Figure 1; \( P \) values determined by chi-square for Statistic and Fisher’s Exact test for Geography; percentages may not add to 100% due to rounding).

<table>
<thead>
<tr>
<th>Agencies</th>
<th>Public Health (N=187)</th>
<th>Agriculture (N=58)</th>
<th>Wildlife (N=11)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Statistic (^a)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.15</td>
</tr>
<tr>
<td>Totals</td>
<td>167 (89%)</td>
<td>47 (81%)</td>
<td>9 (82%)</td>
<td></td>
</tr>
<tr>
<td>Other (^b)</td>
<td>20 (11%)</td>
<td>11 (19%)</td>
<td>2 (18%)</td>
<td></td>
</tr>
<tr>
<td><strong>Geography</strong></td>
<td></td>
<td></td>
<td></td>
<td>.08</td>
</tr>
<tr>
<td>City</td>
<td>13 (7%)</td>
<td>3 (5%)</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>County</td>
<td>72 (38%)</td>
<td>37 (63%)</td>
<td>4 (31%)</td>
<td></td>
</tr>
<tr>
<td>State</td>
<td>66 (35%)</td>
<td>13 (22%)</td>
<td>7 (54%)</td>
<td></td>
</tr>
<tr>
<td>Mixed</td>
<td>31 (16%)</td>
<td>5 (8%)</td>
<td>2 (15%)</td>
<td></td>
</tr>
<tr>
<td>Other (^c)</td>
<td>5 (3%)</td>
<td>1 (2%)</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td><strong>Demographics (^d)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>51</td>
<td>5</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>32</td>
<td>2</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Race</td>
<td>13</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Animal host</td>
<td>80</td>
<td>54</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>84</td>
<td>3</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) Additional none variable not shown. There were three instances where a website indicated that “no cases” were reported.

\(^b\) Includes rates, percentages, mixed, or other.

\(^c\) Includes zipcodes, region, town, district, jurisdiction. There was one instance of zipcode-level data.

\(^d\) Percentages not used since categories are not mutually exclusive. Base “N” for each agency type will not add up since categories are not mutually exclusive. Removed other, which was zero for all agencies.

Table 2. Comparison by agency type of the number of states that provided zoonotic viruses data on websites by format and presentation, 2000-2012 (\( P \) values determined by Fisher’s Exact test; percentages might not add to 100% due to rounding).

<table>
<thead>
<tr>
<th>Agencies</th>
<th>Public Health</th>
<th>Agriculture</th>
<th>Wildlife</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Format</strong></td>
<td></td>
<td></td>
<td></td>
<td>.001(^a)</td>
</tr>
<tr>
<td>Spreadsheet</td>
<td>3 (1%)</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>HTML</td>
<td>36 (19%)</td>
<td>36 (61%)</td>
<td>6 (46%)</td>
<td></td>
</tr>
<tr>
<td>PDF</td>
<td>128 (68%)</td>
<td>20 (33%)</td>
<td>5 (38%)</td>
<td></td>
</tr>
<tr>
<td>Mixed</td>
<td>20 (11%)</td>
<td>3 (5%)</td>
<td>2 (15%)</td>
<td></td>
</tr>
<tr>
<td><strong>Presentation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Table</td>
<td>108 (57%)</td>
<td>5 (8%)</td>
<td>2 (15%)</td>
<td></td>
</tr>
<tr>
<td>Graph</td>
<td>16 (9%)</td>
<td>0</td>
<td>1 (8%)</td>
<td></td>
</tr>
<tr>
<td>Map</td>
<td>6 (3%)</td>
<td>6 (10%)</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Text</td>
<td>13 (7%)</td>
<td>37 (63%)</td>
<td>5 (38%)</td>
<td></td>
</tr>
<tr>
<td>Mixed</td>
<td>44 (23%)</td>
<td>11 (18%)</td>
<td>5 (38%)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) Computed by removing other variable with all zeros.
Table 3. Comparison by agency type: The number of states that provided zoonotic viruses data on websites by frequency as well as the average duration of years the data is provided by virus, 2000-2012 (viruses chosen from Figure 1; frequency P value determined by Fisher’s Exact test and virus P value determined by ANOVA; percentages might not add to 100% due to rounding).

<table>
<thead>
<tr>
<th>Agencies</th>
<th>Public Health</th>
<th>Agriculture</th>
<th>Wildlife</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001a</td>
</tr>
<tr>
<td>Weekly</td>
<td>25 (13%)</td>
<td>3 (5%)</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Monthly</td>
<td>8 (4%)</td>
<td>2 (3%)</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Yearly</td>
<td>124 (66%)</td>
<td>18 (30%)</td>
<td>3 (23%)</td>
<td></td>
</tr>
<tr>
<td>Mixed</td>
<td>24 (13%)</td>
<td>2 (3%)</td>
<td>1 (8%)</td>
<td></td>
</tr>
<tr>
<td>As identified</td>
<td>6 (3%)</td>
<td>34 (58%)</td>
<td>9 (69%)</td>
<td></td>
</tr>
</tbody>
</table>

Virus (average # years) b

<table>
<thead>
<tr>
<th>Virus</th>
<th>Public Health</th>
<th>Agriculture</th>
<th>Wildlife</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rabies</td>
<td>9.3</td>
<td>3.4</td>
<td>4.2</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>WNV</td>
<td>10.0</td>
<td>3.5</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>EEE</td>
<td>8.5</td>
<td>2.6</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>SLE</td>
<td>8.2</td>
<td>5</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>WEE</td>
<td>6</td>
<td>9</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Influenza</td>
<td>7.1</td>
<td>1.5</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Dengue</td>
<td>7.7</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

aComputed by removing other variable with all zeros.
bOnly includes states that reported data for a given virus.

Figure 1. Common zoonotic viruses data provided by agencies of public health, agriculture, or wildlife on their websites.
Figure 2. Cumulative number of state public health websites with surveillance data, by virus and year.

Figure 3. Map of the number of online virus data at public health departments (theoretical maximum: 63 viruses).
Discussion

Zoonotic viruses data varied across agencies of public health, agriculture, and wildlife, in relation to many of the different factors. Considering the amount of data available, wildlife agencies clearly had the least. This limits the ability to make informed decisions regarding the impact of zoonotic viruses among wildlife populations. The larger amount of data for public health and agriculture agencies are likely due to the fact that they receive provider-oriented data from clinicians and laboratories. Meanwhile, wildlife agencies rely on mortality events reported by the public, as the case with dead crow sightings for WNV [2] or initiatives like hunter-harvest programs.

Pennsylvania’s WNV data [19] was one of the examples that we considered as having excellent data characteristics. It has specific dates and county-level data from 2001-2012. They also include demographic data for age and gender. While it does not have Excel format, the counts are in HTML tables with tables and maps (which can easily be copied into a spreadsheet). Finally, it had human, bird, mosquito, and veterinarian data enabling for easy comparison. Despite the larger amount of data for public health and agriculture agencies, differences exist that provide challenges for integration and analysis of zoonotic viruses. We now discuss the implications of our findings related to geography, format, presentation style, and frequency of the data.

Geographic Mismatches Between Datasets

Results suggested that public health agencies provided fewer data at higher levels of geographic granularity than agricultural departments; however, no statistical difference was found ($P=.08$). As mentioned, this might be related to issues of sensitivity and confidentiality of data, especially in small geographic areas. When integrating disparate datasets for a given virus, a common practice is to use the highest matching level of granularity. Given that public health data are often provided at higher geographic levels, this will result in a loss of granularity for animal health data. One potential approach is to use data mining and classification algorithms, such as decision trees, to predict the data at a higher level of granularity; however, the accuracy of this technique for geographic inference is not known.

Format and Presentation Styles

Of the public health data, 68% were provided in PDF file format. This impedes processing and analysis of the data, as manual database entry is often required. Web 2.0 and 3.0 technologies can partially address this problem including the use of software that can convert PDFs to text, thereby enabling easier modification. Even data in HTML format can be a challenge. Our findings showed that the majority of agriculture agencies had their data embedded in the webpage. For this, applications such as screen scrapers like Yahoo!’s Dapper [20] enable content to be extracted and automatically placed into an electronic format. Prior work by Yang et al [21] developed a framework for screen scraping climate data from websites, and work from Mountzidou [22] considered environmental health data.

Agencies differed on their presentation style, with public health departments using more tables to present their data. Tables often lend themselves to easier extraction as they can be copied and pasted into a spreadsheet for processing. In addition, screen scrapers tend to work well with tables, although this can vary depending on the layout of the table. Conversely, agriculture and wildlife agencies presented their data within text of the
Frequency and Gaps in Data
Our results indicate that temporal gaps do exist regardless of agency. While our decision not to consider external links may have resulted in a potential underestimation (see Limitations), gaps in providing data do exist and need to be considered when analyzing disparate data. Our findings showed that agriculture and wildlife agencies had very low averages for total years of data. As indicated, this might be related to their tendency to provide data as needed. However, the researcher must determine if these gaps are due to absence of cases or missing information. Consistency in reporting data on websites is important for accurate assessment of public health needs. Gaps or missing data due to inconsistent reporting can bias parameter estimates [29] and lead to underestimation of virus infection in the population. A solution is to compare state agency website data with other sources of information, including federal health sites, news reports (ProMed, HealthMap), and online public databases, such as the Food and Agriculture Organization’s (FAO) EMPRES-i [30] or electronic health record (EHR) and hospital utilization data. One resource for this is the Semantic Web, which was designed to promote interoperability of online resources and concepts, such as mash-ups facilitating integration of data across the Web [31]. Examples of public health applications that have used advanced and open-source Web technology include EpiVue [32] and SMCP-Aedes for dengue fever surveillance [33]. However, these systems do not address issues related to routine sharing and integration of animal and human health data.

Recent Trends in Zoonotic Viruses Data on Agency Websites
Examining how characteristics in zoonotic viruses data changed over time across the three agencies will highlight trends for future surveillance efforts. For all of the categories measured in Tables 1-3, we graphed annual trends for each agency (Multimedia Appendix 2). For public health agencies, data in the year 2011 sharply decreased across all categories (in Multimedia Appendix 2, see Figures S1, S4, S7, S10, S13, S16). In Multimedia Appendix 2, Figure S1, the frequency of data was 145 in 2010, but only 123 in 2011. Similarly, geography of data was 150 in 2010 then declined to 122 in 2011 (Multimedia Appendix 2, Figure S4). Meanwhile, agriculture agencies had an increase across all categories for 2012, despite the year being incomplete. For example, the graph of frequency of data was 17 in 2011, while rising to 26 in 2012 (Multimedia Appendix 2, Figure S2). In addition, presentation of data was 17 in 2011, but 28 in 2012 (Multimedia Appendix 2, Figure S11).

There are many explanations for these findings. The sharp decrease in public health data for 2011 could be because more states might have increased their use of external links to data collected by the CDC rather than reporting it on their own websites. Since our study did not include these in our results, this would suggest a decrease in data. Another possibility is lack of time and resources dedicated to adding data to websites. Since many state public health budgets are small, there is a possibility that these departments have decided to allocate their time away from website reporting. Surprisingly, while public health agencies showed a decrease in 2011, agriculture agencies increased their data in 2012. There is a possibility that agriculture agencies have made more of an effort to post their data on their own websites rather than providing external links to CDC or USDA. These agencies might feel an obligation to keep the public informed as more people become aware of zoonotic viruses and the relationship between animal and human transmission.

Since one or two years does not provide enough evidence of a changing trend, additional work should focus on studying 2013 and beyond. Also, for zoonotic viruses, more research needs to focus on the potential of integrating animal and human data across state websites. Our study found seven common diseases in the United States. This provides for a great opportunity to utilize both animal and human sources for surveillance. In addition, for certain viruses, state-level detail might be used to augment more aggregated results at the federal level. Understanding how these different data sources can be utilized together might enable for more robust and elaborate surveillance systems.

Despite these challenges, agency website data offer great potential for virus surveillance by both clinicians and public health professionals. A survey by Gesteland found that 30% of clinicians in Utah access their states health department website [34]. However, the authors found that the main reason for not accessing the site was lack of awareness [34]. Thus informing clinicians about the potential benefits of public health data might increase utilization and provide valuable resources for clinical care.

Limitations
The authors recognize several limitations with this work. First, we decided to prioritize variables (based on anticipated preference among researchers) within categories in order to reduce binning everything into a mixed category. Thus, lower priority variables such as county or state were omitted in the presence of higher priority variables such as city. Thus, our results underestimate the proportion of lower priority characteristics associated with surveillance data. However, our method was consistent across the three different agency types;
thus, we feel that our results still provide informative findings into the characteristics of zoonotic viruses data among the different types of agencies.

Second, we did not consider external links as a data source in this study, such as state health department websites that send visitors to other agencies (such as the CDC or USDA). Thus, a state like Texas that does not provide animal health data directly on their site, received lower scores (Figure 4). This likely resulted in an underestimation of the amount of data available on these types of sites. In other variables, such as frequency, we likely overestimated the amount of gaps over time (if an agency decided to link to another source). However, the purpose of our study was to focus completely on the content in the website itself, and not as a data portal.

We considered a website as providing data if it was done at least once during our study period (2000-2012). We did not explore data that was received by agencies but not indicated on their website during the study period. Finally, due to resources and time constraints, we limited our work to zoonotic viruses. This implies that more work needs to be done to understand the availability and utility of health data relating to animal-borne bacteria, fungi, and parasites, as well as non-zoonotic viruses.

Conclusions
This study focused on the format and characteristics of zoonotic virus statistics on websites of state public health, wildlife, and agriculture agencies in the context of secondary sources of surveillance and research data. Zoonotic viruses data varied across agencies presenting challenges for researchers needing to integrate animal and human data from different agency websites. Advanced Web technologies can partially address this, but more effort is needed from the biomedical informatics community to work with public health, agriculture, and wildlife agencies to address online data access, quality, and consistency in order to promote and facilitate integration of animal and human data for surveillance of zoonotic viruses.

Federal initiatives such as ArboNET and the CDC influenza program have limitations for granular-level data analysis including regional preparedness efforts. Geographic, temporal, and demographic information might be available through a state health department but become lost as it is aggregated for federal reporting. This makes it more difficult to uncover hidden drivers of viral infection in the population. Data on state websites has often been overshadowed by more popular federal initiatives but offer the potential to be a valuable and rich resource for zoonotic disease surveillance.
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Abstract

Background: The health effects caused by electronic cigarette (e-cigarette) use are not well understood.

Objective: Our purpose was to document the positive and negative short-term health effects produced by e-cigarette use through an analysis of original posts from three online e-cigarettes forums.

Methods: Data were collected into Microsoft Access databases and analyzed using Cytoscape association graphics, frequency distributions, and interactomes to determine the number and type of health effects reported, the organ systems affected the frequency of specific effects, and systems interactions.

Results: A total of 405 different symptoms due to e-cigarette use were reported from three forums. Of these, 78 were positive, 326 were negative, and one was neutral. While the reported health effects were similar in all three forums, the forum with the most posts was analyzed in detail. Effects, which were reported for 12 organ systems/anatomical regions, occurred most often in the mouth and throat and in the respiratory, neurological, sensory, and digestive systems. Users with negative symptoms often reported more than one symptom, and in these cases interactions were often seen between systems, such as the circulatory and neurological systems. Positive effects usually occurred singly and most frequently affected the respiratory system.

Conclusions: This is the first compilation and analysis of the health effects reported by e-cigarette users in online forums. These data show that e-cigarette use can have wide ranging positive and negative effects and that online forums provide a useful resource for examining how e-cigarette use affects health.
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Introduction

New nicotine delivery products, often advertised as “safer” or with “harm reduction”, are designed to reduce health problems caused by cigarette smoking [1,2]. Electronic cigarettes, also called e-cigarettes or electronic nicotine delivery systems, are one such product that has rapidly gained popularity worldwide [3,4]. E-cigarettes produce aerosol by heating a humectant (usually propylene glycol or vegetable glycerol) containing nicotine and flavorings without actually burning tobacco. The aerosol, when inhaled, delivers nicotine to the user [5,6]. Users can purchase either prepackaged cartridges/cartomizers with varying amounts of nicotine or bottles of fluid for refilling empty cartridges/cartomizers [7]. E-cigarettes vary widely in their performance with respect to pressure drop, air flow rate required to activate the battery, aerosol delivery, number of puffs produced per cartridge, and in the amount of nicotine/puff [7-9]. Puff duration data mined from YouTube videos showed that e-cigarette users on average take puffs that are over twice as
long as conventional smokers [10]. Because e-cigarette production is currently not regulated, quality control during manufacture has been questioned [11-14].

While e-cigarettes may facilitate smoking cessation [15-17], users are concerned about product safety and toxicity [5]. Most knowledge regarding the health effects of e-cigarette use comes from studies on the emissions in their aerosol [14,18]. Because e-cigarettes deliver fewer total chemicals and fewer carcinogens than conventional tobacco-burning cigarettes, they are sometimes considered safer products [18,19]. However, e-cigarette cartridge fluids and their emissions are not yet well characterized and may vary among products. In a recent study, e-cigarette refill fluids varied significantly in their cytotoxicity when tested in vitro with embryonic and adult cells [20]. One cartridge analyzed by the US Food and Drug Administration contained diethylene glycol, a known toxicant [21], and errors in labeling of nicotine concentrations have been reported [12,14]. Moreover, performance of e-cigarettes is highly variable both between and within brands. A recent study of e-cigarette users showed that 5 minutes of puffing adversely affected lung physiology [22,23], indicating that a better understanding of the health effects related to e-cigarette use is needed.

The Internet has become a useful resource for consumers seeking health information online. Moreover, Internet sites can be mined to acquire data relevant to issues dealing with public health, a science referred to as infodemiology [24-26]. Several prior infodemiological-type studies have produced informative data related specifically to tobacco products [3,10,27]. E-cigarette forums have an increasingly popular presence on the Internet where e-cigarette users can post data relevant to the health effects they experience from using these products. In this study, we used an infodemiological approach to acquire and analyze self-reported health effects posted on Internet forums by e-cigarette users. While medical and lifestyle histories are not known for the individuals in this study, these Internet data indicate that a broad spectrum of symptoms may accompany e-cigarette use and that further studies are needed in this area.

Methods

A Google Internet search was performed using the words “electronic cigarette forum” to identify online e-cigarette forums with “health and safety sections” that allowed posts on the health effects experienced when using e-cigarettes. The three websites with the highest number of posts in health and safety sections were selected for study (Electronic Cigarette Forum posts = 543, Vapers Forum posts = 34, and Vapor Talk posts = 55). Data were collected from posts on these websites through July 15, 2011, and the Electronic Cigarette Forum, which had the most entries, was analyzed in detail. Only data reported directly by an e-cigarette user were included.

Databases were created using Microsoft Access to record basic information (age, gender, location) and positive and negative health effects. These data were recorded for persons who reported their own health effects and excluded those that reported health effects of others. Basic user information was gathered by accessing the individual’s profile pages upon entering their posts. Data were also recorded for users who visited a physician/dentist or emergency room and self-reported their diagnosis on a forum website. These entries were recorded as “signs”.

To ensure health reports were not duplicated or over-reported, individual symptoms that users reported were grouped under their coded user name. Any duplicate reports of symptoms were omitted and counted only once.

Data were analyzed iteratively. In the first analysis, all health-related effects reported by e-cigarette users were grouped according to the organ system/anatomical region, which we define as systems. Some effects, such as improved overall health, could not be categorized by system and were kept separately. When users described their effects with synonyms (eg, fatigue and lethargy), the effects were combined using one term, such as fatigue. Sometimes symptoms were characterized by degree, such as severe stomach cramps or stomach cramps, in which case the symptoms were grouped in the category “stomach cramps”. When a symptom could have been associated with more than one system, the effect was assigned to the system for which it had the strongest fit (eg, improved sense of taste was assigned to sensory but could have been mouth/throat). An association graph was created using Cytoscape software (an interactome creation and analysis program) to group the health effects by systems.

Following the initial analysis, health-related effects were consolidated within a system to make the data more manageable. For example, there were many symptoms involving the tongue, such as swollen tongue, red tongue, and bumps on tongue. These were all grouped under “tongue” for further analysis. Frequency distributions for the grouped data in each system were plotted using MS Excel.

Information pertaining to individual users and the systems affected by e-cigarette use was transferred from Access to Excel spreadsheets and uploaded to Cytoscape software. Interactomes were then created using the edge-weighted spring embedded or force directed views.

Results

Demographics

The Electronic Cigarette Forum had the largest number of users (Table 1). Because some of these users posted multiple times, the total number of health-related posts attributed to e-cigarettes (N=543) was greater than the total number of users (N=481). Most users posted symptoms only (n=492) (ie, health effects perceived by the individual), while some reported both symptoms and signs (n=20) (ie, effects diagnosed by a physician then self-reported in the forum by the user), or signs only (n=31). Users’ ages ranged from 18-71 years with the highest number being in the 26-35 year age bracket. For the few users that provided gender on the Electronic Cigarette Forum, more females self-reported health effects than males. Most users were from North America. Demographics for the two smaller forums (Vapers Forum and Vapor Talk) are also provided in Table 1.
Table 1. Demographics of forum users.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>ECF(^a)</th>
<th>VF(^b)</th>
<th>VT(^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Self-reported ages in years</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-25</td>
<td>46</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>26-35</td>
<td>107</td>
<td>N/A</td>
<td>8</td>
</tr>
<tr>
<td>36-45</td>
<td>60</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>46-55</td>
<td>31</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>&gt;56</td>
<td>17</td>
<td>N/A</td>
<td>1</td>
</tr>
<tr>
<td>Did not state</td>
<td>220</td>
<td>29</td>
<td>27</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>10</td>
<td>N/A</td>
<td>24</td>
</tr>
<tr>
<td>Female</td>
<td>24</td>
<td>N/A</td>
<td>14</td>
</tr>
<tr>
<td>Did not state</td>
<td>447</td>
<td>31</td>
<td>10</td>
</tr>
<tr>
<td><strong>Location</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>North America</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>US Midwest</td>
<td>60</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>US Northeast</td>
<td>70</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>US Southeast</td>
<td>84</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>US Southwest</td>
<td>30</td>
<td>N/A</td>
<td>4</td>
</tr>
<tr>
<td>US West</td>
<td>69</td>
<td>5</td>
<td>11</td>
</tr>
<tr>
<td>US territories</td>
<td>2</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>US unspecified</td>
<td>18</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Canada</td>
<td>14</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Europe</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UK</td>
<td>13</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Ireland</td>
<td>3</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Other</td>
<td>6</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Other regions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa</td>
<td>4</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Australia, New Zealand</td>
<td>7</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>Asia</td>
<td>6</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Central America</td>
<td>1</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Did not state</td>
<td>94</td>
<td>12</td>
<td>5</td>
</tr>
<tr>
<td><strong>Total number users evaluated</strong></td>
<td>481</td>
<td>31</td>
<td>48</td>
</tr>
<tr>
<td><strong>Total number of posts</strong></td>
<td>543</td>
<td>34</td>
<td>55</td>
</tr>
</tbody>
</table>

\(^a\) ECF = Electronic Cigarette Forum  
\(^b\) VF = Vapers Forum  
\(^c\) VT = Vapor Talk

Health Effect-System Associations

A total of 388 different symptoms were reported by e-cigarette users on the Electronic Cigarette Forum (Figure 1). Most health effects were broadly distributed across 12 different categories. These categories included 10 organ systems (eg, respiratory, neurological) and two anatomical regions (chest and mouth/throat), which we collectively refer to as systems. Respiratory, mouth/throat, neurological, and sensory had the most symptoms associated with them. Mouth and throat had more negative symptoms than any other group. A significant number of health effects appeared in the digestive, muscular/skeletal, and integumentary systems, while the urogenital, immune, and endocrinological systems had relatively...
few symptoms. Seventeen reported symptoms were not associated with a system. (The legend for Figure 1 is as follows: IMPVD = improved; Elim = eliminated; REC = recurring; PRSRT = persistent; UNS = unspecified; SENS = sensation; OCD = obsessive compulsive disorder; COPD = chronic obstructive pulmonary disease; COMP = complications; PO = post-operative; w/ = with.)

Of the reported effects, 318 were negative, 69 were positive, and one was neutral (Figure 1). All systems had both positive and negative symptoms, except for urogenital, which had only negative effects. Negative symptoms were often described as persistent, worsened, or increasing. In contrast, positive effects were often described as decreased, improved, or eliminated. Negative and positive effects were sometimes opposites, e.g., improved cough and worsened cough were reported by different individuals. Some symptoms (17) were not assigned to a category. Negative symptoms in this group included “swelling” and “dehydration”, while positive included “improved stamina” and “improved overall health”. Some symptoms occurred during e-cigarette use, such as “metal taste in mouth”, while others occurred after use, such as “choking after use”. Of the symptoms not associated with a system, the most frequently reported were: no symptoms [4], improved exercise endurance (6), and dehydration (7).

Symptom Frequency

To analyze the frequency of reports for various symptoms, the data in Figure 1 were condensed by combining all health effects into structural or physiological groups. For example, red tongue, swollen tongue, and bumps on tongue were all combined into the structural group “tongue”, and constipation, indigestion, and frequent bowel movements were combined into the physiological group “intestine/digestion”. The frequency of positive and negative reports in each structural/physiological group was graphed for each system (Figure 2). In Figure 2, n=the total number of health effects (positive and negative) for each system, and data in each column are plotted as a percentage of the total number of effects reported for each system. Urogenital and endocrinological data are not shown because there were few reports in these categories. For each system in Figure 2, the negative effects outnumbered the positive effects. In most graphs, there were one or two negative structural/physiological groups that were dominant. For example, the bronchi/lungs were frequently affected in “respiratory”, and sight was frequently affected in “sensory”. Some structural/physiological groups had only negative effects, such as acne in “integumentary”, tongue in “mouth and throat”, and aches/pain in “muscular/skeletal”. In respiratory, digestive, sensory, and immune, each condensed group had both positive and negative symptoms. One physiological group, smell in “sensory”, had only positive reports. The neurological system had the largest number of different groups, which included headaches, dizziness, and temperature regulation.
Figure 1. Summary of all positive (green), negative (red), and neutral (white) symptoms and their associated systems as reported by e-cigarette users on the Electronic Cigarette Forum.
Interactomes

Electronic Cigarette Forum data were further analyzed by creating an interactome showing the relationship between the negative symptoms reported by each individual and the systems with which they interacted (Figure 3). Individuals in the interactome are represented by small numbered circles, while systems appear as rectangular purple nodes. Those reporting symptom(s) for one system (n=276, red circles) are generally at the outer edges of the interactome. Individuals reporting two
systems (n=85, teal circles) are grouped more toward the center of the interactome or between adjacent systems with which they interact. Those reporting health effects in three (n=34, purple circles), four (n=12, pink circles), five (n=5, light blue circles), or six (n=2, green circles) systems are grouped in the interior of the interactome.

For most users, a single system was affected. However, 34% of the individuals had negative effects in more than one system. For individuals reporting effects in two systems, clear interactions were seen between: mouth/throat and respiratory; respiratory and chest; mouth/throat and sensory; sensory and neurological; mouth/throat and neurological; neurological and respiratory; digestive and neurological, and neurological and circulatory. Although a number of individuals reported symptoms in immune, there was no clear interaction between immune and other systems. There was relatively little interaction with urogenital and no interaction with endocrinological.

The corresponding positive interactome for the Electronic Cigarette Forum had relatively few users (n=58) (Figure 4). Two-way interactions were seen mainly between respiratory and sensory, respiratory and mouth/throat, and respiratory and chest. For most users, a single system was affected, although 2 users reported positive effects in as many as four different systems.

The color-coding in Figure 4 shows the number of systems affected for each user (red = users reporting symptom(s) for one system; teal = users reporting symptom(s) for two systems; purple = users reporting symptom(s) for three systems; pink = users reporting symptom(s) for four systems).

Figure 3. Interactome showing relationship between users who reported negative symptoms and the systems that were affected.
**Figure 4.** Positive interactome for the Electronic Cigarette Forum.

**Time Frame**

In the Electronic Cigarette Forum, 66 users reported a time frame for the appearance of their symptoms. Forty-seven users stated that symptoms occurred 1 week or less after use began. The remaining 19 reported that symptoms occurred more than 1 week after use began.

**Signs**

Some e-cigarette users reported diagnoses (signs) made by physicians or dentists (Multimedia Appendix 1). Most signs occurred in the circulatory system, respiratory system, or mouth/throat. Several negative health effects that did not appear in the self-reported data were diagnosed by physicians and dentists, such as periodontitis, rhinitis, paresthesia, cataract development, and anemia. Some positive health effects that were diagnosed but did not appear in user-reported symptoms (Figure 1) were whiter teeth, improved gum health, and improved spirometry test results.

**Other Forums**

Interactomes for the Vapor Talk (Figure 5) and Vapers Forums (Figure 6) show the relationship between users (small circles), negative symptoms (light pink diamonds) and positive symptoms (light green diamonds), and systems (purple rectangles). Data for these smaller forums were similar to the Electronic Cigarette Forum. In both small forums, more negative than positive symptoms were posted, and most effects were reported for “respiratory”, “mouth/throat”, and “neurological”. Most users reported only one effect that generally appeared near the outside edge of the interactome. Those reporting two and or more effects are grouped toward the center of the interactome. There were not enough individuals in the two smaller forums to observe interactions. Very few individuals in the two smaller forums reported signs (Multimedia Appendix 1). The color-coding in Figures 5 and 6 shows the number of systems affected for each user (red circles = users reporting symptom(s) for one system; teal circles = users reporting symptom(s) for two systems; purple circles = users reporting symptom(s) for three systems; light blue = users reporting symptom(s) for five systems).
Figure 5. Interactome for Vapers Forum.
Information on the health effects related to e-cigarette use is important to users, health professionals, and regulatory agencies. In this study, we have taken an infodemiological approach (ie, used information on the Internet for public health research) [26] to evaluate the health effects reported by e-cigarette users. Our data, while preliminary, show that a broad spectrum of positive and negative symptoms attributed to e-cigarette use has been self-reported in online forums. Our data are in general agreement with prior studies and extend earlier work by demonstrating the breadth of e-cigarette related health effects, determining the frequency of occurrence of specific effects for 12 systems, and demonstrating interactions between systems.

Two prior studies deal with the effects of e-cigarette use on blood pressure and heart rate. When 32 participants consumed one e-cigarette cartridge/day for 4 weeks, no abnormal changes in blood pressure were observed [28]. In contrast, we found,
based on a larger number of participants, that blood pressure changes were reported by 3.5% of e-cigarette users (5 individuals with symptoms and 12 individuals with signs), and increased blood pressure was the sign most frequently diagnosed in e-cigarette users by physicians (n=9). Increased heart rate was observed in a study in which increased levels of plasma nicotine were verified during e-cigarette use [6]. This agrees with our study in which some e-cigarette users reported changes in heart rate and palpitations. Although we found that e-cigarette users reported relatively few different symptoms for the circulatory system, some, such as increased blood pressure, may not be perceived by the user and could have significant health impacts if left untreated.

Several prior health-related studies on e-cigarettes deal with the respiratory system and mouth/throat. In our study, these systems had the largest number of different symptoms associated with them. In an Internet survey of e-cigarette users, positive effects were reported to be improved breathing/respiration, less coughing, fewer sore throats, improved fitness, and reduced bad breath [5], similar to the main positive effects found in our study. We found additional positive effects such as “improved COPD [chronic obstructive pulmonary disease]”, “asthma relief”, and “cleared bronchitis”. However for most positive effects, there were corresponding negative reports, such as “developed cough” or “cough worsened”, suggesting that individual responses to e-cigarette aerosol can vary and be opposite. In a study of smoking reduction, mouth and throat irritation as well as dry cough were common, but diminished by 24 weeks [29]. These symptoms were reported in our study with high frequency. We found that some users had immediate reaction to e-cigarettes, such as coughing or choking, or same-day reaction (insomnia), while others reported that symptoms appeared at least a week after beginning e-cigarette use. When respiratory physiology was monitored following 5 minutes of ad libitum use of e-cigarettes by healthy non-smokers, a significant decrease in exhaled nitric oxide and an increase in pulmonary resistance were observed, similar to effects seen during use of conventional cigarettes [22,23]. We did find reports of “tightening of the breath” and “difficulty breathing”, which suggest increased pulmonary resistance. In all the above studies, the reported health effects are short term.

In general, the negative short-term effects reported by e-cigarette users appear relatively minor compared to more serious long-term conditions (eg, cancer and stroke) that occur in conventional smokers [30]. Since some symptoms associated with e-cigarette use appear to be minor, such as sneezing and dry skin, and may not impact overall health and life style, e-cigarette users may consider these effects to be insignificant compared to the health consequences of conventional smoking. Other effects correlated with e-cigarette use may forewarn of significant health problems. For example, dizziness could have a major impact on a user’s life style if it were serious enough to prevent driving or working, as was reported to us by an e-cigarette user. Users need to be aware that e-cigarettes are not free of health consequences and that numerous negative effects have been reported. For individuals who do not smoke conventional cigarettes and who do not currently use e-cigarettes, knowledge of these health effects may be important in helping them decide if they wish to begin e-cigarette use.

Many e-cigarette users reported multiple positive or negative symptoms that often affected more than one system, as shown in Figures 3 and 4. The negative interactome for the Electronic Cigarette Forum demonstrated that when multiple systems are affected in individual e-cigarette users, there is often interaction between systems, such as respiratory and chest, respiratory and mouth/throat, and digestive and neurological. This information may be useful to physicians treating patients who are using e-cigarettes and/or have a prior history of smoking. The data may also be used to help diagnose health problems in patients for whom smoking/e-cigarette history is not known. Although the positive interactome for the Electronic Cigarette Forum had fewer users, interactions between systems were similar to those observed in the negative interactome.

In the negative Electronic Cigarette Forum interactome, many symptoms involved the neurological and sensory systems, and these may have been caused by an overdose or withdrawal of nicotine, which activates nicotinic cholinergic receptors in the brain [31]. Some symptoms reported by e-cigarette users, such as vomiting, nausea, changes in heart rhythm, confusion, dizziness, and fatigue, would be consistent with a nicotine overdose [32]. Because nicotine can be added to cartomizers/cartridges, the potential to overdose exists. It is also possible that some reported symptoms, such as anxiety and depression, which are characteristic of nicotine withdrawal [33], were caused by insufficient delivery of nicotine to some e-cigarette users. As previously shown, inexperienced users of e-cigarettes may not receive adequate levels of nicotine [34].

While our study demonstrates the value of an infodemiological approach, it has several limitations. The online forums may be biased toward negative reporting, and the positive effects are probably under-reported in our analysis. In the current study, users posted effects that they observed after starting e-cigarette use and that they therefore attribute the effects to e-cigarettes. However, these results do not take into account past smoking and lifestyle history, pre-existing conditions, or other medical problems the users may have had before e-cigarette use began, any of which may have affected or even aggravated their response to e-cigarette aerosol. In addition, user posts cannot be validated, and it is possible that inaccurate information appears in the forums. Future work should be undertaken using methods that would acquire additional medical and lifestyle history of each user and that draw participants from a random sample of e-cigarette users.

Additionally, our data do not address the effects that e-cigarette use may have on prenatal development, a period in the human life cycle that is particularly sensitive to environmental chemicals [35,36]. Our recent study found that some e-cigarette refill fluids were highly toxic to human embryonic stem cells [20], indicating the need for further work in this area.

Our data will be helpful to e-cigarette users who may experience similar effects, to health care professionals advising individuals on e-cigarette usage, and to policy makers and legislators who regulate sales, use, and marketing of e-cigarettes. Interactome data may help health care workers identify problems caused by
e-cigarette use, eg, problems with the respiratory system are often linked to problems with the neurological system. While it can be argued that e-cigarettes are safer than conventional tobacco-burning products, the data in this study demonstrate that e-cigarette users are not free of negative health effects.

Conclusions

This study provides a preliminary synopsis of the short-term health effects related to e-cigarette use as reported in online forums. Effects occurred most often in the respiratory and neurological systems and in the mouth and throat with a total of 12 systems being affected. Within each system, certain categories of health-related-effects were dominant, such as throat problems and headache. As more individuals adopt e-cigarettes and use them for longer periods of time, additional positive and negative effects on human health will likely be reported. This study is a step in understanding these issues; however, it will be many years before the long-term health consequences of e-cigarette use are known.
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Abstract

Background: Potential methods of application of self-administered Web-based pure-tone audiometry conducted at home on a PC with a sound card and ordinary headphones depend on the value of measurement error in such tests.

Objective: The aim of this research was to determine the measurement error of the hearing threshold determined in the way described above and to identify and analyze factors influencing its value.

Methods: The evaluation of the hearing threshold was made in three series: (1) tests on a clinical audiometer, (2) self-tests done on a specially calibrated computer under the supervision of an audiologist, and (3) self-tests conducted at home. The research was carried out on the group of 51 participants selected from patients of an audiology outpatient clinic. From the group of 51 patients examined in the first two series, the third series was self-administered at home by 37 subjects (73%).

Results: The average difference between the value of the hearing threshold determined in series 1 and in series 2 was -1.54dB with standard deviation of 7.88dB and a Pearson correlation coefficient of .90. Between the first and third series, these values were -1.35dB±10.66dB and .84, respectively. In series 3, the standard deviation was most influenced by the error connected with the procedure of hearing threshold identification (6.64dB), calibration error (6.19dB), and additionally at the frequency of 250Hz by frequency nonlinearity error (7.28dB).

Conclusions: The obtained results confirm the possibility of applying Web-based pure-tone audiometry in screening tests. In the future, modifications of the method leading to the decrease in measurement error can broaden the scope of Web-based pure-tone audiometry application.

KEYWORDS

pure tone audiometry; computer-assisted instruction; self-examination

Introduction

The development of Internet technologies combined with technological progress in the construction of personal computers, especially in terms of improving performance of sound cards, offer the possibility of conducting self-administered hearing tests at home. Moreover, in a group of elderly people who often suffer from hearing loss, there is an increasing number of Internet users. The validity of such hearing tests needs to be evaluated before applying the test results in the diagnostic and therapeutic process.

The remote examinations of hearing conducted with the use of PCs have been carried out for about 10 years [1]. These examinations can be divided into surveys [2-4] and examinations done with the use of sound signals. The sound signals can be generated through a dedicated external device connected to a PC, usually an audiometer [5,6] or a PC sound card [3,4,7-12]. Among hearing examinations, we can distinguish screening
tests [3,7,11,12] and examinations such as pure-tone audiometry [4-6,8-10], which provide additional information.

The hearing screening tests done remotely with the use of a PC sound card are most often in the form of a speech-in-noise test [3,7,11,12]. The speech-in-noise test is preferred over surveys [3] as it improves the detection of hearing impairment among the population [7], especially after introducing a low-pass noise [12]. The evaluation of validity of pure-tone audiometry conducted in similar conditions, ie, with the use of a PC sound card and ordinary headphones [8-10] is ambiguous and depends on the adopted solutions, which include, eg, calibration, hearing threshold evaluation method, and presence or lack of a person supervising the test. In the supervised tests, the mean error concerning the determination of a hearing threshold on a specially constructed and calibrated PC-based device was below 2.3dB [8]. In unsupervised tests conducted after computer calibration performed by a person with good hearing, the greatest error occurred at the frequency of 2kHz and 4kHz and was \(-5.6\)dB and \(-5.1\)dB respectively, with standard deviation of 8.29dB and 6.9dB [10]. In unsupervised tests conducted without calibration, the maximum mean difference occurred at the frequency of 500Hz and was 11.3dB [9].

The potential application of pure-tone audiometry conducted on a PC depends on the value of the measurement error. The PC-based test will not substitute the clinical pure-tone audiometry. However, it can be applied for conducting self-administered check-ups in cases of limited access to clinical devices, eg, at the general practitioner. Alternatively, it can be used as an initial telemedical examination combined with a survey, which will help determine the direction of future treatment. The aim of the research was to identify the measurement error connected with determining the hearing threshold conducted by means of self-administered Web-based pure tone audiometry, as well as identify and analyze factors affecting its value.

**Methods**

The hearing threshold evaluation was done in three series: (1) audiologist-performed tests on clinical audiometer at an audiology outpatient clinic, (2) self-administered Web-based tests on a specially calibrated computer at an audiology outpatient clinic under the supervision of an audiologist, and (3) self-administered Web-based tests conducted at home.

In series 1 and 2, 51 participants (32 men, 19 women), aged 11-60 years (the median age was 34) underwent examination. The research participants were selected from among the patients of an audiology outpatient clinic. The qualification criterion was the willingness to participate in the research, owning a PC, basic skills to operate it, and having an email account. 102 ears were examined from which 45 (44%) were ears without a hearing loss, ie, with the hearing threshold of 25dBHL and less, 17 (16.7%) were ears with hearing impairment below 40dBHL, 31 (30.4%) with hearing impairment above 40dBHL and below 70dBHL, and 9 (8.8%) were above 70dBHL. From the group of 51 patients examined in the first two series, series 3 was self-administered at home by 37 subjects (73%). The examinations in series 1 and 2 were conducted on the same day, and examinations from series 3 were conducted up to 196 days later (median of 9 days). In the case of failure to conduct test in series 3 in a time of 2-3 weeks, the patients were reminded by a phone call and then after about 1 month, they were reminded by an email.

**Tests in Clinical Settings**

All tests from series 1 were made in an acoustic cabin with the use of clinical audiometer Interacoustic AD229c and headphones TDH-39. The calibration of the audiometer was conducted according to ISO 389-1:1998. The hearing threshold in pure-tone audiometry was determined with the use of the ascending method, according to ISO 8253-1:2010. The level of the tone was reduced in 10dB steps until no further response occurred, and then it was increased in 5dB steps until the subject responded. The threshold was defined as the lowest level at which responses occurred in at least half of the series of ascending trials with a minimum of two responses required at that level [13]. The examinations were conducted at the frequencies of 250Hz, 500Hz, 1kHz, 2kHz, 4kHz, and 8kHz.

**Self-administered Web-Based Test**

The examinations in series 2 and 3 were conducted on personal computers following their calibration. Both the calibration and the examination were performed at system volume set at the maximum level. The calibration consisted of determining the reference sound level by a person with good hearing. During calibration, two sounds differing in intensity were presented bilaterally in turns for 1 second at a frequency of 1kHz. The difference in sound intensity was stable and equalled 5dB. The task of the reference person was to set the volume in a way that ensured that only the louder of the two sounds presented was audible. The volume was controlled by means of a slider with the step of 1dB. The reference person could listen to the sound for unlimited time, adjusting the volume using the slider with 1dB step any number of times, in order to finally confirm the selected level with a button. The mean intensity of the two presented sounds determined the hearing level of the reference person and was marked 0dBHP-RL. The reference values at frequencies differing from the calibration frequency, ie, 1kHz, were calculated using the model based on the A-weighting filter [14].

The procedure of determining the hearing threshold during the test, both in series 2 and 3, differed from that applied during calibration. The task of the subject was to set the intensity of the presented pure tone modulated by sinusoidal envelope with a 2-second period at such a level that the sound was on the verge of audibility. Patients could listen to the sound for unlimited time and change the intensity of the presented sound signal by themselves using a slider with 5dB step any number of times, and then confirm the chosen level with a button. The hearing threshold was determined at frequencies as in series 1, ie, 250Hz, 500Hz, 1kHz, 2kHz, 4kHz, and 8kHz. For hearing thresholds below 0dBHL-RL, the value was assumed to be 0dBHL-RL. The time spent on calibrating and examinations was not recorded.

All the examinations in series 2 were conducted on a notebook Dell Vostro 1320 with operational system Microsoft Windows
7 and headphones Technics RP-F290 placed in an acoustic cabin of an audiology outpatient clinic and connected to the Internet. The calibration was repeated six times by 3 people whose hearing threshold in pure-tone audiometry at the calibration frequency was 0dBHL. Each person performed calibration twice. The final value of the calibration coefficient was determined as the mean of all values obtained from single calibrations and was the same for all examinations in series 2. Examinations were supervised by an audiologist, whose task was to train a patient and detect his/her mistakes, e.g., changing the sides of headphones, omission of the frequency, or accidental marking of a threshold that was significantly different from the actual one.

Examinations in series 3 were conducted by the patients themselves on their own personal computers at home. Each examination was conducted on a different computer using different headphones. The test station was calibrated by other household members with no previous hearing problems. In that series, the hearing threshold of the reference person was not controlled. The trial participants were instructed to conduct the test at home in a quiet place, preferably in the evening or at night. Moreover, they were informed that the calibration should be performed by a person up to 35 years old, with no previous hearing problems.

**Results**

Comparison of the Results Between Series

The hearing threshold determined in series 1 was compared to hearing thresholds from series 2 and 3. If there was no response at a given frequency, measurement was not taken into account for further calculations. Figure 1 presents relationships between the series: the relationship between hearing thresholds with division into frequencies, the relationship between total hearing thresholds, and that between the mean hearing thresholds calculated on the basis of the value obtained at all the examined frequencies.

The mean difference between thresholds in series, its standard deviation, Pearson’s correlation coefficient, and linear estimators (Table 1) were calculated for the relationships described above. Linear estimators were determined for Deming’s regression because the explanatory variable, which constitutes the hearing threshold in series 1, is also burdened with measurement error. The mean difference in the hearing threshold between series 1 and 2 and between series 1 and 3 was −1.54dB and −1.34dB respectively, with standard deviation 7.88dB and 10.66dB respectively, and Pearson’s correlation coefficients .90 and .84 respectively. In both comparisons, the lowest values of Pearson’s correlation coefficient were obtained for the frequency of 250Hz at the level of .88 and .69 respectively. The highest value of the standard deviation occurred at the frequency of 8kHz (8.88dB) and 500Hz (12.03dB) respectively. Pearson’s correlation coefficients calculated for the mean threshold were at the level of .94 and .89 respectively (Table 1).

The mean difference between thresholds in series, its standard deviation, Pearson’s correlation coefficient, and linear estimators of Deming’s regression were determined for the hearing loss below 40dBHL as well as greater than or equal to 40dBHL (Table 2). The division was made on the basis of the mean value of the hearing threshold in two comparable series. The mean difference in the hearing threshold did not exceed 2dB in any of the groups, and its standard deviation increases together with the increase in the hearing loss. Pearson’s correlation coefficients reflect changes in the standard deviation and reach low values due to narrow ranges of random variables compared to their standard deviations. For the same reason, the values of linear estimators deviate from the values established for the whole group.

On the basis of the obtained results, the sensitivity and specificity of noise-induced hearing loss detection was calculated, according to the criteria proposed in [15] adopted for the purposes of this paper. The noise-induced hearing loss was detected when the hearing threshold exceeded 30dB at one of the following frequencies: 500Hz, 1kHz, 2kHz, or 25dB at more than one, or when the hearing threshold exceeded 50dB at 4kHz. For series 2, the sensitivity was 0.92 with confidence interval of (0.81, 1.0) at P=.05, and the specificity was 0.96 with confidence intervals of (0.88, 1.0) at P=.05. For series 3, the respective values were sensitivity 0.89 (0.74, 1.0) and specificity 0.89 (0.76, 1.0).

Analysis of the Measurement Error

This paper attempts to identify and assess the values of the sources of error in determining the hearing threshold of Web-based examinations. The literature data on standard deviation of the hearing threshold determined in test-retest examinations carried out in clinical settings are presented in Table 3. On the basis of these data, the value of the standard deviation of the hearing threshold determined in test-retest examinations was adopted for the further calculations at the level of 6dB.
Table 1. The mean difference $m$ in the hearing threshold value between the series calculated on the basis of $n$ data points collected on a group of $N$ subjects, its standard deviation $\sigma$, Pearson’s correlation coefficient $r$ and linear estimators $a$, $b$ of Deming’s regression $y=ax+b$ and corresponding confidence intervals CI at $P=0.05$.

<table>
<thead>
<tr>
<th>$f$</th>
<th>$n$</th>
<th>$m$</th>
<th>$\sigma$</th>
<th>$r$ (CI)</th>
<th>$a$ (CI)</th>
<th>$b$ (CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Series 1 vs 2, N=51</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>250Hz</td>
<td>100</td>
<td>−3.70</td>
<td>7.30</td>
<td>.88 (0.82, 0.92)</td>
<td>1.08 (1.06, 1.09)</td>
<td>−5.49 (−5.84, −5.13)</td>
</tr>
<tr>
<td>500Hz</td>
<td>101</td>
<td>0.52</td>
<td>7.20</td>
<td>.88 (0.83, 0.92)</td>
<td>0.93 (0.92, 0.94)</td>
<td>2.09 (1.83, 2.34)</td>
</tr>
<tr>
<td>1kHz</td>
<td>101</td>
<td>−4.59</td>
<td>6.91</td>
<td>.92 (0.88, 0.94)</td>
<td>0.85 (0.84, 0.86)</td>
<td>−1.16 (−1.39, −0.92)</td>
</tr>
<tr>
<td>2kHz</td>
<td>101</td>
<td>−2.42</td>
<td>7.22</td>
<td>.93 (0.90, 0.95)</td>
<td>0.95 (0.94, 0.96)</td>
<td>−1.18 (−1.44, −0.91)</td>
</tr>
<tr>
<td>4kHz</td>
<td>100</td>
<td>2.15</td>
<td>7.68</td>
<td>.93 (0.90, 0.95)</td>
<td>0.97 (0.96, 0.98)</td>
<td>2.88 (2.64, 3.12)</td>
</tr>
<tr>
<td>8kHz</td>
<td>100</td>
<td>−1.20</td>
<td>8.88</td>
<td>.91 (0.86, 0.94)</td>
<td>0.93 (0.92, 0.93)</td>
<td>0.71 (0.47, 0.95)</td>
</tr>
<tr>
<td>Total</td>
<td>603</td>
<td>−1.54</td>
<td>7.88</td>
<td>.90 (0.89, 0.92)</td>
<td>0.96 (0.96, 0.96)</td>
<td>−0.52 (−0.57, −0.48)</td>
</tr>
<tr>
<td>Mean</td>
<td>99</td>
<td>−1.52</td>
<td>5.42</td>
<td>.94 (0.91, 0.96)</td>
<td>0.94 (0.93, 0.96)</td>
<td>−0.23 (−0.46, −0.01)</td>
</tr>
</tbody>
</table>

| **Series 1 vs 3, N=37** |
| 250Hz    | 71  | −5.07| 12.03    | .69 (0.55, 0.80) | 1.23 (1.19, 1.26) | −10.42 (−11.14, −9.70) |
| 500Hz    | 71  | −0.35| 10.43    | .79 (0.68, 0.86) | 1.05 (1.03, 1.08) | −1.57 (−2.08, −1.05) |
| 1kHz     | 72  | −1.24| 9.28     | .85 (0.76, 0.90) | 1.01 (0.99, 1.03) | −1.49 (−1.96, −1.02) |
| 2kHz     | 72  | −1.58| 10.46    | .88 (0.81, 0.92) | 0.90 (0.87, 0.92) | 1.04 (0.48, 1.59) |
| 4kHz     | 72  | −1.42| 10.77    | .87 (0.80, 0.92) | 0.98 (0.96, 1.00) | −0.83 (−1.33, −0.33) |
| 8kHz     | 71  | 1.63 | 10.05    | .88 (0.82, 0.93) | 1.05 (1.04, 1.07) | 0.31 (−0.11, 0.73) |
| Total    | 429 | −1.34| 10.66    | .84 (0.81, 0.86) | 1.02 (1.01, 1.02) | −1.71 (−1.80, −1.62) |
| Mean     | 68  | −1.44| 7.59     | .89 (0.83, 0.93) | 1.01 (1.00, 1.03) | −1.73 (−2.14, −1.33) |

Table 2. The mean difference $m$ in the hearing threshold $t$ between the series calculated on the basis of $n$ data points collected on a group of $N$ subjects, its standard deviation $\sigma$, Pearson’s correlation coefficient $r$ and linear estimators $a$, $b$ of Deming’s regression $y=ax+b$ and corresponding confidence intervals CI at $P=0.05$ for the hearing threshold below 40dBHL as well as greater than or equal to 40dBHL.

<table>
<thead>
<tr>
<th>Group</th>
<th>$n$</th>
<th>$m$</th>
<th>$\sigma$</th>
<th>$r$ (CI)</th>
<th>$a$ (CI)</th>
<th>$b$ (CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Series 1 vs 2, N=51</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t&lt;40$dBHL</td>
<td>498</td>
<td>−1.45</td>
<td>7.37</td>
<td>.74 (0.70, 0.78)</td>
<td>0.84 (0.84, 0.84)</td>
<td>1.24 (1.19, 1.30)</td>
</tr>
<tr>
<td>$t\geq40$dBHL</td>
<td>105</td>
<td>−1.99</td>
<td>9.88</td>
<td>.64 (0.51, 0.74)</td>
<td>1.07 (1.04, 1.09)</td>
<td>−5.67 (−7.04, −4.30)</td>
</tr>
<tr>
<td><strong>Series 1 vs 3, N=37</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t&lt;40$dBHL</td>
<td>339</td>
<td>−1.52</td>
<td>9.72</td>
<td>.58 (0.51, 0.65)</td>
<td>1.11 (1.10, 1.12)</td>
<td>−3.38 (−3.53, −3.22)</td>
</tr>
<tr>
<td>$t\geq40$dBHL</td>
<td>90</td>
<td>−0.64</td>
<td>13.67</td>
<td>.44 (0.25, 0.59)</td>
<td>0.66 (0.62, 0.69)</td>
<td>17.59 (15.56, 19.62)</td>
</tr>
</tbody>
</table>
Figure 1. The relationship between hearing thresholds in series 1 and 2 (first two columns on left) and between series 1 and 3 (last two columns on right) calculated in a group of 51 and 37 subjects, respectively.

Table 3. Standard deviations of the hearing threshold obtained in test-retest examination (literature data) (separate measurements were carried out for supra-aural headphones (series I, II, III) and in-ear headphones (IV, V, VI) and for the group of young (series I and IV), older (II, V) and the oldest (III, VI) subjects; N=number of subjects) [16-18].

<table>
<thead>
<tr>
<th>Investigator</th>
<th>Series</th>
<th>N</th>
<th>250</th>
<th>500</th>
<th>1kHz</th>
<th>2kHz</th>
<th>4kHz</th>
<th>8kHz</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brown 1948 [16]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>30</td>
<td>5.3</td>
<td>4.4</td>
<td>5.8</td>
<td>4.5</td>
<td>5.4</td>
<td>7.1</td>
<td>5.4</td>
</tr>
<tr>
<td>Erlandsson et al 1979 [17]a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>6.3</td>
<td>6.2</td>
<td>4.7</td>
<td>5.3</td>
<td>10.4</td>
<td>6.6</td>
<td></td>
</tr>
<tr>
<td>Landry et al 1999 [18]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td></td>
<td>20</td>
<td>5.0</td>
<td>4.6</td>
<td>5.2</td>
<td>4.1</td>
<td>4.3</td>
<td>6.0</td>
<td>5.9</td>
</tr>
<tr>
<td>II</td>
<td></td>
<td>10</td>
<td>8.5</td>
<td>7.9</td>
<td>5.2</td>
<td>6.4</td>
<td>9.5</td>
<td>6.9</td>
<td></td>
</tr>
<tr>
<td>III</td>
<td></td>
<td>10</td>
<td>5.9</td>
<td>5.4</td>
<td>6.4</td>
<td>2.1</td>
<td>6.7</td>
<td>7.1</td>
<td></td>
</tr>
<tr>
<td>IV</td>
<td></td>
<td>20</td>
<td>8.8</td>
<td>7.7</td>
<td>4.6</td>
<td>5.5</td>
<td>2.9</td>
<td>3.6</td>
<td></td>
</tr>
<tr>
<td>V</td>
<td></td>
<td>10</td>
<td>7.1</td>
<td>4.4</td>
<td>7.4</td>
<td>5.5</td>
<td>2.6</td>
<td>5.4</td>
<td></td>
</tr>
<tr>
<td>VI</td>
<td></td>
<td>10</td>
<td>9.3</td>
<td>4.6</td>
<td>3.3</td>
<td>5.3</td>
<td>9.0</td>
<td>9.4</td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>7.1</td>
<td>5.7</td>
<td>5.5</td>
<td>4.8</td>
<td>5.7</td>
<td>7.0</td>
<td>6.0</td>
<td></td>
</tr>
</tbody>
</table>

*aEstimated by comparison with Békésy audiometry performed 5 times on a group of 10 subjects.

Knowing that the variance of the sum of the two independent random variables $X$ and $Y$ is the sum of their variance (see Multimedia Appendix 1), the standard deviation for a single measurement of the hearing threshold in clinical settings $\sigma_{\text{clin}}$ was calculated at the level of 4.25dB by dividing the $\sigma_{\text{2clin}}$ by the square root of two (see Multimedia Appendix 2).
Therefore, assuming the variability of the hearing threshold measurement in series 1 $\sigma_{(i)}$, at the level of literature data $\sigma_{\text{clin}}$, the standard deviation of the measurement error in Web-based hearing tests for series 2 $\sigma_{(ii)}$ was calculated at 6.64dB based on the value $\sigma_{(i)}$ and the value $\sigma_{(0;i;i)}$, which is the standard deviation of the hearing threshold difference between the values determined in series 1 and 2. Similarly, for series 3, we obtain the standard deviation $\sigma_{(iii)}$ equal to 9.78dB (see Multimedia Appendix 3).

In series 2, the standard deviation of the measurement error depends mainly on the standard deviation of the error connected with the procedure of determining threshold value $\sigma_{\text{proc}}$. In series 3, apart from the error connected with the procedure of determining the threshold value, we can distinguish other sources of error influencing the standard deviation: the standard deviation of the calibration error $\sigma_{\text{cal}}$, which is the reference sound level evaluation error at the calibration frequency, the frequency nonlinearity error $\sigma_{\text{nonlin}}$ which is the difference between the actual reference sound level and that set by the model, the gain error $\sigma_{\text{gain}}$, and the error connected with background noise $\sigma_{\text{noise}}$ (see Multimedia Appendix 4).

Of course in series 2, the calibration error, frequency nonlinearity error, and gain error were the same in all tests and did not influence the value of standard deviation, while the error connected with background noise can be omitted since the tests were conducted in an acoustic cabin.

Figure 2 shows the standard deviation of threshold differences between series in relation to the hearing threshold for series 1 and the frequency. The lowest values of standard deviations are observed in small hearing losses, ie, for those measurements that should be most affected by the background noise. Therefore, we can assume that the error connected with background noise is significantly smaller than other components of the measurement error. In the following considerations, the standard deviation of error connected with background noise was omitted ($\sigma_{\text{noise}} \approx 0$dB), both for series 2 and for series 3.

With the increase in intensity, increment of the standard deviation of measurement error in series 3 is slightly smaller than in series 2. In series 2, the standard deviation of the gain error equals zero since all tests are done on the same set. The lack of increase in standard deviation in series 3 above the values observed in series 2 indicates a negligible effect of the gain error on the measurement values ($\sigma_{\text{gain}} \approx 0$dB).

The standard deviation of the calibration error $\sigma_{\text{cal}}$ can be estimated by comparing the standard deviations for series 2 and 3 at the calibration frequency, ie, 1kHz. Since the calibration is performed on the same set as the test, the error connected with the nonlinearity of the frequency response at the calibration frequency is zero ($1\text{kHz}\sigma_{\text{nonlin}} \approx 0$dB). Taking into account the above, we obtain the calibration error $\sigma_{\text{cal}}$ equal to 6.19dB (see Multimedia Appendix 5). Finally, knowing the calibration error $\sigma_{\text{cal}}$ and assuming the insignificance of the error connected with background noise as well as the gain error, the standard deviations of the frequency nonlinearity error were calculated. The highest value $250\text{Hz}\sigma_{\text{nonlin}}$ was observed at the frequency of 250Hz at the level of 7.28dB (see Multimedia Appendix 5).

No asymmetry of measurement error between the left and right sides was detected in any of the tests, which could raise suspicion concerning incorrect audio balance.

**Figure 2.** Standard deviation of the hearing threshold differences between the series calculated for the group of N subjects in relation to the hearing threshold evaluated in series 1 (left) and the frequency (right).

**Discussion**

The aim of the research was to identify the measurement error connected with determining the hearing threshold conducted by means of self-administered Web-based pure tone audiometry, as well as identify and analyze factors affecting its value.

The average difference between the value of the hearing threshold determined in series 1 and in series 2 was $-1.54$dB with standard deviation of 7.88dB and Pearson’s correlation...
coefficient of .90. Between series 1 and series 3, these values were \(-1.35dB\pm10.66dB\) and \(.84\) respectively. For the average hearing threshold, these values were, for series 2 \(-1.52dB\pm5.42dB\) and \(.94\) respectively, and for series 3, \(-1.44dB\pm7.59dB\) and \(.89\). The results from series 2 are consistent with the results presented by Honeth et al, who determined the correlation coefficient of the average hearing threshold for the group of 72 people at the level of \(.94\) and \(.93\) respectively for the right and left ears [10]. 64 out of 72 people (89%) were examined on the same test set calibrated by the same person.

In series 3, the standard deviation values were most influenced by the error connected with the procedure of determining the hearing threshold, the same as the error in series 2 (\(\sigma_{proc}=6.64dB\)), the calibration error (\(\sigma_{cal}=6.19dB\)), and additionally at the frequency of 250Hz, the frequency response nonlinearity error (\(250Hz\sigma_{nonlin}=7.28dB\)).

The error of determining the hearing threshold during examination, which consisted of self-adjustment of the position of the volume slider in 5dB steps, was estimated at the level of \(\sigma_{proc}=6.64dB\). The reason for such high error value compared to the error value of the ascending method (\(\sigma_{asc}=4.25dB\)) may be attributed to the difficulty connected with self-assessment of the hearing threshold. Standard deviations between series 1 and 2 as well as between series 1 and 3 increase together with the increase in the hearing loss (Figure 2). This suggests that the task of self-evaluation of the hearing threshold proves more difficult to perform for subjects with moderate and profound hearing impairment compared to normal hearing subjects.

Replacement of this method with the ascending method will contribute to improving the accuracy of the examination. The method of self-evaluation of the hearing threshold was originally chosen as simpler, faster and more flexible. Consequently, it was less monotonous and more attractive for the patient.

The purpose in the calibration was to approximate the 0dBHL level at the examined frequencies. The approximation can be conducted in a number of ways. The reference sound level can be determined independently for each frequency in relation to the hearing threshold of the reference person [10]. In this case, the calibration error at each frequency is burdened with measurement error of the hearing threshold and the difference between the hearing threshold of the reference person and 0dBHL. Another solution, which was adopted in this paper, is to measure the hearing threshold at one frequency, at which the difference between the values of the hearing threshold among the population are the smallest and then determine the reference sound level at other frequencies on the basis of the model. Alternatively, calibration can be performed at a number of frequencies and the correctness of the calibration may be assessed based on its accordance with the model. At the same time, in the case of a large discrepancy between the measurement results, the calibration can be repeated by another person or on different headphones. The choice of the optimal method requires further research.

The calibration also involves the problem of selecting a procedure for determining the hearing threshold of the reference person. Calibration is usually conducted by young persons with normal hearing. Therefore, in order to achieve more accurate calibration results, one can use the procedure requiring greater hearing efficiency compared to the procedure used in examination. This study applies calibration consisting in changing the intensity of two sounds with the stable difference of 5dB. This method requires considerable concentration and optimal hearing ability. However, in contrast to the ascending method, it is not burdened with discretization errors.

Calibration error (\(\sigma_{cal}=6.19dB\)) is connected with the error of hearing threshold assessment \(\sigma_{proc\_cal}\) and the standard deviation in the hearing threshold of the reference persons \(\sigma_{pop}\) at the calibration frequency, ie, 1kHz. The standard deviation of the hearing threshold determined by means of the ascending method among the population of young subjects without prior hearing problems, \(\sigma_{pop\_asc}\) can be estimated on the basis of literature data [19]. The distribution of the hearing threshold at 1kHz determined for the population of 2490 subjects was approximated with normal distribution. The standard deviation was calculated based on the values of 1st and 3rd quartile at the level of \(\sigma_{pop\_asc}=5.6dB\). Assuming the standard deviation of the ascending method \(\sigma_{asc}\) is at the level of 4.25dB, we obtain \(\sigma_{pop}\) at 3.65dB and then \(\sigma_{proc\_cal}\) at 5.00dB (see Multimedia Appendix 6).

The method of the hearing threshold evaluation used during calibration (\(\sigma_{proc\_cal}=5.00dB\)), despite the possibility of setting the threshold with the accuracy of 1dB step, is characterized by a slightly higher error than in the ascending method \(\sigma_{asc}=4.25dB\), whose step equals 5dB. Therefore, accuracy improvement of the Web-based examination can be achieved by modifying the method. An interesting solution is offered by, eg, the Békésy’s method, as it is characterized by lower standard deviation in the test-retest examination compared to the ascending method [17], and additionally it is not burdened with discretization errors.

The frequency nonlinearity error is the difference between the actual values of the reference sound level and the values determined by the model. The greatest value of \(250Hz\sigma_{nonlin}=7.28dB\) was observed at 250Hz with the mean value calculated for all frequencies, excluding the calibration frequency \(\sigma_{mean}\) of \(4.05dB\). The frequency nonlinearity error is connected with different values of Reference Equivalent Threshold Sound Pressure Level (RETSPL) of the headphones used in the examination and the frequency nonlinearity of the sound card. The biggest differences between the RETSPL values occur at low frequencies [20], also in the low frequency range, more often than at mid and high frequencies, frequency distortion of the sound card can be observed, eg, when bass boost option or equalizer settings are enabled. The improvement in accuracy, especially at low frequencies, can be acquired through selection of headphones for which RETSPL values are known. However, in practice this will be hard to achieve for tests carried out at home. An alternative solution would be control determination of the calibration coefficient at low frequencies and verification against the value determined by the model.
Taking into account the significant value of the calibration error and frequency nonlinearity error, it seems interesting to conduct pure-tone audiometry examination on generally available appliances with known electro-acoustic parameters, e.g., smartphones. On determining frequency characteristics of the selected smartphone model with bundled headphones, it seems possible to omit the calibration stage and thus obtain more precise examination results.

Web-based pure-tone audiometry can be used without previous training in its conducting. However, it requires the knowledge of basic terms such as the hearing threshold or frequency. On the other hand, an attractive, intuitive and user-friendly interface can largely replace training. Prior to the tests in series 3, patients were instructed on how to perform the test and had performed similar tests before in series 2 under the supervision of an audiologist. The knowledge of the application could lead to reduction in the value of the measurement error.

The obtained results of sensitivity and specificity confirm the possibility of applying Web-based pure-tone audiometry in screening tests. Moreover, Web-based pure-tone audiometry may be used for self-monitoring of hearing, especially if tests are to be conducted under the same conditions. If the same equipment is used, the relative error between subsequent examinations will be reduced by frequency nonlinearity error, and in the case of the same calibration coefficients, relative error will be reduced by the calibration error. Self-monitoring of hearing may become applicable in hearing disorders, such as fluctuating hearing loss, tinnitus, sudden hearing loss, otosclerosis, Menière’s disease, as well as during treatment with ototoxic drugs. In the future, modifications of the method leading to the decrease in measurement error can broaden the scope of Web-based pure-tone audiometry application.
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**Multimedia Appendix 1**

Variance of the sum of the two independent random variables.
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**Multimedia Appendix 2**

The standard deviation for a single measurement of the hearing threshold determined by means of the ascending method.
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**Multimedia Appendix 3**

The standard deviation for a single measurement of the hearing threshold determined in series 2 and series 3.
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**Multimedia Appendix 4**

Factors influencing the standard deviation of the measurement error of the hearing threshold in the series 2 and 3.
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**Multimedia Appendix 5**

The standard deviation of the calibration error and frequency nonlinearity error.
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**Multimedia Appendix 6**

The standard deviation of the hearing evaluation method used during calibration.
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Multimedia Appendix 7
CONSORT-EHEALTH checklist V1.6.2 [21].
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Errol Ozdalga and colleagues recently highlighted the impressive range of roles and uses of smartphones in the medical setting [1]. An important point highlighted and worth developing from this paper is the difficulties associated with accurately comparing and assessing different medical apps for smartphones. This is mainly due to the fact that medical apps are often designed with one particular focus and inherently different interfaces which often make a direct comparison between apps unfeasible. Furthermore, even apps that purport to complete the same task often include extra functionality or features that make direct evaluation impossible. One solution offered by Ozdalga et al is to survey doctors on the perceived impact of specific apps available. However I believe that this is unfeasible given the rate at which the medical app ecosystem is evolving in terms of number, range, and type of app. With thousands of medical apps available, it is highly improbable that a clinician has a working knowledge of the complete range available. As such, any surveys will be subjective depending on the target audience and consequently offer limited utility for physicians and medical students alike. Moreover, surveys regarding specific apps are usually out of date by the time they are published. What is more important, is establishing a systematic method by which medical apps can be compared and their utility for health care professionals validated.

One proposed method to solve this is to develop a set of standard criteria that can be used to systematically assess the utility of a medical app for a health care professional. I believe that the most efficient and effective method should be based on a self-certification system with key criteria that have been adapted from the Health on the Net foundation (HON, [2]). Table 1 shows potential self-certification criteria which medical apps could be reasonably expected to achieve in order to establish the validity of the information contained within the app. The Health on the Net Foundation Code of Conduct (HONcode) for medical and health websites addresses one of Internet's main health care issues: the reliability and credibility of information. It is therefore highly applicable to medical apps that are subject to the same issues.

Using this system, it would then possible to set up a self-certification process where registered developers could highlight the fact that their app conforms to these basic criteria. At the moment, no such organization exists although there is clearly scope for such an entity. With the impending launch of the United Kingdom National Health Service App Store, it appears that there has never been a better time to develop a self-certification model for medical apps.
Table 1. A list of potential criteria based on the HONcode to be used as the basis of a self-certification model for medical apps.

<table>
<thead>
<tr>
<th>Certification criteria</th>
<th>Detailed description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information must be authoritative</td>
<td>• All medical information presented in a medical app must be attributed to an author and his/her training in the field must be mentioned.</td>
</tr>
<tr>
<td>Purpose of the website</td>
<td>• A statement clearly declaring that the information on the app is not meant to replace the advice of a health professional has to be provided.</td>
</tr>
<tr>
<td></td>
<td>• A brief description of the app’s mission, purpose, and intended audience is necessary.</td>
</tr>
<tr>
<td></td>
<td>• Another brief description of the organization behind the app, its mission, and its purpose is also necessary.</td>
</tr>
<tr>
<td>Confidentiality</td>
<td>• This principle is applicable to all apps, even if it does not host patient records or store any medical or personal data.</td>
</tr>
<tr>
<td></td>
<td>• The app must describe a privacy policy regarding how confidential, private or semi-private information such as email addresses and the content of emails received from or sent to users is treated.</td>
</tr>
<tr>
<td></td>
<td>• Users must be informed whether their data will be recorded in your own database, who can access this database (others, only you, nobody), if this information is used for your own statistics (anonymous or not), or if these statistics are used by third party or other companies.</td>
</tr>
<tr>
<td></td>
<td>• Even if one or more of these points are not relevant to your app, you must state how you handle the following information sent to you by your visitors: (email addresses or/and contact information, names, personal, or medical data).</td>
</tr>
<tr>
<td>Information must be documented: referenced and dated</td>
<td>• All medical content (page or article) has to have a specific date of creation and a last modification date.</td>
</tr>
<tr>
<td></td>
<td>• All sources of the medical content must be clearly indicated the recognized, scientific, or official sources of health information quoted in the app. Ideally, a precise link to the source is provided whenever it is possible.</td>
</tr>
<tr>
<td>Justification of claims</td>
<td>• All information about the benefits or performance of any treatment (medical and/or surgical), commercial product, or service is considered as claims. All claims have to be backed up with scientific evidence (medical journals, reports, or others).</td>
</tr>
<tr>
<td>Contact details</td>
<td>• The app must be completely operational and the information must be accessible and clearly presented.</td>
</tr>
<tr>
<td></td>
<td>• There must be a way to contact the developer, such as a working email address or contact form, for users who would like to have more details or support. This contact must be easy to access from anywhere within the app.</td>
</tr>
<tr>
<td>Financial disclosure</td>
<td>• Each app must include a statement declaring its sources of funding. This is required for all apps, including those with no external sources of funds, and apps funded by government agencies, pharmaceutical companies, or other commercial entities.</td>
</tr>
<tr>
<td></td>
<td>• All funding must be declared: government agency, private companies, donations, etc.</td>
</tr>
<tr>
<td></td>
<td>• Developers also have to declare all conflicts of interest.</td>
</tr>
<tr>
<td>Advertising policy</td>
<td>• Conflicts of interest and external influences which could affect the objectivity of the editorial content must be clearly stated in a disclaimer.</td>
</tr>
<tr>
<td></td>
<td>• All apps displaying paying banners have to have an advertising policy. This policy must explain how the app distinguishes between editorial and advertising content and which advertisements are accepted. Any conflict of interest has to be explained.</td>
</tr>
</tbody>
</table>
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